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Preface 

This volume composes the proceedings of the Second International Conference on 
Computational Collective Intelligence––Technologies and Applications (ICCCI 2010), 
which was hosted by National Kaohsiung University of Applied Sciences and Wroclaw 
University of Technology, and was held in Kaohsiung City on November 10-12, 2010. 
ICCCI 2010 was technically co-sponsored by Shenzhen Graduate School of Harbin 
Institute of Technology, the Tainan Chapter of the IEEE Signal Processing Society, the 
Taiwan Association for Web Intelligence Consortium and the Taiwanese Association 
for Consumer Electronics. It aimed to bring together researchers, engineers and poli-
cymakers to discuss the related techniques, to exchange research ideas, and to make 
friends. ICCCI 2010 focused on the following themes: 

 

• Agent Theory and Application 
• Cognitive Modeling of Agent Systems 
• Computational Collective Intelligence 
• Computer Vision 
• Computational Intelligence 
• Hybrid Systems 
• Intelligent Image Processing 
• Information Hiding 
• Machine Learning 
• Social Networks 
• Web Intelligence and Interaction 

 

Around 500 papers were submitted to ICCCI 2010 and each paper was reviewed by at 
least two referees. The referees were from universities and industrial organizations. 155 
papers were accepted for the final technical program. Four plenary talks were kindly 
offered by: Gary G. Yen (Oklahoma State University, USA), on “Population Control in 
Evolutionary Multi-objective Optimization Algorithm,” Chin-Chen Chang (Feng Chia 
University, Taiwan), on “Applying De-clustering Concept to Information Hiding,” 
Qinyu Zhang (Harbin Institute of Technology, China), on “Cognitive Radio Networks 
and Its Applications,” and Lakhmi C. Jain (University of South Australia, Australia), 
on “Intelligent System Design in Security.”  

We would like to thank the authors for their tremendous contributions. We would 
also express our sincere appreciation to the reviewers, Program Committee members 
and the Local Committee members for making this conference successful. Finally,  
 



VI Preface 

we would like to express special thanks for the financial support from the  
National Kaohsiung University of Applied Sciences, Kaohsiung City Government,  
National Science Council and Education Ministry, Taiwan, in making ICCCI 2010 
possible. 
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Abstract. In the paper, the new method GARD of HTTP request distribution, in 
globally distributed clusters of Web Servers, is presented. The method de-
scribed uses neuro-fuzzy models, enabling the estimation of the HTTP request 
response time. Both, the description of the method and the research environ-
ment as well as the obtained results are described in the paper. 

Keywords: HTTP request distribution, Neuro-Fuzzy model, Quality of web 
service, Request response time estimation, Distributed system. 

1   Introduction 

The Internet is a medium, thanks to which varied activities, such as: fun, entertain-
ment, acquiring knowledge can be undertaken by a man. The aforementioned activi-
ties, redirected onto the virtual field of the Internet, cause an increase in the users’ 
number of the informative, entertaining and social services. It enforces the need of 
improving the quality of the Web services, which is connected with a higher standard 
of efficiency in processing the requests at the level of Web-based centers, as well as 
the level of choosing the centre to service the requests on the Internet. Therefore, the 
Web systems processing the HTTP requests can be divided into systems of local 
processing and global Web-based systems, whose centres are located on the vast geo-
graphical area.  

In the paper, the method of HTTP request distribution, in the globally distributed 
clusters of the Web servers, is presented. The method was described initially in [3]. 
However, the presented paper describes in detail the concept of neuro-fuzzy models, 
enabling estimation of the response time to the HTTP request. Also, the results of 
comparatory research of the two variations of presented method are shown herewith. 
The conducted research, concerning request distribution, is presented in section 2 and 
the GARD method is described in point 3. Point 4 ilustrates the research environment 
and the results of conducted simulation experiments. Point 5 contains a short summary.  

2   Related Works 

The issue of a request distribution in the Web systems has been raised in the number of 
papers. Most of them, however, concern the request distribution in the local clusters of 
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the Web servers e.g. [1, 14, 5]. The request distribution in the globally distributed 
systems is realized mostly with the use of an adequate DNS system e.g. [4, 8, 9]. There 
are also globally distributed systems employing brokers to redirect the request, located 
in a close proximity to a client. The presented method uses neuro-fuzzy models ena-
bling estimation of the client’s request response time. The models were previously 
applied in the methods of the HTTP request distribution in the local clusters of the 
Web Server e.g. [1] and in the aforementioned global distribution with the brokers [2]. 
There are also other papers describing a fuzzy approach to the distribution [10] and the 
HTTP request scheduling [6]. 

3   Description of GARD Method 

The GARD method is designed to distribute the HTTP requests in the Web services 
working in a Wide Area Network, especially in the Internet.  GARD is an acronym 
and stands for Global Adaptive Request Distribution. 

The scheme of the request distribution system applying the GARD method is pre-
sented in Fig. 1.  

 

Fig. 1. The scheme of the request distribution system GARD 

The components of the GARD system are: clients, Local services, request distribu-
tion servers, DNS system.  

Local services (LS) are the clusters of the Web servers, consisting of: a web switch 
and a certain number of the Web servers or a single Web server. Each of the Local 
service in the system is able to process every request of the request set admissible by 
the Web service.  

Request distribution servers are located nearby the Local servers and connected 
with them through the local network. Exactly one request distribution server falls on 
every single Local service and has its own IP address. The servers are responsible for 
the clients’ HTTP request distribution.  

Every client, who wants to download an HTTP object from the Web service for the 
first time, is required to obtain the IP address on the basis of a mnemonic address.  
The DNS system translates the mnemonic address of the service into the IP address of 
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the request distribution server, with the use of an appropriate DNS server. The DNS 
system is permitted to select any address of the request distribution server. The further 
part of the paper presents the research on the GARD system, in which the DNS sys-
tem selects the request distribution server located closest to the client or the server 
allocated to the local service with the lowest workload rate.  

Next, the client sends the HTTP request to the request distribution server, which 
measures the connection time. As follows, the request is dispatched by the request 
distribution server to the local service, to which it’s been allocated. The answer is 
obtained in a form of the HTTP object. If the object is an HTML file, it is modified by 
the request distribution server in a way, so that the addresses of the embedded objects 
would point the same objects located on other local services. At least one object 
should be downloaded by the client from each of the local services, whereas the rest 
of the objects should be downloaded from the original local service. The request dis-
tribution server forwards to the client the HTTP response containing requested object 
and a demand to set a specific cookie values: local service identifier and the connec-
tion time, using a cookie mechanism. When the client sends the requests to the re-
maining local services, in order to download specific objects embedded in the Web 
site, each of the respective servers places its measured connection time in the cookie 
field.  

When the client connects with the server again, in order to download a consecutive 
HTML file, the file itself is modified, so that the addresses of the objects embedded in 
the Web site and the links would indicate local services with the shortest response 
time. The request distribution server estimates the response time for the requested 
HTTP objects, on the basis of the connection sent in the cookie and the knowledge of 
the workload rate of the other local services.  

The individual request distribution servers exchange both, the information on the 
workload of the local services and the knowledge required to estimate the time of the 
request processing.  

In order to estimate the response time, the model of the local service was con-
structed, whose scheme is presented in Fig 2.  

The response time is defined as the time measured from the moment, when the first 
byte of the HTTP request is obtained by the request distribution server, up to receiv-
ing a confirmation about the last byte being obtained by the client. The confirmation 
is sent by the client in the TCP protocol, with the ACK flag set in the TCP segment. 

The module inputs in the local service model are: the address igu  of the HTTP ob-

ject and the workload of the local service T
iii taO ],[=  described by the number of 

requests processed simultanously by the local service ia  and the connection time it . 

The lower index i  points that data in the request distribution server are most recent, 
at the time of i -th request income. The workload of the local service is described as 
the number of the HTTP requests, being processed actively by this service, and its 
value is recorded at specified time intervals.  The model of the Web service comprises 
of four functional modules: a classification module, an estimation mechanism, an 
adaptation mechanism and a load state module. 
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Fig. 2. Local service model 

The classification mechanism, classifies all objects requested by the client. Its in-

put is the address iu  of the requested object, where i  is the number of the conse-

qutive requests incoming to the Web service ,....4,3,2,1=i . The classification 
mechanism contains information on the sizes and the types of the objects offered by 
the service. The objects are classified in a way that the response times for objects 
belonging to the same class are similar.  Static objects, that are files offered by the 
service, are classified according to their size. Dynamic objects, which are the objects 
created by the Web service at the moment of the client’s request income, are classi-
fied so that each of the objects was allocated to a different class. On the output of the 

classification mechanism, class ik  of the requested object is obtained, where 

{ }Kki ,...,3,2,1∈ , and K  is the number of classes of the objects processed by the 

Web service. 

The load state module stores data being the information iU , which enables esti-

mation of the request response time. The load state was denoted as 
T

Kikiii UUUU ],...,,...,[ 1= , where kiU  is data, concerning the requests of the k -th 

number class and ],,[ kikikikiU ΦΓΛ= , whereas ],...,,...,[ 1)- (  0 kiLkilkiki aaa=Λ , 

],...,,...,[  )1(  0 kiMkimkiki ttt −=Γ , ],...,,...,[    1 kiJkijkiki yyy=Φ . The parameters kila  , 

kimt   and kijy   are the parameters of the membership function of an input and an 

output of fuzzy-sets in the neuro-fuzzy model described below.  

The estimation mechanism is applied to estimate the response time it̂  to i -th re-

quest. One of its input is the workload of the Web service ia ,  the second input is the 

connection time it . The estimation mechanism, according to the class of the re-

quested object, receives the information kiU  from the load state module, required to 

estimate the response time. When the calculations are complete, the estimated re-

sponse time it̂  is returned. The adaptation mechanism modifies the information kiU  

included in the load state module iU ,  concerning k -th class of the objects. The 
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modification is processed on the basis of the information on the following: the load 

state of the Web service ia , the connection time it ,  class of requested object ik  

and measured response time it
~

.  

The estimation and adaptation mechanisms form a neuro-fuzzy model presented in 
Fig. 3a. We can distinguish 3 blocks in the model: Fuzzification Layer, Rule Layer 
and Defuzzification Layer.  
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Fig. 3. a) The neuro-fuzzy model of the service model; b) Fuzzy sets for kip ; c) Fuzzy sets for 

the output 

For the input ia  we define L  fuzzy sets Za1,…,ZaL and M  fuzzy sets 

Zb1,…,ZbM for it . Membership functions for both inputs are triangular and feature 

a partition of unity. Their shaping is shown in Fig. 3b (more specifically, for ia ), 

where parameters lkiα  define the shaping of the membership functions for ia . The 

similar parameters mkiβ   define the shaping of the membership functions for it . The 

fuzzy sets of the outputs T1,…,TJ are assumed to be the singletons, pointing at 
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kiJkijki yyy    1 ,...,,...,  values (Fig. 3c). The parameters are used as the weights of 

neurons and are tuned during the adaptation process.  

The individual rules are formed as follows R j :  IF ( a = Za l ) AND ( t =Zb m ) 

THEN ( y =T j ), where j  is the number of the fuzzy rule and equals to 

Mj ,...,3,2,1= , l  is the number of the fuzzy set of the ia  input, m  is the number 

of the fuzzy set of the it  input, a  is a linguistic variable of ia  input, t  is the lin-

guistic variable of it  input.  

PROD fuzzy operator is used as AND connective, thus the degree Rjμ  of the 

membership of antecedent of rule Rj is equal to ( ) ( ) ( )iZiZiiR tata
bmalj

μμμ ⋅=, . 

PROD operator is used for the implication function. The result of the fuzzy inference 
is a fuzzy value that has to be retransformed (i.e. defuzzified) into a crisp value. The 
"weight" method, which favors the rule with the highest output value, is used in this 

operation. it
~

 is used to tune the weights of the neurons kgφα , ki θβ  and kijy   which 

are modified using the back propagation method each time after the completion of the 

request. φ  and θ  are the indexes of the membership functions for inputs ia  and it , 

respectively, 1,...,2,1 −= Lφ  and 1,...,2,1 −= Mθ . The mean square error 
2)(5.0 ii eE =  is calculated for the neuron in the output layer. Then the new weight 

values are calculated as 
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The values of η , L , M should be found established in preliminary research.  

4   Simulation Model and Experiment Results 

Conducted research let us evaluate the quality of the Web system, working under 
GARD supervision. The research was run as experimental tests. The simulators were 
built with the use of the CSIM19 package [13], which enabled the construction of 
process orientated simulation models. The simulation programme included the fol-
lowing modules: a request generator, the Internet, DNS system, a request distribution 
server and a local service. The scheme of the simulation model is presented in Fig. 4a.  

The clients’ requests were generated in the module in a way, to make the nature of 
generated HTTP request flow correspond with the one observed in the Internet, and to 
be characterized by burst and self-similarity. Fig. 4b and 4c present the probability dis-
tribution and its parameters, applied when constructing the HTTP request generator [4].  
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Fig. 4. a) A simulation model; b) Workload model parameters; c) Workload model parameters 
of dynamic objects 

The Internet module of the simulator was used to model the latency observed on 
the Internet. The data transmission time for sending the request and receiving the 
response of the request is calculated as follows [12]: 

throughput

sizeheaderresponseHTTPsizebject
RTTtimeontransmissidata

____o
__

++=  

where RTT (Round Trip Time) is the transmission time of a single datagram IP sent 
to the local service and back again. The average size of the HTTP header 

sizeheaderresponseHTTP ___  was assumed to amount 290 B, and a 

throughput  was calculated as a number of data bytes, transmitted in the net per time 

unit. Respective experiments were run on the Internet, which contributed to obtaining 
an ordered set of the RTT values and throughput. The tests were based on sending 
requests to fifty different Web services, at specified time intervals and downloading a 
document RFC1832 of the size equal to 47 KB from them. Fifty different scenarios of 
the client’s behaviour on the Internet, were generated in this process. 
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Each simulated client possessed behaviours chosen randomly from the fifty behav-
iours. The number of behaviours for each client was the same as the number of clus-
ters in the system modeled. In the simulator, also the local cluster was modeled and its 
module comprised of: a Web dispatcher, WWW servers and database servers. The 
role of the Web dispatcher was to distribute the requests to an appropriate WWW 
server in accordance with the assumed algorithm of the request distribution. It worked 
under the FNRD adaptation algorithm [1], one of the best algorithms of the request 
distribution for the local cluster systems. 

The model of the WWW server contained a processor, a hard drive and a cache 
working according to the LRU algorithm (Last Recently Used). When the processor is 
considered, the following were taken into account: the connection time, the time re-
quired by the WWW daemon to prepare the response and data transmission time. In 
case of the hard drive, the time of positioning the head over the appropriate cylinder 
was considered and data transmission time. 

It was possible in simulator to process static and dynamic requests. The dynamic 
requests were processed by the WWW and the database servers, whereas the static 
requests only by the WWW server with the use of the cache. The dynamic requests 
were categorised into 3 classes, similarly to [4]: highly intensive, medium intensive 
and low intensive. 

The time of processing the dynamic requests by the database server was modeled 
according to the hyper-exponential distribution. The distributions parameters of par-
ticular types of the dynamic requests are presented in Fig. 4c. In the research it was 
assumed that 80% of the sites is static and 20% dynamic. 

In the discussed solution, the DNS system was responsible for taking decisions on 
the requests distribution. Therefore, four algorithms of the request distribution were 
implemented in the DNS module: Round-Robin (RR); Weighted Round-Robin Load 
(WRR_L), the weights in the WRR_L algorithm were selected on the basis of the 
local service workload rate, measured as the number of requests processed actively; 
Round Trip Time (RTT), used by the DNS system to point the address of the local 
service, for which the RTT time (from the client to the local service) was the shortest. 

The simulation module of the request distribution server could work in two modes. 
In the first mode, it was passing all incoming requests directly to a local cluster. In the 
second mode, GADR method was involved in the request distribution process. When 
the request distribution server worked in the first mode the DNS system was respon-
sible for distributing requests according to mentioned three algorithms: RR, WRR and 
RTT. When the distribution server worked according to the GARD method, the DNS 
system could work according to the chosen policy of the request distribution. The two 
policies were considered: RTT and WRR_L and therefore two types of the GARD 
system were created: GARD_RTT and GARD_L respectively.  

The research was run in two configurations of the local service. In the first one, the 
number of the servers for every cluster was equal and amounted 3. In the second con-
figuration, the number of the servers for the first cluster was 1, for the second cluster 
was 3 and for the third was equal to 5. In order to determine the properties of the new 
methods, individual clusters were loaded in a different way. Thus, during the first 
experiment the number of clients in the closest proximity to individual clusters was 
equal for all of the clusters (the experiment was marked as follows 
3/33%,3/33%,3/33%). In the second experiment, the number of the clients in the 
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closes proximity to different clusters was different and amounted: for the first cluster 
11%, second 33%, third 55% (marked as: 3/11%,3/33%,3/55%). The cluster workload 
in the second configuration (for a different number of the servers in clusters) during 
the first experiment amounted: 11%, 33%, 55% for the first, second and third cluster 
respectively (marked as: 1/11%,3/33%,5/55%). In the last experiment, the workload 
was as follows: 55%, 33%, 11% (marked as: 1/55%,3/33%,5/11%). Figure 5 presents 
the experiment results for both configurations and different scenarios of the service 
workload. The graphs show the relationship between the mean response time to a 
HTTP request and the number of new clients incoming within one second.  
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Fig. 5. HTTP request response time vs. number of clients per second: a) 3/33%, 3/33%, 3/33%  
run, b) 3/11%, 3/33%, 3/55% run, c) 1/11%, 3/33%, 5/55% run, d) 1/55%, 3/33%, 5/11% run 

The results indicate, that the systems working according to the methods 
GARD_RTT and GARD_L, dispatch the requests efficiently in the environment of 
globally distributed systems, obtaining the shortest response times, almost in all of the 
tests. The results obtained for the RTT method were moderately good, but only in a 
perfectly balanced environment (Fig. 5a), which is impossible in real conditions.  As 
presented in the graphs, the response time for both methods: GARD_L and 
GARD_RTT were similar, therefore it is recommended to use the GARD_L method, 
as cheaper and much easier in application, as it does not require the complicated DNS 
system to be employed with.  
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5   Conclusion 

In the paper, a new GARD method of the HTTP request distribution in the globally 
distributed clusters of the Web servers, is presented. Both, the description of the 
method using neuro-fuzzy models and the research environment are described, along-
side the results for the two types of presented distribution method: GARD_RTT and 
GARD_L. Presented results point, that it is useful to continue further studies concern-
ing the GARD method, which could be introduced in productive Web systems.  
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Abstract. The tremendous amount of data are generated and collected by tele-
communication companies. These data include call detail data which describe the 
calls traversing the telecommunication networks as well as network and cus-
tomer data which mainly describe incomes of telecommunication companies. 
The amount of data is so huge that manual analysis of these data is impossible. 
The need to automatically handle such large volumes of data has led to the de-
velopment of special algorithms and technologies such as data mining, intelligent 
computer agents, knowledge-based expert systems, etc. Telecommunication 
companies are strongly interested not only in identifying fraudulent phone calls 
and identifying network faults but also in forecasting the preferred directions of 
customer calls or the incomes of the companies. The paper presents a communi-
cation real anomaly detection framework, which uses data mining technologies 
using OLAP cube built for telecommunication data. 

Keywords: anomaly detection, telecommunication data, multidimensional data, 
OLAP cube, data mining. 

1   Introduction 

The amount of telecommunication data is so huge that manual analysis of these data 
is very difficult or even impossible. Furthermore, the data are growing all the time. It 
creates a great demand for efficient data mining techniques in order to help identify 
telecommunication patterns, catch fraudulent activities, make better use of resources, 
and in consequence improve the quality of service. 

Telecommunication data are of multidimensional nature. It is impossible to analyze 
them by using only statistics. The main features and technical parameters are: type of 
call, calling time, duration of call, call destination, location of caller, etc. The multidi-
mensional analysis of such data can be used to forecast the data traffic, user group 
behavior, company profit, and so on. For example, an analyst in the telecommunication 
company may wish to regularly view charts regarding calling source, destination, vol-
ume, and time-of-day usage patterns. Therefore, it has been suggested to consolidate 
telecommunication data into large data warehouse and then perform multidimensional 
analysis using OLAP technique. One of the most frequent purpose of multidimensional 
analysis is the detection of anomalies, such as abnormal customer traffic, abnormal call 
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duration, and mainly sudden, unpredictable decreases of calls to certain destinations. 
Anomaly detection is based on models of normal data and points out any deviation 
from the normal model in the observed data. The goal is to determine whether the data 
examined belong to a normal observed earlier or to an anomalous behavior. An action, 
an event or a behavior is treated as anomalous if its degree of deviation in relation to 
the profile of characteristic behavior of the customer, defined by the model of normal-
ity, is high enough. The anomaly detection techniques have the advantage that they can 
detect new types of unwanted actions as deviations from normal usage. Unfortunately, 
their weakness is rather high false alarm rate. 

Formally, an anomaly detection in a customer behavior B can be defined as a pair 

B = (M,S), (1) 

where:  M is the model of normal behavior of a customer, 
S is a similarity measure that allows obtaining the degree of coincidence or 
deviation that such behavior has with regard to the model M. 
 

The anomaly detection systems are frequently subsystems of intrusion detection 
systems. In our telecommunication analyses an anomaly will be mainly seen as a 
significant increase or decrease of calls to a certain destination. 

The paper is organized as follows. The next section describes the main related 
works in the area of data mining techniques applying for the analysis of telecommuni-
cation data. The third section presents the specificity of telecommunication data. In 
the sections 4 the proposed OLAP structure is described and the experimental results 
for the tested data are reported. Section 5 presents the analysis of results of tests lead-
ing to profit prognosis formulation as well as anomaly detections. The final conclu-
sion and the future research work areas are discussed in the last 6th section. 

2   Related Works 

There are many recent investigations towards automatic analysis of telecommunication 
data [1, 2], many of the data mining techniques have been proposed and tested on tele-
communication data [1, 3-5]. Also techniques based on metaheuristics (optimiza-
tion/search/learning algorithm skeletons) and nature-inspired paradigms can provide 
really efficient solutions to a wide variety of problems, arising in operations research, 
parallel computing, telecommunications, data networks, and many other disciplines [6]. 

It has been also proposed [7] to automate the data mining process of telecommuni-
cation data using cognitive and cooperative capabilities of intelligent agents and Web 
services encapsulating specific data mining models throughout the data mining proc-
ess cycle. 

Optimizing telecommunication network traffic is a special case of routing with 
great value due to the large volume. The problem is extremely difficult because traffic 
lead and network topology vary with time in unpredictable ways and the lack of cen-
tral coordination. World leading telecommunication companies like France Telecom, 
British Telecom, and the former MCI WorldCom have successfully used ant colony 
optimization (ACO) algorithm [8]. 
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One of the most attractive procedure for telecommunication companies and net-
work suppliers is an anomaly detection. The methods used to detect anomalies are 
classified into four categories [9, 10]: statistical anomaly detection, classifier based 
anomaly detection, anomaly detection using machine learning, and finite state ma-
chine anomaly detection. It has been also proposed a novel anomaly detection frame-
work [11], which uses data mining technologies to build four independent detection 
models. A detection framework is dedicated to detecting HTTP request exploitations. 
The framework is composed of four detection models. The classifiers calculate the 
anomalous probabilities for HTTP requests upon detection to decide whether they are 
anomalous or not. 

In [12] an anomaly detection method for mobile telecommunication networks is 
presented that describes the normal states of the system with a so-called self-
organizing map identified from the data. Large deviation in the data samples from the 
self-organizing map nodes is detected as anomalous behavior. It has been detected 
using global thresholds. The method has proved to be useful in practice in finding 
new phenomena in network system. Furthermore, it is noted that data collected from 
an operational GSM network during only one day consist of several gigabytes of data. 
It is obvious that it is impossible for network operators to analyze all these data 
manually, especially in multivariate space, where it is impossible to visualize all the 
dimensions of the data space simultaneously. Therefore, automated multivariate 
methods are needed to analyze the data sets. 

In anomaly detection, anomalous data records are typically detected as deviations 
from normal data modeled as unimodal data distributions [13]. 

The data mining techniques are also applied for detecting anomalies in many other 
huge sets of data such as for example railway data [14]. 

3   Multidimensional OLAP Cubes 

Telecommunication data have their own specificity. The two main sets of data are: 
invoice date and traffic data. The analysis of the invoice data should permit to forecast 
a profit of the telecommunication company. Whereas, the analysis of traffic data may 
prevent the loss of profit in a given destination due to the detection of anomalies. 

The data usually included in invoices are: invoice period, date of issue, caller num-
ber, caller personal data, i.e. name, address, tax identification number, and then cost 
of every type call, total cost. 

Whereas, the traffic data describe connections in telecommunication networks. 
Every single connection generates a record with such data as: caller number, number 
dialed, start time of a call, call end time, call duration, call rate, type of call. 

A special application has been implemented to analyze and to forecast incomes and 
to forecast telecommunication network load, and as well as to detect any anomaly. An 
OLAP (OnLine Analytical Processing) cube [15, 16] has been applied in which more 
than 3 hundred million records of telecommunication connections from 40 months 
have been gathered. These connections concerned about 25 thousand customers from 
7 market segments living in 4644 localities and over 11 million invoices have been 
made out. Nevertheless, these data have been deprived of personal parts with names 
or addresses. Because the telecommunication data used in the tests are secret only 
some fragmentary numerical results will be presented in the paper. 
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An OLAP cube is defined as the structure enabling data manipulation and analyzes 
from multiple perspectives. The arrangement of data into cubes overcomes a limita-
tion of relational databases encountered in case of large amounts of data. The OLAP 
keeps data in an optimized multi-dimensional array storage. Therefore, it requires the 
pre-computation and storage of information in the cube. Each cell in a multidimen-
sional structure contains aggregated data related to elements along each of its dimen-
sions. These numeric data are called measures which are categorized by dimensions. 
A dimension is a data element that categorizes each item in a data set into non-
overlapping regions. The main function of dimensions is to provide filtering, grouping 
and labeling. 

Two OLAP cubes have been created. The first cube has been defined for income 
data and the second one for telecommunication traffic data. The process of the OLAP 
tubes constructions has started by establishing connections between the data base 
where all telecommunications data were gathered. Then the data source views have 
been defined where the adequate tables could be chosen for further analysis. Next the 
dimensions of multidimensional structures have been proposed. In Table 1 the dimen-
sions in these two OLAP tubes of telecommunication data are presented. 

Table 1. Dimensions in the telecommunication data OLAP tubes  

Cube Dimensions Relations/Descriptions 

Invoices connection type type of the connection 
 client address client address with number zone 
 client name full name of the client 
 client type category of the client 
 call type type of the call 
 period month of connections invoiced 
Traffic client type  category of the client 
 connection type type of the connection 
 client number number of the client who dials 
 dialed number number of dialed client 
 date date of the connection 
 month month of the connection 
 week week of the connection 

Finally the data objects have been introduced to two defined OLAP tubes and at 
the same time the aggregations have been calculated for different levels of the dimen-
sion hierarchy. 

4   Anomaly Detection – Tests on Real Data 

The tests have been conducted with a large data set collected in one of Polish tele-
communication companies. Now the processing of anomaly detection will be re-
ported. In the anomaly process detection the traditional control charts methods used in 
a statistical process control have been applied. Statistical process control consists in 
the application of statistical methods to the monitoring and control of a process. The 
goal is to be able to examine a process and the sources of variation in that process and 
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in consequence to early detect and prevent a problem before it occurs. The control 
chart is a primary tool and a graphical representation of descriptive statistics for spe-
cific quantitative measurements of a process. These descriptive statistics are usually 
displayed in the control chart in comparison to their "in-control" sampling distribu-
tions. The comparison detects any unusual variation in the process, which we call an 
anomaly. Control charts are also used with product measurements to analyze process 
capability and for continuous process improvement efforts. 

The computer application with classes presented in Table 2, used in the tests on 
real data, has looked for the adequate data in the OLAP tubes to form time series. The 
time series data have been analyzed to find probable anomalies. 

Table 2. Description of the classes in anomaly detection application 

Class Description 

BaseTimeSeries Basic class for time series with method of time 
series generation as well as the adequate values 
and dates extraction 

TimeSeries Methods of time series analysis and anomaly 
detection 

BaseCubeConnection Methods of connections with OLAP tubes 

CubeConnection Methods of time series generation 

Anomaly Class defining anomaly and generating anomaly 
diagram 

TimeSeriesPlot Class defining diagram of a time series with an 
anomaly  

Calendar Class with calendar indicating working days 

Statistics Statistical methods for the calculation of mean 
values, standard deviation, minimal and maximal 
values  

The standard approach based on control charts using 3-sigma limits was applied. 
Let w be an observed value, for example the amount on the invoice. Then μw is a 

mean value with the standard deviation σw. The control line is equal to the mean 

value. An upper line for the upper control limit (UCL) is define as follows: 

UCL = μw + 3 σw (2) 

and a lower line for the lower control limit (LCL): 

LCL = μw – 3 σw (3) 

Because the values μw and σw are unknown we estimate them by the mean value of 

the sample 
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where: xi is a value from the sample, 

 n is the sample size. 
 
If one of the data points lies outside the UCL and LCL, i.e. outside the 3-sigma 

limits, we should investigate this special case. We call it an anomaly which should be 
carefully examined. 

The control charts may also show us an upward or downward trends. A trend is 
usually a series of consecutive data points which lie on one side of the mean. There is 
a controversy as to how long a run of observations, all on the same side of the centre 
line, should count as a trend, the most frequently it is 6, 7, 8, or 9 points. 

  

Fig. 1. Different examples of the anomalies in income real data for different connection direc-
tions – points above the mean value 

 

Fig. 2. Example of the trend and the anomaly in income real data for different connection direc-
tions – points above the mean value 

Figures 1 and 2 present several examples of control charts of income data. They illus-
trate the invoice amounts in consecutive months for one of the segments of customers. 
The first two charts in Figure 1 show simple deviation from average, whereas in the 
example in Figure 2 we can also observe an upward trend. For a telecommunication  
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Fig. 3. Different examples of critical anomalies in income real data for different connection 
directions – points below the mean value 

company anomalies above the mean in income data are not disquieting, but anomalies 
below the mean should be a warning. They are critical. 

In two charts in Figure 3 we observe simple deviations. The next charts in Figure 4 
present the cases which should alarm the telecommunication company. We observe 
not only anomalies but also downward trends. It is a warning that a customer makes 
fewer and fewer connections what leads to  the decrease of incomes.  

These examples show that the two main kinds of anomalies: above and below the 
mean values should be treated in different ways. It may lead to the strategy of signifi-
cant reduction of faulty alarms when detecting anomalies. 

The Figure 5 presents the numbers of anomalies classified according to the type of 
calls. The figure shows that for local calls the number of anomalies above and below 
the mean is similar but for all other directions contrary these numbers significantly 
differ. Fortunately, the numbers of anomalies above the mean - which are not so dis-
quieting - are much greater. 

  

 

  

Fig. 4. Different examples of downward trends and of critical anomalies in income real data for 
different connection directions – points below the mean value 
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Fig. 5. Numbers of anomalies classified according to the type of calls (main directions) 

5   Final Conclusion and Further Studies 

The analysis of a huge amount of data is much easier when the data are introduced 
into the multidimensional structures of OLAP type. This is also the case with tele-
communication data. The OLAP structure enables among others the detection of 
anomalies in traffic and invoice data. The anomalies have been categorized into two 
groups: critical and non-critical anomalies. The fast detection of critical anomalies 
may suggest to a telecommunication company to undertake some activities to prevent 
lost of  a customer. Furthermore, the numbers of anomalies for different segments of 
customers significantly differ. It means that some customer segments are much more 
stable than others. 

The tests have been shown how we can detect anomalies. The analysis of control 
charts may significantly reduce the number of faulty alarms. But then it is also possi-
ble for example to analyze in which months of the year the greatest number of anoma-
lies are observed. Generally, the period of summer holidays as well as Christmas time 
is well known as a time of different abnormalities. The first statistical analysis show 
that the majority of anomalies has been detected for summer months. The problem 
remains how to discriminate real anomalies between all of them. 

Further studies will be undertaken to automatically detect these anomalies which 
were classified as real and critical. 
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Abstract. This paper presents analysis of Web performance data
collected by MWING active Internet measurement system. MWING
collects traces of HTTP transactions’ performance and allows for es-
timation of important quality of Web user’s experience metrics such as
resource download time or goodput (application level throughput). We
compare data collected by distributed measurement agents and analyze
the responsiveness of common Web servers for different clients. We ex-
amine two time series prediction techniques: ARIMA models and pattern
matching predictor.

Keywords: Web performance, distributed systems, time series,
prediction.

1 Introduction

Measurements are important to understand network behavior. They have been
used to track performance issues since the beginning of Internet and World Wide
Web development. There are no commonly acceptable measurement standards.
There is a stimulus paradigm: passive versus active approaches. Both approaches
have their values and should be considered in conjunction with one another.
But in passive approach we can gather only network traffic that goes by the
measurement sensors whereas active experiments are attractive as the traffic
which is sent to the network is under control and the measurements can be done
in a distributed way within the Internet. However non active monitoring may
cause over utilization of transmission network and computer resources used in
the experiment what in turn may have non-acceptable negative influence on the
Internet as the whole. Therefore, each active monitoring is a challenge requiring
a careful experiment design and realization.

In this paper we deal with active measurements performed to study user
perceived latency while surfing the World Wide Web. The latency is the time
spent by a user while waiting for a requested Web page. The agents placed at
the different geographic network localizations continuously conduct synchronous
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measurements to the group of Web sites to evaluate how different users perceive
performance of the same Web site at the same moment. The measurements are
done in an application layer measurement system called MWING to monitor
Web sites performance at the HTTP level [1].

We study the Web performance for three Polish academic domains and an
academic domain in the USA. Usually, the conclusions based on real-life mea-
surements may be critical in the analysis of Web site behavior and its network
connectivity. Our aim is to evaluate the network conditions (we called it the
network weather) as it is perceived by the users of that domain the agent repre-
sents. All agents are located at university networks which are connected to high
bandwidth national networks. Three agents representing users from the following
academic domains: Wroclaw University of Technology (TUW) in Wroclaw, In-
stitute of Theoretical and Applied Informatics of the Polish Academy of Sciences
(ITAI) in Gliwice and Gdansk University of Technology (GUT), in Gdansk, re-
spectively are localized in the same domain .pl. They are wired with the same
Internet Service Providers broadband infrastructure, that is to the National Re-
search and Education Network PIONIER network – a nationwide broadband
optical network for e-science in Poland – which utilizes own fiber optics tech-
nology and features 10GbE transmission internally and via external connections
to the European research network GANT2 and the Internet [9]. These agents
allow us to ask a question whether the domains they represent feature similar
Web access capabilities. The fourth agent in a campus network of University of
Nevada in Las Vegas (UNLV) in USA can be considered as a control agent, giv-
ing the opportunity to compare the results including the answer to the question
how Web access in Poland is different to the conditions that can be met among
academic Web users in USA. Network accessibility at UNLV is provided with
high bandwidth Internet2 national network [10]. Inside the campus networks the
agents were wired to uncongested 100 Mb/s Ethernet LANs as the most of other
users.

The advantage of our measurement approach is that we can continuously
observe the actual behavior of the Web access as experienced by each of agent
and develop short as well as long time range performance forecasts in the name
of the whole community of users of the domain where the agent is installed [2],
[3] and use this knowledge to redirect user requests to better auctioning Web
site when the server selection problem occurs. Further, we use HTTP protocol,
as the real-life browsers, therefore, we can consider the goodput rather than
throughput [5]. The goodput is an application measure of transmission quality
and better describes users satisfaction than throughput. The solution does not
require any changes needed to be made on the Web site side, including Web
server and Web pages modifications, therefore, all Web sites can be evaluated.

The domain users may be interested in performance changes over time for
their own domains as well as for other domains. This may be employed, for
example, to chose the proper time periods to run effectively common network
projects. The answer to that question may be given based on the results of time
series analysis.
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Therefore, in this paper we present the time series analysis performed for
measurements collected in our experiments. Especially, we are interested in the
similarities in HTTP performance between different agents and forecasting.

The remainder of this paper is organized as follows. Section 2 overviews ex-
perimental results obtained in our measurements. Comparison of similarity of
network performance is described in Section 3. Time series forecasting methods
are discussed in Section 4. Section 5 concludes the paper.

2 Experimental Results

The purpose of the study was to examine the similarities in HTTP transfer
performance between different clients. The measurements were performed by
downloading a sample resource (about 140 Kb) from multiple web servers. Each
client requested the resource approximately at the same time, with fluctuations
of delays of up to 30 seconds. Probing each server by each client was repeated in
30 minutes intervals and lasted for many months. For the purpose of analysis we
examine about one month of subsequent observations (resulting in about 1000
samples).

Figures 1 and 2 show the typical download duration time series obtained for
3 different clients. The measurements times were synchronized and cases with
high delays were removed. The original values were transformed by logarithm
function due to extremely high variance. This occurs due to the fact that transfer
time probability distributions are heavy tailed. The server from Figure 1 from .pl
domain is located in Poland, so are the first two clients (Wroclaw and Gdansk).
At average it is accessed faster by these two clients. The server from Figure 2
was located in USA and it responds faster to the requests from Las Vegas.

Fig. 1. Transfer times comparison for 3 clients. Logarithms of values are used.
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Fig. 2. Transfer times comparison for 3 clients. Logarithms of values are used.

Since the measured transaction times were short, no similarities were observed
in overall traffic shaping between these 3 clients. However, there were statistically
significant similarities between clients from Gdansk and Gliwice.

Long term characteristics can be observed, especially for Wroclaw client (to
small extent also for Gdansk client). There is a significant change in the middle
parts of the plots, where the average transfer time for Wroclaw increases, and
after few days drops again. Such effects may be caused by long term change in
network structure or the way the outgoing traffic is routed from Wroclaw client
local network. In result, the considered time series are non-stationary, which
brings additional factor of unpredictability.

3 Similarity in Network Performance Reception between
Clients

The only observed statistically significant similarity was between clients located
in Gdansk and Gliwice. Figure 3 presents the excerpt of measured time series.
It can be noticed that many local changes are reproduced in both series. This is
due to the fact that both local networks have very similar access to the backbone
network and in result their requests are handled in very similar way.

Table 1 presents the detailed similarity analysis. The observed traffic was split
into 3 classes: good, medium and bad. From the practical point of view this is
enough to describe user’s experience. Due to assumed experimental setup (small
resource size, probing period of 0.5 hour) more detailed analysis may be too
inaccurate. The choice of quality classes is somewhat arbitrary. For example,
here we can consider download time as good if it is below the median value
of all measured times. The class bad would contain the cases of transfer time
above the 90% of all samples (9/10-quantile of the population). All other cases
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Table 1. This table summarizes the similarity in perceiving web servers by clients
from Gdansk and Gliwice. Numbers of observations with the same quality class (good,
medium, bad) observed in both clients are listed. 3 different class categorizations were
used to set up class boundaries: (1) median and 9/10-quantile; (2) median and 14/15-
quantile; (3) mean value and mean + variance. Along with the number of cases there
is also ”profit” column, which shows the percentage of cases which could be predicted
from one client for another, after subtracting the cases which could be selected by
random guess.

server (1) cases (1) profit (2) cases (2) profit (3) cases (3) profit

www.embed.com.cn 588 31% 609 34% 759 55%
www.networksorcery.com 615 35% 644 39% 589 31%

robsite.net 472 14% 496 18% 645 38%
www.teco.uni-karlsruhe.de 586 30% 629 36% 714 48%

uni-osnabrueck.de 468 14% 491 17% 708 47%
uni-tuebingen.de 445 11% 462 13% 574 28%

hea-www.harvard.edu 501 18% 532 23% 276 0%
www.isi.edu 482 16% 505 19% 697 46%
web.mit.edu 466 14% 490 17% 696 45%

www.teco.edu 501 19% 524 22% 603 33%
ftp.ics.uci.edu 491 17% 513 20% 463 13%

abcdrfc.online.fr 572 28% 608 34% 812 62%
wigwam.sztaki.hu 476 15% 488 17% 792 59%

web.fis.unico.it 491 17% 509 20% 487 17%
omega.di.unipi.it 807 61% 846 67% 716 49%
nagoya-u.ac.jp 460 13% 482 16% 492 17%

www.potaroo.net 609 34% 611 34% 956 82%
www.cs.vu.nl 723 50% 740 52% 618 35%
www.ii.uib.no 452 13% 479 16% 573 30%

www.freesoft.org 490 17% 515 21% 685 44%
ietfreport.isoc.org 524 22% 573 29% 717 49%
paginas.fe.up.pt 717 49% 752 54% 737 52%
csie.ncu.edu.tw 518 21% 538 24% 738 52%
csx.cam.ac.uk 570 28% 592 31% 452 12%
ftp.univie.ac.at 545 25% 566 28% 975 85%
tecfa.unige.ch 478 16% 511 20% 717 49%

www2.cs.uh.edu 471 19% 487 22% 632 43%
www.watersprings.org 491 18% 523 22% 552 26%

simplefailover.com 488 17% 509 20% 635 37%
curl.rtin.bz 466 14% 485 17% 588 31%

plan9.aichi-u.ac.jp 626 37% 630 37% 870 70%
www.ihelpers.co.kr 533 23% 558 27% 694 46%
sunsite.icm.edu.pl 527 23% 553 27% 784 58%

are considered as medium. This setup corresponds to the Figure 3. Table 1 also
presents two other boundary setups: median with 14/15-quantile and with two
dividing points equal to mean value and mean plus variance.

To evaluate the profit from predicting quality of experience class of one client
based on the measured class of other client, we estimated what would be the
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Fig. 3. Transfer times comparison for Gdansk and Gliwice clients. Solid horizontal line
denotes median, dashed horizontal line denotes 90-percentile. High correlation can be
seen.

number of correctly predicted classes, assuming no correct class was selected
by coincidence. With 3 classes we can evaluate a priori probability from the
total numbers of cases corresponding to each class. Then, selecting the class
with highest probability would account to ”blind guess”. Table 1 contains the
percentage of correctly classified cases after subtracting the number of cases
coming from such guessing. In result it describes the real obtained knowledge
after measuring the performance of one client.

4 Forecasting

Considered type of time series is predictable only to certain extent. While it is
impossible to forecast these series with very high accuracy due to predominant
pure stochastic effects, a limited degree of effectiveness is achievable.

We consider two forecasting strategies: standard Box-Jenkins framework [4]
and novel pattern matching based algorithm. For the study of machine learning
approach to forecast these time series see [2], where we used auto-correlation
along with cross-correlation (TCP level round trip time measurements) and ex-
ogenous factors (time of day, day of week).

Autoregressive Integrated Moving Average (ARIMA) models are used to rep-
resent the non-stochastic information contained in time series with a set of pa-
rameters.

Let y1, y2, . . . , yt be the subsequent samples of stochastic process. A non-
seasonal ARIMA(p, d, q) model can be written as:

(1 − Bd)yt = c + φ(B)yt + θ(B)εt
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Fig. 4. Transfer times comparison for Gdansk and Las Vegas clients. Solid horizontal
line denotes median, dashed horizontal line denotes 90-percentile. Series were trans-
formed in such way that both have equal expected value (originally Gdansk client
had expected value 12.8, while Las Vegas client 14.5). They are almost completely
uncorrelated.

Here φ and θ are polynomials of degree p and q respectively, corresponding to
the order of autoregressive part and moving average part. εt is gaussian random
variable with zero mean and variance σ2, since it is assumed that stochastic
component of the process is white noise. B is the backshift operator for which d
represents the order of observable trend (non-stationarity). This kind of process
can approximate many typical real world time series data.

The selection of parameters p, d and q is performed by fitting several different
ARIMA models to the data, and evaluating certain quality criterion: usually
Akaike Informantion Criterion or Bayesian Information Criterion.

We used automatic ARIMA model selection algorithm similar to the one pro-
posed in [7] (using AIC). It turns out that linear autoregressive models and
exponential smoothing perform rather poorly in terms of long term prediction
on these series. Since only very short term prediction with these models gives
acceptable accuracy, each prediction was made 1 step ahead. Forecast for 100
points is presented in Figures 5 and 6 as seen on the actual data. These results
are fairly good. Although predicted ARIMA series do not resemble the actual
data, the approximation is good in terms of mean squared error. The main rea-
son for this is that ARIMA assume gaussian noise to model randomness while
this cannot be true for heavy tailed series.

Figures 6 shows the prediction in the presence of rapid concept change. Such
changes are quite apparent in all considered datasets. Simple ARIMA models
can fail to detect these changes without very careful parameter selection.

Because it is difficult to deal with the type of randomness contained in these
data series with standard statistical models, we decided to use a different approach.
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Instead of fitting parametric model to the data with assumed noise distribution,
we may try to learn and memorize frequent patterns appearing repeatedly in the
series directly. We propose pattern matching predictor, which is similar in idea to
predictors proposed in [8] and [6].

The predictor selects decision X∗
n+1 after estimating conditional probability

of symbol occurrence after observing k previous symbols:

X∗
n+1 = arg max

a∈A
Pr[Xn+1 = a|Xn−k = xn−k, . . . , Xn = xn]

The set of symbols is finite thus the values of time series need to be appro-
priately discretized. Each probability is estimated as the fraction of occurrences
of a pattern of length k in the previous observations. This allows us to represent
the whole time series only using a small set of frequent patterns, in a similar
way to compression algorithms. Here we decided to use approximate pattern
matching (instead of exact matching) which corresponds to lossy compression,
as we expect significant noise in the data which should be neglected.

Two patterns A = (a1, . . . , ak) and B = (b1, . . . , bk) of length k match ap-
proximately if:

d(A, B) =
k∑

i=1

(ai − bi)2 < ε

The only two parameters used by this predictor are k and ε. The predictor
may need special strategies for selection of these parameters, but exhaustive
search was used in this work.

We can observe in Figures 5 and 6 that pattern matcher can reconstruct the
real process quite accurately. The resulting prediction may have mean squared
error similar (or slightly larger) to ARIMA models, but is capable of reconstruct-
ing the shape of real process. It also handles very well non-stationarity. Probably
the best property of this predictor is the capability of making very accurate long
term predictions (even tens of steps ahead).

Fig. 5. Left: forecasting of ARIMA(3,0,1) model with lowest AIC for stationary part
(100 points in one step ahead mode). Right: the same data predicted using pattern
matcher (100 steps ahead after learning 200 previous observations).
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Fig. 6. Left: one step ahead ARIMA model prediction in the presence of rapid concept
shift. Right: 100 steps ahead from pattern matcher on the same data.

5 Conclusions

While it is possible to predict the performance of HTTP transaction after col-
lecting the history of transfer time measurements for given client [2], the same
servers can be seen completely different by other clients at the same time. For
short web transactions, like the ones performed by MWING, the server per-
formance role is negligible. The most important is how the HTTP responses
are routed in the Internet. The data we have analyzed contain only one pair
(Gdansk–Gliwice) which is served in very similar way (although their geograph-
ical distance is fairly big). This is clearly seen in the measured time series. They
not only react similarly for temporary deviations from stationary behavior. They
also have very similar round trip times on the application level, which is not the
case for two other clients – Wroclaw and Las Vegas.

All the analyzed time series share special characteristics. Taking long observa-
tions (several days, up to one month) shows their non-stationarity. Considering
the slices with stationarity, they have very many short spikes. The data sources
of such series are best modeled by heavy tailed distributions, e.g. Pareto dis-
tributions. In their histograms we can see that events very far from the mean
value occur with significant frequency. The whole series are best modeled by
combinations of heavy tailed distributions.
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Abstract. In the paper we present comparison and analysis of the selected eye 
pointing methods and applications. Eye pointing enables communication with 
the computer system using human eye movements tracking. We analyze not 
only available eyetracking solutions but also those developed at our laboratory 
(i.e. ljo_gazetracker) are using specialized gazetracking devices. Those solu-
tions were compared by means of series of experiments carried out with a group 
of users. These experiments showed that Dasher is the most effective gaze-
writing application, and that ljo_gazetracker is the most precise eye pointing 
system. However, it needs application of quite sophisticated and pretty expen-
sive technology. Thus Opengazer seems to be a good freeware alternative.  

Keywords: Eyetracking, Human-Computer Interaction. 

1   Introduction 

In modern applications, interfaces are set to enable fast choices and selections, and the 
most popular control devices are a computer mouse, a touch-pad and a touch-screen 
[9]. However the development of the technology enables us to deliver new ways of 
interaction with users. The choice of element using a computer mouse is limited just 
to moving over the target and pressing a button. With eyetracking device it is even 
more simple. The line of gaze goes over a desired target, and it is automatically se-
lected. The research shows that this way is faster and more effective than using a 
traditional computer mouse [8]. Therefore more and more applications with eyetrack-
ing interfaces are being developed. Using eyetracking instead of computer mouse 
enables people with physical disabilities or busy hands to gain access to the computer 
[7]. For some people it might be the only way to contact the outside world. This work 
presents chosen eyetracking solutions in human-computer interaction, and their rec-
ommendations, based on needs and financial conditions. To reach this target we 
needed to analyze existing eyetracking applications, projects and also create our own 
solutions. Then we have carried out two experiments with users that enabled us to 
choose the best applications and methods for writing with gaze, controlling the com-
puter and for gaze detection. Additional information about eyetracking, its history and 
other applications can be found in [1], [3], [4].  
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2   Eyetracking Tools Used in the Experiments 

Experiments were conducted in the Software Quality Laboratory, at the Wrocław 
University of Technology. The main equipment used during this research was ASL 
6000 eyetracking module [2]. It consists of two computers (one for user, and one for 
controlling with EyeTrac 6000 software), Pan Tilt module with two cameras, and 
ASL module with monitor. One of the Pan Tilt eyetracking cameras was using infra-
red to detect pupil and cornea reflection, and the second one was tracking face and 
head movement. Other equipment used in the experiments was casual web cam Logi-
tech Quick Cam Pro 9000. Software used in those experiments: 

1. Piotr Zieliński Opengazer1 .Net port made by Przemysław Nibyłowicz2. This ap-
plication enables gazetracking using ordinary webcam. It is freeware open source 
software. After selecting feature face points on the video image, user calibrates the 
program by looking at the appearing squares. Next, when calibration is finished, 
line of gaze is tracked by the program.  

2. MyEye. It is an application developed by Marcelo Laginestra3. It enables ga-
zetracking and controlling of the pointing device. To enable eyetracking in this ap-
plication we need to set different parameters so that we get blue circle around the 
pupil. After looking in every corner of the screen the calibration is complete. This 
program is dedicated to the infrared cameras, so we had some problem to get the 
blue circle around the pupil right with ordinary Logitech Quick Cam Pro 9000. 
Therefore we decided to use Opengazer .Net port during the experiments. 

3. Dasher. This application was created by Interfence Group4. Version of Dasher used 
in experiments was 4.11. In this application user can input text using any control-
ling device, such as mouse, touchpad, touch screen etc. Writing with Dasher is 
very easy. User chooses letters appearing on the screen, with cursor. Dasher uses 
zooming interface, so the letters, on which the cursor is pointing are zooming in. 
Those letters form words. System uses probalistic methods to give the most prob-
able letters more space [5]. 

4. GazeTalk5. This application is a complex system that enables to control many 
different elements, such as browsing internet, listening to the music and many 
more. It was developed by Eye Gaze Interaction Group at IT University in Copen-
hagen5. Writing in GazeTalk5 is performed by choosing the adequate field, which 
contains letter or option. System uses prediction mechanisms to suggest the words 
that he thinks we want to write. Choosing the letter can be done by one of the three 
ways. First of them is dwell time, which means, that when we look at desired letter, 
it will be accepted after some time. We can set that time in the options menu. Other 
options of choosing are standard clicks, and by scanning all the fields, and select-
ing the highlighted letter when clicked. Besides its rich functionality GazeTalk5 
enables running Dasher straight from the main menu, so we can write using that 
application, and send the text straight to GazeTalk5. 

                                                           
1 http://www.inference.phy.cam.ac.uk/opengazer/ 
2 http://netgazer.sourceforge.net 
3 http://myEye.jimdo.com 
4 http://www.inference.phy.cam.ac.uk/dasher/ 
5 http://www.gazegroup.org/research/15 
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5. FlashKeyboard created by Piotr Chynał. This application enables writing without 
using a keyboard. It was developed in Adobe Flash CS4 with ActionScript 3.0. Se-
lecting the letters is possible in two ways. User can move cursor over desired letter 
and wait for two seconds or press space key during that time, to make faster selec-
tion. Therefore this application can be used by disabled people and by casual users. 

6. Ljo_gazetracker, the application created by Dorota Molik and Wojciech Pietrowski 
in Software Quality Laboratory, at the Wrocław University of Technology. It was 
developed and improved by Piotr Chynał. It consists of two parts, first that gathers 
the data from ASL6000 module and the second which is a Java program that trans-
forms received parameters from the first component and determines the position on 
screen user is looking at. Furthermore, this program enables control of the cursor 
with line of gaze. 

 

Fig. 1. Interface of the FlashKeyboard 

 

Fig. 2. Precision_test screen shot, showing the first square of the test 
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7. Precision_test. This program, likewise ljo_gazetracker was created by Dorota 
Molik and Wojciech Pietrowski. It was implemented in Adobe Flash CS3 with Ac-
tionScript 2.0. During working with this program, yellow squares are appearing on 
the screen. The idea of precision_test is the following, first the user look at yellow 
square displayed on the screen, so the cursor position is within this square, then af-
ter 1,5 seconds, the square is selected, and next the  smaller one appears in differ-
ent place. When square is so small that the user is not able to point gaze within it, 
the program stops, and prints the size of last selected square in pixels. 

3   Experiments 

We conducted two experiments. Goal of the first of them was to select the most effec-
tive application for writing with gazetracking. In the second experiment the objective 
was to analyze different eye pointing solutions. 

The first experiment was carried out with ten people – students from different 
universities and faculties. For gazetracking we used Logitech Quick Cam 9000 Pro 
camera and .Net port of Opengazer. The test consisted of writing three short phrases 
by the respondents. The phrases were the following: “test”, “hello world” and “i am 
writing with my eye”. They were typed using the following tested programs: Ga-
zeTalk5, Dasher and FlashKeyboard that were used by each user in a random order. 
During the experiment the time and the number of mistakes were recorded. After 
the test, users were asked to describe verbally their reflections on the used  
programs. 

 

Fig. 3. ASL 6000 eyetracking module in Software Quality Laboratory, at the Wroclaw Univer-
sity of Technology 
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The second experiment was also conducted on ten users. They all were students of 
the Wroclaw University of Technology. We have created two stands for this experi-
ment. In the first of them, the respondents worked on Pan Tilt camera with 
ljo_gazetracker program. Second stand was with Logitech Quick Cam pro 9000 cam-
era and .Net Opengazer port. 

In this experiment, users were asked to perform identical tests on both stands. The 
first test was performing precision test with Flash precision test application. Next test 
was to write phrase “eye writing test” with Dasher. Last task was to input the web 
address of one of the Polish Internet portals in GazeTalk5, and then go to mailbox 
bookmark. During those tests, the results were noted. For precision test it was the 
result printed by the application. For Dasher and GazeTalk5 we measured time. After 
the experiment users were asked to express their thoughts on the tested applications 
and cameras.  

4   Results of the Experiments 

We present the results of both tests in Tables 1 to 4. They present particular results 
and comparisons between programs and eyetracking solutions. 

Table 1. Results of the first experiments, with sum of time from all three tasks, sum of mis-
takes made by users in all three tasks and average time of writing 

Dasher GazeTalk5 FlashKeyboard 

 
Time 

[m:s:ms] 

Amount 
of  

mistakes 

Time 
[m:s:ms] 

Amount 
of  

mistakes 

Time 
[m:s:ms] 

Amount 
of  

mistakes 
Person 1 01:29:91   0 05:41:93   1 04:11:49   1 
Person 2 03:24:50   0 07:20:76   2 04:16:67   0 
Person 3 03:03:71   0 06:42:97   3 05:07:54   1 
Person 4 02:37:82   0 07:46:98   1 05:13:58   0 
Person 5 02:00:72   0 07:12:04   2 05:58:25   2 
Person 6 02:45:33   0 08:18:26   4 05:12:99   0 
Person 7 02:25:25   0 09:00:04   3 06:17:64   1 
Person 8 02:48:30   0 07:38:68   1 05:55:44   2 
Person 9 02:19:78   0 07:24:06   3 04:54:97   0 

Person 10 02:45:68   0 06:59:04   2 06:32:73   1 
Average 

total 
time[m:s:ms] 

02:25:31 07:33:66 05:32:71 

Sum of  
mistakes 

0 22 8 
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Table 2. Comparison of the applications tested during the first experiment 

 Dasher GazeTalk5 FlashKeyboard 

Speed of 
writing 

Very fast, sum of  
average times for all 

phrases was  – 
02:25:31minutes 

Slow, sum of 
average times for 
all phrases was - 
04:52:03 minutes 

Fast, average time for 
all phrases was 

03:32:54 minutes 

Number of 
mistakes 

No mistakes 

Lots of mistakes, 
caused mainly by 
selecting wrong 

letters 

Little amount of  
mistakes, caused by 

low precision of cursor 

Complexity 
of usage 

At first it was hard, 
but after some time 

very easy 

Easy, but  
sometimes it is 

hard to find  
particular letter, 

when application 
suggests other 

letters, than those 
that we want to 

write 

Simple and intuitive, 
created on base of 

computer keyboard 

Ease of use Very comfortable 

Not too  
comfortable, it 
wears eyes and 

the „Midas 
touch” problem 

occurs  

Comfortable 

Interaction 
technique 

Selecting further 
letters with cursor, 
combining them to 

words 

Selecting by  
moving the cursor 
on desired letter 
and waiting for  

two seconds 

Selecting letters by 
pressing space key or 
by moving the cursor 

over letter and waiting 
for two seconds for its  

selection 

Other re-
marks 

Best ranked  
application by  

respondents, very 
good algorithms  
suggesting most  
adequate words, 

working even with 
worse calibration 

and precision 

Not the best of 
interfaces. This 
application has 
many modules, 

and the  
possibility to 
write using 

Dasher 

All the letters were 
visible during the work, 

intuitive  
interface 
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Table 3. Results of the second experiment with results of the precision test, time of writing test, 
time of Internet portal test and average values of all of them 

Camera Pan Tilt 
+ ljo_gazetracker 

Camera Logitech 
+ Opengazer 

 
Result 
[px] 

Writing 
time 

[m:s:ms] 

Mailbox 
time 

[m:s:ms] 

Result 
[px] 

Writing 
time 

[m:s:ms] 

Mailbox time 
[m:s:ms] 

Person 1 33 01:05:05 02:05:07 75 02:08:15 03:07:25 
Person 2 25 01:16:98 02:31:80 120 01:15:37 03:21:47 
Person 3 33 00:52:14 03:12:95 150 00:47:41 02:54:34 
Person 4 120 01:35:18 02:34:60 150 00:51:07 03:18:03 
Person 5 40 00:44:33 01:49:38 66,67 00:49:18 04:01:13 
Person 6 75 01:10:07 02:55:41 120 00:56:66 03:12:83 
Person 7 37,5 01:15:85 01:29:04 75 02:40:82 02:47:71 
Person 8 40 01:05:70 02:11:15 120 00:49:95 02:52:31 
Person 9 40 00:50:89 02:50:28 150 01:09:13 03:10:70 
Person10 33 01:02:56 01:46:17 200 00:40:21 03:21:24 

Average  
precision [px] 

47,65 122,67 

Average  
writing time 

[m:s:ms] 
00:59:86 01:12:79 

Average  
time to get to 
Onet.pl mail 
box [m:s:ms] 

02:18:59 
 

03:12:70 
 

Table 4. Comparison of the eyetracking solutions tested during the second experiment 

 
Camera Pan Tilt 
+ ljo_gazetracker 

Camera Logitech 
+ Opengazer 

Precision Very precise Quite precise 

Gaze-tracking
Very long and arduous setting of the 

camera: to get it directly on the eye, and 
set up pupil and cornea reflection 

After selecting the feature 
points on the face and quick 

calibration it is ready  

Calibration 
Fast, user looks at nine points on the 

screen 

Fast, it is possible to set up 
the custom number and  

coordinates of the calibration 
points. 

Losing of the 
tracking 

It does not loose image of the eye, small 
head movement does not make any  

problems. 

Often loses points on the face 
even during little head  

movement and light changes. 

Other  
remarks 

After it is calibrated correctly once,  
other people can start working  

immediately 

Calibration needs to be  
repeated few times for better 

results. Losing of gaze  
tracking is very burdensome 
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5   Summary 

After the experiments we gathered all results and observations, and analyzed them. 
Comparing the time and the amount of mistakes made by users in the first experiment, 
we can see that the fastest and most reliable application for gaze-writing is Dasher. 
GazeTalk5 was the slowest and had the most mistakes, mostly due to the “Midas 
touch” problem [6]. In the opinion of the respondents, Dasher was also the best appli-
cation. Firstly writing in it was hard to manage, but after a while, it was easy to write 
in it for everyone.  

Using the FlashKeyboard application, we were able to compare selecting letters by 
using space key and by moving cursor over the target and waiting for two seconds. 
The result was that using a key is much faster. Still, in case of people with motor 
disabilities usually they can only use applications which use dwell time for selection. 
Using the key could be used by people who have the ability to move at least one fin-
ger. The keyboard key could be replaced by a button. 

Depending on needs and financial predispositions we can present some eyetracking 
recommendations. In case we want to control the pointing device with large precision 
and speed, we should get a professional eyetracking camera worth tens of thousands 
of Euro. There are many professional solutions available, like for example Tobii 
products. Still such solutions are recommended for companies that use eyetracking for 
professional purposes, that need its equipment to work fast and reliably. Therefore for 
handicapped and casual users it is recommended to use freeware solutions and web-
cam. The precision of such solution is not high, but as the research showed, using 
such solution we can write in Dasher as fast as with expensive professional camera. 
We should suspect, that using more advanced camera than Logitech Quick Cam 9000 
Pro with, for example infrared LEDs could produce better results. In conclusion of 
experiments conducted in this work, we can say, that the best solution for handi-
capped or casual user is usage of combination Opengazer plus GazeTalk5. Opengazer 
is the best freeware software for eyetracking with ordinary webcam. GazeTalk5 en-
ables complex control of PC with eyetracking. Using it we can browse the Internet, 
listen to the music etc. Moreover, it allows the user to run Dasher directly from the 
main menu. Thanks to that we can write with GazeTalk5 using the fastest available 
gaze-writing applications and be able to do many other things besides writing. 

Comparing the different methods of gazetracking, clearly the best one is that used 
in Pan Tilt camera. It obtains simultaneously the position of pupil and cornea reflec-
tion, and traces the line of gaze on the screen very precisely. In case of freeware solu-
tions we have few different approaches. After the experiments we can say that the 
best of them is the solution used in Opengazer. It captures the key points on users face 
and extracts them from video image. This solution enables fast calibration and descent 
precision. There are some different solutions, that use for example cameras with night 
vision, or like myEye infrared light, but they have no appliance with ordinary web 
cameras.  
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Abstract. For agent-based modelling of collective phenomena individual agent 
behaviours can be modelled either from an agent-internal perspective, in the 
form of relations involving internal states of the agent, or from an agent-
external, behavioural perspective, in the form of input-output relations for the 
agent, abstracting from internal states. Illustrated by a case study on collective 
decision making, this paper addresses how the two types of agent models can be 
related to each other. First an internal agent model for collective decision mak-
ing is presented, based on neurological principles. It is shown how by an  
automated systematic transformation a behavioural model can be obtained, ab-
stracting from the internal states. In addition, an existing behavioural agent 
model for collective decision making incorporating principles on social diffu-
sion is described. It is shown under which conditions and how by an interpreta-
tion mapping the obtained abstracted behavioural agent model can be related to 
this existing behavioural agent model for collective decision making. 

1   Introduction 

Agent models used for collective social phenomena traditionally are kept simple, and 
often are specified by simple reactive rules that determine a direct response (output) 
based on the agent’s current perception (input). However, in recent years it is more 
and more acknowledged that in some cases agent models specified in the simple for-
mat as input-output associations are too limited. Extending specifications of agent 
models beyond the format of simple reactive input-output associations essentially can 
be done in two different manners: (a) by allowing more complex temporal relations 
between the agent’s input and output states over time, or (b) by taking into account 
internal processes described by temporal (causal) relations between internal states. 
Considering such extended formats for specification of agent models used to model 
collective social phenomena, raises a number of (interrelated) questions: 

(1) When agent models of type (a) are used in social simulation, do they provide the same  
results as when agent models of type (b) are used?  

(2) How can an agent model of type (a) be related to one of type (b)? 
(3) Can agent models of type (a) be transformed into agent models of type (b), by some  

systematic procedure, and conversely? 
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Within the context of modelling collective social phenomena, the internal states in 
agent models of type (b) do not have a direct impact on the social process; agent 
models that show the same input-output states over time will lead to exactly the same 
results at the collective level, no matter what internal states occur. This suggests that 
for modelling social phenomena the internal states could be hidden or abstracted away 
by transforming the model in one way or the other into a model of type (a). An inter-
esting challenge here is how this can be done in a precise and systematic manner. 

The questions mentioned above are addressed in this paper based on notions such 
as ontology mappings, temporal properties expressed in hybrid (logical/numerical) 
formats, and logical and numerical relations between such temporal properties. Here 
the idea to use ontology mappings and extensions of them is adopted from [15] and 
refined to relate (more abstract) agent models of type (a) to those of type (b), thus 
addressing question (2) above. Moreover, addressing question (1), based on such a 
formally defined relation, it can be established that at the social level the results for 
the two agent models will be the same. This holds both for simulation traces and for 
the implied temporal properties (patterns) they have in common. It will be discussed 
how models of type (b) can be abstracted to models of type (a) by a systematic trans-
formation, implemented in Java, thus also providing an answer to question (3).  

The approach is illustrated by a case addressing the emergence of group decisions. 
It incorporates from the neurological literature the ideas of somatic marking as a basis 
for individual decision making (cf. [4, 6, 7]), and mirroring of emotions and intentions 
as a basis for mutual influences between group members (cf. [10, 11, 12]).  

The paper is organized as follows. Section 2 presents an internal agent model IAM 
for decision making in a group, based on neurological principles, and modelled in a 
hybrid logical/numerical format; cf. [3]. In Section 3 an existing behavioural agent 
model BAM for group decision making is briefly described, and specified in hybrid 
format.  In Section 4 first the internal agent model IAM introduced in Section 2 is 
abstracted to a behavioural model ABAM, and next in Section 5 it is shown how this 
behavioural agent model ABAM can be related the the behavioural agent model 
BAM, exploiting ontology mappings between the ontologies used for ABAM and 
BAM. Section 6 concludes the paper.   

2   The Internal Agent Model IAM for Group Decision Making  

This case study concerns a neurologically inspired computational modeling approach 
for the emergence of group decisions, incorporating somatic marking as a basis for 
individual decision making, see [4], [6], [7] and mirroring of emotions and intentions 
as a basis for mutual influences between group members, see [10], [11], [12]. The 
model shows how for many cases, the combination of these two neural mechanisms is 
sufficient to obtain on the one hand the emergence of common group decisions, and, 
on the other hand, to achieve that the group members feel OK with these decisions. 

Cognitive states of a person, such as sensory or other representations often induce 
emotions felt within this person, as described by neurologist Damasio [5], [6]. Dama-
sio’s Somatic Marker Hypothesis (cf. [4], [6], [7]), is a theory on decision making 
which provides a central role to emotions felt. Within a given context, each repre-
sented decision option induces (via an emotional response) a feeling which is used to 
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mark the option. Thus the Somatic Marker Hypothesis provides endorsements or 
valuations for  the different options, and shapes an individual’s decision process.  

In a social context, the idea of somatic marking can be combined with recent neu-
rological findings on the mirroring function of certain neurons (e.g., [10], [11], [12]). 
Such neurons are active not only when a person prepares for performing a specific 
action or body change, but also when the person observes somebody else intending or 
performing this action or body change. This includes expressing emotions in body 
states, such as facial expressions. The idea is that these neurons and the neural circuits 
in which they are embedded play an important role in social functioning and in  
(empathic) understanding of others; (e.g., [10], [11], [12]). They provide a biological 
basis for many social phenomena; cf. [10]. Indeed, when states of other persons are 
mirrored by some of the person’s own states that at the same time are connected via 
neural circuits to states that are crucial for the own feelings and actions, then this pro-
vides an effective basic (biological) mechanism for how in a social context persons 
fundamentally affect each other’s actions and feelings, and, for example, are able to 
achieve collective decision making. 

Table 1. State ontology used 

notation description 
SS sensor state 

SRS sensory representation state 
PS preparation state 
ES effector state 
BS body state 

c observed context information 
O option 

c(O) tendency to choose for option O 
b(O) own bodily response for option O 

g(b(O)) other group members’ aggregated bodily response for option O 
g(c(O)) other group members’ aggregated tendency to choose for option O 

Given the general principles described above, the mirroring function can be related 
to decision making in two different ways. In the first place mirroring of emotions in-
dicates how emotions felt in different individuals about a certain considered decision 
option mutually affect each other, and, assuming a context of somatic marking, in this 
way affect how by individuals decision options are valuated. A second way in which a 
mirroring function relates to decision making is by applying it to the mirroring of 
intentions or action tendencies of individuals for the respective decision options. This 
may work when by verbal and/or nonverbal behaviour individuals show in how far 
they tend to choose for a certain option. In the internal agent model IAM introduced 
below both of these (emotion and intention) mirroring effects are incorporated. 

An overview of the internal model IAM is given in Fig. 1. Here the notations for 
the state ontology describing the nodes in this network are used as shown in Table 1, 
and for the parameters as in Table 2. Moreover, the solid arrows denote internal 
causal relations whereas the dotted arrows indicate interaction with other group mem-
bers. The arrow from PS(A, b(O)) to SRS(A, b(O)) indicates an as-if body loop that can be 
used to modulate (e.g., amplify or suppress) a bodily response (cf. [5]). 



42 A. Sharpanskykh and J. Treur 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Overview of the internal agent model IAM 

Table 2. Parameters for the internal agent model IAM 

description parameter from to 
υSA  SS(A, S)  SRS(A, S) 

ω0OA  PS(A, b(O))  SRS(A, b(O)) 
ω1OA  SRS(A, c)  
ω2OA  SRS(A, g(b(O)))  
ω3OA  SRS(A, b(O))  

 
PS(A, b(O)) 

ω4OA  SRS(A, c)  
ω5OA  PS(A, g(b(O)))  
ω6OA  SRS(A, c(O))  

 
PS(A, c(O)) 

strengths of connections 
within agent A

ζSA  PS(A, S)  ES(A, S) 
strength for channel for Z from agent B to agent A αZBA sender B  receiver A 

λb(O)A change rate for PS(A, b(O)) change rates for states within agent A
λc(O)A change rate for PS(A, c(O)) 

This internal agent model IAM can be described in a detailed manner in hybrid 
logical/numerical format (cf. [3]) as follows. 

 

IP1  From sensor states to sensory representations 
SS(A, S, V)   →→  SRS(A, S, υSAV) 

where S has instances c, g(c(O)) and g(b(O)) for options O. 
 

IP2  Preparing for an emotion expressed in a body state  
SRS(A, c, V1)  &  SRS(A, g(b(O)), V2)   &  SRS(A, b(O), V3)  &  PS(A, b(O), V) 
→→  PS(A, b(O), V + λb(O)A g(ω1OAV1, ω2OAV2, ω3OAV3, V) Δt) 

 

IP3  Preparing for an option choice  
SRS(A, c, V1)  &  SRS(A, g(c(O)), V2))  &  PS(A, b(O), V3)  &  PS(A, c(O), V) 
→→  PS(A, c(O), V + λc(O)A h(ω4OAV1, ω5OAV2, ω6OAV3, V) Δt) 
 

IP4  From preparation to effector state  
PS(A, S, V) →→  ES(A, S, ζSA V) 

where S has instances b(O) and c(O) for options O. 
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IP5  From preparation to sensory representation of body state 
PS(S, V)  →→  SRS(S, ω0OAV) 

where S has instances b(O) for options O. 

Here the functions g(X1, X2, X3, X4) and h(X1, X2, X3, X4) are chosen, for example, of the form 

th(σ, τ, X1 + X2 + X3) – X4, where th(σ, τ, X) = 1/(1 + e-σ(X - τ)).    

Next the following transfer properties describe the interaction between agents for 
emotional responses b(O) and choice tendencies c(O) for options O. Thereby the sensed 
input from multiple agents is aggregated by adding, for example, all influences 
αb(O)BAVB on A with VB the levels of the effector state of agents B ≠ A, to the sum ΣB≠A 

αb(O)BAVB and normalising this by dividing it by the maximal value ΣB≠A αb(O)BAζb(O)B  for it 
(when all preparation values would be 1). This provides a kind of average of the im-
pact of all other agents, weighted by the normalised channel strengths. 

 

ITP Sensing aggregated group members’ bodily responses and intentions 
∧B≠A  ES(B, S, VB)  →→  SS(A, g(S), ΣB≠A  αSBAVB / ΣB≠A  αSBAζSB  ) 

 

where S has instances b(O), c(O) for options O. 
 
 

Based on the internal agent model IAM a number of simulation studies have been 
performed, using MathLab. Some results for two simulation settings with 10 homoge-
neous agents with the parameters as defined in Table 3 are presented in Figure 3. The 
initial values for SS(A, g(c(O))), SS(A, c), SS(A, g(b(O)) are set to 0 in both settings. Note that 
a number of the connections strengths have been chosen rather low; for this reason 
also the activation levels shown in Fig. 3 are relatively low. 

Table 3. The values of the parameters of model IAM used in two simulation settings 

description parameter setting 1 setting 2 
υg(c(O))A 0.5 0.9 

υcA 0.6 0.8 

υg(b(O))A 0.9 0.7 

ω0OA 0.8 0.6 

ω1OA 0.3 0.5 
ω2OA 0.3 0.2 
ω3OA 0.4 0.3 
ω4OA 0.6 0.4 
ω5OA 0.2 0.3 
ω6OA 0.2 0.3 

ζc(O)A 0.6 0.8 

strengths of connections 
within agent A

ζb(O)A 0.9 0.4 

strength for channel for Z from any agent to any other agent αZBA 1 1 

λb(O)A 0.7 0.9 change rates for states within agent A
λc(O)A 0.4 0.9 

σ 4 4 parameters of the combination function 
based on threshold function th(σ, τ, X) = 1/(1 + e

-σ(X - τ)) τ 1.4 1.4 

As one can see from Fig. 2, in both simulation settings the dynamics of the multi-
agent system stabilizes after some time. Furthermore, in the stable state the agents 
from setting 1 demonstrate their emotional state more expressively than their intention 
to choose the option. In setting 2, the opposite situation can be observed in Fig. 2. 
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Fig. 2. The dynamics of  ES(A, b(O)), ES(A, c(O)), SRS(A, g(b(O))) and SRS(A, g(c(O))) states of an 
agent A from a multi-agent system with 10 homogeneous agents over time for simulation set-
ting 1 (left) and setting 2 (right) with the parameters from Table 3 

3   A Behavioural Agent Model for Group Decision Making: BAM 

In [9], an agent-based model for group decision making is introduced. The model was 
designed in a manner abstracting from the agents’ internal neurological, cognitive or 
affective processes. It was specified in numerical format by mathematical (difference) 
equations and implemented in MatLab. As a first step, the contagion strength for men-
tal state S from person B to person A is defined by: γSBA =    εSB ⋅ αSBA ⋅ δSA (1). Here εSB 
is the personal characteristic expressiveness of the sender (person B) for S, δSA the 
personal characteristic openness of the receiver (person A) for S, and αSBA the interac-
tion characteristic channel strength for S from sender B to receiver A. The expressive-
ness describes the strength of expression of given internal states by verbal and/or 
nonverbal behaviour (e.g., body states). The openness describes how strong stimuli 
from outside are propagated internally. The overall contagion strength γSA from the 
group towards agent A is γSA = ∑B≠A γSBA  = (∑B≠A εSB ⋅ αSBA )⋅ δSA (2). This value is for the 
aggregated input sg(S)A(t)  of the other agents upon state S of agent A:  

sg(S)A(t)  = ∑B≠A γSBA ⋅ qSB(t)  / γSA = ∑B≠A εSB ⋅ αSBA ⋅ qSB(t)  / (∑B≠A εSB ⋅ αSBA  )        (3) 

How much this external influence actually changes state S of the agent A may be  de-
termined by additional personal characteristics of the agent, for example, the tendency 
ηSA to absorb or to amplify the level of a state and the positive or negative bias βSA for 
the state S. The dynamics of the value qSA(t) of S in A over time given as: 

 qSA(t + Δt) = qSA(t) +  γSA  c(sg(S)A(t), qSA(t)) Δt        (4) 
with  c(X, Y) = ηSA·[βSA·(1 - (1-X)·(1-Y)) +  (1 - βSA)·XY ] +  (1 - ηSA)·X - Y 

Note that for c(X, Y) any function can be taken that combines the values of X and Y 
and compares the result with Y. For the example function c(X, Y), the new value of 
the state is the old value, plus the change of the value based on the contagion. This 
change is defined as the multiplication of the contagion strength times a factor for the 
amplification of information plus a factor for the absorption of information. The ab-
sorption part (after 1 - ηSA) considers the difference between the incoming contagion 
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and the current level for S. The amplification part (afterηSA) depends on the bias of the 
agent towards more positive (part of equation multiplied by βSA) or negative (part of 
equation multiplied by 1 - βSA) level for S. Table 4 summarizes the most important 
parameters and state variables within the model (note that the last two parameters will 
be explained in Section 3.2 below). 

Table 4. Parameters and state variables 

qSA(t) level for state S for agent A at time t 

eSA(t) expressed level for state S for agent A at time t 

Sg(S)A(t) aggregated input for state S for agent A at time t 

εSA extent to which agent A expresses state S 

δSA extent to which agent A is open to state S 

ηSA tendency of agent A to absorb or amplify state S 

βSA positive or negative bias of agent A on state S 

αSBA channel strenght for state S from sender B to receiver A 

γSBA contagion strength for S from sender B to receiver A 
ωc(O)A weigth for group intention impact on A ‘s intention for O 

ωb(O)A weigth for own emotion impact on A ‘s intention for O 

This generalisation of the existing agent-based contagion models is not exactly a 
behavioural model, as the states indicated by the values qSA(t) are internal states and 
not output states. After multiplication by the expression factor εSA the behavioural 
output states eSA(t) are obtained that are observed by the other agents. The model can 
be reformulated in terms of these behavioural output states eSA(t), assuming that time 
taken by interaction is neglectable compared to the internal processes:  

        sg(S)A(t) = ∑B≠A αSBA ⋅ eSB(t)  / (∑B≠A εSB ⋅ αSBA  )          (5) 

   eSA(t + Δt) = eSA(t) +  εSA γSA  c(sg(S)A(t), eSA(t)/εSA) Δt      (6) 

To obtain an agent-based social level model for group decision making, the abstract 
agent-based model for contagion described above for any decision option O has been 
applied to both the emotion states S for O and intention or choice tendency states S' 
for O. In addition, an interplay between the two types of states has been modelled. To 
incorporate such an interaction (loosely inspired by Damasio’s principle of somatic 
marking; cf. [4], [7], the basic model was extended as follows: to update qSA(t) for an 
intention state S relating to an option O, both the intention states of others for O and 
the qS'A(t)  values for the emotion state S' for O are taken into account. Note that in this 
model a fixed set of options was assumed, that all are considered. The emotion and 
choice tendency states S and S' for option O are denoted by b(O) and c(O), respec-
tively. Then the expressed level of emotion for option O of person A is eb(O)A(t), and of 
choice tendency or intention for O is  ec(O)A(t). The combination of the own (positive) 
emotion level and the rest of the group’s aggregated choice tendency for option O is 
made by a weighted average of the two: 

 

sg(c(O))A*(t)   =  (ωc(O)A/ωOA) sg(c(O))A(t)   + (ωb(O)A/ωOA) eb(O)A(t) /εSA 

  γc(O)A* = ωOA γc(O)A 
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where ωc(O)A and ωb(O)A  are the weights for the contributions of the group choice ten-
dency impact and the own emotion impact on the choice tendency of A for O, respec-
tively, and ωOA = ωc(O)A + ωb(O)A. Then the behavioural agent-based model for interac-
ting emotion and intention (choice tendency) contagion expressed in numerical format 
becomes: 

   sg(b(O))A(t) = ∑B≠A αb(O)BA ⋅ eb(O)B(t)  / (∑B≠A εb(O)B ⋅ αb(O)BA  )          (7) 
 

   eb(O)A(t + Δt) = eb(O)A(t) +  εb(O)A γb(O)A c(sg(b((O))A(t), eb(O)A(t)/εb(O)A) Δt  (8) 
with as an example 
c(X, Y) = ηb(O)A·[βb(O)A·(1 - (1-X)·(1-Y)) + (1 - βb(O)A)·XY ]   +  (1 - ηb(O)A)·X - Y 

 

   sg(c(O))A(t) = ∑B≠A αc(O)BA ⋅ ec(O)B(t)  / (∑B≠A εc(O)B ⋅ αc(O)BA  )          (9) 

   ec(O)A(t + Δt) = ec(O)A(t) +  
     εc(O)A ωOA γc(O)A d((ωc(O)A /ωOA) sg(c(O))A(t) + (ωb(O)A /ωOA) eb(O)A(t)/εb(O)A, ec(O)A(t)/εc(O)A)Δt  (10) 

with as an example 
d(X, Y) = ηc(O)A·[βc(O)A·(1 - (1-X)·(1-Y)) +  (1 - βc(O)A)·XY ]  + (1 - ηc(O)A)·X - Y 

To be able to relate this model expressed by difference equations to the internal agent 
model IAM, the model is expressed in a hybrid logical/numerical format in a straigh-
tforward manner in the following manner, using atoms has_value(x, V) with x a variable 
name and V a value, thus obtaining the behavioural agent model BAM. Here s(g(b((O)), 

A), s(g(c((O)), A), e(b(O), A) and e(c(O), A) for options O are names of the specific variables 
involved. 

 

BP1  Generating a body state  
has_value(s(g(b(O)), A), V1)  &  has_value(e(b(O), A), V)  
→→  has_value(e(b(O), A), V + εb(O)A γb(O)A c(V1, V/εb(O)A)  Δt) 

 

BP2  Generating an option choice intention 
has_value(s(g(c(O)), A), V1)  &  has_value(e(b(O), A), V2) &  has_value(e(c(O), A), V) 
→→  has_value(e(c(O), A), V + εc(O)A ωOA γc(O)A d((ωc(O)A /ωOA) V1  + (ωb(O)A /ωOA) V2/εb(O)A, V/εc(O)A)  Δt) 

 

BTP Sensing aggregated group members’ bodily responses and intentions 
∧B≠A  has_value(e(S, B), VB)  →→  has_value(s(g(S), A), ΣB≠A  αSBAVB / ΣB≠A  αSBAεSB ) 

 

In Section 5 the behavioural agent model BAM is related to the internal agent model 
IAM described in Section 2. This relation goes via the abstracted (from IAM) behav-
ioural agent model ABAM introduced in Section 4. 

4   Abstracting Internal Model IAM to Behavioural Model ABAM 

First, in this section, from the model IAM by a systematic transformation, an ab-
stracted behavioural agent model ABAM is obtained. In Section 5 the two behav-
ioural agent models ABAM and BAM will be related. In [14] an automated abstrac-
tion transformation is described from a non-cyclic, stratified internal agent model to a 
behavioural agent model. As in the current situation the internal agent model is not 
assumed to be noncyclic, this existing transformation cannot be applied. In particular, 
for the internal agent model considered as a case in Section 2 the properties IP2 and 
IP3 are cyclic by themselves (recursive). Moreover, the as-if body loop described by 
properties IP2 and IP5 is another cycle. Therefore, the transformation introduced here 
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exploits a different approach. The two main steps in this transformation are: elimina-
tion of sensory representation atoms, and elimination of preparation atoms (see also 
Fig. 4). 

1.   Elimination of sensory representation atoms  
It is assumed that sensory representation atoms may be affected by sensor atoms, or 
by preparation atoms. These two cases are addressed as follows 

a) Replacing sensory representation atoms by sensor atoms 
• Based on a property SS(A, S, V)   →→  SRS(A, S, υV) (such as IP1), replace atoms 

SRS(A, S, V) in an antecedent (for example, in IP2 and IP3) by SS(A, S, V/υ).  
b) Replacing sensory representation atoms by preparation atoms 

• Based on a property PS(A, S, V)   →→  SRS(A, S, ωV)  (such as IP5), replace atoms 
SRS(A, S, V) in an antecedent (for example, in IP2) by PS(A, b(O), V/ω). 

Note that this transformation step is similar to the principle exploited in [14]. It may 
introduce new occurrences of preparation atoms; therefore it should preceed the step 
to eliminate preparation atoms. In the case study this transformation step provides the 
following transformed properties (replacing IP1, IP2, IP3, and IP5; see also Fig. 4): 

 

IP2*  Preparing for a body state  
SS(A, c, V1/υcA)  &  SS(A, g(b(O)), V2/υg(b(O))A)   &  PS(A, b(O), V3/ω0OA)  &  PS(A, b(O), V) 
→→  PS(A, b(O), V + λb(O)A g(ω1OAV1, ω2OAV2, ω3OAV3, V) Δt) 
 

IP3*  Preparing for an option choice  
SS(A, c, V1/υcA)  &  SS(A, g(c(O)), V2/υg(c(O))A))  &  PS(A, b(O), V3)  &  PS(A, c(O), V) 
→→  PS(A, c(O), V + λc(O)A h(ω4OAV1, ω5OAV2, ω6OAV3, V) Δt) 

2.   Elimination of preparation atoms 
Preparation atoms in principle occur both in antecedents and consequents. This makes 
it impossible to apply the principle exploited in [14]. However, it is exploited that 
preparation states often have a direct relationship to effector states: 

• Based on a property PS(A, S, V) →→  ES(A, S, ζV)  (such as in IP4), replace each 
atom PS(A, S, V) in an antecedent or consequent by ES(A, S, ζV).  

In the case study this transformation step provides the following transformed proper-
ties (replacing IP2*, IP3*, and IP4; see also Fig. 4): 

 

IP2*  Preparing for a body state  
SS(A, c, V1/υcA)  &  SS(A, g(b(O)), V2/υg(b(O))A)   &  ES(A, b(O), ζb(O)A V3/ω0OA)  &  ES(A, b(O), ζb(O)A V) 
→→  ES(A, b(O), ζb(O)A V + ζb(O)A λb(O)A g(ω1OAV1, ω2OAV2, ω3OAV3, V) Δt) 
 

IP3*  Preparing for an option choice  
SS(A, c, V1/υcA)   &   SS(A, g(c(O)), V2/υg(c(O))A))   &   ES(A, b(O), ζb(O)A V3)   &   ES(A, c(O), ζc(O)A V) 
→→  ES(A, c(O), ζc(O)A V + ζc(O)A λc(O)A h(ω4OAV1, ω5OAV2, ω6OAV3, V) Δt) 

 

By renaming V1/υcA to V1, V2/υg(b(O)A to V2 , ζb(O)A V3/ω0OA to V3, ζb(O)A V to V (in IP2*),  resp. 
V2/υg(c(O))A to V2¸ζb(O)A V3 to V3, and ζc(O)A V  to V (in IP3*),  the following is obtained: 

 

IP2**  Preparing for a body state  
SS(A, c, V1)   &   SS(A, g(b(O)), V2)   &  ES(A, b(O), V3)  &  ES(A, b(O), V) 
→→  ES(A, b(O), V + ζb(O)A λb(O)A g(ω1OAυcA V1, ω2OAυg(b(O))A V2, ω3OAω0OA V3/ ζb(O)A, V/ζb(O)A) Δt) 
 

IP3**  Preparing for an option choice  
SS(A, c, V1)   &   SS(A, g(c(O)), V2)   &   ES(A, b(O), V3)   &   ES(A, c(O), V) 
→→  ES(A, c(O), V + ζc(O)A λc(O)A h(ω4OAυcA V1, ω5OAυg(c(O))A V2, ω6OAV3/ζb(O)A, V/ζc(O)A) Δt) 

 

Based on these properties derived from the internal model IAM the specification of 
the abstracted behavioural model ABAM can be defined; see also Fig. 3, lower part.  
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Hybrid Specification of the Abstracted Behavioural Agent Model ABAM 
Note that in IP2** V2 and V  have the same value, so a slight further simplification can 
be made by replacing V3 by V. After renaming of the variables according to 

ABP1 
V1 → W0

V2   → W1

V3   → W 
V   → W 

ABP2 
V1   → W0

V2   → W1

V3   → W2

V    → W  

the following abstracted behavioural model ABAM for agent A is obtained: 
 

ABP1  Generating a body state  
SS(A, c, W0)  &  SS(A, g(b(O)), W1)   &  ES(A, b(O), W) 
→→  ES(A, b(O), W + ζb(O)A λb(O)A g(ω1OAυcA W0, ω2OAυg(b(O))A W1, ω3OAω0OA W / ζb(O)A, W/ζb(O)A) Δt) 
 

ABP2  Generating an option choice intention 
SS(A, c, W0)   &   SS(A, g(c(O)), W1)   &   ES(A, b(O), W2)   &   ES(A, c(O), W) 
→→  ES(A, c(O), W + ζc(O)A λc(O)A h(ω4OAυcA W0, ω5OAυg(c(O))A W1, ω6OA W2/ζb(O)A, W/ζc(O)A) Δt) 
 

ITP Sensing aggregated group members’ bodily responses and intentions 
∧B≠A  ES(B, S, VB)  →→  SS(A, g(S), ΣB≠A  αSBAVB / ΣB≠A  αSBAζSB  ) 

 

where S has instances b(O), c(O) for options O. 
Note that as all steps made are logical derivations, it holds IAM |─ ABAM. In par-

ticular the following logical implications are valid (shown hierarchically in Fig. 3): 
 

IP1 & IP5 & IP2 ⇒ IP2*   IP4 & IP2*  ⇒ ABP1 
IP1 & IP3     ⇒ IP3*  IP4 & IP3*  ⇒ ABP2 

 

The transformation as described is based on the following of assumptions: 

• Sensory representation states are affected (only) by sensor states and/or preparation states 
• Preparation atoms have a direct relationship with effector atoms; there are no other ways to 

generate effector states than via preparation states 
• The time delays for the interaction from the effector state of one agent to the sensor state of 

the same or another agent are small so that they can be neglected compared to the internal 
time delays 

• The internal time delays from sensor state to sensory representation state and from prepara-
tion state to effector state within an agent are small so that they can be neglected compared 
to the internal time delays from sensory representation to preparation states 

The transformation can be applied to any internal agent model satisfying these as-
sumptions. The proposed abstraction procedure has been implemented in Java. The 
automated procedure requires as input a text file with a specification of an internal 
agent model and generates a text file with the corresponding abstracted behavioural 
model as output. The computational complexity of the procedure is O(|M|*|N| + |L|*|S|), 
where M is the set of srs atoms in the IAM specification, N is the set of the srs state 
generation properties in the specification, L is the set of the preparation atoms and srs 
atoms in the loops in the specification, and S is the set of the effector state generation 
properties in the specification.  

Using the automated procedure the hybrid specification of ABAM has been obtained. 
With this specification simulation has been performed with the values of parameters as 
described in Table 3. The obtained curves for ES(A, c(O)) and ES(A, b(O)) are the same as 
the curves depicted in Fig. 3 for the model IAM. This outcome confirms that both the 
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models ABAM and IAM generate the same behavioural traces and that the abstraction 
transformation is correct. 

5   Relating the Behavioural Agent Models BAM and ABAM 

In this section the given behavioural agent model BAM described in Section 3 is re-
lated to the behavioural agent model ABAM obtained from the internal agent model 
IAM by the abstraction process described in Section 4. First the notion of interpreta-
tion mapping induced by an ontology mapping is briefly introduced (e.g., [8], pp. 
201-263; [15]). By a basic ontology mapping π atomic state properties (e.g., a2 and b2) 

in one ontology can be related to state properties (e.g., a1 and b1) in another (e.g., π(a2)  = 

a1  and π(b2)  = b1).  Using compositionality a basic ontology mapping used above can be 
extended to an interpretation mapping for temporal expressions. As an example, when 

π(a2)  = a1 , π(b2)  =  b1, then this induces a mapping π* from dynamic property a2 →→ b2 to a1 

→→ b1 as follows: π*(a2 →→ b2)  =  π*(a2) →→ π*(b2)  =  π(a2) →→ π(b2)   =  a1 →→ b1. In a similar manner 
by compositionality a mapping for more complex temporal predicate logical relation-
ships A and B can be defined, using 

 

 π*(A & B)  =  π*(A)  &  π*(B)  π*(A ∨ B)  =  π*(A)  ∨  π*(B) 

  π*(A ⇒ B)  =  π*(A)  ⇒  π*(B)  π*(¬ A)  =  ¬ π*(A) 

  π*(∀T A)  =  ∀T π*(A)   π*(∃T A)  =  ∃T  π*(A) 
 

To obtain a mapping the given behavioural model BAM onto the abstracted ABAM, 
first, consider the basic ontology mapping π defined by : 

π(has_value(e(S, A), V)) =   ES(A, S, V)      where instances for S are b(O), c(O) for options O  
π(has_value(s(S, A), V)) =   SS(A, S, V)      where instances for S are g(b((O)), g(c((O)) for options O  

 

Next by compositionality the interpretation mapping π* is defined for the specifica-
tion of the behavioural model BAM as follows: 

 

Mapping BP1  Generating a body state  
π*(BP1) = π*(has_value(s(g(b(O)), A), V1)  &  has_value(e(b(O), A), V)  

→→  has_value(e(b(O), A), V + εb(O)A γb(O)A c(V1, V/εb(O)A)  Δt) ) 

=  π(has_value(s(g(b(O)), A), V1) )  &  π(has_value(e(b(O), A), V) ) 

→→  π(has_value(e(b(O), A), V + εb(O)A γb(O)A c(V1, V/εb(O)A)  Δt) ) 

=  SS(A, g(b(O)), V1)  &  ES(A, b(O), V) →→  ES(A, b(O), V + εb(O)A γb(O)A c(V1, V/εb(O)A)  Δt)  
 
 

Mapping BP2  Generating an option choice intention 

π*(BP2) = π*(has_value(s(g(c(O)), A), V1)  &  has_value(e(b(O), A), V2) &  has_value(e(c(O), A), V) 

        →→  has_value(e(c(O), A), V + εc(O)A ωOA γc(O)A d((ωc(O)A /ωOA) V1  + (ωb(O)A /ωOA) V2/εb(O)A, V/εc(O)A)  Δt) ) 

=  π(has_value(s(g(c(O)), A), V1) )  &  π(has_value(e(b(O), A), V2) ) &  π(has_value(e(c(O), A), V) ) 

        →→  π(has_value(e(c(O), A), V + εc(O)A ωOA γc(O)A d((ωc(O)A /ωOA) V1  + (ωb(O)A /ωOA) V2/εb(O)A, V/εc(O)A)  Δt) ) 

=  SS(A, g(c(O)), V1)  &  ES(A, b(O), V2)  &  ES(A, c(O), V) 

        →→  ES(A, c(O), V + εc(O)A ωOA γc(O)A d((ωc(O)A /ωOA) V1  + (ωb(O)A /ωOA) V2/εb(O)A, V/εc(O)A)  Δt)  
 

Mapping BTP Sensing aggregated group members’ bodily responses and intentions 

π*(BTP) = π*(∧B≠A  has_value(e(S, B), VB)  →→  has_value(s(g(S), A), ΣB≠A  αSBAVB / ΣB≠A  αSBAεSB ) ) 

= ∧B≠A  π(has_value(e(S, B), VB))  →→  π(has_value(s(g(S), A), ΣB≠A  αSBAVB / ΣB≠A  αSBAεSB ) ) 

= ∧B≠A  ES(B, S, VB))  →→  SS(A, g(S), ΣB≠A  αSBAVB / ΣB≠A  αSBAεSB ) 
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So to explore under which conditions the mapped behavioural model BAM is the ab-
stracted model ABAM, it can be found out when the following identities (after unify-
ing the variables Vi, V and Wi, W for values) hold. 

 

π*(BP1)  =  ABP1  π*(BP2)  =  ABP2  π*(BTP)  =  ITP 
 

However, the modelling scope of ABAM is wider than the one of BAM. In particular, 
in ABAM an as-if body loop is incorporated that has been left out of consideration for 
BAM. Moreover, in the behavioural model BAM the options O are taken from a fixed 
set, given at forhand and automatically considered, whereas in ABAM they are gene-
rated on the basis of the context c. Therefore, the modelling scope of ABAM is first 
tuned to the one of BAM, to get a comparable modelling scope for both models IAM 
and ABAM. The latter condition is achieved by taking the activation level W0 of the 
sensor state for the context c and the strengths of the connections between the sensor 
state for context c and preparations relating to option O can be set at 1 (so υcA = ω1OA = 

ω4OA = 1); thus the first argument of g and h becomes 1. The former condition is achie-
ved by leaving out of ABAM the dependency on the sensed body state, i.e., by ma-
king the third argument of g zero (so ω0OA = 0).  

ABP1 ABP2 

IP4 IP2 IP1 IP5           IP3 

IP4 IP2* IP3* 

ππππ* 

  BP1 BP2 BAM 

ABAM 

IAM  

Fig. 3. Logical relations from network specification via internal agent model and abstracted 
behavioural model to behavioural agent model: IAM |─ ABAM = π(BAM) 

Given these extra assumptions and the mapped specifications found above, when 
the antecedents where unified according to Vi ↔ Wi, V ↔ W the identities are equivalent 
to the following identities in V, Vi  

 

εb(O)A γb(O)A c(V1, V/εb(O)A)   =  ζb(O)A λb(O)A g(1, ω2OAυg(b(O))A V1, 0, V/ζb(O)A) 

εc(O)A ωOA γc(O)A d((ωc(O)A /ωOA) V1  + (ωb(O)A /ωOA) V2/εb(O)A, V/εc(O)A) =   

ζc(O)A λc(O)A h(1, ω5OAυg(c(O))A V1, ω6OAυb(O)A V2/ζb(O)A, V/ζc(O)A) 

ΣB≠A  αSBAVB / ΣB≠A  αSBAεSB   =  ΣB≠A  αSBAVB / ΣB≠A  αSBAζSB   
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The last identity is equivalent to εSB  =  ζSB   for all S and B  with αSBA > 0 for some A. Mo-
reover, it can be assumed that εSB  =  ζSB   for all S and B. There may be multiple ways in 
which this can be satisfied for all values of V1, U2, U. At least one possibility is the fol-
lowing. Assume for all agents A 

 

λb(O)A  = γb(O)A  υb(O)A =  1 
λc(O)A  = ωOA γc(O)A  υg(S)A = 1 

 

for S is b(O) or c(O). Then the identities simplify to 
 

c(V1, U)   =  g(1, ω2OA V1, 0, V) 

d((ωc(O)A /ωOA) V1  + (ωb(O)A /ωOA) V2, V)  =  h(1, ω5OAV1, ω6OAV2, V) 
 

Furthermore, taking ω2OA  = 1, ω5OA  =  ωc(O)A /ωOA, ω6OA  =  ωb(O)A /ωOA, the following identities 
result (replacing ω5OAV1  by V1 and ω6OAV2  by V2) 

 

c(V1, V)   =  g(1, V1, 0, V)  d(V1  + V2, V)  =  h(1, V1, V2, V) 
 

There are many possibilities to fulfill these identities. For any given functions c(X, Y), 

d(X, Y)  in the model BAM the functions g, h in the model IAM defined by 
 

g(W, X, Y, Z)  = c(W – 1 + X + Y, Z)  h(W, X, Y, Z)  = d(W – 1  + X + Y, Z) 
 

fulfill the identities g(1, X, 0, Z)  =  c(X, Z) and h(1, X, Y, Z)  = d(X+Y, Z). It turns out that for 
given functions c(X, Y), d(X, Y) in the model BAM functions g, h in the model IAM exist 
so that the interpretation mapping π maps the behavioural model BAM onto the 
model ABAM, which is a behavioural abstraction of the internal agent model IAM 
(see also Fig. 3): π*(BP1)  =  ABP1,  π*(BP2)  =  ABP2,  π*(BTP)  =  ITP. As an example 
direction, when for c(X, Y) a threshold function th is used, for example, defined as c(X, Y) 
=  th(σ, τ, X+Y) – Y with    th(σ, τ, V) = 1/(1 + e-σ(V - τ)), then for τ' = τ +1 the function g(W, X, Y, Z) = 

th(σ, τ', W+X+Y+Z)  - Z fulfils g(1, X, 0, Z) = c(X, Z). Another example of a function g(V, W, X, Y) 
that fulfills the identity when c(X, Z) = 1 - (1 – X)(1 – Z) – Z is g(W, X, Y, Z) = W [1 - (1 – W)(1 – X)(1 

– Z)] – Z. As the properties specifying ABAM were derived from the properties specify-
ing IAM (e.g., see Figs. 2 and 3), it holds IAM |─ ABAM, and as a compositional 
interpretation mapping π preserves derivation relations, the following relationships 
holds for any temporal pattern expressed as a hybrid logical/numerical property A in 
the ontology of BAM: 

 

BAM |─ A  ⇒  π(BAM) |─ π(A)  ⇒  ABAM |─ π(A)  ⇒  IAM |─ π(A)   
 

Such a property A may specify certain (common) patterns in behaviour; the above rela-
tionships show that the internal agent model IAM shares the common behavioural pat-
terns of the behavioural model BAM. An example of such a property A expresses a 
pattern that under certain conditions after some point in time there is one option O for 
which both b(O) and c(O) have the highest value for each of the agents (joint decision). 

6   Discussion 

This paper addressed how internal agent models and behavioural agent models for col-
lective desion making can be related to each other. The relationships presented were 
expressed for specifications of the agent models in a hybrid logical/numerical format. 
Two agent models for collective decision making were first presented. First an internal 
agent model IAM derived from neurological principles modelled in a network specifi-
cation NS was introduced with NS |─ IAM, where |─ is a symbol for derivability.  
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Next, an existing behavioural agent model BAM, incorporating principles on social 
contagion or diffusion, was described, adopted from (Hoogendoorn, Treur, Wal, and 
Wissen, 2010). Furthermore, it was shown how the internal agent model IAM can be 
systematically transformed into an abstracted behavioural model ABAM, where the 
internal states were abstracted away, and such that IAM |─ ABAM. This generic trans-
formation has been implemented in Java. Moreover, it was shown that under certain 
conditions the obtained agent model ABAM can be related to the behavioural agent 
model BAM by an interpretation mapping π, i.e., such that π(BAM) = ABAM. In this 
way hybrid logical/numerical relations where obtained between the different agent 
models according to: 

IAM |─ ABAM and  ABAM = π(BAM) 

These relationships imply that, for example, collective behaviour patterns shown in 
multi-agent systems based on the behavioural agent model BAM are shared (in the 
form of patterns corresponding via π) for multi-agent systems based on the models 
ABAM and IAM. 
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Abstract. As fashion E-business is coming, it is becoming important to provide 
the analysis of preferences that is becoming increasingly more customer oriented. 
Consumers caused the diversification of the fashion product because they seek 
fashion and individuality in order to satisfy their needs. In this paper, we proposed 
the quick response system using the collaborative filtering on fashion E-business. 
The proposed method applies the developed quick response system to increase the 
efficiency of merchandising for the products of design styles. Collaborative filter-
ing was adopted in order to recommend final design styles of interest for design-
ers based on the predictive relationship discovered between the current designer 
and other previous designers. Ultimately, this paper suggests empirical applica-
tions to verify the adequacy and the validity of our system. 

Keywords: Collaborative Filtering, QR System, Fashion E-Business, HCI. 

1   Introduction 

It is normal to develop fashion products through predicting purchase needs of con-
sumers in Fashion E-business. Various products are produced at the same time and 
distributed efficiently in the different regions. To produce fashion products in the 
proper quantity and to distribute to customers who want it, precise market analysis, 
reasonable distribution network and fast exchange of information are essential 
[1],[2],[3],[4]. The quick response system allows that the company observes the con-
sumer's needs consistently and establishes manufacture schedule rapidly so that they 
could prohibit the products unnecessarily stocked. Consumer's preference is collected 
and analyzed through the data generated by POS system, and this is provided to the 
related manufacturer through network in real time, so that the manufactures could 
merchandise rapidly, produce and deliver the products according to the consumer's 
need [5],[6],[7]. The merchandising of apparel product, product by prediction,  
retailer, purchase behavior, reduction in stock inventory and product lead-time, coop-
erative system, and conformation to the consumer's needs are included, through bind-
ing the new technology in fashion industry for the purpose of quick response system. 

                                                           
* Corresponding author. 
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The rest of this paper is organized as follows. Section 2 describes briefly the process 
of quick response system. Section 3 illustrates the proposed quick response system 
using the collaborative filtering in more detail. In Section 4, the experimental results 
are presented. The conclusions are given in Section 5. 

2   Process of Quick Response System on Fashion E-Business 

The life cycles of the fashion E-business are short. However, lead-time from planning 
to production and sales is long. And all produced products seem to be sold or unsold. 
Therefore the apparel industry increases the production that can actively cope with 
responses, which is called the market responses, and diminishes the burden of inven-
tories [3]. Figure 1 shows the process of the quick response system. 
 

 

Fig. 1. Process of quick response system 

 

Fig. 2. Quick response system on fashion E-business (Sewing company-Product list) 
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The quick response strategic is designed to fill the gap from the production to their 
distribution in order to meet the needs of customers on a basis and to offer an appro-
priate amount of products at an appropriate cost. And the use of the system became 
visually convenient by reorganizing it into an apparel company, a textile company, a 
sewing company, stores, and outlets. As a production process, a web based system 
that can efficiently identify such processes as textile procurement, warehousing, 
stocking, and production progress is needed. This system enables suppliers, manufac-
turers, distributors, and retailers to share information, beyond the limitation as indi-
vidual companies, and even allows small and medium sized companies to conduct 
international trading with their clients. 

The quick response system on fashion E-business is shown as in Figure 2. Our sys-
tem was conducted at http://220.67.180.99/fashion/. The specification of the server 
computer were IBM eServer X206, 2.8 GHz, 4GB RAM. It was developed with ASP 
and Microsoft SQL server 2005 to be applicable to the Web. The transaction data 
collected from users were stored in the database. 
 

3   Quick Response System Using Collaborative Filtering 

3.1   Apparel and Textile Module in Quick Response System 

The apparel module can be classified into such sub-domains as a product show, final 
styles, request for sample making, cost account, process status, and outlet store man-
agement. Here, domains have their own screen pages, respectively. All these are or-
ganically connected as well. In a real product show, merchandisers and designers 
select the designs to be produced as samples among designs in several occasions of 
meetings. However, the proposed system enables to go directly to the product show 
page, and enter evaluation scores for each style. Also, the evaluation for each style 
becomes possible online from a long distance. The page which shows the processing 
status - the page showing the current location of the process - enables to confirm the 
current process status regarding the final styles. The point in time of process status 
indicates the current location of an apparel company, a sewing factory, and stores; 
concretely, it is demonstrated by time zone, and the following steps are included: (1) 
drawing up a job, (2) sending the job, (3) drawing up a cost account, (4) sending the 
cost account to head office, (5) modification of the cost account, (6) completion of an 
approval of the cost account, (7) under production, (8) sending the product to product 
inspection, (9) completion of product inspection, (10) warehousing to the head office, 
(11) delivering to stores, (12) warehousing to stores [3]. 

The textile module can be classified into such sub-domains such as textile shows, 
final textile styles, textile lists, and textile estimate list functions. The textile module 
is organically connected with the apparel module and sewing module, and judgment 
of job progress situation, through which jobs are confirmed in each module and an 
approval process is included in the textile module. The textile show page is demon-
strated to include colors, textile tissue, and post-processing in terms of textile. Gener-
ally, textile designers should be professionals who can design using computers, and 
be fully aware of technical aspect in a textile producing factory. The textile designers 
can precisely direct to actually print and apply it to textile design, after experimenting 



 Quick Response System Using Collaborative Filtering on Fashion E-Business 57 

the colors and textile tissues [3]. Figure 3 shows the textile that gained 3 points or 
higher among the evaluated textile fabrics. When an approval is made here, it is sent 
to the approval list of textile list, and textile estimate can be drawn up and modified 
for each approved textile. The drawn up textile estimate list is sent to the sewing 
module, and waits for the approval. When the textile estimate is approved in the sew-
ing module, textile is produced in mass production and supplied in the textile module. 

 

 

Fig. 3. Confirming textile samples page from the textile company 

3.2   Sewing and Store Module in Quick Response System 

The cost account, textile estimate, product list, product inspection, and delivery func-
tion were included in the sewing module under the close cooperation with an apparel 
company, and all these have each screen page [3]. The inspection page for sewing 
defects is shown as in Figure 4. The sewing defects have uneven collar, mis-
aligned/crooked pocket, twisted pant leg, hiking at front or back, uneven hemline, 
uneven at back vent, 'scissoring' at front or back, fullness in fly, puckering at collar 
joint, sleeve hanging backward, puckering at crotch, misaligned buttons, and button-
holes causing gaps. Figure 4 is carried out focusing on a production request, and size 
specifications. The content to be inspected is different according to the kinds of ap-
parel, but raw and subsidiary materials, sewing process, size consistency, finishing 
touch, and box confirmation are included in general. After a problem is caused, there 
is almost no problem solving method; therefore, the concept of quality focuses on 
company-wide quality control in improving work efficiency, while it is concerned 
with diminishing problems ranging from product design to production process. Ac-
cordingly, defect rate in sewing is automatically calculated through this system. 
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Fig. 4. Inspection page for sewing defects (Sewing company-Inspection) 

 

Fig. 5. Product style list page in shopping stores 

The shopping store stages are composed of internet shopping stores and outlet 
stores. In each store, the products are arranged by each item, and thus composed of 
skirts, slacks, one-piece dresses, jumpers, jackets, shirts, blouses, and so on. This is 
also arranged by each year again, and the data concerning these products are built up 
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each year. The warehousing status can be confirmed by product in Figure 5. In doing 
so, the screen concerning the status of inventory at the head office, status, total quan-
tity, sales volume, and sales ratio, popularity is displayed. All these data are required 
to identify product inventory level in the store. When warehousing confirmation is 
made in the shopping store module, an automatic notification regarding completion is 
delivered to the appropriate apparel company. 

3.3   Selection of Final Design Styles Using Collaborative Filtering 

In this section, collaborative filtering is used for personalized recommendation ser-
vices, which provide recommendations based on ratings. Collaborative filtering rec-
ommends objects for a target user based on the opinions of other users by considering 
to what extent the target user and the other users have agreed on other objects in the 
past. This enables the technique to be used on any type of objects. A large variety of 
services can be created, since the collaborative filtering considers only human judg-
ments about the value of objects. These judgments are usually expressed as numerical 
ratings, expressing the preference for objects. The importance of collaborative filter-
ing is reflected in a growing number of research activities. One of the earliest was the 
Grouplens project, which focused on filtering news articles from Usenet, and more 
recently movie recommendation. Ringo was a collaborative filtering prototype for 
recommending music, leading to the spin-off company Firefly [11],[12]. Most col-
laborative filtering systems collect the user opinions as ratings on a numerical scale, 
leading to a sparse matrix rating. The Collaborative filtering technique then uses this 
rating matrix to predict the rating. Several algorithms have been proposed to utilize 
the rating matrix [2],[4]. In our fashion recommendation system, we apply a com-
monly used technique, also used in the Grouplen project and in Ringo, which is based 
on vector correlation. 

In apparel and textile module, online rating is allowed in the limited score range 
from 1 to 5 in the product show page concerning the evaluation of each style, since 
there are liberal or conservative people in relation to the evaluation scores. (1 means 
very negative evaluation, 5 shows very positive evaluation). The design styles rec-
ommended by collaborative filtering are selected as the final styles. Figure 6 shows 
the selection stage of final design styles using the collaborative filtering. 

All the participants select ‘Enter’ in the participant’s selection section, and enter 
their names. Then they give evaluation scores by clicking on ‘Rating’ button. If the 
concerned PC’s IP and evaluator’s name are the same, the system takes a measure not 
to build up evaluation with dual evaluation. When an evaluator completes evaluation 
and clicks on ‘Finish’ button, the evaluator is automatically logged out. The product 
show page is arranged by item (skirt, slacks, dress, jumper, jacket, shirt, blouse, etc.), 
year, season, gender, and all these are reconfigured with new windows [3]. 

In the following we describe the underlying formulas in more detail to make the 
general idea of automatically using other designer as expert recommenders under-
standable. Usually, the task of Collaborative filtering is to predict the rating of a par-
ticular designer u for style s. The system compares the designer u’s ratings with the 
rating of all other designers, who have rated the style s. Then a weighted average of 
the other designer rating is used as a prediction. If StyleBuB is set of styles that a designer  
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Fig. 6. Selection stage of final design styles using collaborative filtering 

u has rated then we can define the mean rating of designer u. Collaborative filtering 
algorithms predict the rating based on the rating of similar designer. When the Pear-
son correlation coefficient is used, similarity is determined from the correlation of the 
rating vectors of designer u and the other designer a by Eq. (1). 
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The value of w(u,a) measures the similarity between the designers’ rating. If the value 
is 1, it means the positive relationship, and if -1, then it means the negative relation-
ship, and if 0, it means that there’s no correlation. The prediction formula is based on 
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the assumption that the prediction is a weighted average of the other designers’ rating. 
The weights refer to the similarity between the designer u and the other designers by 
Eq. (2). StyleBdB represents the designers who rated style s. 
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4   Experimental Results 

In this section, to verify the efficiency of the proposed method, this implemented 
prototype system is named the quick response system using the collaborative filtering 
(QRS-CF). QRS-CF was developed because the fashion E-business did not have a 
system that could coordinate apparel designers and textile producers, resulting in 
inefficient fashion development. For experiment, we selected several well known 
quick responses system with easily available implementation. There are two methods 
of quick responses, based on two-level quick responses system for Chinese fashion 
distribution (2-LQRS) [8], Web-EDI [9],[13]. In order to evaluate our system, QRS-
CF is compared with 2-LQRS, Wed-EDI. We calculate the T-test of three kinds of 
quick responses systems. The T-test is a method that uses T-distribution in a statistical 
verification process. The T-distribution shows bilateral symmetry like normal distri-
bution and changes in the peak of the distribution according to the number of cases. 
Also, the T-test can be used to verify a possible difference in average values between 
two target groups. In addition, it classifies the groups as the case of independent sam-
pling and dependent sampling. 
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Fig. 7. Distribution of the rating data for the satisfaction 

This study established evaluation data based on the results of the survey performed 
through off/on-line in order to verify the effectiveness and validity of QRS-CF. By 
attending 250 users, the evaluation data was used to evaluate the specific satisfaction 
for the recommended final design styles list ranged from 1(negative) to 5(positive) 
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with the interval of 1 using QRS-CF. Whereas, in the number ranged from 1 to 5, 1 
means very negative evaluation and 5 shows very positive evaluation. The survey 
collected 750 evaluation data for 21 days. Figure 7 illustrates the distribution of the 
rating data for the satisfaction. In the rating data, the distribution of the satisfaction 
obtained by the proposed method showed better scores more than 4 points compared 
to that of 2-LQRS, Web-EDI. It showed that users positively satisfied the quick re-
sponse system using the collaborative filtering compared to that of different methods 
without using collaborative filtering. 

Table 1. QRS-CF/2-LQRS/WEB-EDI paired samples statistics 

Method Mean N Std. Deviation Std. Error Mean 
QRS-CF 3.7360 250 0.95391 0.06033 
2-LQRS 2.6560 250 0.92796 0.05869 

Web-EDI 3.0640 250 0.99995 0.06324 

Table 2. QRS-CF/2-LQRS/WEB-EDI paired samples test 

Paired Samples Test 
95% Confidence Interval of the 

Difference 
Paired Variables 

Mean T 
Lower Upper 

QRS-CF/2-LQRS 1.0800 13.568 0.92323 1.23677 
QRS-CF/Web-EDI 0.67200 8.075 0.50810 0.83590 

 

 
Table 1, 2 show the results of the T-test for the paired samples of QRS-CF, 2-

LQRS, Web-EDI. As the significant level of α was 0.05, the critical value for making 
a decision was T <{0.9232, 0.5081} or T >{1.2367, 0.8359}. Because the values of T 
was presented as 13.568>1.2367 and 8.075>0.8359 in the T-test of the evaluation data 
in this paper, Thus, “there are statistical differences in the satisfaction of the QRS-CF 
and {2-LQRS, Web-EDI}” was accepted. Also, it was verified that the satisfaction of 
the QRS-CF showed a high level of 1.0800 or 0.6720, which is the difference in the 
average value of the evaluation data, compared to the 2-LQRS or Web-EDI. 

5   Conclusion 

The quick response system allows that the companies observe consumers needs con-
sistently and design products and establish manufacture schedule rapidly so that they 
could prohibit the products to be unnecessarily stocked. Up and down stream in the 
long process of apparel industry needs to shorten the process time that include the 
communication and instruction. In this paper, we proposed the quick response system 
using collaborative filtering on fashion E-business. In our system, off/on-line voting is 
allowed in the limited score range show page concerning the evaluation of each de-
sign style, since there are liberal or conservative people in relation to the evaluation 
scores. The design styles recommended by collaborative filtering are selected as the 
final design styles. This process can integrate the recommendation to be generated at 
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apparel and textile module by real time and it can analyze and support fashion  
E-business decision making in various environments. The results are encouraging and 
provide empirical evidence that the use of the proposed method can lead to improved 
performance in product by prediction, recommendation, product lead-time, and  
reduction in stock inventory. Future research includes to design the quick response 
system specifically and to study the algorithm to manage the changes of the prefer-
ence efficiently. 
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Abstract. As a result of explosive development of the Internet, digital contents 
can be convenient and fast exchanged on the Internet. Hence, how to protect 
important digital contents from being stolen or modified has become an impor-
tant issue. In this paper, an optimal ownership verification scheme for image 
contents based on using both the pinned field of the protected image and the 
genetic algorithm is proposed. The pinned field explores the texture information 
of the protected image and can be used to enhance the robustness of the water-
mark. The genetic algorithm is then used to optimize the similarity between the 
texture information and the protected image. Experimental results show that the 
proposed scheme can survive under different signal processing and geometric 
transformation attacks. 

Keywords: ownership verification, pinned field, linear feedback shift register, 
content authentication, genetic algorithm. 

1   Introduction 

The advance of computer technology and the population of the Internet have resulted 
in convenient and fast exchange of multimedia contents. With the more power  
computer and the high speed network, many popular and useful applications such as 
on-line games, blogs, e-learning, video on demand, e-map, etc., are running on the 
Internet. These applications use many multimedia contents such as texts, images, 
videos, audios, and pictures. Due to the public and insecure environment of the Inter-
net, many intruders intend to do malicious attacks on multimedia contents stored on 
computer severs. These malicious attacks include illegal copying, tampering, modify-
ing, and stealing digital multimedia contents. Hence, how to provide suitable tech-
niques to protect digital multimedia contents from malicious attacks is an important 
and emergency issue to conquer. 
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Digital watermarking [1, 2] has been proposed as a technique to protect digital 
rights. By embedding owner’s watermarks such as logo, trademark, seal, or copyright 
information into the digital content without changing the perception of the digital 
content, owner can claim his ownership, intellectual property, and content authentica-
tion. According to the domain where the owner watermarks are embedded, digital 
watermarking technologies can be classified into two main groups, i.e. the spatial 
domain and frequency domain technologies. For spatial domain technologies, the 
watermarks are embedded into the digital content by directly modifying the coeffi-
cients of the digital content. On the other hand, the frequency domain technologies 
embed the watermarks by modulating the coefficients of the digital content. After the 
embedding process, the embedded owner watermarks can be extracted from the digi-
tal content for identifying the copyright owner. 

In the literatures [3, 4], the owner’s watermarks are embedded in the spatial do-
main. Watermarks embedded in the spatial domain are straightforward methods and 
have the advantages of low complexity and easy implementation. However, they have 
disadvantages that image processing operations may easily destroy the watermarks. In 
the literatures [5, 6], the owner’s watermarks are embedded in the frequency domain. 
Watermarks embedded in the frequency domain are more robust than watermarks 
embedded in the spatial domain. For watermarks embedded in the frequency domain, 
there are many technologies used such as the discrete Fourier transform (DFT), dis-
crete cosine transform (DCT), and discrete wavelet transform (DWT). Watermarks 
embedded in the frequency domain are time-consuming because the pixel values of 
the protected image must be transformed into corresponding frequency domain. 

Due to the reason that watermark embedding procedure usually produces a slight 
degradation in the digital multimedia contents, it is not suitable for valuable and sen-
sitive digital multimedia contents. Therefore, schemes combining signature with digi-
tal watermarking-like techniques had been proposed in the literatures [7-9] to conquer 
this challenge. The general model of these combining schemes is inducted in our 
previous paper [10]. Based on this general model, a scheme for image copyright pro-
tection by using the pinned field of the protected image is also proposed, according to 
the observation that the robustness of watermarks could be enhanced by using the 
feature of the protected image. The pinned field reflects the texture information of the 
image and is used to enhance the robustness of watermark. In this paper, we propose 
an optimal ownership verification scheme for image contents based on using both the 
pinned field of the protected image and the genetic algorithm. After deciding the 
image pinned field, the genetic algorithm is then used to decide the optimal threshold 
values for the texture information of the protected image to optimize the similarity 
between the texture information and the protected image. Experiments show that the 
robustness of watermark can be further enhanced through this optimization process 
when compares with [10]. 

The rest of this paper is organized as follows: In Section 2, the image pinned field 
is illustrated, and then the genetic algorithm is described. The proposed novel scheme 
for ownership verification is illustrated in Section 3. Experimental results are pre-
sented in Section 4. Finally, we conclude our works in Section 5. 
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2   Related Works 

The related works, including the image pinned field and the genetic algorithm, are 
described in this section. 

2.1   The Image Pinned Field 

Meiri and Yudilevich [11] proposed the pinned sine transform (PST) for image cod-
ers. The PST, an approximation to the pinned Karhunen-Loeve transform PKLT [12], 
uses the properties of the block boundaries to partition an image into two fields, 
namely, the boundary field and the pinned field. The boundary field depends only on 
the block boundary and the pinned field vanishes at the boundaries. The pinned field 
reflects the texture information of the image. 

The PST divides the image X into non-overlapping blocks of size kxr pixels [13]. A 
typical block Xm,n , where m and n are the coordinates of this block, is shown in Fig. 1. 

 

Fig. 1. The dual-field decomposition in PST for a typical block 

Considering this typical block, we can find that each corner is shared by four 
blocks and each boundary is shared by two. The boundary field Bm,n of block Xm,n is 
obtained by the pinning function [11] and the pinned field Pm,n is then achieved by 
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An example shown the image pinned field was illustrated in our previous paper [10].  

2.2   Genetic Algorithm 

Genetic algorithm (GA) [14] is a strategy to solve optimization problems that simu-
lates biological evolutions to obtain an optimal solution. GA is widely used in various 
fields such as pattern recognition, decision support and the nearest optimization  
problem. There are mainly five components, i.e., random number generator, fitness 
evaluation, reproduction operation, crossover operation, and mutation operation in  
the GA. 
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In general, GA starts at an initial population, called first generation which is gener-
ated with some randomly selected genes. Each individual in the population corre-
sponding to a solution in the problem domain being addressed is called chromosome. 
Associated with each chromosome is a fitness value computed by the fitness function. 
The fitness value is used to evaluate the quality of each chromosome. The chromo-
somes with high quality will have greater probability to survive and form the popula-
tion of the next generation. Through the operation of reproduction, crossover and 
mutation, a new generation is regenerated from chromosomes with high fitness values 
in order to find the best solution. The new generation will repeatedly apply the 
evaluation, reproduction, crossover and mutation operations. After a constant number 
of iterations are reached, or a predefined condition is satisfied, the overall process will 
be terminated and the approached optimal solution will be found. 

In our previous work [10], a scheme for image copyright protection by using the 
pinned field of the protected image was proposed, according to the observation that 
the robustness of watermarks could be enhanced by using the feature of the protected 
image. The pinned field reflects the texture information of the image. By transforming 
the texture information of the protected image into a binary feature image, the robust-
ness of watermark can be enhanced by using the gotten binary feature image. But how 
to decide the threshold values for the texture information of the protected image while 
transforms into binary feature image, it’s an important issue. In this paper, the GA is 
used to solve this issue. 

If the binary feature image is more similar to the protected image, the robustness of 
watermark is more intensive. Based on this observation, the proposed scheme in this 
paper uses the GA to search the optimal threshold values while transforms the texture 
information of the protected image into binary feature image. The two-dimensional 
correlation value (corrBC), defined as in (2) and representing the similarity between 
the binary feature image B and the protected image C, is calculated. The sizes of im-
ages B and C are WcxHc pixels, respectively. The correlation value is then used to 
calculate the fitness value fval of a solution in the population of GA. The fitness func-
tion to be minimized is defined as in (3). 
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3   The Proposed Scheme 

This section illustrates our proposed scheme, based on the general model inducted in 
[10]. There are two similar procedures in our proposed scheme. Let the cover image 
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be the image which needs to be protected. The signature procedure uses the genetic 
algorithm and the pinned field of the cover image to generate a feature-based signa-
ture; however, the authentication procedure verifies the copyright of the questioned 
image using the feature-based signature. These two procedures are subsequently de-
scribed in the following sections. 

3.1   The Signature Procedure 

Assume that the cover image C and the watermark T are grayscale images of size 
WcxHc and WtxHt pixels, respectively. The signature procedure uses the pinned field 
of the cover image C to generate a feature signature. Figure 2 shows the block dia-
gram of the signature generation procedure. The main steps are described below: 

 

Fig. 2. Block diagram of the signature procedure 

1) First, the cover image is down-scaled into the same size as the logo watermark T.  
2) The down-scaled image is divided into non-overlapping blocks of size kxr pix-

els. Then, the pinned field of the down-scaled image is calculated in order to get the 
texture information of the image and enhance the robustness.  

3) Use the genetic algorithm to decide the optimal feature threshold values P’ of 
the pinned field. Then, by using optimal feature threshold values on the pinned field, 
an optimal feature image F’ can be created. 

4) In order to survive under geometric attacks, the watermark T is scrambled by us-
ing a “linear feedback shift register (LFSR),” which generates a random sequence 
with a random seed R, to form a scrambled image T’, i.e., 

T’={ t’(j, i)=LFSR(t(j’, i’)), 1≦j,  j’≦Ht , 1≦i, i’≦Wt }, (4)

where LFSR denotes the linear feedback shift register scrambling function and pixel 
t(j’, i’) is scrambled to pixel t’(j, i) in a random order. 

5) After obtaining the scrambled image T’, an exclusive-or (XOR) operation is ap-
plied to the scrambled image T’ and the feature image F’ to create the signature image 
S’, i.e., 

S’=T’ XOR F’. (5)

6) The signature image S’, the random seed R and the optimal feature threshold 
values P’ of the pinned field are then signed by using the normal signature generation 
system with the owner’s private key PK to generate a digital signature DS’, i.e., 
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DS’=SIGN(S’, R , P’, PK), (6)

where SIGN denotes the signature generation function. 

3.2   The Authentication Procedure 

In order to verify the exact copyright of the questioned image, the verifier can per-
form the authentication procedure to prove the ownership of the questioned image. 
The authentication procedure does not require the presence of the cover image and is 
similar to the steps of the signature procedure. The block diagram of the authentica-
tion procedure is shown in Fig. 3. The main steps are described as follows: 

 

Fig. 3. Block diagram of the authentication procedure 

1) Derive a down-scaled image from the questioned image using the same way de-
scribed in the signature procedure. 

2) Divide the down-scaled image into non-overlapping blocks of size kxr pixels. 
Then, the pinned field of the down-scaled image is evaluated. 

3) Use the normal signature verification system with the owner’s public key UK to 
verify the correctness of the digital signature DS’, i.e., 

YN*=VERI(DS’, UK), (7)

where VERI denotes the signature verification function and YN* is the verification 
result. If the verification result YN* is correct, then the signature image S’, the ran-
dom seed R and the optimal feature threshold values P’ of the pinned field are valid. 
Otherwise, the authentication procedure is terminated. 

4) Using optimal feature threshold values P’ on the pinned field of the down-scaled 
image, an optimal feature image F* can be got. 

5) Appling an XOR operation to the signature image S’ and the feature image F*, 
the result forms a scrambled logo watermark T*, i.e., 

T*=S’ XOR F*. (8)

6) Inversely scramble the logo watermark T * with seed R, thus generate a visual 
logo watermark image WT*, i.e., 
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WT*={wt’(j, i)=LFSR-1(t*(j’, i’)), 1≦j, j’≦Ht , 1≦i, i’≦Wt }, (9)

where LFSR-1 denotes the inverse linear feedback shift register scrambling function 
by using the seed R. 

4   Experimental Results 

In this section, the experiments of applying external attacks, including signal process-
ing attacks and geometric transformation attacks on the proposed method, are demon-
strated to evaluate the performance of the proposed scheme. Figures 4(a) and 4(b) 
show the cover image and the watermark of size 512x512 and 64x64 pixels, respec-
tively. All of them are grayscale images. The pinned field of the reduced cover image 
is evaluated by dividing the reduced cover image into non-overlapping blocks of size 
4x4 pixels and is shown in Fig. 4(c). 

In the representation of GA individuals for a population, each individual consists 
of 256 variables because the reduced cover image is divided into 256 non-overlapping 
blocks of size 4x4 pixels. Every variable represents a possible threshold value for one 
block of the texture information of the reduced cover image. The 10 individuals with 
highest fitness value are reserved for the new population of the next generation. The 
number of generations for each experiment is set to 300. The values finally used for 
population size, mutation rate and crossover rate are 120, 0.01, 0.5. 

           

                                          (a)                                 (b)                   (c) 

Fig. 4. (a) The cover image (b) The watermark (c) The pinned field of the down-scaled image 
from 4(a) 

The peak signal-to-noise ratio (PSNR) is used to evaluate the quality between the 
cover image and the attacked image. For the grayscale cover image C with size WcxHc 
pixels, the PSNR is defined as the follow: 
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where C(j,i) and A(j,i) denote the grayscale values of the cover image C and the at-
tacked image A at the point (j,i), respectively. 

Besides, the retrieved watermark is recognizable in our method. The verifier can 
compare the extracted result with the original watermark. The similarity measurement 
between the referenced watermark T and extracted watermark T’ is evaluated to esti-
mate the robustness of our ownership verification scheme under different attacks. The 
similarity is evaluated by the use of the watermark retrieval rate (RR), which is the 
percentage of the correct pixels recovered and defined as 
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where T(j, i) denotes the grayscale value of the (j, i)th pixel in T. It is obvious that the 
higher RR is, the higher similarity between T and T’ can be obtained. 

Table 1 shows the experimental results of the watermarks extracted from the  
proposed scheme under different attacks. From these experiments, the retrieved wa-
termark is still recognizable even though the PSNR value of the attacked image is 
seriously reduced. Here the RR values corresponding to various attacks are summa-
rized as follows: 

Attack 1) Image Blurring: A Gaussian filter with 9x9 kernel coefficients, which is 
used to the cover image, generates a blurring image.  

Attack 2) Quarter Cropping: A quarter cropping is used to the cover image to gen-
erate a quarter cropping image. 

Attack 3) Noising: The Gaussian white noise with a zero mean value and the vari-
ance value 0.01 is applied to the cover image to generate a noising image. 

Attack 4) JPEG lossy compression: A JPEG lossy compression is applied to the 
cover image to generate a JPEG image.  

Attack 5) Scaling: The cover image is first resized to 256x256 pixels and then 
enlarged to 512x512 pixels.  

Attack 6) Sharpening: A linear mapping is applied to the cover image to generate a 
sharpening image. 

Attack 7) Median filtering: A median filter with 9x9 kernel coefficients is used to 
the cover image to generate a median filtering image. 

Attack 8) Gamma correction: A gamma correction (0.7) is applied to the cover im-
age to generate a gamma correction image. 

Attack 9) Histogram equalization: A histogram equalization that is uniform is ap-
plied to the cover image to generate a histogram equalization image. 

As shown in Table 1, all the RR values are greater than 97%, which represent 
that the recovered watermarks are highly correlated with the original watermark. 
Therefore, by embedding the watermark into the pinned field of the protected image 
and optimizing the similarity between the texture information and the protected 
image through genetic algorithm is an efficient way and robust to different types of 
attacks. 
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Table 1. The Attacked Images, The Corresponding PSNR Values, The Retrieved Logos, and 
The Corresponding RR Values 

 Image Blurring Quarter Cropping Noising 
Attacked 

Image 

   
PSNR(dB) 33.48 12.05 11.47 
Retrieved 

logo 

   
RR 99.85% 98.66% 97.44% 

 
 JPEG Scaling Sharpening 

Attacked 
Image 

   
PSNR(dB) 30.86 19.33 18.07 
Retrieved 

logo 

   
RR 99.95% 99.93% 99.95% 

 
 Median filtering Gamma correction Histogram equalization 

Attacked 
Image 

   
PSNR(dB) 23.01 13.26 14.82 
Retrieved 
logo 

   
RR 98.94% 99.44% 99.51% 
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5   Conclusions 

Based on a general model, a novel scheme combining the image pinned field with 
genetic algorithm for image ownership verification has been proposed in this paper. 
The pinned field partially reflects the texture information of the images and can be 
used to enhance the robustness of watermark. The genetic algorithm is then used to 
optimize the similarity between the texture information and the protected image. The 
signature procedure and the authentication procedure have been described. The results 
of the experiments demonstrate that the proposed scheme can resist and survive under 
different signal processing and geometric transformation attacks, such as blurring, 
cropping, noising, and JPEG lossy compression, etc. 
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Multiple-Image Multiplexing Encryption Based on 
Modified Gerchberg-Saxton Algorithm and Phase 

Modulation in Fractional Fourier Transform Domain 
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Abstract. A technique, based on a modified Gerchberg-Saxton algorithm 
(MGSA) and a phase modulation scheme in the fractional Fourier-transform 
(FrFT) domain, is proposed to reduce crosstalks in multiple-image encryption 
and multiplexing. First, each plain image is encoded into a phase function by 
using the MGSA. Then all the created phase functions are multiplexed, with 
different fractional order of FrFT, and phase-modulated before being combined 
together into a single phase only function (POF). Simulation results show that 
the crosstalks between multiplexed images have been significantly reduced, 
compared with prior methods [1, 2], thus presenting high promise in increasing 
the multiplexing capacity and encrypting graylevel and color images. 

Keywords: Modified Gerchberg-Saxton algorithm, fractional Fourier-
transform, multiple-image multiplexing encryption. 

 
The use of opticall multiplexing to achieve multiple-image encryption has been popu-
lar for a long time [1-4]. Differing from storing thousands of images in a single 
photorefractive crystal [5-8], multiple-image encryption uses two phase only function 
(POFs) to record several images [3, 4]. Image encryption using two statistically inde-
pendent POFs is conventionally based on the Fourier-transform (FT) domain [9, 10], 
Fresnel-transform (FrT) domain [11, 12], or fractional Fourier-transform (FrFT) do-
main [13].  

For multiple-image encryption purpose, the most important issue is to increase the 
multiplexing capacity (i.e., the number of images that can be encrypted simultane-
ously), or, to reduce the crosstalks on extracting the desired information encrypted 
therein. Situ and Zhang proposed the schemes of wavelength multiplexing [3] and 
position multiplexing [4] for binary images. Their methods, however, present limited 
applicability if the crosstalks can not be further reduced. The annoying crosstalk also 
prevents Situ and Zhang’s schemes from applications to graylevel images.  
                                                           
* Corresponding author. 
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A novel multiple-image encryption scheme is proposed here to overcome the 
above crosstalk problem, aiming to increase the multiplexing capacity and enable the 
encryption of grayscale, or even color, images. To simplify the system complexity, 
we propose a modified Gerchberg-Saxton algorithm (MGSA) [15-17], operating on 
the FrFT domain (rather than the FT domain for conventional GSA [15, 16]), to re-
trieve the phase function of an image. The retrieved phase functions for all images to 
be encrypted are then modulated and combined (in a multiplexing manner) to form a 
single POF for storage. 

Figure 1 shows the block diagram of the proposed MGSA. The algorithm starts 
with performing the inverse FrFT (abbreviated as IFrFT) on the input target image 

1 1( , )g x y , which then gets an intermediate phase function 0 0( , )g x yψ . Next, the 

phase function 0 0( , )g x yψ  is constrained with a unity amplitude and then Fresnel-

transformed to obtain an approximation 1 1ˆ ( , )g x y  with a phase function 

ˆ 1 1( ,  )g x yψ can be obtained. Again, the target image 1 1( , )g x y with an updated phase 

function ˆ 1 1( ,  )g x yψ is inversely Fresnel-transformed. The above process is iterated 

until a required correlation (similarity) between 1 1( , )g x y and 1 1ˆ ( , )g x y is achieved. 

The converged 0 0( , )g x yψ is then determined as the retrieved phase of 1 1( , )g x y , i.e., 

0 0( , )g x yψ will satisfy:   
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where 2pα π=  and p  is a fractional order of FrFT. When the input POF recorded 

with 0 0( , )g x yψ which is FrFTed, the approximation image 1 1
ˆ ( ,  )g x y  will be recon-

structed at the 1 1( , )x y  plane.  

Figure 2(a) illustrates the multiple-image encryption process based on the proposed 
MGSA.  First, each individual image 1 1( ,  )ng x y , 1 ~n N= , is encrypted into its cor-

responding phase function 0 0( , )
ng x yψ . Then, the iteration process of generating 

phases based on MGSA in accordance with different fractional order np of FrFT is 

performed to obtain 0 0( , )
np x yψ . For different fractional order np  multiplexing, each 

0 0( , )
np x yψ satisfies: 
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Fig. 1. Block diagram of the proposed MGSA based on FrFT domain 
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where different fractional order np satisfies the relation: 2n npα π=  and ˆ 1 1( , )
n

p
g x yψ  

is the accompanied phase term. These N different fractional order np  multiplexed 

phase functions, 0 0( , )
np x yψ , 1 ~n N= , can be recorded together into one POF. 

Each encrypted image 1 1( ,  )ng x y  can then be extracted or recovered from the POF as 

the approximation 1 1
ˆ ( , )p

ng x y  in Eq.(2). However, since crosstalks exist between the 

encrypted images which are different fractional order np multiplexed, the error of 

1 1
ˆ ( , )ng x y may be perceivable even the key for deciphering is correct. To reduce the 

annoying crosstalks among multiplexed images, the N encrypted images 1 1
ˆ ( , )ng x y  

are spatially translated to different positions by using the phase modulation property 
of FrFT:  
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where  0 0 0 0 0 0( , ) ( , ) 2 ( ),

n np p n nx y x y x yψ ψ π μ ν′ = + +
                                                (4) 

1 1( , )x yφ  is the accompanied phase term, and nμ  and nν  denote the respective 

shift amounts of 1 1
ˆ ( , )p

ng x y  in the 1x  and 1y  direction, respectively, at the output 

plane. It is obvious from Fig. 2(b) that crosstalks can be reduced significantly with a 
proper arrangement of ( , )'sn nμ ν . 

To synthesize a POF for the purpose of multiple-image encryption, phasors corre-
sponding to 0 0( , ),

np x yψ ′ 1 ~ ,n N=  obtained from Eq.(4) are summed to get 

T 0 0exp ( , )pj x yψ⎡ ⎤⎣ ⎦ :  
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where arg denotes the argument operator. To the best of our knowledge, this method 
is new for multiplexing (encrypting) N images with only one POF! 
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Fig. 2. (a) Block diagram of the proposed multiple-image encryption method. The opti-
cal/digital decryption system based on one POF in the fractional Fourier domain can be per-
formed by: (b) the different FrFT order based de-multiplexing (with different order np ). 

The image decryption (extraction) process with different fractional order np  can 

be expressed, respectively, as 
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1 0 0( , )pg x y 2 0 0( , )pg x y 3 0 0( , )pg x y

4 0 0( , )pg x y 5 0 0( , )pg x y 6 0 0( , )pg x y

7 0 0( , )pg x y 8 0 0( , )pg x y 9 0 0( , )pg x y

(a)

(b) (c) (d)

(e) (f) (g)  

Fig. 3. (a) Nine images 1 1 1 9 1 1( , ) ~ ( , )g x y g x y  for encryption; (b) and (e) are 3 1 1( , )g x y and 

6 1 1( , )g x y  chosen for FrFT order 3 1.25p =  and 6 2.0p =  multiplexing, respectively; (c) 

and (f) are the decryption results corresponding to images in (b) and (e); (d) and (g) are the 
enlarged version of the selected regions in (c) and (f) , respectively. 

where 1 1( , )
npn x y  represents the noise terms or crosstalks resulting from deciphering 

of the remaining images with incorrect keys. Fortunately, the proposed technique 

based on Eq. (6) can recover the encrypted images, 1 1ˆ ( , )p
ng x y , with different spatial 

translations to artfully avoid the crosstalks 1 1( , )
npn x y .  



 Multiple-Image Multiplexing Encryption Based on MGSA 79 

Computer simulations are performed to verify our proposed method. Figure 3(a) 
shows nine original grayscale images of size 64 64×  pixels. For different fractional 
Fourier transform order np  based multiplexing, the order np are varied 

as 0.5+0.25  np n= , where 1, , 9n = … . Figures 3(b) and 3(c) show the original 

3 1 1( , )g x y  and the decrypted 3 1 1
ˆ ( , )pg x y ( 3 1.25p = ), respectively, and Figs. 3(e), (g) 

depict the original 6 1 1( , )g x y and the decrypted 6 1 1
ˆ ( , )pg x y ( 6 2.0p = ), respectively. 

Comparing Fig. 3(b) with Fig. 3(d) (the enlarged version of one part in Fig. 3(c)), a 
correlation coefficient of ρ =0.95 is obtained. A similar performance can be achieved 

( ρ =0.94) for order 6 2.0p =  multiplexing. The shifting amounts are designated to be 

( , ) ( , )n n aD bDμ ν = , where  and a b  are integers within the range [ 3,  3]−  and 

64D = . Figure 4 shows the comparison on the correlation coefficient between the 
original and the decrypted images for our proposed and the methods in Refs. [3, 4]. 
The proposed method evidently causes lower crosstalks (i.e., larger correlation coeffi-
cient) and hence achieves a higher storage capacity (i.e., larger N at a specified 
crosstalk). 

NNumber of encrypted  images

      Situ's wavelength multiplexing method [3] with Gaussian low-pass filtering 
      Situ's wavelength multiplexing method [3] without filter                    
      Proposed multiplexing method                                     
      Situ's position multiplexing method [4] with Gaussian low-pass filtering   
      Situ's position multiplexing method [4] without filter  

 

Fig. 4. Comparison of the proposed method with the Situ’s methods [3, 4] in terms of  
correlation coefficient 
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In conclusion, our proposed method is new and efficient (low crosstalks) for multi-
plexing (encrypting) N images with only one POF (in contrast to traditional works 
which require two POFs). By the way, a lensless optical system based on FrFT is more 
compact, simpler and easier to implement owing to its minimization of the hardware 
requirement. Optical experiments will be soon conducted in our future research. 
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Optical Image Encryption Based on Joint Fresnel 
Transform Correlator 

Hsuan-Ting Chang* and Zong-Yu Wu 

Photonics and Information Laboratory, Institute of Communications Engineering, 
National Yunlin University of Science and Technology, 

Douliu Yunlin, 64002 Taiwan R.O.C. 

Abstract. Optical verification systems can make image hide in high-security 
phase key through the phase retrieval operation Conventionally, optical verifi-
cation systems based on the joint transform correlator usually use Fourier trans-
form. In this paper we propose the joint Fresnel transform architecture and use 
the methods of the projection onto constraint set and nonlinear transform to de-
termine the pure phase key. As shown in our simulation results, the advantages 
of the proposed method include that our system is lensless and the additional 
wavelength and distance parameters enhance the system security. 

Keywords: Image encryption, Fresnel transform, phase retrieval, nonlinear 
transform. 

1   Introduction 

In current communication systems, cryptography [9-11] is an important issue because 
the information is easily attacked, stolen, or forgery. Encryption for information is 
indispensable. The developing of systems and technologies in optic can create more 
developmental and application. Compared to the previous digital encryption, optical 
encryption is faster, the computing speed equivalent to the light, and having characte-
ristics of parallel processing in image signal. The other, the optical encryption can 
store in the form of phase and amplitude. In contrast, the optical encryption has a 
large space for development. The demand on the device, optical system needing more 
precise of instruments in encrypting and decrypt, so the invasion risk is reduced. 

Previous joint transform correlators (JTCs) calculate far-field projection by using 
the optical Fourier transform (FT), then through CCD(Charge-Coupled Device) to 
receive image intensity, and implement IFT (Inverse Fourier Transform) to get target 
image. Reference to this framework, we propose FrT (Fresnel Transform) [14] to 
calculus near-field projection, thus can making lensless and increase distance parame-
ters. In the latter segment of this system, we using POCS (Projection Onto Constraint 
Set) [2], [8], [12], [13] to iterate the reconstruct information to pure phase mask [3~7]. 
To make all of the operations based on pure phase, we using nonlinear transform and 
normalize to convert amplitude to phase. We reference to the iterative encrypt system 
                                                           
* Corresponding author. htchang@yuntech.edu.tw  
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for one image and one random phase mask based on FrT, and two types of nonlinear 
conversion. According to the idea of using near-field projection and the algorithm of 
pure phase mask, we proposed the joint Fresnel transform system as shown in Fig. 1. 

Section 2 is divided into optical iterative encryption and nonlinear transform, we 
will introduce the calculus process of POCS algorithm for enhance the quality of 
reconstruction, and the use of nonlinear transformation. The experiment of Section 3, 
we using image example to test this algorithm by MATLAB, and using the results of 
MSE (Mean square error) and CC (Correlation coefficient) to verify the quality of this 
algorithm. The final section, we referred to conclusions of this algorithm and the 
development of future applications. 

 

Fig. 1. The proposed joint Fresnel transform system for optical image encryption 

2   Encryption algorithm 

2.1   POCS 

The flow chart of our system divided into the iteration part (red block) and the transform 
part (green block), which are shown in Fig. 2.  In conversion operation of signals, we 
use the near-field projection for FrT. FrT{Η (x,y);z} =  h , , where  k . 
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In the iteration part, we give an original image g and it is transformed with the FrT, 
the transform distance is z2 (the block diagram is shown in Fig. 3), such as Eq. (1): 

t(x2,y2)exp[js(x2,y2)] = IFrT{g(x3,y3);z2}                                (1) 

t is the part of amplitude and s is the part of phase. We extract s to convert by FrT, 
such as Eq. (2): 

g’(x3,y3)exp[ jψ(x3,y3)] = FrT{exp[ js(x2,y2)];z2}                    (2) 

We make the amplitude g’ to normalize, judge with g for pixel error. If some pixel 
error is greater than threshold that we enter, the pixel of g’ can replace by the same 
position pixel of g. After the judge, we using the new image to multiplied by , and 

continue to execute the next loop by back to Eq. (1), and so on.  

 

Fig. 2.  The systematic block diagram of the proposed joint Fresnel transform system 

2.2   Nonlinear Transform 

In the nonlinear transform operation, we use to two common schemes:  
(1) Power-law transform:          

(2) Log-sigmoid transform:         

In convert part, we using the random phase key h to convert by FrT is shown in  
Eq. (3): 

H(x2,y2) exp[ jψH(x2,y2)] = FrT{exp[ jh(x1,y1)];z1}                              (3) 

 

ψ
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Then we use the part of amplitude H to calculate the signal intensity O, which is 
shown in Eq. (4): 

O(x2, y2) = | H(x2,y2) |
2                                                                           (4) 

Then we normalize O to [0, 1] to obtain O’. Finally, let O’ convert to Ψ by using the 
nonlinear transform and normalize Ψ to [-π, π]. Then we store the result to P. 

2.3   Combination Calculation 

After the previous of pure phase s and the target image g’, in order to combine the 
results, we divided s to P to obtain the phase mask φ is shown in Eq. (5): 

                                                  (5) 

After the phase ϕ is obtained, that can make our operation s to achieve a coherent. 
Entering a Correct phase key get through calculus will obtain the target image g’ in 
this system, we get keys of distance parameters z1, z2 and the modulation parameters 
used in the nonlinear transform. 

 

Fig. 3. Optical Fresnel transform between two planes 

3   Simulation Results 

The computer simulation is done by using MATLAB. The size of target image is 256 
× 256, such as Fig. 4(a). The distance of FrT, z2 = 20cm, wavelength λ = 632.8 nm. 
The iteration number is set to 100, the threshold value of MSE is set as five. 

After the above calculation obtain phase mask s and approximated image g’ is shown 
in Fig. 4(b) and 4(c), respectively. The CC values between g’ and g is 0.9928. We use a 
random phase to be the input phase key, such as Fig. 5(a). Set the convert distance z1 to 
12 cm and the wavelength λ to 632.8 nm for FrT. After the signal intensity is obtained,  
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                            (a)                                  (b)                                   (c) 

Fig. 4. (a) The target Len image; (b) the reconstructed image g’; (c) Phase key s 

we use the Log-sigmoid transform as the nonlinear transformation, in which the para-
meters are a = -5，c = 10. After the processing of signal conversion, the pure phase P 
can be obtained, such as that shown in Fig. 5(b). Then following Eq. (5), we can obtain 
the other phase φ, which is shown in Fig. 5(c). After an overall operation, the obtained 
image is shown in Fig. 5(d) which is similar to that in Fig. 4(b). 

Consider the sensitivity of different system parameters. Following the previous set-
ting, if we enter the distance parameter z1 = 19 cm, and 15 cm, the reconstructed im-
ages are shown in Figs. 6(a) and 6(b), respectively. Figure 7 shows the variation of  
 

 

               (a)                           (b)                          (c)                           (d) 

Fig. 5. (a) The random phase key; (b) Phase key P; (c) Phase key ϕ; (d) The verified image g’ 

    

                                           (a)                                  (b) 

Fig. 6. The reconstructed images under incorrect distance parameters; (a) z1 = 13cm; (b)  
z1 = 17cm 
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CC values between the original image and reconstructed image for z1 in the range 
from 1cm to 50 cm (Take a sample of each cm). If we enter the distance parameter z2 = 

19 cm and 15 cm, the reconstructed images are shown in Figs. 8(a) and 8(b), respec-
tively. We plot the variation of the CC values between the original image and recon-
structed image for the z2 parameter from 1 cm to 50 cm (Take a sample in each cm), 
which is shown in Fig. 9.  

 

Fig. 7. Variation of the CC values between original image and reconstructed image for the z1 
parameter 

  

                                           (a)                                  (b) 

Fig. 8. The reconstructed images for the incorrect distance parameters: (a) z2 = 19cm; (b)  
z2 = 15cm 

Considering the wavelength λ = 682.8nm, the reconstructed image is shown in Fig. 
10(a). When the wavelength λ = 832.8nm, the reconstructed image is shown in  
Fig. 10(b). We plot the variation of the CC values between the original image and 
reconstructed image for the wavelength λ ranging from 332.8 nm to 832.8 nm (Take a 
sample in each 10nm), which is shown in Fig.11. 
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Fig. 9. Variation of the CC values between the original image and reconstructed image for the 
z2 parameter 

   

                                                (a)                                 (b) 

Fig. 10. The reconstructed images of two wavelengths: (a) λ = 682.8nm; (b) λ = 832.8nm 

 

Fig. 11. Variation of the CC values between the original image and reconstructed image for the 
λ parameter 
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However, we found that the parameter can’t use for all real numbers in the nonli-
near transform. Inappropriate parameters will make the system wrong and operational 
failure, finally decrease the safety. Trough the computer simulation, we try to found 
the appropriate interval of parameters. We use the incorrect phase key to replace the 
phase key h1 to test for Log-sigmoid transform. In processing of parameters, if a = 0, 
converted values will make no effects in system. We plot the varies of MSE and CC 
between original image and reconstructed image for a in -10 to 10 and c in -10 to 10, 
which are shown in Figs. 12 and 13, respectively. 

 

Fig. 12. Variation of the MSE values between original image and reconstructed image under 
the various nonlinear parameters a and c 

 

Fig. 13. Variation of the CC values between the original image and reconstructed image under 
the various nonlinear parameters a and c 

4    Conclusion 

In this paper, we proposed an optical encrypt system based on the joint Fresnel trans-
form. The frequency part of an image is converted to a pure phase mask. Then, with 
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the nonlinear transform methods, the target can be reconstructed by using two phase 
keys in the overall optical system. The proposed structure is simpler than that in con-
ventional joint transform correlator architecture because of using no lenses in the 
proposed system. Moreover, the wavelength and the distances between two phases are 
two additional encryption parameters which can further enhance the system security 
level. The quality of system is estimated using the values of MSE and CC between the 
decrypted and original images. 
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Abstract. The communication process in a situation of emergency is
discussed within the Scheff theory of shame and pride. The commu-
nication involves messages from media and from other persons. Three
strategies are considered: selfish (to contact friends), collective (to join
other people) and passive (to do nothing). We show that the pure self-
ish strategy cannot be evolutionarily stable. The main result is that the
community structure is statistically meaningful only if the interpersonal
communication is weak.

Keywords: mass opinion, computer simulations, social networks.

1 Introduction

Communication is a key process in social systems and it is of interest from var-
ious perspectives. For a political scientist the feedback between media and the
audience in democratic systems determines the outcome of political decisions
[1]. For a system-oriented sociologist, communication enables a social system to
maintain its identity by reduction the complexity of its environment [2]. In be-
tween, in social psychology, people communicate to create meanings and these
meanings determine human actions [3]. In psychology, communication is inves-
tigated in terms of transactional analysis [4], a Freudist scheme to decipher
human attitudes. In mathematics, the physical concept of entropy was general-
ized within communication theory [5], which is at the foundations of computer
science. In game theory, communication allows for new solutions in non-zero-sum
games which yet remain unsolved [6]. It makes sense to look for interdisciplinary
models of the communication processes, which could integrate at least some of
mathematical formulations used in different fields.

In theory of Artificial Intelligence, Hebbian learning theory [7] and the neu-
rological perspective [8] were used to equip simulated agents with human-like
beliefs and emotions [9]. The outcome of this formulation was a set of differen-
tial equations, where the time-dependent variables were the level of belief, the
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stimulus, the feeling and the preparation of the body state. The relations be-
tween these variables were assumed to depend on some additional parameters, as
learning rate from feeling to belief etc. A detailed description of these models can
be found in [9,10]. A similar model of dynamics of public opinion was formulated
by Zaller [1] in terms of master equations for conditional probabilities. There,
a set of independent agents was subject to a stream of messages coming from
media. The variables used were the probabilities that messages are received and
that they are accepted; additional parameters were introduced to describe the
credibility of messages, the awareness on resistance to persuasion, the predispo-
sition on resistance to persuasion etc. A concise description of this mathematical
formulation can be found in Section II of [11]. The Zaller approach to theory of
public opinion was reformulated in [11] to a geometrical scheme, similar to the
bounded confidence model [12]. In this new scheme, an agent was represented
by a set of messages he received in the past. The messages were expressed as
points on a plane of issues, and the probability that a message was received by
an agent was postulated to depend on the position of the point with respect
to the messages received by him previously. Later, the communication between
agents was added to the model [13].

The aim of this paper is to use the same geometrical model [11,13] to describe
how trust emerges from beliefs of agents and the communication between them
[9]. A new element here is the time dependence of the threshold value, which
measures the trust between agents. We adopt the definition of trust formulated in
[14]: “trust is an emotional attitude of an agent towards an information source
(e.g. another human agent, an ambient device) that determines the extent to
which information received by the agent from the source influences agent’s be-
lief(s)”. This formulation is close to the idea of conditional probability used by
Zaller [1], that the information is accepted. Similar time-dependent couplings
between the probabilities of different actions of agents were found to be efficient
in modeling social systems [15]. Also, the influence of one agent on the action of
another one is a direct reference of the sociological definition of power [16]; here
we interpret it as an enhancement of a positive self-evaluation or the receiver by
sending to him a message which he is willing to accept.

The sociological context we bear in mind is that some amount of agents is
faced with an unexpected, dangerous situation. The degree of the danger can
vary from a direct threat, as an evacuation of people from a building or a train
after an explosion, to an anxiety of ship passengers of an unverified possibility
of storm. In any case, agents can remain passive or they can act in a selfish
way or they can join in a collective action. Each solution brings some risk and
inconvenience, and the necessity to decide is itself an unwanted circumstance,
which leads to stress and lowers the agents’ self-estimation. We intend to discuss
their dilemma in terms of the Scheff theory of pride and shame [17], which seems
to provide a set of ideas which are particularly appropriate for our emergency
scenario.

This text is organised as follows. In the next section we provide a short de-
scription of the emergency scenario in terms of the Scheff theory. Section 3 is
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devoted to a mathematical formulation of two models, which are used here to
evaluate the efficiency of contacting with relatives or friends by phone; doing
this is considered here to be the selfish strategy. In the same section we demon-
strate numerical results, which state the conditions when this selfish strategy is
not helpful. Section 4 defines the Zaller–Deffuant model of bounded confidence
[12,13] with the time-dependent trust levels. The main result of this paper is the
time dependence of the structure of communities of the evacuated people, de-
scribed in Section 5. This dynamics is governed by the communication process.
Last section is devoted to conclusions.

2 Scheff Theory of an Emergency Scenario

A catastrophe, a terrorist attack, or any other strong threat is obviously a strong
disturbance of current plans of its participants, accompanied perhaps with a di-
rect threat for their health or even life. As such, it must give raise to strong neg-
ative emotions, triggered by fear. Here we are interested in the communication
between the participants. For each one, there are three options: i) to communi-
cate by phone with friends or relatives, who do not participate in the situation,
ii) to contact with other participants and in a search for a collective strategy,
or iii) to withdraw and do nothing. These three strategies will be termed as S
(selfish), C (collective) and P (passive), respectively. It might be surprising that
during the 7/7 London bombings, the passive strategy was observed as a quite
common [18].

According to the theory of pride and shame by Thomas J. Scheff [17], the
strategy selected by the participants depends largely on conscious or unconscious
messages which they send and receive. Namely, they try to evaluate how they
are perceived by other participants: with respect or not. In the former case their
positive self-estimation is enhanced, what enables the interpersonal attunement
and the social solidarity. Consequently, they are willing to select the strategy C,
what stabilizes the mutual respect. This cycle can be termed as the loop of pride.
On the contrary, disrespectful signals lead to an enhancement of the negative
self-evaluation, a shame and its repression and a hostility. As a consequence the
lack of respect is stabilized and chances for C decrease; what is being selected is
S or P. This behaviour can be termed as the loop of shame. The scheme of two
loops in the Scheff theory was described in [19].

As we see, a positive feedback is present in both loops. However a switching
is possible from the stage of shame in the loop of shame to the stage of an
interpersonal attunement in the loop of pride [19]. This switching is possible by
means of a realization of the shame. According to Scheff, it is an unconscious
shame what breaks interpersonal bonds. Consequently, getting in contact with
other participants of the scenario helps to realize, that the threat is common and
the solidarity can be restored. Below we investigate the dynamics of the possible
spread of this realization, from those who are already conscious to those who are
not yet. Once they get into the loop of pride, they propagate this state further.
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3 Models of a Phone Communication Jam

The selfish strategy S is natural in the case of large catastrophes, where every-
body wants to get know if the relatives or friends remain alive. However, the
payoff heavily depends on the amount of persons who select this strategy. It is
straightforward to expect that once the amount of phone speakers excesses some
percentage of the population, successive attempts to contact by phone must fail
even if the phone network works properly. It is just almost impossible to have
simultaneously more than one phone call. We demonstrate the effect by an eval-
uation of the percentage p2 of agents who successfully talk to each other, and
not only try to get connection; the probability of the latter state is denoted as
p1 from now on. These probabilities are to be calculated against the percentage
p of people who try to get connection.

The calculation is performed within two different approaches. First one is a
cellular automaton with parallel updating. A single variable si,j is assigned to
each site of the square lattice with the helical boundary conditions. The list
of possible states of si,j consists 0, L, R, U, D, L∗, R∗, U∗ and D∗. Agents in the
state ‘0’ are silent. With the probability p an agent picks up his phone and starts
to calling to his/her randomly selected neighbour. Agents in states L, R, D, U
are trying to connect to his/her nearest neighbour situated on left, right, down
or up, respectively. They stop unsuccessful attempts to connect with probability
p′. Agents in states L∗, R∗, D∗, U∗ talk with his/her left, right, down or upper
neighbour, respectively. They finish their talk and return to the state ‘0’ with the
probability λ = 1/τ . The probability p1 is calculated as the amount of agents in
one of the states L, R, D, U , while the probability p2 is calculated as the amount
of agents in one of the states L∗, R∗, D∗, U∗.

In the second approach, agents are distributed at nodes of Erdős–Rényi net-
work, and the updating is sequential. The variables used wi,j deal with the
states of bonds between agents; wi,j = 1 means that i tries to phone to j, while
wi,j = 0 means that he does not try. The probability p2 is found as the per-
centage of agents involved in mutual talks. The probability p1 is the amount of
agents i such that wi,j = 1, and wj,i = 0. The simulation goes as follows. Once
i is selected randomly with repetitions, we ask if there is a neighbour j(i) such
that wi,j = 1. If yes, we check if wj,i = 1. If yes, i and j are talking; the talk
is broken with probability λ. Coming back, if wj,i = 0, we check if there is any
neighbour k(j) such that wj,k = 1. If not, wj,i is set to one; this means that j
starts to talk with i. If yes, wi,j is set to zero; then i selects randomly one of his
neighbours n and tries to connect him with probability p; again wi,n is set to
one. Next possibility about i is that wi,j = 0 for all his neighbours j(i). Then,
if any wj,i = 1, wi,j is set to one. If wj,i = 0 for all i’s neighbours j(i), again i
tries to communicate with one of his neighbours.

These approaches are very different in details. In the cellular automaton we
use von Neumann neighborhoods of four cells, and the topology is just a plane.
On the contrary, in the case of the Erdős–Rényi network the topology is random
with the small world property. Also, in the case of network unsuccessful calls
initiated in one step are stopped only after second selection of the same node.
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Fig. 1. The probability of a successful talk p2(p) against the probability p of intention
to talk, obtained within (a) the cellular automaton and (b) network approach. (a)
The size of the lattice is L × L, where L = 103. The parameters p′ and λ are the
probabilities of stopping unsuccessful and successful connection, respectively. (b) The
size of the network is N = 100 except the lowest curve, where N = 1000. The results
are the same for larger N , except that the fluctuations decrease. The parameter ks is
the mean degree of the Erdős–Rényi network, and the parameter τ is the mean time
of successful talks.

Still, as we see in Figs. 1(a) and 1(b), the result is qualitatively the same: in
both models the curves p2(p) do not increase above some value p∗ of p. As this
result is obtained within two entirely different models, it can be considered as
validated. Although we do not specify the payoffs, it is clear that the strategy
S can be efficient only if it is chosen by a minority. This effect allows to expect
that other strategies, P or C, can be active.

4 Bounded Confidence Model

The model of communication used here is a slightly modified version of the
Zaller–Deffuant model [13]. There are two kinds of messages: those from media
and those from the agents themselves. All messages are represented by points on
a plane. A new message is accepted by an agent if the position of the message is
not too far from the messages accepted by this agent in the past. This means that
the system is characterized by a critical distance μ in the message space; ‘not
too far’ means ‘the distance is shorter, than μ’. In the original formulation of the
bounded confidence model [12], the parameter μ meant the tolerance for distant
opinions. We are willing to maintain this meaning of μ in this formulation.

The system is subject to a stream of messages from media. Besides of that,
each agent reproduces one of messages accepted by him previously; he does so
with the probability r, which we select to be r = 10/N , where N is the number
of agents [13]. The modifications of the model with respect to the original version
[13] are, that i) we do not distinguish between the messages received and accepted
– this can be done, because we do not discuss final decisions of the agents; ii)
agents send particular messages, and not their time averages; iii) what is most
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important, the value of the critical distance ai,j depends both on the sender j
and on the receiver i and it varies in time; in this way we formalize the definition
of trust, given in [14]. On the contrary to this variation, the critical distance μ
for the messages sent by media remains constant.

The time dependence of ai,j is determined by the following rules. The initial
values of ai,j are equal to μ. Once a message from j is accepted by i, ai,j is
transformed to ai,j/2 + μ. Once a message is not accepted, ai,j is transformed
into ai,j/2. In this way, the matrix elements of trust between agents vary between
zero and 2μ. In this variation, more recent messages matter more; after three
subsequently accepted messages, the respective matrix element ai,j increases
from zero to 0.875 of the maximal possible value. In other words, the memory
of the system remains finite. These rules were found to be useful in cooperation
modeling [15].

The message positions are limited to a square on a plane (x, y), where both
coordinates vary between −1 and +1. Actually, the critical distance is defined
with respect to the size of this square. After a sufficiently long time, each agent
is going to accept each message [11,13]; this is assured by the increase of the
area around the accepted messages from media. Here we are not interested in
the asymptotic regime, but rather in the transient process of filling the square
of particular agents by accepted messages. The role of the interpersonal commu-
nication in this process is encrypted in the time dependence of the trust matrix
ai,j . At the asymptotic stage, i.e. for time long enough, ai,j = 2μ for all i, j. In
the transient time, the role of the communication between agents and the role
of the messages from media can depend on the value of the threshold μ. We are
interested in the structure of communities of agents where the mutual trust is
established. These results are described in the next section.

5 Communities

The plot shown in Fig. 2 shows the time dependence of the mean value 〈ai,j〉
of the trust matrix elements for different values of the trust parameter μ. The
diagonal matrix elements are excluded. Although there is no clear difference
between neighboring curves, two different regimes can be observed. For μ ≥ 0.7,
the obtained curve increases almost monotoneously with time. On the contrary,
for μ close to 0.2 and nearby, the curve first decreases, later increases to the value
2μ. The decrease mark the overall fall of interpersonal trust. At this stage, the
process of an increase of individual areas around accepted messages is due mostly
to the messages from media. The difference is then between the communication
dominated by the interpersonal messages (large μ) and the one dominated by
media (small μ).

The structure of the communities of mutual trust is investigated by means of
two algorithms, both designed as to identify communities in networks [20]. Here
the network nodes are represented by agents, and the weights of the bonds – by
the matrix elements ai,j . First algorithm is the agglomerative hierarchical clus-
tering method proposed by Mark Newman [21]; it can be applied to symmetric as
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well as to non-symmetric matrices. Second algorithm relies on a numerical solu-
tion of a set of nonlinear differential equations [22], where the unknown variables
are the same matrix elements Ai,j = ai,j/(2μ). The equations are

dAj,k

dt
= Θ(Aj,k)Θ(1 − Aj,k)

∑
i

(Aj,iAi,k − β) , (1)
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where Θ(x) is the step function and β is a model parameter, which measures the
threshold, above which the product of the matrix elements starts to increase. This
method works on symmetric matrices; to apply it, we have to symmetrize the trust
matrix ai,j . Both methods make use of the modularity Q, defined as [23]

Q =
1

2m

∑
i,j

(
Ai,j − kikj

2m

)
δci,cj , (2)

where δi,j is the symbol of the Kronecker delta, ki is the weighted degree of node
i and m is the total number of edges of the network. The search of the maximal
value of the modularity allows to find the optimal structure of communities.
Simultaneously, the value of Q allows to evaluate the statistical meaningfulness
of the obtained structure. A large value of Q (about 0.3 or more) means that
the structure differs remarkably from a random one.

When Q is small, as for example at the beginning of the simulation, the
method of differential equations [22] produces one connected cluster. However,
when Q is large, both applied methods give almost the same communities. A
brief inspection of the obtained data allows to state that once a community
appears, it persists, with some new nodes being attached during the process. In
our sample of 100 nodes, new communities of 4-9 nodes are born by a separation
from the whole mass, and even if modified, they can be identified. However,
the most important result is not a particular structure, but its meaningfulness,
measured by Q. We observe that i) the time dependence of the modularity Q
displays a strong maximum, ii) its maximal value is meaningful (in the range
0.2 < Q < 0.4) only for small value of μ. These results are shown in Figs. 3
and 4. They mean that the community structure undoubtely appears only if the
interpersonal communication is weak.
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6 Conclusions

Our calculations are related to the problem of an emergency scenario, when in-
dividuals select one of three strategies: a selfish communication with persons not
involved into the emergency situation, a passivity, or a collective action. We used
two simple models to demonstrate, that the selfish strategy cannot be rewarding,
if applied by the majority. Next we concentrated on the community structure,
which appears when individuals communicate to join in a collective action. The
communication is modeled with using the bounded confidence theory, where the
parameter of tolerance measures the individual ability to accept messages sent
by other persons.

We found a qualitative difference between the communication dynamics for
small and large tolerance μ. Loosely speaking, a small value of μ in our model
means that people are willing to accept only these messages which are directly
close to their own opinions. As shown in Fig. 2, in these conditions the mutual
trust falls quickly, and it is only selected messages from media which are ac-
cepted. Once the area around a small number of accepted messages starts to
widen, some neighbours can be found in a direct neighbourhood. The recon-
structed trust refers only to a few neighbours, and it is strengthened often by
a repetition of mutually copied messages. On the contrary, for large tolerance
μ many interpersonal messages are accepted immediately, and the initial weak
fall of the mutual trust is followed by its fast increase, as shown in Fig. 2. In
these conditions the connections between agents include the large majority to
the same cluster; as they are equally strong, communities are practically absent.

Drawing more from sociology, these conclusions can be supplemented by a
note on theory of attributions [19]. People are likely to infer on the causes of
events which happen to them. There are two kinds of attributions: internal, when
we look for causes in our individual personalities, dispositions and attitudes,
and external, when we identify causes in an external world. More than often
we apply the former to our successes and the latter – to our defeats [24]. In a
society divided into small communities without a communication between them,
these negative external attributions are strengthened even more. In this case the
collective action of groups can be mutually hostile [25].
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Abstract. Copy-move forgery, or region-duplication, is a common type
of digital image tampering. This paper presents a novel approach to
detect copy-move forgery even if rotation and/or scaling took place before
copying. The image under test is divided into fixed-size blocks, and log-
polar Fourier transform (LPFT) is performed on the inscribed circles of
these blocks. Similarity in the LPFT between different patches provides
an indication of the copy-move operation. Experimental results show
efficacy of the proposed method.

Keywords: digital forensics, copy-move forgery, log-polar transform,
rotation and scaling invariance.

1 Introduction

With the proliferation of sophisticated image-editing software, digital images can
be easily manipulated without leaving any perceptible traces. Although digital
watermarking can be used in image authentication, application of watermarking
is limited as a watermark must be embedded into the image before any tamper-
ing occurs. To this end, passive image forensic techniques have been developed
for image authentication without the need of any precautious measures, and
therefore are more flexible and practical. These techniques work on the assump-
tion that although image forgeries may leave no visual clues of tampering, they
alter the underlying statistics of an image.

Copy-move is a common type of image manipulation, which copies one part
of the image and pastes into another in the same image. Detection of copy-move
forgery is based on the presence of duplicated regions in the tampered image even
though the image has undergone post-processing operations such as smoothing
and local modifications. Exhaustive search is a straightforward way to detect
copy-move, but it has very high computation complexity and is unable to deal
with situations where the pasted object has been rescaled and/or rotated.

To reduce computational complexity, research has been done to use block-
matching. Some related methods are based on lexicographic sorting of quantized
DCT coefficients of image block [1] or PCA results of fix-sized image blocks [2]
or using blur moment invariants as eigenvalues of image blocks [3]. In practice,
copy-move forgery is often accompanied by scaling and rotation. For example,
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(a) (b)

Fig. 1. Copy-move with scaling and rotation (a) original image, and (b) forged image

the balloon in Fig. 1(a) is rotated by 15◦ and scaled by a factor of 0.8 before
pasting into the same image to produce the result of Fig. 1(b). Features used
in some previous methods such as DCT coefficients and eigenvectors of PCA
bases are changed when the duplicated region is scaled/rotated, and therefore
the above methods will fail in these cases.

To solve the problem, log-polar transform (LPT) may be performed on image
blocks followed by wavelet decomposition [4] or lexicographic sorting [5]. Consid-
eration of LPT comes from its scaling/rotation invariance and its successful use
in other fields such as watermarking [6] and image registration [7]. Bayram et al.
[8] proposed an approach based on Fourier-Mellin transform (FMT), in which
each block is first Fourier transformed, and the resulting magnitude values are
then mapped into log-polar coordinates. FMT values are finally projected to
one dimension to give the feature vectors. Although these methods can detect
copy-move forgery with scaling, they do not work well when large angle rotation
of the pasted object is involved. For example, the upper limit of rotation is 10◦

in the method of [8].
In this paper, we propose an approach to detect copy-move image forgery

with rotation/scaling tolerance. The method is based on the log-polar Fourier
transform (LPFT). The image to be tested is divided into fixed-size blocks, and
the inscribed circles of the blocks are taken to give circular regions of the same
size. Unlike the method introduced in [8] where log-polar mapping is done in the
Fourier domain of the image, we first perform a log-polar transform (LPT) on
every circular region, which is in the image domain, and then take 2D Fourier
transform of the LPT result. Similarity between the original and forged regions
is revealed by comparing the cross-spectra of the LPFT results. Experimental
results show that the proposed method is effective even if scaling and large-angle
rotation occurred in the tampered regions.

2 Copy-Move Forgery Detection Using LPFT

As stated in the above, LPFT consists of two steps: LPT and FT. The purpose
of LPT is to convert image scaling and rotation into translation of the log-polar
representation. We identify tampered regions by comparing cross-spectrum coef-
ficients of the LPFT magnitude spectra.
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2.1 Property of LPFT

The log-polar transform is rotation and scaling invariant as rotation and scaling
in the image domain corresponds to translational shift in the LPT domain.
Denoting the origin in the image domain (x0, y0) and the coordinates of any
pixel (x , y), we have the log-polar coordinates:

ρ = log
√

(x − x0)2 + (y − y0)2 (1)

θ = arctan
(

y − y0

x − x0

)
, when x �= x0 (2)

where ρ is logarithm of the radial distance from the origin and θ the polar angle.
Essentially, by applying a log-polar transform to an image, concentric circles in
the image are mapped to parallel lines in the LPT domain. We will use this
property to detect copy-move forgery.

Consider a source image S and its rotated-scaled replica R with a rotation
angle θ0 and scaling factor λ0. Let f and g represent luminance values in S and
R respectively. Thus,

f (xR, yR) = g (xR, yR) (3)

where pixel locations in the two domains have the following relation:(
xR

yR

)
= λ0

(
cos θ0 − sin θ0

sin θ0 cos θ0

) (
xS

yS

)
(4)

Now we compute LPT of S and R to produce SLP and RLP with pixels denoted,
for simplicity, by S (ρS, θS) and R(ρR, θR) respectively. From the definition of
LPT, we can easily obtain:{

ρR = ρS + log λ0

θR = (θS + θ0) mod 2π
(5)

Therefore, in the log-polar coordinates, the relation between S (ρS, θS) and R(ρR,
θR) can be established:

R (ρR, θR) = S (ρS + log λ0, θR + θ0) (6)

Eq. (6) indicates that R is a translated replica of S in the log-polar domain. Fig.
2 shows an example in which rotation and scaling in the Cartesian coordinates
are converted into translation in the LPT domain. The abscissa and ordinate in
the log-polar coordinates correspond to θ and ρ, respectively. The original image
in Fig. 2(a) is rotated by 37◦ , and scaled by a factor of 1.2 and then cropped
to keep the same size, see Fig. 2(b). Their LPT versions are shown in Figs. 2(d)
and 2(e). The two LPT versions differ by a translational shift. Note that, as
the image is enlarged, a part of the image in the log-polar domain is moved out
of the display area and another part moved in. Fig. 2(c) is another version of
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(a) (b) (c)

(d) (e) (f)

Fig. 2. Image rotation and scaling: (a) original, (b) rotated by 37◦ and scaled by 1.2,
(c) scaled by 1.5, (d) LPT of the original, (e) LPT of the rotated-scaled image, and (f)
LPT of the image scaled by 1.5

Fig. 2(a) with a scaling factor 1.5 and the same size cut, and its LPT result is
shown in Fig. 2(f). Compared with Fig. 2(d), almost one-third of the content
of Fig. 2(f) has changed. Scaling with a larger factor, e.g., greater than 1.5,
introduces too much change of the image content in the LPT domain, therefore
is not considered in the present work.

Take Fourier transform of both sides of Eq. (6):

FR (u, v) = FS (u, v) exp [2πj (u log λ0 + vθ0)] (7)

and define the normalized cross-spectrum of FR and FS as:

G (u, v) =
FR (u, v) F ∗

S (u, v)
|FR (u, v) F ∗

S (u, v) | (8)

The asterisk indicates complex conjugate. Since |FR| = |FS| as can be seen from
(7), G(u, v) is a two dimensional complex sinusoid:

G (u, v) = exp [−2πj (u log λ0 + vθ0)] (9)

We know that Fourier transform of a sinusoidal function is a delta function.
Therefore, a peak would be present in the Fourier transform, FG(u, v), if R is
a rotated-scaled replica of S. For example, Fig. 3 shows FG(u, v) of Figs. 2(a)
and 2(b).

2.2 Copy-Move Forgery Detection

We confine our discussion to gray scale images in this work. For color images, take
the luminance component of the image’s YCbCr representation. The proposed
forgery detection steps are:
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Fig. 3. FG(u, v) of the two images in Figs. 2(a) and 2(b), x and y axes correspond to
u and v respectively, and z axis represents the magnitude value of FG(u, v)

1. Divide the m × n image I such as the one shown in Fig. 4(a) into square
blocks sized 2r-by-2r, and take the inscribed circle of each block. Denote the
circular region as S(i, j; x, y, z) where (x, y) is the center, and r the radius:

S (i, j; x, y, r) = I(x − r + j, y − r + j),
√

(x − x0)2 + (y − y0)2 ≤ r (10)

The ranges of x and y are

{
r ≤ x ≤ m − r

r ≤ y ≤ n − r
(11)

Since x and y have m− 2r + 1 and n− 2r + 1 different values respectively, there
are a total of K = (m − 2r + 1)(n − 2r + 1) circles as sketched in Fig. 4(b).

2. Compute LPT of each circular region, and Fourier-transform the LPT re-
sult. The K results of LPFT are denoted as {V1,V2, . . . ,VK}, see examples in
Figs. 4(c)-(f).

3. Compute normalized cross-spectrum G(u, v) between each pair of Vk, and
find the maximum, resulting in a total of L = K × (K − 1)/2 maximal values
{p1, p2, . . . , pL}, each corresponding to a pair of circles in I.

4. Compare the members in {p1, p2, . . . , pL} with a threshold T chosen as the
average absolute value of FG(u, v). If pl(l = 1, 2, . . . , L) is greater than T , the
two corresponding image blocks in I are regarded as belonging to copy-move
regions.

The best choice of radius r of the circular region is related to the size of
tampered region. Without any a priori knowledge of the image forgery, we can
choose the r value according to the image size. In this work, test images are 512×
512 or smaller. We let radius r be 10 pixels that is a compromise between false
alarm and correct detection. Detection of any two image regions with overlapped
parts is excluded to avoid false alarm caused by repeated detection of the same
part in different image regions.



Detection of Image Region-Duplication with Rotation and Scaling Tolerance 105

(a) (b)

(c) (d) (e) (f)

Fig. 4. Circular regions in the test image and the LPFT: (a) a circle in the image, (b)
scanning over the circular regions, (c) LPT of one circle (source), (d) magnitude of
LPFT of the source circle, (e) LPT of the rotated-scaled replica, and (f) magnitude of
LPFT of the replica

3 Experimental Results

From the above discussion, there is a peak in FG(u, v) of two image regions
when one is a replica of the other, as shown in Fig. 3. To set the threshold T ,
we perform a series of experiments for different T values from 0.1 to 0.5 with
an increment 0.05. The optimal value turns out to be between 0.3 and 0.35. We
normalize FG(u, v) and let T = 0.3 in the following experiments. If the average
value of normalized FG(u, v) is less than T , which means that a peak value exists
in the normalized FG(u, v), the two corresponding image regions are considered
in copy-move areas, and marked with red squares.

Figs. 5(a) and 5(b) present a case of copy-move forgery with rotation. The
lighter in Fig. 5(a) is rotated by 70◦ and pasted to another part of the image,
as shown in Fig. 5(b), with the detection result in Fig. 5(c). In Fig. 6, the ball
is duplicated with a scaling factor 0.67. Fig. 7 shows a rock being scaled by 0.8,
copied and pasted to the bottom-left corner. Fig. 8 presents an example in which
the pasted skater is taken from the image, rotated by 4◦ and enlarged by 1.2,
and then pasted in the bottom-right corner. All the copied-moved objects and
their source regions are correctly identified. In Fig. 9, the detection result of
Fig. 1(b) is given, together with horizontal sections of normalized FG(u, v) with
peaks indicating the copy-move operation.
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(a) (b) (c)

Fig. 5. Detection of a rotated-copied lighter: (a) original, (b) tampered with the lighter
rotated by 70◦ and pasted to another region, and (c) detection result

(a) (b) (c)

Fig. 6. Detection of a scaled-copied ball: (a) original, (b) tampered with the ball shrunk
by 0.67 and pasted, and (c) detection result

(a) (b) (c)

Fig. 7. Detection of a scaled-copied rock: (a) original, (b) tampered with the rock
shrunk by 0.8 and pasted, and (c) detection result
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(a) (b)

(c)

Fig. 8. Detection of a rotated-scaled-copied skater: (a) original, (b) tampered with the
skier rotated by 4 degrees, enlarged by 1.2 and pasted, and (c) detection result

(a)

(b)

Fig. 9. Detection of the pasted balloon as in Fig. 1: (a) detection result, and (b)
horizontal sections of normalized FT of cross spectrum of LPFT corresponding to
tampered areas
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4 Conclusions

We have proposed an effective method to detect copy-move image forgery with
rotation and scaling tolerance. LPFT is employed to convert scaling and rotation
in the image domain into translation in the log-polar domain, and peaks in the
cross-spectra of LPFT pairs reveal similarity in the corresponding pairs of image
blocks. This way, tampered areas in an image produced by copy-move operations,
even accompanied with rotation and scaling, can be identified. Unlike FMT
features in [8], the proposed LPFT is robust to large rotation, and experimental
results show the efficacy of our method.

The next concern is to cope with more challenging cases containing scaling,
rotation, re-sampling, cropping and other complicated post-manipulations.
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Abstract. Acoustic communication networks in underwater environment are the 
key technology to explore global ocean. There are major challenges including (1) 
lack of stable and sufficient power supply, (2) disable of radio frequency signal 
and (3) no communication protocol designed for underwater environment. Thus, 
acoustic so far is the only media suitable to operate for underwater communica-
tion. In this paper, we study the technology of underwater acoustic communica-
tion to support underwater sensor networks. Toward the energy-effective goal, a 
cluster-based sensor network is assumed. The energy-dissipation of sensor nodes 
is optimized by biological computing such as Particle Swarm Optimization 
(PSO). The objective function of sensor node clustering is formulized to con-
straint on the network coverage and energy dissipation. The problem of 
dual-objective optimization is solved by the proposed extensible PSO (ePSO). 
ePSOis an innovation from traditional PSO. The major innovation is to offer an 
extensible particle structure and to enable more flexible search for optimal solu-
tions in space. The experimental results demonstrate that the proposed ePSO 
effectively and fast tackles multi-objective optimization problem. The applica-
tion of ePSO on underwater acoustic communication systems shows the feasi-
bility in real world. 

Keywords: Extensible Particle Swarm Optimization (ePSO), Underwater Sensor 
Networks, Acoustic Communication, Energy-effective.  

1   Introduction 

Acoustic signal is a key to open the era of exploring ocean. The significance of acoustic 
signal in an underwater environment was recognized because electronic signal fails to 
propagate in water. There is some obstacles impedance in developing underwater 
communication system including 1) severe power limitations imposed by battery 
power; 2) severe bandwidth limitations; and 3) channel characteristics including long 
propagation times, multipath, and signal fading [1]. To explore the thesaurus in ocean, 
sensor network benefits the information acquisition from underwater environments. Of 
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course, acoustic signal is the only media workable in this situation. In the development 
of underwater acoustic sensor networks, effective communication and efficient energy 
consumption are with the same significance [2, 8-9].  

Underwater acoustic networks (UAN) are composed of fixed acoustic transceivers 
and autonomous underwater vehicles (AUV). As mentioned above, the varying channel 
characteristic impacts on the communication quality of UAN. In general, there are two 
categories of UAN; centralized UAN, distributed UAN and Multi-hop UAN. In a 
centralized UAN, there is a control node to establish the communication to the other 
nodes. All communication of command and data between nodes is realized by the 
control node. Thus the control node is very critical to the whole system. Once the 
control node fails, all communication functions fail simultaneously. Distributed UAN 
is composed of identical nodes which communicate with each other in a peer-to-peer 
manner. Distributed UAN has better fault tolerance against node failures. However, the 
lack of control node leads to the contention of communication channel among nodes. 
The channel utilization and energy consumption are worse than the former. Multi-hop 
UAN is a better solution than the others. In multi-hop UAN, all nodes are identical and 
organized in a two-tier hierarchy of clusters. The nodes are self-organized as 
non-overlapped clusters. In a cluster of nodes, the node near the cluster gravity will be 
selected as the cluster head to take the responsibility of a control node. After the power 
failure of a cluster node, the nodes in a cluster will elect a node among themselves to be 
a new cluster head. The lifetime of multi-hop UAN is effectively prolonged and the 
communication quality is improved. In this paper, the clustering of nodes in a mul-
ti-hop UAN is investigated. We first formulize the clustering of nodes as an optimiza-
tion problem to be solved. To solve the formulized optimization, PSO technique is 
applied. PSO is one of biological computing techniques. However, the invariant par-
ticle structure of traditional PSO is not suitable for varying solution space. Thus, an 
extensible PSO (ePSO) is proposed to enable the variable structure of particle design. 
The flexibility of ePOS is helpful to solve the problem of varying solution space such as 
the clustering of acoustic communication nodes.  

The rest of this paper is organized as follows. The previous researches related to 
UAN and PSO are reviewed in Section 2. In Section 3, the ePOS algorithm and its 
application on UAN are presented. Simulation results of the proposed approach are 
illustrated in Section 4. Finally we conclude this work in Section 5. 

2   Related Works 

There are some valuable researches on the clustering of nodes to support ener-
gy-efficiency. First, there are researches related to the issues of energy–saving in sensors 
networks. Chen et. al.[8] illustrated a tradeoff between the performance and the total 
energy consumption and proposed a multi-cluster structure to greatly improve perfor-
mance by adopting the multi-cluster structure of the sensor network. Bao et. al.[9] 
pointed that the primary energy and balance of energy consumption of wireless sensor 
networks (WSNs) plays a key role in network lifetime and stability. However, the 
energy of each node and the total energy in wireless sensor networks are limited. Linet. 
al. [7] presented a neural-network–based scheme of data aggregation for wireless sensor 
networks (WSNs) in order to reduce the number of transmissions of sensor nodes.  
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The coverage is also another issue of deploying sensor nodes in space. Baiet. al [13]. 
stated that the coverage of wireless sensor networks (WSNs) is one of the most impor-
tant measurement criteria of QoS. Optimal coverage of sensors is propitious to the 
maximum possible utilization of the available sensors. It can balance node energy 
consumption, and elongate network lifetime. In a cluster-based sensor network, the 
organization of sensor nodes should be derived from the considerations of energy con-
sumption, coverage and lifetime.  

Clustering analysis is a methodology to find the cluster organization of a set of nodes 
according to given constraints. The legacy clustering method is to partition nodes to k 
clusters. In partition method, a cluster number k is defined before partition. Each node 
is placed to a specific cluster to have an optimal distribution. Typical partition methods 
are k-means (KM) clustering and fuzzy-c-mean (FCM. They use euclidian distance 
between nodes and cluster center to evaluate the belonging of each node. The major 
dissimilarity between them is that FCM utilizes membership functions to indicate the 
belonging degree of each node to all cluster centers but KM only recognizes a crisp 
belonging of nodes as one-to-one belonging. A major shortage of KM and FCM is the 
prior knowledge of cluster number k. In both methods, users have to know the cluster 
number in advance. However, in real applications, the knowledge about how to set the 
value of k is not available.  

Biological computing technique (BCT) is still evolving continuously in decades. 
Particle Swarm Optimization (PSO) is one of the most popular BCTs. PSO was pro-
posed by Kennedy et. al.[10] to emulate the behavior of bird seeking for foods. The 
searching behavior of each bird is affected by not only its searching experience but also 
its neighbors’ behavior. PSO is a typical model for emulate the communication be-
tween the individuals in a group. The individuals of a group have their own search 
directions and speeds. They also can adapt their behavior according to their individual 
experience and group behavior. Thus, PSO is a good methodology for the adaptive 
solution of optimization problems. In this paper, we present a dynamic clustering me-
thod based on a modified PSO. The details of the proposed scheme are illustrated as 
follows. 

3   A New Extensible Particle Swarm Optimization to Support 

Smart Clustering of Sensor Nodes 

The particle swarm optimization (PSO) algorithm is based on the evolutionary  
computation technique. PSO is a population based evolutionary algorithm and has 
similarities to the general evolutionary algorithm. However, PSO is motivated from the 
simulation of social behavior which differs from the natural selection scheme of genetic 
algorithms. The metaphor is that of multiple collections (a swarm) of objects moving in 
space and thus objects are said to possess position and velocity and are influenced by 
the others in the swarm. PSO processes the search scheme using populations of par-
ticles which correspond to the use of individuals in genetic algorithms. Each particle is 
equivalent to a candidate solution of a problem. The particle will move according to the 
adjusted velocity that is based on the corresponding particles experience and the ex-
perience of its companions. For the D-dimensional function f(.), the i-th particle for the 
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t-th iteration can be represented as . Assume that the best 
previous position of the i-th particle for the t-th iteration is represented as 

, then . The velocity of the 
i-th particles at the t-th iteration can be expressed as . 

is defined as the best position of all particles at the t-th 
iteration. The original PSO algorithm updates the position and velocity of particles 
according to  

 
  (1) 

and 
  (2) 

 
Where r, C1,C2, Nare the random number, weights and the particle size, respectively. In 
the original PSO algorithm, the particle size is constant. The PSO with constant 
structure is not suitable for some dynamic systems. Thus, we propose a varia-
ble-structure particle design to develop the ePSO algorithm for flexible applications. A 
particle of ePSO is expressed as . In other words, the 
ePSO particle is extensible in its length. We apply this new structure to solve the 
problem of node clustering in sensor networks to optimize the coverage and ener-
gy-consumption.    

 

Fig. 1. Flow of Extensible Particle Swarm Optimization  

The development of the proposed clustering scheme is based on two factors to search 
the optimal cluster organization. The first factor is the distance between nodes and their 
corresponding cluster center. The second is the sensing coverage of all nodes in the 
network. The developed ePSO will find the minimum cluster number to support 
maximum coverage as well as the minimum distance between nodes and centers. In 
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Fig.1, the flow of the proposed extensible PSO is shown. Differing from the previous 
clustering methods, the proposed ePSO needs no information of clustering. The number 
and position of sensor nodes are given at initial. According to the input data, at the first 
generation, the particles are randomly generated to be evaluated. After the evaluation, 
new PbestandGbest are obtained for updating. When the coverage is equal to 1, the re-
sulted cluster organization is regarded as the optimal solution. The details of the pro-
posed scheme are as follows,  

 

 

 
Step 1. Input node numberN, node position {(xi, yi), for i = 0, …, (N-1)}  
Step 2. Initialize particle population and cluster centers. The dimension of particles 

is set to g and the cluster number n=2. For any particle, its length is gn 
Step 3. Calculate the fitness of each particles by   
 J U, V u d  

                                                                         (3) 1/ /∑ 1/ / 1,2, … ,      1,2, . . . ,  

 
where uij is the membership set to indicate the belonging of node xito center 
vj and dij is the distance between node i and center vj 

Step 4. Evaluate the fitness of current particles. According the fitness evaluation as 
depicted in Eq. 4-5 to update the Pbest andGbest. 

 if f                                                           (4) if f                                                               (5) 
 

Step 5. Update the velocity and position of particles by  
  (6) 

                                      (7) 
where  
Vid: velocity of particle xi on dimension d 

: position of particle xi on dimension d 
w: weight 

, ： learning factors 
Rand(): a random number ranging from 0 to 1  

: current best position of particle xi on dimension d 
: current best position of group on dimension d 

Step 6. If the best fitness is steady and the coverage is not equal to 1, then let  
n=n+1 and back to Step 1.  

Step 7. Stop the evolution when the best fitness is steady and the coverage is equal  
to 1 
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4   Experiment Results 

To verify the effectiveness of the proposed scheme, a 300m x 300m space is considered 
for node deployement. The node number in a space will determin the deployment density. 
There are two test cases for various node desnities, including 50-node and 150-node. The 
experiments of each teast case are repeated by three times. The transmission range of 
nodes is 50m and the power model of nodes follows the work presented in [17]. To meet 
the requirement of energy-effective, the energy constraint is converted to a distance 
constraint. Thus, the distnace contraint is specified less than 50m. In the first test case, 
there are 50 nodes in space. According to the proposed alogrithm, the optimal cluster 
number is evolving to 4 with full coverage. In the evolution of node clustering, the 
relationship between the coverage and cluster number is illustrated by Fig. 2. The result 
of node clustering is shown in Fig. 3. The red points indicate the found cluster centers. To 
have the minimum engery dissipation of the nodes in a cluster, the cluster gravity is the 
best position for cluster center. Thus the distance between the found cluster center and the 
cluster gravity is defined as the error of the node clustering. The corresponding errors of 
each node cluster are depicted in Table 1.  

 

Fig. 2. Relationship between cluster number and network coverage in test case I 

 

Fig. 3. The clustering of 150 nodes in three independent experiences 



 An ePSO for Energy-Effective Cluster Management of Underwater Sensor Networks 115 

 

The other test case is to verify the clustering performance in the case of dense nodes. There are 
150 nodes deployed in 300m x 300m space. As the density increaing, nodes will be benefited 
because they will be able to use less energy for short-distance communicaiton. Although the cluster 
number is slightly increased, the overall efficiency is improved.In Fig. 4, the relationship between 
the cluster number and network coverage is depicted. As mention above, the cluster number is 
increased by 1 but the power efficiency is increased. The clustering error is shown in Fig. 5 

 

Fig. 4. Relationship between cluster number and network coverage in test case I 

 

Fig. 5. The clustering of 150 nodes in three independent experiences 

5   Conclusion 

In this paper, an extensible particles swarm optimization for energy-effective cluster 
management of underwater sensor networks is proposed. The major improvement of 
the proposal is the extensible particle structure to enhance the performance and flex-
ibility of PSO algorithm. Besides, the clustering of sensor nodes in underwater net-
works is formulized as an optimization problem with the constraints of coverage and 
energy-dissipation. In the clustering problem with high dynamics, tradition PSO is not 
suitable to solve. The proposed extensible particle is successful to solve the problem of 
dynamic clustering of sensor nodes in an underwater network. The clustering results 
confirm the benefits of high network coverage and effective energy consumption.  
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Abstract. As semiconductor technology rapidly advances, lithography with 
high density and fine feature size has become the challenge for nanometer-scale 
integrated circuit fabrication. Unfortunately the optical proximity effects (OPE) 
will distort the developed patterns transferred from the mask patterns. Optical 
proximity correction (OPC) is one of the promising resolution enhancement 
techniques to improve the yield of IC (Integrated Circuit) production. In this 
paper, we develop a system, called “3D Builder”, to enable the users to easily 
visualize the results of the simulation of the lithographic process and understand 
what the physical circuits may look like in the production line. With this visu-
alization tool, the users can better understand the effect of OPE and how OPC 
should be applied to improve the yield of the IC production. As a result, the 
yield of the IC production can be increased. 

Keywords: Visualization, 3D Display, Lithography, Optical Proximity Correction. 

1   Introduction 

As semiconductor technology rapidly advances, lithography with high density and 
fine feature size has become the challenge for nanometer-scale integrated circuit fab-
rication. Nowadays the critical dimension (CD) has approached the wavelength of the 
light source for lithography. Unfortunately the optical proximity effects (OPE) will 
distort the developed patterns transferred from the mask patterns [1], [2]. As a result, 
the yield of the production of the IC (Integrated Circuit) is decreased. Optical prox-
imity correction (OPC) [4], [5], [6] is one of the promising resolution enhancement 
techniques (RETs) that can be used to reshape the mask pattern to compensate the 
aerial image distortion due to the light interference and diffraction[1], [2]. When the 
OPC technique is used, the yield of the production of the IC (Integrated Circuit) is 
increased. Therefore, if we can somehow predict the results of the OPE and use the 
OPC to correct the possible distortion, the yield of IC production can be increased 
dramatically [3], [4]. 
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To this end, one important aspect on increasing the yield of IC production is to 
somehow visualize the estimated results of the lithographic process with the OPC so 
that the potential errors can be found and corrected before the real IC production 
process. In this paper, we develop a system, called “3D Builder”, to enable the users 
to easily visualize the results of the simulation of the lithographic process and under-
stand what the physical circuits may look like in the production line. With this visu-
alization tool, the users can better understand the effect of OPE and how OPC should 
be applied to improve the yield of the IC production. With this system, the user can 
better understand how various mask patterns affect the results of the lithography and 
subsequently make better use of the OPC to reshape the mask patterns. As a result, the 
yield of the IC production can be increased. 

In the second section, we will discuss some background of the simulation of the 
lithographic process. In the third section, we will discuss the data processing proce-
dures of the 3D Builder system. In the fourth section, we will discuss what kinds of 
the defects can be detected automatically by the 3D Builder so that they can be ade-
quately displayed and be visualized by the users. In the fifth section, we will discuss 
some experimental results. In the sixth section, we draw our conclusions. 

2   The Background of the Simulation of the Lithographic Process 

In order to predict the results of the lithographic process, normally people use some 
simulation software packages with some lithographic process parameters to estimate 
the results of the lithography. Fig. 1 shows the system of photolithography, that 
makes use of the light source and condenser to project the masks onto the wafer for 
the IC production. 

 

Fig. 1. The system of photolithography 

In Fig. 2, we partition each “whole chip” in the wafer into several submasks each 
of which has some overlapping area for a complete simulation purpose. This is be-
cause a whole chip is too big for a simulation software package to accommodate huge 
amount of data [6]. The circuits designed in each submask are called mask patterns. 

In this study, we use the MAYA[7], [8], [9] (Mask Yield Analysis System) which 
has been developed by the IC Design and Application Center of Southern Taiwan 
University and internally makes use of the SPLAT(Simulation of Projection Lens 
Aberrations via TCCs) [10], [11] developed by University of California, Berkeley to 
simulate the lithographic process. In the MAYA system, the user can plug-in some 
photolithographic process parameters for a particular IC production case to simulate 
the lithographic process and obtain the possible results. 
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Fig. 2. Each “whole chip” in the wafer is partitioned into several submasks 

When the MAYA system finishes the simulation computation for a specific set of 
parameters, it will output 2D images such as the one shown in Fig. 3. The blue parts 
are the original masks and the red parts are the results of the simulation, i.e., the re-
sults of the lithographic process. Several layers of the masks can also be shown simul-
taneously for the user to visualize the simulated circuits of the IC. 

 

Fig. 3. The output of the MAYA system 

3   The Data Processing Procedures of the 3D Builder 

The 3D Builder has several modules, namely “DK” module, data pre-processing mod-
ule, and 2D and 3D display modules, each of which is in charge of a certain work. The 
“DK” module is to compute the error types of the lithographic process and the amount 
of various errors which will be defined in the fourth section. Sine there is a huge 
amount of data produced by the MAYA system, the data pre-processing module con-
vert and compress the data to a manageable size for further processing. 2D and 3D 
display modules are in charge of 2D image display and 3D object display respectively. 

The simulation results generated by the MAYA system is a spo file which is a 
6001*6001 two dimensional array representing a 6um*6um (1 um = 10-6 meter) area 
in a wafer, i.e., a submask area. In other words, each element in this array is a 
1nm*1nm (1 nm = 10-9 meter) area. Each element of the array stores a value ranging 
from 0 to 1 and representing the light intensity of the lithographic process at the 
1nm*1nm area within each submask. Each file size is about 300Mega Bytes. All the 
data values less than 0.2 are considered to be insignificant (since the light intensity is 
too weak) and can be set to 0 to simply further processing. As a result, there are a lot  
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Fig. 4. An example of a small portion of a spo file 

 

Fig. 5. The data structures of the BS format and the GS format 

of 0 values in the array. We can make use of a run-length encoding scheme to com-
press the data without any loss and to more efficiently process the data later on. 

Fig. 4 shows a simple example of the contents of the array, i.e., a small portion of a 
spo file and Fig. 5 shows how the data are compressed into the BS and the GS format. 
The BS format records the areas where the data values are not 0. For instance, the 
values from column 1 to column 4 in line 2 are not 0. The (1 and 4) in the BS format 
represent a segment of data in a scan-line. Likewise, the two segments (1 and 2), and (4 
and 5) are two non-zero segments in line 4. The value in the map, called the map value, 
of the BS format represents the number of non-zero segments so far in that format. 
Therefore, the number of non-zero segments can be computed by subtracting the map 
value of the previous line from that of the current line. In other words, with these map 
values, we can compute how many segments in each line. For instance, the map value 
of line 4 is 3 and its previous map value is 1. For instance, we can compute that the 
number of segments in line 4 is 2 by subtracting 1 from 3. The GS format stores the 
real grey level values in the array, i.e., the light intensities of the lithographic process. 
All the non-zero values in the submask are stored in the GS format. For instance, the 4 
non-zero values in line 2 are stored as the first 4 values. The 4 non-zero values in line 4 
are stored as the values from locations 5 to 8 in the GS format. The data size can be 
compressed to less than 10 percents of its original size of a spo file. 

There are many different 3D computer graphics primitives one can use to model  
objects of interest in a 3D scene. In the case we are dealing with, we want to be able to 
display the original mask patterns and the simulation results of the lithographic process 
simultaneously and compare the differences between them. The original mask patterns in 
general consist of many rectangular solids, each of which can be modelled by some rec-
tangles, each of which in turn can be modelled by two triangles. The shape of the mask 
patterns are considered to be the ideal case of the light intensities of the lithographic proc-
ess. The rectangular solids are used as graphics primitives to model the mask patterns. 
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Fig. 6. (a) shows that each grid consists of a 3X3 data points and the grids overlap with each 
other by one data point. (b) shows that every three data points form a triangle.  

 

Fig. 7. The image of a typical terrain 

The simulation results are the data in the spo file that has been converted to the BS 
and the GS compressed formats for more efficient process. The compressed formats 
will be un-compressed and converted back to the original 6001*6001 2D array when 
they are loaded into the memory. Since the 6001*6001 array is too big for a general-
purpose computer screen to display and also too difficult for the user to visualize all 
the details simultaneously, we partition the array into several grids each of which is a 
256*256 grid （a more manageable size for the system to process） in size with one 
pixel overlap with each other to prevent possible cracks in between when these grids 
are displayed. Fig. 6 shows how the partition of the grids is done. Fig. 6 (a) shows that 
each grid consists of a 3X3 data points and the grids overlap with each other by one 
data point. Every element in each gird has a light intensity value for that location. 
Therefore, these values in the grid can be modelled as a “terrain” shown in Fig. 7. 
Each data point in a grid has a light intensity value that will be displayed as the height 
of the terrain. Therefore, the terrain consists of many different triangles in shape. Fig. 
6 (b) shows that every three data points form a triangle as a small portion of the ter-
rain. The terrains are used as the graphics primitives to model the simulation results – 
the light intensities of the lithographic process. 

4   Defect Analysis 

With the original mask pattern data and the simulation results, we can use a software 
program to automatically analyze the defects that may decrease the yield in the IC 
production. In the lithographic process, if everything goes perfectly, the simulation 
results should exactly match with the original mask patterns in shape. In other words, 
at every location in the grid, if it is covered by a mask pattern, its light intensity 
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should be at least higher than a threshold value. On the other hand, if it is not covered 
by a mask pattern, its light intensity should be zero. In this case, the IC can be pro-
duced without any defect. However, in really, this may never be the case. There are 
five different types of defects in the lithographic process. We define and briefly dis-
cuss these defect types here� (1) Energy (2) Area deviation, (3) Bridge, (4) Hot-spot, 
and (5) Open.  

In order to compute the defects, one should set up a threshold value to determine 
whether the light intensity at a location meet our expectation. If the light intensity 
within the mask pattern areas is higher than the threshold value, the mask patterns can 
be “printed” on the photoresistor. In this case, it is considered to be a successful litho-
graphic process. Otherwise, it fails to “print” the mask pattern on the photoresistor.  

For instance, in Fig. 8, the red object represents the light intensities of the simula-
tion results of the lithographic process while the black box represents a mask pattern 
and is considered to be the ideal light intensities. 

 

Fig. 8. The light intensity and the mask pattern 

In the following, we define some basic terminologies used for our discussion. 
− Energy: 

In Fig. 9, we can see one of the cross-sectional images of Fig. 8 which is shown in 
a 2D plane. The black lines are the shape of the mask pattern - the ideal case for the 
light intensities and the black dotted line is the simulation result for the given mask 
pattern. The red region is defined as the energy underflow and the blue regions are 
defined as the energy overflow. The value of the distance shown in Fig. 9 can be 
defined by the user. 

 

Fig. 9. The definition of the energy underflow and energy overflow 

− Area Deviation: 
In Fig. 10(a), the dotted lines shows a cross- sectional plane of the 3D simulation 

data. The resultant image of the cross-sectional plane is shown in Fig. 10 (b). The area 
of the red part is Area A and the area of the white rectangle is Area B. The area devia-
tion is defined as Area A / Area B * 100%. The location of the dotted cross-sectional 
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plane can be defined by the user. The value of the area deviation is the indication about 
how much the real area deviates from the ideal case. The user can move the cross-
sectional plane up and down to visualize how the deviation varies from top to bottom. 

 

Fig. 10. The definition of the deviation 

− Bridge  
In Fig. 11, the blue regions with white numbers are the simulation results after the 

threshold operation and are called intensity areas. The red boxes with red numbers are 
the make patterns and are called pattern areas. If an intensity area is across two differ-
ent pattern areas, it is called a bridge. In other words, the two pattern areas are sup-
posed to have their own associated intensity areas. However, due to some OPE, the 
two areas are connected and become one intensity area. This bridge may eventually 
cause a short circuit in the IC.  
− Hot-Spot: 

If an intensity area does not have its own associated pattern area, it is considered to 
be a hot-spot and should be somehow eliminated. As shown in Fig. 11, the number 4 
intensity area is a hot-spot while the number 1 intensity area is a bridge. 

 

Fig. 11. The definitions of the bridge and the hot-spot 

− Open: 
In Fig. 12, the grey area is a pattern area and the red areas are the simulation results 

after the threshold operation. In this case, more than one intensity areas are associated 
with one pattern area. This is called an open defect. In the real circuit, this will cause 
an open circuit when the IC is eventually produced. 

 

Fig. 12. The definition of an open 
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The system will automatically compute all the defects and their types so that the 
user can somehow eliminate them in some follow-up processing. The hot-spot, open, 
and bridge defect types are called fatal defects since they will cause failures of an IC 
product eventually and should be somehow eliminated by some OPC process. 

When a whole chip case is selected and loaded into the system, all the submasks 
with data will be shown as squares on the screen as shown in Fig. 13(a) with different 
colors. The color of a submask indicates what type of the defects the submask has. 
The definitions of the colors are shown in Table 1. For instance, the green color im-
plies that the light intensities in a submask are OK for their mask patterns. Other col-
ors imply that the submasks have certain kinds of defects. The user can select any 
submask by clicking on it. The detailed mask patterns and their associated light inten-
sities of the submask will be displayed as shown in Fig. 13(b). All the related data of 
the submask including the analysis of the defects, the parameters used for the defect 
computation described before, and so on, will be shown in the right panel. The user 
can change the parameters in the panel. The system will re-compute all the potential 
defects based on the new parameters and subsequently show the new results. 

 

Fig. 13. (a) The display of three submasks. (b) The display of the mask patterns in a submask 
selected by the user.  

Table 1. The definitions of the colours of the submasks 

 Hot-spot  Bridge  Open 

 Hot-spo and Bridge  Hot-spot and Open  Bridge and Open 

 Hot-spot, Bridge, and Open  Non-defect  User define  

The user can further analyze and visualize the objects of interest in the submask in 
both 2D and 3D by interactively moving the objects around on the screen. The 2D and 
3D images are complementary to each other in general. The 2D images allow the user 
to clearly visualize the original layout of the circuits since the circuits are originally 
designed in a 2D plane. However, in order to give the user a stronger feeling about the 
simulated light intensities compared with the ideal case, the 3D image may be more 
appropriate for this purpose. For instance, in Fig. 14(a), the original circuit layout is 
shown in a 2D image with different colors defined in Table1. Fig. 14(a) shows some 
mask patterns at a certain area of a selected submask. The user wants to see the de-
tailed light intensities of the pink mask patterns. Therefore, he uses the mouse to draw 
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a square on the patterns. The detailed light intensities within the square are shown in 
Fig. 14(b) in a 2D image. Obviously, a bridge defect exists in the circuit layout. Fig. 
14 (c) and (d) show OK cases. However, although there is no defect, there are still 
some area deviation defect, i.e., the differences between the ideal case and the real 
simulation data. The red parts are the mask patterns and the green parts are light in-
tensities. The users can also set a threshold value for the area deviation. Although the 
area deviation is not a fatal defect, the users still need to pay special attention to it if 
this value is greater than a threshold value to ensure the quality of the layout design. 

 

Fig. 14. The detailed view of some mask patterns 

In Fig. 15, the system shows the 3D image of the simulated light intensities in 
white and the mask patterns in red. If the light intensities are much greater than the 
threshold value, a certain “terrain” may have a great height. As a result, the 3D dis-
play of both the simulated light intensities and the mask patterns may look like a huge 
jungle and many objects may block many other objects behind them. Therefore, in 
order to show the user a “clean” 3D image of all the data, for the display of a mask 
pattern of a certain threshold value, we only display the mask with the height of the 
threshold value.  For the display of the simulated light intensities, we only display it 
with the height of （the threshold value ＋ 0.1）. In other words, the heights of simu-
lated light intensities are at most slightly greater than those of the associated mask 
patterns. In this case, the user can clearly visualize all the data simultaneously. 

 

Fig. 15. The display of mask patterns and their associated terrains 

The user can interactively translate and rotate the objects of interest in order to 
visualize them from different perspectives and better understand the data. In some 
cases, since the mask patterns and their associated simulated light intensities are lo-
cated at almost the same locations and displayed simultaneously, it is still difficult to 
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visualize the spatial relationships between the mask patterns and their associated light 
intensities. Therefore, the system enables the user to set the transparency parameters 
of some objects in order to better visualize their spatial relationships. Fig. 15(a) shows 
the original 2D layout. The user marks the white area as his region of interest so that 
the system will show the light intensities of that region. Fig. 15(b) and (c) show the 
results where some mask patterns (the red objects) are transparent while the terrain – 
the light intensities (the white objects) are opaque so that the users can visualize the 
spatial relationships between various objects. In Fig. 15(d), all the objects are opaque. 
In Fig. 15(e), a 2D mask pattern is shown. In Fig. 15(f), the mask pattern and its asso-
ciated terrain are shown. The grid on the floor is the scale of the distance. This allows 
the user to know the sizes of the objects. Fig. 15(g) and (h) show the same objects 
from different perspectives. The users can understand how the real light intensities 
deviate from the original design. 

5   Conclusions 

The 3D Builder system can take a huge amount of data from the simulation system of 
lithographic process – MAYA, compressed them into a manageable data size, and 
display the data in both 2D and 3D so that the user can easily visualize and under-
stand the data. Consequently, the user can somehow make correction of their design 
of the OPC. The experimental results turn out to be very helpful in analyzing the 
design of OPC. In the future, we will further explore the possibility of making use of 
the system to display the 3D images of the multi-layer circuit layout and detect more 
complicated defects in an attempt to increase the yield of the IC production. 
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Abstract. In the traditional feature-base robust image watermarking, all bits of 
watermark message are bound with the feature point. If a few of points are at-
tacked badly or lost, the performance of the watermarking scheme will decline 
or fail. In this paper, we present a robust image watermarking scheme by the 
use of k-means clustering, scale-invariant feature transform (SIFT) which is in-
variant to rotation, scaling, translation, partial affine distortion and addition of 
noise. SIFT features are clustered into clusters by k-means clustering. Water-
mark message is embedded bit by bit in each cluster. Because one cluster con-
tains only one watermark bit but one cluster contains many feature points, the 
robustness of watermarking is not lean upon individual feature point. We use 
twice voting strategy to keep the robustness of watermarking in watermark de-
tecting process. Experimental results show that the scheme is robust against 
various geometric transformation and common image processing operations, in-
cluding scaling, rotation, affine transforms, cropping, JPEG compression, image 
filtering, and so on. 

Keywords: robust watermark, geometric distortion, watermark synchroniza-
tion, scale-invariant feature transform, k-means clustering. 

1   Introduction 

Digital watermarking techniques have been proposed to embed signatures in the  
multimedia data to identify the owner, the intended recipients, and to check the au-
thenticity of the multimedia data. Among various problems to be solved in image 
watermarking, robustness against geometric transformations is a most challenging 
one, and many existing image watermarking algorithms are vulnerable to them. 

Recently, the feature-based watermarking scheme [1-6] which is also called the 
second generation scheme has drawn much attention. It is an effective approach to 
addressing the watermark robustness against geometric distortions, because feature 
points provide stable references for both watermark embedding and detection. Bas et 
al. adopt Harris detector to extract feature points and use feature points to construct a 
triangular tessellation that they use to embed the watermark [1]. Tang and Hang adopt 
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the Mexican Hat wavelet to extract feature points. Local regions are generated based 
on the feature points, and the watermark is embedded into the sub-blocks in DFT 
domain [2]. Lee et al. extract image feature points using SIFT and use them to gener-
ate a number of circular regions for watermark imbedding [3]. Wang et al. use Harris-
Laplace detector to extract feature points. Local characteristic regions are constructed 
for embedding watermark [4]. The basic strategy of these watermarking schemes is to 
bind a watermark with the local region. The local region is the linchpin, upon which a 
watermarking scheme’s success or failure depends. So, some drawbacks indwelled in 
current feature-based schemes restrict the performance of the robust watermarking 
system. First, because all bits of the watermark sequence are embedded in a local 
region, the robustness of the watermark scheme is close relation with the robustness 
of local regions. Second, the number of local regions extracted for watermark embed-
ding is small. If a few of local regions are attacked badly or lost, the performance of 
the watermarking scheme will decline or fail. Third, the capacity is very low because 
the area of local region is usually very small. The increase of the capacity will induce 
a dramatic decline of the robustness.  

In this paper, we propose a watermarking method, using the SIFT and k-means 
clustering. The SIFT is invariant to rotation, scaling, translation, partial affine distor-
tion and partial illumination changes. Another important aspect of the SIFT is that it 
generates large numbers of features that densely cover the image over the full range 
of scales and locations [7]. In this watermarking scheme, all features are clustered to 
several groups according the length of the watermark sequence using k-means cluster-
ing. The robustness of the approach does not lie on a few of features, because the 
watermark bits are embedded into groups respectively.  So, the approach shows much 
more robust performance although many feature points are lost. The centroids of 
clusters must be sent to the extractor, so the watermarking method is semi-blind. 

The remainder of this paper is organized as follows. Section 2 reviews the SIFT 
and the k-means clustering. Section 3 describes the details of the geometrically in-
variant watermarking scheme. Simulation results are shown in Section 4. Section 5 
concludes the paper. 

2   The SIFT and the K-Means Clustering 

2.1   The SIFT 

The SIFT is a method for extracting distinctive invariant features from images that 
can be used to perform reliable matching between different views of an object or 
scene. The features are invariant to image scale and rotation, and are shown to pro-
vide robust matching across a substantial range of affine distortion, change in 3D 
viewpoint, addition of noise, and change in illumination [7]. 

SIFT algorithm consists of four major stages as described in [7]: (1) scale-space peak 
selection; (2) keypoint localization; (3) orientation assignment; (4) SIFT descriptor 
creation. The SIFT extracts feature points with such properties as their location 1 2( , )t t , 

scale s , orientation θ , and a 128 element vector ds  (called “SIFT descriptor”). The 
scale s varies proportionally with the image zoom-scale. The orientationθ  varies with  
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Fig. 1. Watermark embedding scheme 

the image rotation-degree. The SIFT descriptor is invariant to rotation, scaling, transla-
tion, partial affine distortion and partial illumination changes.  

2.2   The K-Means Clustering 

K-means clustering [8] is a method of cluster analysis which aims to partition n ob-
servations into k clusters in which each observation belongs to the cluster with the 
nearest centroid. Concretely, given a set of observations 1 2( , ,..., )nx x x=x , where 

each observation is a d-dimensional real vector, then k-means clustering aims to parti-
tion the n observation into k ( k n< ) sets 1 2{ , ,..., }kC C C=C  so as to minimize the 

within-cluster sum of squares: 

2

1

argmin
j i

k

j i
i x C

J x u
= ∈

= −∑ ∑
C

                                        (1) 

where iu is the centroid of jC  

K-means clustering algorithm is composed of the following four steps [9]: (1) 
Place k  points into the space represented by the observations that are being clustered. 
These points represent initial group centroids. (2) Assign each observation to the 
group that has the closest centroid. (3) When all observations have been assigned, 
recalculate the positions of the k centroids. (4) Repeat Step (2) and (3) until the cen-
troids no longer move. This produces a separation of the observation into groups from 
which the metric to be minimized can be calculated. The algorithm is significantly 
sensitive to the initial randomly selected cluster centers, so the algorithm can be run 
multiple times to reduce this effect. 

3   Watermarking Scheme 

3.1   Embedding Scheme 

Fig.1 is an overview of our proposed watermark embedding scheme. There are three 
steps in the scheme: 

Step 1: SIFT features including SIFT descriptor ds , location 1 2( , )t t , scale s , orien-

tationθ  are extracted from the original image. 
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Step 2: SIFT feature points are partitioned into k (the length of watermark se-
quence) clusters using k-means clustering algorithm according to SIFT descriptor ds . 
The centroids ctd  of clusters will be preserved for watermark extracting. 

Step 3: The watermark message is embedded bit by bit in each cluster. One cluster 
contains only one watermark bit. 

 

Fig. 2. SIFT disk partition 

Step 3 is an elaborate process. In order to improve the robustness of the transmitted 
watermark sequence 0 1( )i kW w w w w= , where {0,1}iw ∈ , only one bit watermark 

iw  is embedded into a cluster iC . As shown in Fig. 2, the centre of the disk P  located 

at 1 2( , )i it t  is a SIFT feature point ijx , and the radius R of the disk equal to the SIFT 

scale is  of SIFT point ijx , where ij ix C∈ . The orientation of line L  represent the SIFT 

orientation iθ  of SIFT point ijx . Line K which is the perpendicular of line L  divides 

the disk into two zones Ω and Ψ . Because the scale is varies with the image zoom-

scale and the orientation iθ varies with the image rotation-degree, Ω and Ψ  cover the 

same contents even if the image is attacked by scaling and rotation transforms. 
According to watermark bit iw , 1iv  and 2iv of vector 1 2[ ]i i iv v v=  will be embed-

ded into every pixel in zone Ω and zone Ψ  respectively. If 0iw = , 1 0iv =  and 

2 1iv = are embedded into every pixel of zone Ω and zone Ψ  using Quantization In-

dex Modulation (QIM) [10]. If 1iw = , 1 1iv =  and 2 0iv = are embedded into every 

pixel of zone Ω and zone Ψ using QIM. We construct two quantizers (.; )Q w , where 

{0,1}w∈ . In this paper, we consider the case where (.; )Q w  is a uniform, scalar 

quantizer with stepsize Δ  and the quantizer set consists of two quantizers shifted by 
/ 2Δ  with respect to each other. Δ is pre-defined and known to both embedder and 

extractor, meanwhile it affects the robustness to common signal processing and the 
quality of the watermarked image. For zones Ω or Ψ , according to the corresponding 
bit ijv , where {0,1}ijv ∈ and {1,2}j ∈ , each pixel ( , )p m n  is quantized with  

quantizer (.; )ijQ v . 
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( , ) ( ( , ); )w ijp m n Q p m n v=                                            (2) 

After every SIFT feature points ijx  is marked by iv , the watermark embedding proc-

ess is finished. 

 

Fig. 3. Watermark detecting scheme 

3.2   Detecting Scheme 

As shown in Fig.3, we describe how to detect the embedded watermark message from 
the image that was attacked. The detecting scheme consists of three steps: 

Step 1: SIFT features including SIFT descriptor ds , location 1 2( , )t t , scale s , orien-

tationθ  are extracted from the attacked image. 
Step 2: SIFT feature points x  are partitioned into k (the length of watermark se-

quence) clusters according to the Euclidean distances from SIFT descriptors ds  to the 
centroids ctd  which are from k-means clustering in watermark embedding scheme. 

Step 3: The watermark message is extracted bit by bit in each cluster using twice 
voting strategy.  

In Step 2, let jid represent the Euclidean distance from SIFT descriptor jid of SIFT 

point jx  to the centroid ictd . If jid is the shortest distance from jx  to all centroids 

of ctd , the point jx  is grouped into cluster iC . All feature points are grouped by the 

same method. Step 3 is elaborate. To improve the accuracy of the watermark extrac-
tion, we adopt twice voting strategy.  

The 1st  voting: First, we use the same method to find zone Ω and zone Ψ around 
a SIFT point jx as watermark embedding scheme. Then, we extract the 2-dimension 

vector 1 2ˆ ˆ ˆ[ ]v v v=  from Ω and Ψ . For each pixel ( , )wp m n  in Ω , determine the 

embedded bit with QIM. If | ( , ) ( ( , );1) | | ( , ) ( ( , );0) |w w w wp m n Q p m n p m n Q p m n− ≤ − , 

the bit embedded in this pixel is “1”. Else the watermark bit is ascertained to be “0”. 
When geometrical distortions or/and common image processing attacks occur, even in 
a same sector disc, some pixels are detected to embed bit “1”, and some pixels are 
detected to embed bit “0”. Let (1)NumΩ  denote the number of pixels hiding bit “1” in 

Ω  and (0)NumΩ  denote the number of pixels hiding bit “0” in Ω . The bit is  

extracted as: 
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1, (1) (0)
ˆ

0, (1) (0)

if Num Num
v

if Num Num
Ω Ω

Ω Ω

≥⎧
= ⎨ <⎩

                                     (3) 

We can also extract 2v̂ from zone Ψ  using the same method. Let 1 2ˆ ˆ ˆ[ ]v v v= . 

If ˆ [1 0]v = , the watermark bit 
jxw  embedded around SIFT point jx  is “1”. 

If ˆ [1 0]v = , the watermark bit 
jxw  embedded around SIFT point jx  is “0”. 

If ˆ [1 0]v ≠  and ˆ [0 1]v ≠ , there is not watermark bit embedded around SIFT 

point jx . So the method can not only extract the hiding bit around the SIFT point, but 

also abandon the points which are not presence in the original image. 
The 2nd  voting: For each SIFT point ijx of cluster iC , we use “the  1st  voting” to 

get the bit embedded around the point. Let (1)iNum  denote the number of SIFT 

point hiding bit “1” in cluster iC  and (0)iNum  denote the number of SIFT point 

hiding bit “0” in cluster iC . The ith bit of watermark sequence is extracted from 

cluster iC  as: 

1, (1) (0)
ˆ

0, (1) (0)
i i

i
i i

if Num Num
w

if Num Num

≥⎧
= ⎨ <⎩

                                         (4) 

After every bit of watermark is extracted from every cluster using twice voting strat-
egy, the watermark detecting process is finished. 

The alteration of the pixels value under geometrical distortions or/and common 
image processing attacks is limited, because the attacked image should keep an ac-
ceptable level of visual quality. The watermark embedding and extraction are robust 
to such limited pixel value alteration, which attributes to the above QIM strategy and 
twice voting strategy. 

4   Experimental Results 

The watermark imperceptibility and robustness are evaluated by using 20 different 
512×512 images as example images. In the experiments, 25-bits or 50-bit of water-
mark sequence was embedded into 25 or 50 clusters of SIFT features. 

Fig. 4 shows that the PSNR values of the 20 watermarked images are between 34 
dB to 45 dB. We can see from Fig.5 and Fig.6 that the watermark is very resistant to 
geometric deformations due to rotation and scaling. Fig. 7 shows the robustness of 
watermarking scheme to StirMark3.1 attacks [11] including geometric transformation 
and common image processing operations. From index 1 to 15, the attack is Median 
filter 2×2 and 3×3, Gaussian filtering 3×3, JPEG 90, 60 and 40, Removed 5 rows and 
17 columns, Centered cropping 10%, Shearing (1%,1%), (0%,5%) and (5%,5%), 
Linear geometric transform(1.007, 0.01, 0.01, 1.012), (1.010, 0.013, 0.009, 1.011) and 
(1.013, 0.008, 0.011, 1.008), and  Rand bend attack. 
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Fig. 4. The watermark distortion (In PSNR) 
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Fig. 5. Robustness to rotation 
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Fig. 6. Robustness to scaling 
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Fig. 7. Robustness to StirMark 3.1 attacks 

5   Conclusion 

In this paper, we have proposed a semi-blind watermarking scheme which is robust 
against geometrical distortions and common image processing attacks by the use of 



 Geometrically Invariant Image Watermarking 135 

 

three techniques (SIFT, k-means clustering and twice voting strategy). First, The 
geometric invariant and muchness of SIFT is robust groundwork of watermarking 
scheme. Second, k-means clustering clusters SIFT features into k  clusters, and the 
watermark message is embedded bit by bit in each cluster. So the robustness of wa-
termarking will not only depend on individual feature point. Third, the exactness of 
the twice voting strategy ensures that the watermark message can be extracted accu-
rately. The proposed watermarking scheme is robust against a wide variety of attacks 
as indicated in the experimental results. Our approach can be further improved by 
developing more robust clustering method than k-means clustering, so that the list of 
centroids would not be sent to the extracter. 
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Abstract. As data mining having become increasingly important, clustering al-
gorithms with lots of applications have attracted a significant amount of research 
attention in recent decades. There are many different clustering techniques hav-
ing been proposed. Some conventional partitioning-based clustering methods, 
such as K-means, may fail if a set of incorrect parameters is chosen, or break-
down when the objects consist of non-spherical patterns. Although density-based 
approaches, e.g. DBSCAN and IDBSCAN, could deliver better results, they may 
increase time cost when using large data bases. In this investigation, a new clus-
tering algorithm termed DenVOICE is provided to circumvent the problems 
stated above. As a hybrid technique that combines density-partitioning clustering 
concept, the proposed algorithm is capable of resulting in precise pattern recog-
nition while decreasing time cost. Experiments illustrate that the new algorithm 
can recognize arbitrary patterns, and efficiently eliminate the problem of long 
computational time when employing large data bases. It also indicates that the 
proposed approach produces much smaller errors than K-means, DBSCAN and 
IDBSCAN techniques in most the cases examined herein. 

Keywords: data clustering, data mining, partitioning-based clustering, density-
based clustering. 

1   Introduction 

Clustering in data mining is a critical technique of knowledge discovery. Its task is to 
locate the similar objects to the same group and dissimilar objects to different groups 
in order that identifies interesting correlations among data attributes. There are many 
data clustering approaches having been proposed in recent decades, and subsequently 
becoming a highly active discussion and attracting strong attention in the research 
field of data mining [1]-[8]. In general, clustering techniques can be grouped as parti-
tioning, hierarchical, density-based, grid-based and mixed. 

Most of existing partitioning-based clustering techniques have pattern recognition 
problems when using non-spherical patterns of cluster. Although density-based ap-
proaches could deliver better results, they may increase time cost when using large 
data bases. To eliminate the drawbacks of previous clustering techniques mention 
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before, a new clustering algorithm termed DenVOICE based on congregation of 
Dense VOronoI CElls for non-spherical patterns is proposed in this investigation by 
integrating with density-partitioning approaches. Experimental studies indicate that 
the proposed algorithm performs better than some conventional clustering algorithms. 

2   Related Works 

The limitations and merits of related clustering techniques is provided in this section. 
K-means was proposed by McQueen in 1967 [1]. It involves three steps. (1) Choose 

randomly K objects as partition centers. (2) Locate each object to its closest centriod. (3) 
Re-calculate K partition centroids and repeat step (2) until the centroids convergence. K-
means is the one of popular partitioning-based algorithm. However, it always converges 
to a local optimum. Moreover, K-means have annoying obstacles in precise pattern 
recognition when employing non-spherical or not the same size patterns. 

To fulfill requirements for recognizing clusters with arbitrary shapes, density-based 
clustering algorithms have been proposed. Typically, those approaches identify the 
density of all objects and groups them based on density connectivity. DBSCAN is the 
one of well-know density-based approaches [2]. The algorithm first finds a core ob-
ject as a set of neighbor objects consisting of more than a specified number of objects. 
All the objects reachable within a chain of overlapping core objects define a cluster. 
Although DBSCAN can accurately recognize different size clusters or non-spherical 
patterns and filter noise, the time complexity of the algorithm increases significantly 
as the number of data base increases. 

Unlike DBSCAN, IDBSCAN, stands for Improved DBSCAN, samples a few rep-
resentatives instead of considering all the objects in the neighborhood surrounding 
core object [8]. By adopting this sampling, the algorithm can significantly decrease 
memory usage and I/O cost while increasing the performance of DBSCAN. However, 
the time complexity of the algorithm is also high when using large data base. 

3   The Proposed DenVOICE Algorithm 

In this section, the proposed algorithm is presented in detail, which consists of four 
concepts, namely Determination of Bounding Zone, Forming of Candidate Dense 
Voronoi Cells, Noise Filtering for Dense Voronoi Cells and Hierarchic Congregation. 
Logically, the algorithm constructs several bounding zones through Determination of 
Bounding Zone and, then, divides each bounding zone into several candidate dense 
voronoi cells. Consequently, noise filtering process is employed to eliminate outliner 
within candidate dense voronoi cells. Finally, the proposed algorithm utilizes breadth-
first search to congregate the dense voronoi cells to acquire whole clusters. The entire 
details about concepts are provided with four parts as follows: 

(1) Determination of Bounding Zone: The main idea of this concept is to reduce 
computational time. Ideally, the proposed algorithm splits feature space into several 
bounding zones by assigning each object in data base to its closet center of bounding 
zone. Mathematically speaking, in the feature space there is a given object set O = 
{o1, o2, …, om}, and a center set of bounding zones C = {c1, c2, …, cn}. For an object 
oj picked from O, the center ci determining process is defined as: 
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Fig. 1. (a) The original datasets (b) The situation after determining bounding zones 
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where R is the radius of the search zone and the Euclidean distance function d(oj,cq) is 
defined as: 
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where k indicates the feature dimension. If the center set C is empty or the Euclidean 
distance between the object oj and each center cq in C is greater than R, the object oj is 
determined as the center of new bounding zone. Otherwise, the object oj is assigned to 
the center cq in C. As displayed in the diagram (b) of Fig. 1, each zone surrounded by 
dotted red circle is named “bounding zone” in which a set of larger red points indi-
cates center of bounding zone. 
(2) Forming of Candidate Dense Voronoi Cells: In this step, each bounding zone is 
divided into many candidate dense voronoi cells for later noise filtering process. At 
beginning of process, the proposed algorithm identifies a set of centers within each 
bounding zone, then, assigns each object to its closest center to form a set of candi-
date dense voronoi cells. The candidate dense voronoi cell can be defined as a voronoi 
cell that may either contain dense objects or noise objects. The determination for 
center set of candidate dense voronoi cells is presented as follows. There is a given 
object set within the bounding zone P = {p1, p2, …, pr} and a center set of candidate 
dense voronoi cell VC = {vc1, vc2, …, vch}. For each object pj selected from P, if the 
distance between pj and each center vci is greater than R/2.5, it is identified as center 
of candidate dense voronoi cell. Otherwise do nothing. Using previous example, dis-
played in the diagram (a) of Fig.2, the red solid circle represents a bounding zone that 
is full of areas surrounded by red dotted circle. This depicts the situation after center 
selecting. The goal of center determination is to make all the candidate dense voronoi 
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Fig. 2. The progress of constructing candidate dense voronoi cells 

 

cells in the bounding zone much the same size. Consequently, all of objects in the 
bounding zone are assigned to its closest center thus a set of candidate dense voronoi 
cells is acquired, which is shown in the diagram (b) of Fig.2. 

 

Fig. 3. Illustration of noise filtering (a) Forming of neighbor regions (b) Acquisition of dense 
voronoi cell (c) Recalculation of center set 

(3) Noise Filtering for Dense Voronoi Cells: After forming processing of candidate 
dense voronoi cells, the noise filtering is performed on candidate dense voronoi cells 
to extract dense voronoi cells, which only consist of all the objects belonging to nor-
mal clusters. In order to filter the noise objects while recognizing normal objects, this 
investigation utilizes density function to filter the noise objects. In [3], influence func-
tion is defined as a mathematical description that the influence of an object has within 
its neighborhood, while the density function is defined as the sum of influence func-
tion of all objects in the region, and can be any arbitrary function. For simplicity, the 
Euclidean density function and Gaussian representation is applied [3]: 

fD
Gauss(oi) =

N∑
j=1

e−
d(oi,oj)2

2σ2 ,

 

(4) 
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where N denotes the object number within the region, d(oi, oj) represents the Euclid-
ean distance between oi and oj, and σ is the standard deviation. It is clear that if the 
object locates on dense region, it will have relative high sum of influence. By this 
property, the objects whose sum of influence is less than a given threshold will be 
treated as noise and discarded. Although Gaussian density function can help the pro-
posed algorithm to filter noise objects precisely, it may cause the time complexity of 
O(n2) due to performed on each object. In this work, the function is only performed 
on partial objects within the candidate dense voronoi cells instead of all the objects. 
The alternative is based on an assumption: if an object has high sum of influence 
derived from the formula, the neighbor objects surrounding the object also have high 
probability to gain the same fashion. Therefore, the time cost for influence computing 
will be significantly decreased. Consider a candidate dense voronoi cell displayed in 
the diagram (a) of Fig. 3 in which there are several red dotted circles every of which 
represents neighbor region. The density function is only performed on those red cen-
ter objects, thus reducing time cost. Consequently, the neighbor regions containing 
noise objects will be pruned due to lower sum of influence. This is illustrated in dia-
gram (b) of Fig. 3, which indicates a dense voronoi cell is gained by noise filtering. 
Similarly, if a whole candidate dense voronoi cell is full of noise objects, it will be 
pruned directly while running filtering process. At the end of this step, the proposed 
algorithm re-calculates the centroid for each dense voronoi cell. As represented in 
diagram (c) of Fig. 3, there are ten objects surrounded by black dotted circle indicat-
ing original location of centers and ten red objects denoting re-computed location of 
centroids. The purpose of this computation is to make sure that the re-calculated cen-
troids locate on the central area of dense voronoi cells that is full of normal objects so 
that to find internally tangent radius which will be discussed later. 

 

Fig. 4. Concept of hierarchic congregation 

(4) Hierarchic Congregation: To acquire the complete clusters, each dense voronoi 
cell searches its neighbors and links them through the virtual edges to construct merging 
chain. The problem now is how to identify virtual edges short enough so that the 
neighbor dense voronoi cells can be merged with each other to avoid connecting the 
parts belonging to other clusters. To fulfill this requirement, the ITR, stands for the 
internally tangent radius, is introduced. In this investigation, the ITR is identified as a 
maximal distance centroid the center to the ring containing the highest number of ob-
jects among all others. To implement this definition, the proposed algorithm divides the 
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search radius R into several segments in order that forming many rings. Subsequently, 
the number of objects located on each ring is summed up. If a ring has the highest num-
ber of objects among others, the distance between the centroid and the ring is defined as 
ITR. This concept is displayed in the diagram (a) of Fig. 4, which indicates that the ITR 
is the distance between the centroid and 3rd ring from inside to outside, namely the red 
solid circle. Using previous example to explain utilization of ITR, consider three dense 
voronoi cells illustrated in the diagram (b) of Fig. 4, given as DVC1, DVC2 and DVC3. 
It is clear that both DVC1 and DVC2 belong to the same cluster, while DVC3 is partial 
of other cluster. However, the distance D1 between centroids of DVC1 and DVC2 is the 
same as the distance D2 between centroids of DVC1 and DVC3. It probably cause a 
wrong connection that DVC1 merges with DVC3 since DVC3 belonging other cluster. 
In this situation, the proposed algorithm redefines the merging distance as the original 
distance between the centroids of the dense voronoi cells subtracting ITR belonging to 
them separately. If the merging distance between those dense voronoi cells is less than a 
threshold, they will be merged into a cluster. In the diagram (b) of Fig. 4, the merging 
distance d1 between DVC1 and DVC2 is less than the merging distance d2 between 
DVC1 and DVC3. This indicates that DVC1 will merge with DVC2 instead of congre-
gating DVC3. Filially, the whole cluster will be constructed by merging connectable 
dense voronoi cells with breadth-first search. On the other hand, a broken connection 
between the dense voronoi cells makes them into different clusters, which is illustrated 
in the diagram (c) of Fig. 4. 

The complete algorithm is described as follows. 
 

DenVOICE(DataSet,R,MinInf,MinMerDis) 
FOR i FROM 1 TO DataSet.Size DO 
  BoundingZoneSet.determineBoundingZone(DataSet.get(i),R); 
END FOR 
 
DenVorCellSet = null; 
FOR i FROM 1 TO BoundingZoneSet.Size DO 
  CandiDenVorCellSet = null; 
BoundingZone = BoundingZoneSet.get(i); 

  FOR j FROM 1 TO BoundingZone.Size DO 
    CandiDenVorCellSet.formCDVCell(BoundingZone.get(j),r); 
  END FOR 
   
  FOR j FROM 1 TO CandiDenVorCellSet.Size DO 
    DenVorCell = filterNoise(CandiDenVorCellSet.get(j),MinInf); 
    IF DenVorCell.Size > 0 
      DenVorCell.recalcuCentroid(); 
      DenVorCell.calcuITR(); 
      DenVorCellSet.add(DenVorCell); 
    END IF 
  END FOR 
END FOR 
 
WHILE(TRUE) DO 
  DenVorCell = DenVorCellSet.pop(); 
  IF DenVorCell == NULL 
    END DenVOICE 
  END IF 
  changeClusterId(DenVorCell,ClusterId); 
  BreadthFirstSearch(DenVorCell,ClusterId,MinMerDis); 
  ClusterId++; 
END WHILE 

END DenVOICE 
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DataSet represents the original dataset. R is search radius. MinInf denotes the 
minimal influence threshold, and MinMerDis indicates the minimal merging dis-
tance. The method is presented step by step below: 
 
Step 1. For each object in the DataSet, examine whether the distance between the 

object and every center of bounding zone in the BoundingZoneSet is 
greater than the threshold R. In that case, set the object as a center of new 
bounding zone. Otherwise, assign the object to the bounding zone. 

Step 2. Split each bounding zone in accordance with the threshold r, namely R/2.5, to 
form a set of candidate dense voronoi cells CandiDenVorCellSet. 

Step 3. Filter noise by performing Gaussian density function on all of candidate dense 
voronoi cells to acquire a set of dense voronoi cells. Notably, a candidate 
dense voronoi cell will be pruned directly if it is full of noise objects. Conse-
quently, the proposed algorithm re-calculates centroid and ITR for each dense 
voronoi cell. 

Step 4. Repeat the following process until all of dense voronoi cells have been con-
nected. 

Step 5. For a dense voronoi cell, search and link its neighbors by breadth-first search 
in accordance with the minimal merging distance threshold MinMerDis to 
construct completed cluster. 

 

Fig. 5. The original datasets for experiments 

4   Experiment Evaluation 

In this investigation, The proposed algorithm was implemented in a Java-based pro-
gram, and run on a personal computer with 4GB RAM, an Intel 2.4GHz CPU on 
Microsoft Windows XP professional Operational System. For simple visualization, 
five kinds of synthetic 2-D datasets with 11,500, 115,000, 230,000 and 575,000  
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objects are employed to evaluate the performance of the proposed algorithm. Fig. 5 
represents the original datasets. Among these datasets, the patterns of dataset 1, 2, 3 
and 4 were sampled from [2] and [5]. The results of the proposed algorithm were 
compared with that of K-means, DBSCAN and IDBSCAN. In the experiment, the 
clustering correctness rate (CCR) and noise filtering rate (NFR) are utilized. The 
former is the percentage of cluster objects correctly recognized by algorithm, while 
latter represents the percentage of noise objects correctly filtered by algorithm. Owing 
to the limitation of length, not all experimental results are provided. In the experiment  
 

 

Fig. 6. The experimental results of the proposed algorithm 

Table 1. Comparisons with DenVOICE, K-means, DBSCAN and IDBSCAN using 575,000 
objects data sets with 15% noise; item 1 represents time cost (in seconds); item 2 denotes the 
CCR (%), while item 3 is NFR (%) 

Algorithm Item DataSet-1 DataSet-2 DataSet-3 DataSet-4 DataSet-5 
1 10.66 8.688 21.86 14.4 11.3 

2 57.421% 62.307% 48.175% 51.508% 67.73% K-means 

3 0% 0% 0% 0% 0% 

1 N/A N/A N/A N/A N/A 

2 N/A N/A N/A N/A N/A DBSCAN 

3 N/A N/A N/A N/A N/A 

1 192.375 158.563 181.047 224.062 82.437 

2 99.532% 99.361% 99.664% 99.387% 98.923% IDBSCAN 

3 99.088% 98.48% 98.738% 98.985% 99.196% 

1 6.953 7.609 6.812 6.75 10.4 

2 99.715% 99.683% 99.49% 99.139% 99.842% DenVOICE 

3 98.921% 98.54% 99.246% 99.596% 99.236% 
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with lower size of data set, the results of DBSCAN indicate that it can accurately recog-
nize any arbitrary pattern. However, the time cost of DBSCAN increases significantly 
when employing data set with 575,000 objects, which causes that Table 1 does not list 
the experiment results for DBSCAN (N/A means that the experiment were not per-
formed). Although IDBSCAN increases the performance of DBSCAN when using large 
data sets, Table 1 demonstrates that the proposed algorithm outperforms IDBSCAN in 
time cost while having batter capability of handling non-spherical patterns than K-
means. It is also indicates that the proposed algorithm usually yields more accurate 
results and has higher operational speed than K-means, DBSCAN and IDBSCAN. 

5   Conclusion 

This investigation presents a new density-partitioning clustering algorithm for data 
mining applications. By adopting the concept of congregating dense voronoi cells, the 
proposed clustering algorithm can handle clusters of both non-spherical and not of the 
same size. By integrating operation of partitioning-based clustering approach, the new 
algorithm can keep up performance of the density-based clustering techniques while 
shortening computational time. In addition, simulation results present that the new 
clustering approach performs better than some existing well-known methods such as 
the K-means, DBSCAN and IDBSCAN algorithms. 
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Abstract. Standard cluster algorithms learn without supervision (unsupervised 
learning), this approach allows users to impose the method of clustering con-
cerning the preferred topic. The described method consists of the following 
stages: introduction of preferred topic, tagging the data based on topic and se-
mantic relationships, using optimizing hierarchical clustering algorithm which 
uses the criterion function to determine the best partition method. 

Keywords: document clustering, semantic tagging, ontology. 

1   Introduction 

Search results returned by search engines are not perfect. They contain many documents 
that are only loosely connected with our search topic. Often data that is interesting from 
our point of view is placed on further result pages, and as latest research shows – most 
people tend to look only at first page of results (so in case of Google with default set-
tings it would be 10 results). Moreover, there is a problem with entities ambiguity, 
which is very good visible in case of people names or names of products/firms. Let us 
take “sun” as an example. There is Sun the firm, Sun the software, Sun the star, or Sun 
as the newspaper. Documents connected with all those meanings would be returned by 
search engine in mixed form, sorted by its internal ranking system (Page Rank in case of 
Google). Proposed approach functions as proxy between user and Google – it collects 
user’s query and data delivered by Google, and next runs the clustering process to group 
distinct results from more than top 10 ULRs (more than the first page of results). This 
gives us a quick way of browsing through the results only within the interesting group 
(for example containing information only about the Sun as the star), and this raises the 
possibility of checking also those results that originally were not on the first page and 
probably would have been omitted. Clustering algorithm must work although at the 
beginning we don’t know the cluster count (so the k-means method would be inappro-
priate), we don’t know also the size of single clusters. 

2   Related Works 

Clusterization of a document means the use of cluster analysis in regard to results 
given by web search engines. It is about effective creation of sensible groups of doc-
uments with connected topics and their short description in a way understood to users. 
New approaches are used to cluster documents i.e. hierarchical clusterization, which 
is the most popular way of implementation of clusterization in search engines. The 
algorithm starts when there is one indivisible document collection. The documents are 



146 K. Strzalka and A. Zgrzywa 

 

joined in pairs, pairs in fours etc., until we get one collection containing two classes 
of documents. Such collection is a tree structure which can be presented in a natural 
way with the use of dendrogram. However, this structure is not convenient to do 
comparisons, therefore its modification is more often used - so-called slices. To gen-
erate a faster and high quality clustering some researchers use the particle algorithm, 
but to enhance the performance of document clustering we use ontology. The COSA 
algorithm [5] draws the documents feature vector firstly, and then reflects words in 
vector for concept in concept tree of ontology. Concepts with little support will be 
gathered to parent concept, however concepts with big support will be separated into 
sub concepts. This algorithm reduces dimensionality of vectors. 

3   Proposed Solution 

Our wanted result is division of the search results into non overlapping clusters in 
such way, that for example different persons with the same name got into separate 
clusters. With mentioned earlier limitations, using hierarchical clustering algorithm 
seems to be very good solution, because it can function without a priori knowledge 
about the documents set. From the user’s point of view, the whole process should be 
transparent and should not give noticeable waiting time overhead (compared to “pure” 
Google waiting time). Google delivers AJAX API interface, which allows us to send 
queries and receive result sets with additional information such as page’s Page Rank 
(unfortunately, if we want to receive this value, the maximum returned result URL 
count is reduced to 65). Proposed solution taking query from user and ordering them 
in clusters contains the following steps: 

1. Get query from user 
2. Send query to search engine and get answers 
3. Cluster the answers: 

a) Represent user query in form of multi attribute topic 
b) Mark documents based on topic and semantic connections 
c) Find inter document similarities 
d) Construct matrix of dissimilarity 
e) Clusterize document results with optimizing hierarchical algorithm. 

4. Return grouped results 

By limiting the clusterization with topic, and searching only through the words that 
are semantically connected to the topic we limited number of elements that need 
processed, and because of this dimension count of property vector is also reduced 
(normally it counts thousands of elements), and reduced dimensions means reduced 
processing time for each document. 

3.1   Clusterization 

Main element of described approach is the semiautomatic  clustering based on user’s 
query. To rise it’s efficiency and shorten the running time we used semantic method, 
which allows us to skip analysis of data irrelevant to selected topic. 
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5   Conclusion 

The final results shows, that semantic approach to clusterization can give good results, 
and let the user see more than just the first ten usually watched links. By grouping 
search results into coherent clusters, user has the ability to easily discard unwanted 
information, and search only within interesting subgroup of (at the beginning) ambi-
guous names. Proposed approach is much more accurate than standard clusterization 
algorithm. But there’s still several problems left – how to order results inside of cluster 
and present them to the user. Currently we order intracluster results by their Page Rank 
given by Google, but if there will be more than one-two pages of such results, the user 
mat get bored and omit parts of useful links. The other problem is with algorithm over-
head, if we want to group more than first 65 results, the time needed to parse additional 
data will rise. It could be interesting to recluster grouped documents, to reveal many 
similar, or even identical documents in one group, so the user would not have to 
browse through several identical descriptions (for example datasheets of electronic 
equipment). 
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Abstract. Thin-film solar cell, one of green energies, is growing at a fast pace with 
its long-lasting and non-polluting natures. To detect the potential trends of this 
technology is essential for companies and relevant industries so that the competi-
tive advantages of companies can be retained and the developing directions of in-
dustries can be perceived. Therefore, a research framework for trend detection has 
been formed where cluster analysis is employed to perform the similarity meas-
urement, and data crystallization is adopted to conduct the association analysis. 
Consequently, the relation patterns were identified from the relations among com-
panies, issue years, and techniques. Finally, according to the relation patterns, the 
potential trends of thin-film solar cell were detected for companies and industries. 

Keywords: trend detection, cluster analysis, data crystallization, thin-film solar 
cell, patent data. 

1   Introduction 

It is essential for companies and stakeholders to realize the situation of a certain tech-
nology so that companies can review their development directions of products and 
stakeholders can examine the suitability of their relevant investments. In technologi-
cal information, up to 80% of the disclosures in patents are never published in any 
other form [1]. Therefore, patent analysis has been recognized as an important task for 
companies and industries. Through appropriate analysis, technological details and 
relations, business trends, novel industrial solutions, or making investment policy can 
be achieved [2]. Apart from those existing methods, a research framework of cluster 
analysis and data crystallization will be built for patent analysis in order to detect the 
potential trends of thin-film solar cell in the U.S. 

2   Related Work 

As this study is aimed to explore the technological trends of thin-film solar cell, a 
research framework needs to be constructed via a consideration of cluster analysis and 
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data crystallization. In order to handle the textual nature of patent data (especially the 
abstract, description, and claim fields), cluster analysis is adopted to measure the 
similarity character between patent documents, while data crystallization is employed 
to measure the association character between the consisting terms of patent docu-
ments. Subsequently, the research framework will be applied to the domain of trend 
detection. Therefore, the related areas of this study would be trend detection, patent 
data, thin-film solar cell, cluster analysis, and data crystallization. 

2.1   Trend Detection 

Emerging trend detection (ETD) is to detect a topic area that is growing in interest 
and utility over time [3]. The ETD process can be viewed mainly in three phases: 
topic representation, identification of features, and verification of interest and utility 
[4]. It takes as input a collection of textual data and identifies topic areas that are 
either novel or are growing in importance within the corpus [3]. In this study, a re-
search framework, formed by cluster analysis and data crystallization, will be used for 
conducting the trend detection upon thin-film solar cell via patent data. 

2.2   Patent Data and Thin-Film Solar Cell 

A patent document is similar to a general document, but includes rich and varied 
technical information as well as important research results [1]. Patent documents can 
be gathered from a variety of sources, such as the Intellectual Property Office in Tai-
wan (TIPO), the United States Patent and Trademark Office (USPTO), the European 
Patent Office (EPO), and so on. A patent document contains numerous fields, such as: 
patent number, title, abstract, issue date, application date, application type, assignee 
name, international classification (IPC), US references, claims, description, etc. 

Solar cell, a sort of green energy, is clean, renewable, and good for protecting our 
environment. It can be mainly divided into two categories (according to the light 
absorbing material): crystalline silicon (in a wafer form) and thin films (of other mate-
rials) [5]. A thin-film solar cell (TFSC), also called a thin-film photovoltaic cell 
(TFPV), is made by depositing one or more thin layers (i.e., thin film) of photovoltaic 
material on a substrate [6]. The most common materials of TFSC are amorphous 
silicon or polycrystalline materials (such as: CdTe, CIS, and CIGS) [5]. In recent 
years (2003-2007), total PV production grew in average by almost 50% worldwide, 
whereas the thin film segment grew in average by over 80% and reached 400 MW or 
10% of total PV production in 2007 [7]. Therefore, thin film is the most potential 
segment with the highest production growth rate in the solar cell industry, and it 
would be appropriate for academic and practical researchers to contribute efforts to 
explore and understand this rapid growing technology. 

2.3   Cluster Analysis 

Cluster analysis divides data into groups (clusters) that are meaningful, useful, or both 
[8]. Classes, or conceptually meaningful groups of objects that share common charac-
teristics, play an important role in how people analyze and describe the world.  
Clusters are potential classes and cluster analysis is the study of techniques for auto-
matically finding classes [8]. Cluster analysis will be employed in this study for 
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measuring the similarity nature of documents, so as to divide patent data into groups 
and to form the technical topics of thin-film solar cell. 

2.4   Modified Data Crystallization 

Data crystallization, a technique of chance discovery, is used to detect the unobserv-
able (but significant) events via inserting these unobservable events as dummy items 
into the given data set [9]. The unobservable events and their relations with other 
events are visualized by applying the KeyGraph which is a two-dimension undirected 
graph, consisting of event clusters, visible events, and chances [10]. A generic data 
crystallization algorithm can be summarized as follows [11]: (a) event identification: 
all events appearing in all basket data B = {bi} (i ϵ [0, |B| − 1]) are picked up; (b) 
clustering: partitions a data set into subsets, so that the data in each subset share some 
similarity; (c) dummy event insertion: a dummy event DEi is inserted into a basket bi, 
which results in bi → {{ei}, DEi}; (d) co-occurrence calculation: the co-occurrence 
between a dummy event and clusters is measured by equation (1), where C is the 
specific number of clusters; and (e) topology analysis: the dummy events having co-
occurrence with multiple clusters are picked up and visualized with KeyGraph. 

( ) ( )∑
= ∈

=
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0

,max,
j
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Data crystallization was originally proposed to deal with unobservable events (i.e., 
dummy events) so as to emerge the hidden clues from existing circumstances via 
judging the unknown relations [12]. This method has been modified by the authors to 
insert extra data elements (e.g., assignee, country-code, or issued-date fields) as 
dummy events into the initial data records (i.e., the abstract field), so that the relations 
between the extra data elements and existing clusters can come out and be observed 
[13]. In this study, the modified data crystallization will be adapted to handle two 
dummy events (i.e., two extra data elements) at the same time, in order to display the 
combination of two different kinds of relations in one diagram simultaneously. 

3   A Research Framework for Trend Detection 

As this study is attempted to explore the potential trends in the thin-film solar cell 
technology, a research framework for trend detection, based on the cluster analysis 
and modified data crystallization, has been developed and shown in Fig. 1. It consists 
of four phases: data preprocessing, cluster analysis, modified data crystallization, and 
new findings; and will be described in the following subsections. 

 

Fig. 1. A research framework for trend detection 
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3.1   Data Preprocessing 

In first phase, the patent data of thin-film solar cell (during a certain period of time) 
will be downloaded from the USPTO [14]. For considering an essential part to repre-
sent a complex patent data, the abstract, assignee, and issue date fields are selected as 
the objects for this study. Afterward, two processes, POS tagging and data cleaning, 
will be executed to clean up the source textual data. 

(1) POS Tagging: An English POS tagger (i.e., a Part-Of-Speech tagger for English) 
from the Stanford Natural Language Processing Group [15] will be employed to per-
form word segmenting and labeling on the patent documents (i.e., the abstract field). 
Then, a list of proper morphological features of words needs to be decided for sifting 
out the initial words. 

(2) Data Cleaning: Upon these initial words, files of n-grams, stop words, and syno-
nyms will be built so as to combine relevant words into compound terms, to eliminate 
less meaningful words, and to aggregate synonymous words. Consequently, the mean-
ingful terms will be obtained from this process. 

3.2   Cluster Analysis 

Second phase is designed to conduct the cluster analysis via two-step clustering and 
topic identification so as to gain the technical topics. 

(1) Two-step Clustering: In order to perform the cluster analysis, a two-step cluster-
ing is adopted from SPSS Clementine for grouping patent documents into clusters 
[16]. Two-step clustering is a scalable cluster analysis algorithm designed to handle 
very large data sets. It can handle both continuous and categorical variables (or attrib-
utes). It requires only one data pass. It has two steps: (a) to pre-cluster the cases (or 
records) into many small sub-clusters; (b) to cluster the sub-clusters resulting from 
pre-cluster step into the desired number of clusters [16]. These clusters are regarded 
as the initial clusters. 

(2) Topic Identification: An initial cluster will be named via summarizing the title 
field of its composed patent documents and checking on the degree of its relevance to 
a certain technological subfield in the domain knowledge. Each named cluster is then 
identified as a technical topic and will be utilized in the following phases. 

3.3   Modified Data Crystallization 

Third phase, including dummy event insertion and crystallized KeyGraph generation, 
is used to find out the relations among subtopics, companies, and issue years for pat-
tern recognition. 

(1) Dummy Event Insertion: In order to conduct the data crystallization, two dummy 
events, namely assignee and issue date fields, need to be inserted into a patent docu-
ment of the data subset which is contained in every topic (i.e., derived from the above 
cluster analysis). 

(2) Crystallized KeyGraph Generation: After the dummy event insertion, data crys-
tallization will be triggered to generate a crystallized KeyGraph for each topic. Firstly, 
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using the updated data subset, a KeyGraph will be drawn to show the individual nodes, 
grouping nodes, and dummy nodes. Secondly, the inner clusters will be obtained by 
setting a threshold to the number of grouping nodes (e.g., the threshold is set to no less 
than 3 in this study). Thirdly, the inner cluster will be named via combining the mean-
ing of its composed nodes and via referring to the domain knowledge, and will be 
regarded as a technical subtopic. Finally, this crystallized KeyGraph will be utilized to 
observe the relations between (or among) dummy nodes and inner clusters. 

3.4   New Findings 

In last phase, pattern recognition will be used to figure out the relation patterns ac-
cording to the relations among subtopics, companies, and issue years; while trend 
detection will be utilized to explore the potential trends based on the relation patterns. 

(1) Pattern Recognition: Referring to the crystallized KeyGraphs, the relations among 
subtopics, companies, and issue years will be applied to recognize the relation patterns 
by observing the linkages from a year to subtopics, a year to companies, a company to 
subtopics, and a subtopic to companies. Firstly, the linkages from a year to subtopics 
will be used to construct the “a year relating to multiple techniques” pattern (Type A). 
Secondly, the linkages from a year to companies will be applied to construct the “a year 
relating to multiple companies” pattern (Type B). Thirdly, the linkages from a company 
to subtopics will be utilized to construct the “a company relating to multiple techniques” 
pattern (Type C). Lastly, the linkages from a subtopic to companies will be utilized to 
construct the “a technique relating to multiple companies” pattern (Type D). 

(2) Trend Detection: According to the relation patterns from the above pattern rec-
ognition and based on the domain knowledge, the potential trends of thin-film solar 
cell will be detected so as to facilitate the decision-making for managers stakeholders. 

4   Experimental Results and Explanation 

The experiment has been implemented according to the research framework. The 
experimental results will be explained in the following four subsections: result of data 
preprocessing, result of topic generation, result of crystallized KeyGraph generation, 
and result of pattern recognition and new findings. 

4.1   Result of Data Preprocessing 

As the aim of this study is to visualize the relations among issue years, technical sub-
topics, and companies, as well as to explore the potential trends, the patent documents 
of thin-film solar cell were the target data for this experiment. Mainly, the abstract, 
assignee, and issue year fields of patent documents were used in this study. Therefore, 
160 issued patent items during year 2000 to 2009 were collected from USPTO, using 
key words: “‘thin film’ and (‘solar cell’ or ‘solar cells’ or ‘photovoltaic cell’ or 
‘photovoltaic cells’ or ‘PV cell’ or ‘PV cells’)” on “title field or abstract field”. The 
POS tagger was then triggered to do the data preprocessing upon the collected 160 
patent items. Consequently, the patent documents during year 2000 to 2009 were 
cleaned up and the meaningful terms were obtained. 
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4.2   Result of Topic Generation 

Using the meaningful terms from data preprocessing, the technical topics (in Table 1) 
were generated via the TwoStep clustering function of SPSS Clementine (version 
10.1). In the table, six initial clusters were identified with the number of composed 
records for Cluster-1 to Cluster-6: 12, 33, 24, 21, 51, 19 respectively. According to 
the title fields and domain knowledge, these six clusters were named as:  
‘single-crystal & organic-semiconductor’, ‘light-absorbing-layer & CVD-method’, 
‘roll-to-roll-process & heat-treatment’, ‘amorphous-film & plasma-deposition’, 
‘microcrystalline-silicon & annealing-process’, and ‘sputtering & compound-thin-
film’, and regarded as the technical topics. 

Table 1. Technical topics of thin-film solar cell 

id name of technical topic number of composed records 
topic-1 ‘single-crystal & organic-semiconductor’ 12 
topic-2 ‘light-absorbing-layer & CVD-method’ 33 
topic-3 ‘roll-to-roll-process & heat-treatment’ 24 
topic-4 ‘amorphous-film & plasma-deposition’ 21 
topic-5 ‘microcrystalline-silicon & annealing-process’ 51 
topic-6 ‘sputtering & compound-thin-film’ 19 

4.3   Result of Crystallized KeyGraph Generation 

After adding dummy events (i.e., assignee and issue year fields) to the data subset of a 
topic, a crystallized KeyGraph of that topic (e.g., ‘single-crystal & organic-
semiconductor’) was drawn so as to demonstrate the inserted dummy events (6 years 
and 8 companies) and containing inner clusters (6 subtopics) within a topic (in Fig. 2). 
The other crystallized KeyGraphs for ‘light-absorbing-layer & CVD-method’, ‘roll-
to-roll-process & heat-treatment’, ‘amorphous-film & plasma-deposition’, ‘micro-
crystalline-silicon & annealing-process’, and ‘sputtering & compound-thin-film’ were 
produced successively. The crystallized KeyGraph of ‘light-absorbing-layer & CVD-
method’ was another example shown in Fig. 3. The other four crystallized KeyGraphs 
were omitted because of the page limit. 
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Fig. 2. A crystallized KeyGraph of ‘single-crystal & organic-semiconductor’ 
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Fig. 3. A crystallized KeyGraph of ‘light-absorbing-layer & CVD-method’ 

4.4   Result of Pattern Recognition and Trend Detection 

According to the above crystallized KeyGraphs, the linkages from dummy events 
(i.e., years and companies) to inner clusters (i.e., subtopics) were used to recognize 
the relation patterns. Firstly, the relation patterns, Type A and Type B, linking from 
year to subtopics and companies, were summarized yearly in Table 2. Secondly, the 
relation patterns, Type C and Type D, were applied to define the focused techniques 
and significant companies if a technique linking to two or more companies and a 
company linking to two or more techniques, also expressed in Table 2 (in boldface 
and italics). 

In accordance with the above Table 2 and based on domain knowledge, the poten-
tial trends of each year (2000-2009) and some specific topics were explored and  
depicted below. 

(1) Trends from 2000 to 2009: Referring to Table 2, trends of year 2000 to 2009 were 
explained as follows. In 2000, the focused techniques were single-crystal-thin-film & 
insulating-substrate, flexible-material, and compound-thin-film & photoelectron-
spectroscopy, while the significant company was Asahi-Kasei-Kogyo-Kabushiki-Kaisha. 
In 2001, the focused techniques were composite-structure & metal-layer, coating-
chamber, and compound-thin-film & photoelectron-spectroscopy, while the significant 
company was Canon-Kabushiki-Kaisha. In 2002, the focused techniques were p-n-
double-layer and display-device, while the significant companies were Kaneka-
Corporation, Angewandte-Solarenergie-ASE-GmbH, and Canon-Kabushiki-Kaisha. In 
2003, the focused technique was flexible-material, while the significant company was 
Sharp-Kabushiki-Kaisha. In 2004, the focused technique was laser-pulse, while the sig-
nificant companies were National-Institute-of-Advanced-Industrial-Science-Technology 
and Kaneka-Corporation. In 2005, the focused techniques were flexible-material and RF-
sputtering & CIGS, while the significant company was The-Board-of-Trustees-of-the-
University-of-Arkansas. In 2006, the focused techniques were light-absorbing-layer and 
microcrystalline-silicon & deposition-gas, while the significant companies were Honda-
Giken-Kogyo-Kabushiki-Kaisha and Midwest-Research-Institute. In 2007, the focused  
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Table 2. Trends of thin-film solar cell (2000-2009) 

 

techniques were heating-jig-electrodeposition, light-emitting-diode, and polycrystalline-
organic-thin-film, while the significant companies were Davis-Joseph-Negley and Solar-
Flex-Technologies-Inc. In 2008, the focused technique was display-device, while the 
significant company was The-Trustees-of-Princeton-University. In 2009, the focused 
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techniques were composite-structure & metal-layer, In-Ga-original-substrate, and RF-
sputtering & CIGS, while the significant companies were Smasung-Electronics-Co-Ltd 
and Solopower-Inc. Additionally, during 2000 to 2009, the more focused techniques 
were composite-structure & metal-layer, display-device, flexible-material, compound-
thin-film & photoelectron-spectroscopy, and RF-sputtering & CIGS, and the more sig-
nificant companies were Kaneka-Corporation and Canon-Kabushiki-Kaisha. 

(2) Trends in Topics: Learning from Table 2, trends of several specific topics could 
be explained as follows. In topic-1, techniques ‘composite-structure & metal-layer’ 
and ‘organic-semiconductor-thin-film’ were linked closely via company ‘Smasung-
Electronics-Co-Ltd’ in 2001 and 2009. In topic-2, techniques ‘plasma-CVD’ and 
‘film-deposition’ were linked together via company ‘National-Institute-of-Advanced-
Industrial-Science-Technology’ in 2004. In topic-5, techniques ‘polycrystalline-
organic-thin-film’ and ‘TCO-(transparent-conductive-oxide)-film’ were linked  
together via company ‘SolarFlex-Technologies-Inc’ in 2007 and 2008. 

5   Conclusions 

The research framework of cluster analysis and data crystallization for trend detection 
has been formed and applied to thin-film solar cell using patent data. The experiment 
was performed and the experimental results were obtained. The topics of thin-film 
solar cell during 2000 to 2009 were: ‘single-crystal & organic-semiconductor’, ‘light-
absorbing-layer & CVD-method’, ‘roll-to-roll-process & heat-treatment’, ‘amor-
phous-film & plasma-deposition’, ‘microcrystalline-silicon & annealing-process’, and 
‘sputtering & compound-thin-film’. The potential trends in each year (from 2000 to 
2009) and in several specific topics have been detected, which would be helpful for 
managers and stakeholders to understand the developing directions of thin-film solar 
cell and to facilitate the strategic planning and decision-making. 

In the future work, the research framework may be joined by some other methods 
such as grounded theory or social network analysis so as to enhance the validity of ex-
perimental results. In addition, the data source can be expanded from USPTO to WIPO 
or TIPO in order to explore the potential trends of thin-film solar cell technology 
widely. 
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Abstract. Article presents results of implementation of semantic com-
pression for English. An idea of semantic compression is reintroduced
with examples and steps taken to perform experiment are given. A task
of re-engineering available structures in order to apply them to already
existing project infrastructure for experiments is described. Experiment
demonstrates validity of research along with real examples of semanti-
cally compressed documents.

Keywords: semantic compression, semantic network, WiSENet,
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1 Introduction

The aim of this work is to present an implementation of semantic compression,
idea presented in [1], for English. Its main contribution is that experiment was
performed for new language and an introduction of new semantic net. This has
been achieved by application of re-engineered WordNet as a data structure for
disambiguation resolution and a set of English domain frequency dictionaries.
This research was motivated by good results already achieved for Polish [2]. In
order to reach broader spectrum of peers and demonstrate usability of semantic
compression, authors have decided to introduce semantic compression for English
language.

For completion’s sake authors decided to reintroduce notion of semantic com-
pression. Detailed setting of this technique in Information Retrieval systems is
discussed in here [1]. Discussion of necessary adjustments of already crafted so-
lutions frequently used by researchers around the world precedes description of
experiment and presentation of its results.

The work has been divided into following sections: description of semantic
compression, description and discussion of semantic net in SenecaNet format,
process of transferring WordNet into SenecaNet format (denoted as WiSENet),
evaluation experiment using semantic compression for English, conclusions and
future work.
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2 Semantic Compression and Its Applications

In consistence with what has been stated in introductory section of this article,
authors decided to reintroduce semantic compression. From now on any referrals
to it are to be understood in spirit of the following definition:

Definition 1. Semantic compression is a technique that allows to transform a
text fragment so that it has similar meaning but it is using less detailed terms
where information loss minimization is an imperative.

The most important idea behind semantic compression is that it reduces the
number of words used to describe an idea. As a consequence, semantic compres-
sion allows one to identify a common thought in seemingly different communica-
tion vessels, and it uses reduced number of word-vector dimensions in involved
methods, making them more efficient.

Semantic compression for English has been made possible through adoption
of WordNet [11] and adjusting it to already existing tools crafted for SEIPro2S.
The details of adoption and motivation of transferring WordNet to SenecaNet
format is discussed in separate section.

As stated in previous works, semantic compression can be perceived as an
advanced technique to replace unnecessary terms with more general ones in pro-
cessed text. Unnecessary terms are understood as words too specialised for given
text [10]. This terms can be replaced by more general ones that fit into text’s
domain. This cannot be achieved without prior domain research and definition
of domain frequency dictionaries. Thus, the need of semantic net for storing rela-
tions among words (with special focus on hypernymy and synonymy) and domain
frequency dictionaries to measure which words can be freely generalised without
visible information loss. These two crucial elements will be explored in greater
detail after picturing semantic compression’s mechanism. To further visualize se-
mantic compression, please consider following artificial demonstration-purpose
reference example.

First, one shall consider sentence A0 and then compare it with sentence A1 .
Then, proceed to sentences B0 and B1 . Finally, compare sentences A1 and B1 .

Sentence A0. Our cherished color television and fridge went under the hammer
as the family tried to make ends meet.

Sentence A1. Our loved colour television and fridge was sold as the family tried
to survive.

Sentence B0. Our treasured color TV set and refrigerator was traded so that
our household could carry on through.

Sentence B1. Our loved colour television and fridge was sold so that our family
could survive.

Comparison demonstrates sentences that can be easily matched when one is
able to transform them using semantic compression (sentences A1 and B1 are
compressed). Matching must be based on a algorithm resembling classic bag of
words [12] to yield best results. Authors strongly believe that given example
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is clear enough to convey basic mechanism of semantic compression. Real life
examples will be given in section devoted to evaluation experiment. If one is to
further delve into semantic compression and its place in Information Retrieval
systems, please refer to more detailed description given in [2]. As one is ready
to observe, semantic compression has to impose some information loss. It is a
result of generalisation process that allows to replace less frequent terms with
their more frequent hypernyms.

Domain corpora are resource that is foundation of domain frequency dictio-
naries that are of great value in generalisation process. There are no predefined
settings for the level of generalisation that yields greatest effects. It has to be
computed throughout an experiment for given set of documents. One can refer
to exemplary results of semantic compression for Polish which can be found in
[2]. Results for English are summarised and discussed later in this work.

A set of application for semantic compression is possible.
For the authors of this work, an interesting way to apply it to real world

usage scenario is to check whether an artifact overuses unquoted references to
someone’s work. This kind of application enables one to weed out instances of
plagiarism.

Another interesting application can be search for similar work in some vast
corpora. This shall be extremely useful to anyone poised against such a task,
as one does not have to match actual word phrasing but can focus more on the
notion to be found. This application can be treated as method for automatic cre-
ation of related search terms not based on other queries but basing on rephrasing
of current one. Others are also interested in the field, refer to [3] , [4] and [5].

One should also consider application of semantic compression to verify whether
community based classification are free from random misclassification. Previously
referenced work on semantic compression along with verification in this article
hints that overall quality of automatic categorization can be significantly better
than one performed with traditional methods. Performing clustering over corpus
of semantically compressed documents results in fewer errors [8].

Semantic compression can find its application in intellectual property protec-
tion systems such as SEIPro2S implemented for Polish [1]. This kind of systems
focuses on the meaning of documents trespassing corporate boundaries. In knowl-
edge oriented societies where majority of revenue is an outcome of knowledge
application this kind of system is invaluable asset.

3 SenecaNet Features and Structure

As earlier emphasized, any reasonable text transformation that promises in-
formed choices when substituting one term for another one of more general na-
ture fitting into text’s domain, must be based on a structure capable of storing
a variety of semantic relations.

A number of structures ranging from simple dictionaries, through thesauri
to ontologies were applied into the matter [7]. Out of them semantic net has
proven to be the best solutions due to its outstanding features coupled with lack
of overcomplexity.
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Experiment given in [2] was based on SenecaNet. SenecaNet is semantic net
that stores relations among concepts for Polish. It stores over 137000 concepts,
its other features are listed and described elsewhere.

It follows a notion of semantic net in every aspect. It has chosen to represent
concepts of semantic net as a list. There is a specific format that allows for fast
traversal and a number of checkup optimizations, that SenecaNet implements.
As mentioned before, concepts are represented as a list of entries. Entry is stored
in a way that allows for referencing connected concepts in an efficient manner.

Every entry of this list conveys information on actual descriptor to be found
in text, hypernyms, synonyms, antonyms and descriptors that are in unnamed
relation to given descriptor.

There is additional rule that every descriptor can occur exactly one time on
the leftmost part of entry when whole semantic network is considered. This
restriction introduces extremely important feature. There can be no cycles in
structure devised in this manner.

Each descriptor can have one or more hypernyms (a heterarchy as in [7]).
Each descriptor can have one or more synonyms. Synonyms are listed only once
on the right side of entry, they do not occur on the leftmost part of entry,
This is additional anticycle guard. An excerpt from WiSENet format is given to
illustrate described content.

Listing 1.1. SenecaNet file format

Barack Obama | p o l i t i c i a n ,# pr e s i d e n t (USA) ,
car | vah i c l e ,& engine ,
g igabyte | computer memory unit ,&byte ,
Real Madrid | f o o t b a l l team , @Madrid ,
volume un i t | uni t o f measurement , @volume ,
Jerusalem | c i ty , : P a l e s t i n e Authority ,
Anoushka Shankar | musician ,# s i t a r i s t ,#daughter ( Ravi Shankar ) ,
H i l l a r y Cl inton | p o l i t i c i a n ,# s e c r e t a r y o f s t a t e (USA) ,

For many solutions, structure of semantic net is transparent, it does not affect
the tasks net is applied to. Nevertheless, semantic compression is much easier
when descriptors are represented by actual terms and their variants are stored
as synonyms.

4 WordNet to SenecaNet Conversion

When faced with implementation of semantic compression for English one has
to use a solution that has similar capabilities as those on SenecaNet. Building
up a new semantic net for English is a great effort surpassing authors’ abilities,
thus we have turned to existing solutions. WordNet has proven to be excellent
resource. It was applied by numerous research teams to a great number of tasks
yielding good results. Thus, it was a natural choice in authors’ research.
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WordNet itself is a sense-oriented semantic net structure that contains over
130000 terms grouped in synsets. Every synset is collection of words (lemmas)
that are in synonymy [11]. The design choice are not to be discussed here, yet
one has to emphasize that synsets are elegant solution, at the same time they
are cumbersome in text processing applications.

Authors had to confront a challenge of converting synset oriented structure
into cycleless semantic net operating on descriptors to be recognized as actual
terms in processed text fragment. An algorithm to accomplish this has been
devised. It operates on sets, taking into account data on every lemma stored in
given synset and synsets (therefore their lemmas) that are hypernyms to the one
processed.

Synset is understood as a group of terms that have similar meaning. Under
close scrutinization a lot of terms gathered in one synset fails to be perfect
synonyms to each other. They share a common sense, yet the degree to which
they do that, varies. Lemma is any member of synset, it can be a single term or
a group of terms representing some phrase [11].

Before algorithm is given, an example of naive approach to a problem is
demonstrated. This shall enable reader to follow the process of semantic net-
work transformation in greater detail and with less effort.

One need to drop additional data on word sense as ideally one would like to
come up with a list of words. Lets consider word “abstraction” as a target term.
WordNet stores “abstraction” in six different synsets. As they are numbered
basing on their frequency, naive approach would suggest to start with the first
sense. A generalization path leading from our chosen farthest leaf to the root
can easily be obtained.

When one is to apply this kind of transformation, he shall quickly face the con-
sequences of introducing great many circulatory graphs in his mapped structure.

In order to avoid graph cycles in target structure, authors needed to mod-
ify the way one chooses words to describe synset. The best situation is when
a lemma contained in synset descriptor belongs only to this synset, ie. lemma
itself is a unique synset descriptor. In other situations, authors try to find other
lemma from the same synset, which satisfies the condition. Experiments have
prooved that this produces desired networks, but cannot satisfy criterion of
lack of losses during transformation. Obtained semantic net consisted of only
25000 terms serving as concepts, where a total of 86000 noun synsets were pro-
cessed. Eventually, “synthetic” synset descriptor is developed. Introduction of
synthetic descriptors is not contrary to authors’ ambitions to convert WordNet
into WiSENet in a lossless manner along with usage of actual terms as concept
descriptors. Synthetic descriptors are always result of untangling of some cycle
thus they always can be outputted as actual terms to be found in processed text.

Please refer to figures 1 and 2 to view visualisation of this process. Notice that
term approximation is contained in several synsets. Thus it fails as a concept
descriptor (see 1). One can easily observe that term “bringing close together”
occurs exactly once, thus can replace synthetic descriptor “approximation.n.04”.
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All this is gathered in tables 1 and 2.

Table 1. Companion table for figure 1

Synset Terms Parent synset

change of integrity change of integrity change.n.03
joining.n.01 joining, connection, connexion change of integrity
approximation.n.04 approximation, bringing close together joining.n.01
approximation.n.03 approximation version.n.01
approximation.n.02 approximation similarity.n.01
estimate.n.01 estimate, estimation, approximation, idea calculation.n.02

Table 2. Companion table for figure 2

Term Parents

change of integrity change.n.03
approximation bringing close together,

approximation.n.02, estimate.n.01, approximation.n.03
approximation.n.02 similarity.n.01
approximation.n.03 version.n.01
bringing close together joining
joining change of integrity
estimate.n.01 calculation.n.02
estimate estimate.n.02,estimate.n.01,estimate.n.05,

appraisal.n.02,estimate.n.04,compute,count on

Fig. 1. WordNet synset description

The whole procedure is realized as described below.
The first step is to build a frequency dictionary (F) for lemmas, counting

synsets containing a given lemma. Algorithm loops through all synsets in Word-
Net (WN), and all lemmas in the synsets (S), and count every lemma occurrence.
In the second step, it picks a descriptor (possibly a lemma) for every synset.
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Fig. 2. Concepts description in WiSENet format

Next, it begins checking, whether synset descriptor (d) contains a satisfactory
lemma. After splitting the descriptor (partition point is the first dot in synset
description) and taking the first element of resulting list, algorithm examines,
whether such lemma occurs exactly once throughout all synsets - if answer is
positive, it can be used as a new synset descriptor. If contrary, it loops through
lemmas from examined synset and checks if there is any unique lemma which
can be utilised as a descriptor. In case no unique lemma can be found, a genuine
WordNet descriptor is used.

5 Evaluation

As in previously conducted research for Polish we have devised an experiment
that enables to verify whether semantic compression does yield better results
when applied to specific text processing tasks.The evaluation experiment is per-
formed by a comparison of clustering results for texts that were not semantically
compressed with those that were [6]. Authors gathered texts coming from follow-
ing domains: business, crime, culture, health, politics, sport, biology, astronomy.

To verify the results, all documents have been initially labeled manually with
a category. All documents were in English.

Clustering procedure was performed 8 times. First run was without semantic
compression methods: all identified concepts (about 25000 - this is only about
a fifth of all concepts in the research material) were included. Then, semantic
compression algorithm has been used to gradually reduce the number of concepts.
It started with 12000 and it proceeded with 10000, 8000, 6000, 4000, 2000 and
1000 concepts.

Classification results have been evaluated by comparing them with labels spec-
ified by document editors: a ratio of correct classifications was calculated. The
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outcome is presented in Tables 3 and 4. The loss of classification quality is
virtually insignificant for semantic compression strength which reduces the num-
ber of concepts to 4000.

As briefly remarked in earlier section the conducted experiment indicates, that
semantic compression algorithm can be employed in classification tasks to sig-
nificantly reduce the number of concepts and corresponding vector dimensions.
As a consequence, tasks with extensive computational complexity are performed
faster.

A set of examples of semantically compressed text fragments (for 4000 chosen
concepts) is now given. Each compressed fragment is proceeded by its original.

Table 3. Classification quality without semantic compression

Clustering features 1000 900 800 700 600 Average

All concepts 94,78% 92,50% 93,22% 91,78% 91,44% 92,11%
12000 concepts 93,39% 93,00% 92,22% 92,44% 91,28% 91,81%
10000 concepts 93,78% 93,50% 93,17% 92,56% 91,28% 92,23%
8000 concepts 94,06% 94,61% 94,11% 93,50% 92,72% 93,26%
6000 concepts 95,39% 94,67% 94,17% 94,28% 93,67% 93,95%
4000 concepts 95,28% 94,72% 95,11% 94,56% 94,06% 94,29%
2000 concepts 95,56% 95,11% 94,61% 93,89% 93,06% 93,96%
1000 concepts 95,44% 94,67% 93,67% 94,28% 92,89% 93,68%

1a The information from AgCam will provide useful data to agricultural produc-
ers in North Dakota and neighboring states, benefiting farmers and ranchers
and providing ways for them to protect the environment.

1b information will provide adjective data adjective producer american state
adjective state benefit creator creator provide structure protect environment

2a Researchers trying to restore vision damaged by disease have found promise
in a tiny implant that sows seeds of new cells in the eye.The diseases macular
degeneration and retinitis pigmentosa lay waste to photoreceptors, the cells
in the retina that turn light into electrical signals carried to the brain.

2b researcher adjective restore vision damaged by-bid disease have found
predict tiny implant even-toed ungulate seed new cell eye disease mac-
ular degeneration retinitis pigmentosa destroy photoreceptor cell retina
change state light electrical signal carry brain

3a Together the two groups make up nearly 70 percent of all flowering plants
and are part of a larger clade known as Pentapetalae, which means five
petals. Understanding how these plants are related is a large undertaking
that could help ecologists better understand which species are more vulner-
able to environmental factors such as climate change.

3b together two group constitute percent group flowering plant part flow-
ering plant known means five leafage understanding plant related large
undertaking can help biologist better understand species more adjective en-
vironmental factor such climate change
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Fig. 3. Classification quality for two runs, upper line denotes results with semantic
compression enabled

Table 4. Classification quality using semantic compression with proper names
dictionary enabled

Clustering features 1000 900 800 700 600 Average

All concepts 94,78% 92,50% 93,22% 91,78% 91,44% 92,11%
12000 concepts 93,56% 93,39% 93,89% 91,50% 91,78% 92,20%
10000 concepts 95,72% 94,78% 93,89% 91,61% 92,17% 93,08%
8000 concepts 95,89% 95,83% 94,61% 95,28% 94,72% 94,86%
6000 concepts 96,94% 96,11% 96,28% 96,17% 95,06% 95,77%
4000 concepts 96,83% 96,33% 96,89% 96,06% 96,72% 96,27%
2000 concepts 97,06% 96,28% 95,83% 96,11% 95,56% 95,83%
1000 concepts 96,22% 95,56% 94,78% 94,89% 94,00% 94,66%

6 Conclusions and Future Work

This work has demonstrated that semantic compression is viable for English. A
set of steps that were needed to make it possible has been described. Finally, an
experiment has been presented along with its results.

Authors defined a number of important areas that need to be further devel-
oped. First issue that shall be tackled is state of vocabulary that is not repre-
sented in WordNet, yet is overwhelming in current culture. To exemplify, words
such as these are non existent: superpipe, windsurfer, airball, blazar, biofuel,
spacelab, exoplanet, wildcard, superhero, smartphone.

WiSENet is in great need of incorporating a vast corpus of geographic names
and locations. This shall easily improve results for further experiments and appli-
cations. In addition, inclusion of greater number of information on actual people
shall further boost generalisation results. This inclusion must focus on introduc-
tion of unnamed relation to WiSENet as it currently supports only those from
original WordNet.
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A great number of adjectives and adverbs can only be generalised to their
type i.e. WiSENet can only tell whether it is dealing with adjective or an ad-
verb. Authors envision addition of information whether adjective or adverb in
consideration can be related to a verb or a noun. This is another feature that
will improve performance of semantic compression.

Last but not least improvement is creation of vaster corpora of texts, so that
WiSENet can store more new concepts.

Research has brought a number of other interesting observations. They shall
be brought to reader’s attention in further publications, as close to the topic
of this work they shift its focus from semantic compression to semantic net’s
features.
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Abstract. E-mail system in the B / S three-tier structure in the features: the cli-
ent part of the message processing logic assigned to a feature server, no longer 
responsible for dealing with complex calculations and data access to key ser-
vices, enabling e-mail client running efficiency is improved. Three-tiered struc-
ture also makes it clear layers of function modules, independently of each other, 
thus greatly simplifying maintenance and modification work.  

Keywords: ASP.NET, Three-Tier Structure, Mail System. 

1   Introduction 

E-mail is an important part of the office automation System, an indispensable part of 
the existence of its business units and personnel is an essential service and therefore 
should be able to e-mail system for enterprise information delivery to provide a good 
platform. 

As a computer application's part, mail receiving and dispatching has the very vital 
role in enterprise's office automation. The mail transmission and the receive design 
use the SQL sentence generally. But because is huge in the enterprise information 
flow's data. The mail information read is frequent. There are many shortcomings of 
these methods, such as: low efficiency, poor security, high costs, which the compa-
nies have brought a lot of losses. How to solve these problems, enables the mail sub-
system to have the efficiency to be high, the price is small, the security is high, the 
stability is good, secret. Becomes has the necessity very much.  

2   Realizes the Technical Background 

2.1   Visual Studio .NET  

Visual Studio .NET was founds .NET Framework the application procedure to provide 
the reliable development environment. Visual Studio.NET includes a set of default 
device configuration files. The equipment configuration files contain the foundation 
the information which needs in view of the specific equipment's application procedure. 
Had Visual Studio .NET, also had founded the configuration files which Pocket PC, 
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Pocket PC 2002 and Windows CE .NET 4.1 and the higher edition's application proce-
dure needed. These configuration files enable the user to found contain the Windows 
window and the ADO.NET application procedure, but also provided for the user has 
used ability which Web served. ASP.NET is one kind of establishment dynamic Web 
application procedure technology. It was a .NET frame part, ASP.NET has provided 
one kind of programming model and the structure, contrasted the original Web tech-
nology, it could be faster, establish, security and stability nimbly easily the application 
procedure. [1][2] 

2.2   SQL Server  

Microsoft SQL Server is produced by Microsoft, is a large database of relational da-
tabase System, it has the hardware platform independent, symmetric multi-processor 
architecture, preemptive multi-task management, comprehensive security systems and 
fault tolerance, and have easy maintenance characteristics. This is also the back-
ground here subsystems. 

2.3   SQL Storage Procedure   

SQL storage procedure is a SQL database running on the core business, through the 
form of resident memory for read \ processing \ write the data to deal with the most 
frequent. SQL storage procedure is a set of specific functions in order to complete the 
SQL statements set, as compiled stored in the database. Users specify the name of the 
storage procedure and given parameters (If the storage procedure with parameters) to 
perform it. Users run the storage procedure by specifying the name of the storage 
procedure and given the parameters (if the storage procedure with parameters), any 
well-designed database applications should use storage procedures. In general, the 
storage procedure has the following advantages: 

Storage procedure to allow the standard component-based programming; 
Storage procedure to achieve a faster speed; 
Storage procedure can reduce network traffic; 
Storage procedure may take one kind of safety mechanism to come the full use. [3] 

3   Based on B / S Architecture of E-Mail System  

3.1   B / S Three-Tier Architecture 

In the B / S architecture system, the user through a browser on the network to the 
distribution of many of the server request, the server on the browser to process the 
request, the user information needed to return to the browser. Three-tier architecture 
is between the client and the database, added a middle layer, also called component 
layer. The Application programs of Three-tier system put the business rules, data 
accessing, verify the legitimacy of such work into the middle layer of processing. 
Typically, the client does not directly interact with the database, but through COM / 
DCOM communication connection with the middle layer, and then through the mid-
dle layer and the database exchange. 
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Structure contains three layers: layer (USL), business logic layer (BLL), Data Ac-
cess Layer (DAL). 

E-mail system in the B / S three-tier structure works: the user layer to the network 
WEB server (business logic) to issue e-mail request, the server requests the browser 
to process the mail, access the database through data access layer will be e-mail users 
need the data returned to the browser.  

E-mail system in the B / S three-tier structure in the features: the client part of the 
message processing logic points to the Web server, no longer responsible for dealing 
with complex calculations and data access and other key services, enabling e-mail 
client running efficiency is improved . Three-tiered structure also makes it clear layers 
of function modules, independently of each other, thus greatly simplifying mainte-
nance and modification work. 

3.2   Based on B / S Architecture, E-Mail System 

In the mail system to send and receive e-mail Design Functions storage procedure 
used to store the database and extract the message content, as shown in Fig. 1. It has 
the following advantages:  

The first is the implementation of efficient. Need to be repeatedly called for the 
code block, storage procedure than a batch of SQL statements to implement a lot 
faster. Because the storage procedure is precompiled and not to explain the implemen-
tation of the SQL statement as requested in the proposed operation be conducted only 
after the syntax analysis and optimization. 

Second reduces the traffic between the client and database server. The client calls 
the storage procedure, just to the server storage procedure name and parameters can 
be, if it is a SQL statement, then you need to send more than, and thus greatly reduces 
the network traffic, reducing network load. 

The third improved database security and integrity. First of all, the use of a large 
number of storage procedures to prevent SQL injection attacks are very effective, 
SQL injection attacks on the general procedure is carried out by analyzing the possi-
ble SQL statements, especially in the dynamic SQL statement, and adopted on the 
basis of their Add additional sentence to obtain the information you want to know. 
The storage procedure can be very well put an end to this loophole. [4] 

 

Fig. 1. The three-tier structure mail system 
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4   The Main Process and Code 

The page code to send and receive mail at the local area network, used to send mail 
Functions btnSendMail_Click () and receive e-mail Functions ShowBodyDetail (). 
The two Functions are designed using the appropriate storage procedure to store and 
retrieve database SQL statement instead of the message content, as shown in Table 1.   

Table 1. The storage procedures that the functions call and processing of data 

SUB Function() Call storage procedure Data ID 
btnSendMail_ 
Click() 
 

OA_MailSend @MailFolderType, 
@MailReceiverStr , 
@MailSendDate, 
@MailSendLevel, 
@MailSender, 
@MailReceiver, 
@MailSubject,@MailBody, 
@MailCcToAddr, 
@MailBccToAddr, 
@MailReadFlag, 
@MailTypeFlag, 
@MailClassID,     
@MailImportance,@MailID      

ShowBodyDetail() OA_MailGetComplete
Info 

@MailID, @MailBody, 
@MailSender 

4.1   Function to Receive E-Mail ShowBodyDetail() for Example 

Intermediate OA_MailGetCompleteInfo call database storage procedures to extract 
data in the MAIL ID. Code is as follows: 

Protected void ShowBodyDetail() //See mail conten 
  {Kn_Mail Kn_Mail = new Kn_Mail(); 
   SqlDataReader dataReader = null; 
   try 
      {dataReader =   
Kn_Mail.GetMailCompleteInfoDbreader(MailID);  
// Kn_Mail.GetMailCompleteInfoDbreader call storage 
procedure to extract the database MAIL ID 
      } 
   catch 
      {Server.Transfer("../../Error.aspx");} 
   if(dataReader.Read())  // See the main e-mail  
database data extraction 
      {this.lblSenderName.Text =  
dataReader["MailSender"].ToString(); 
       this.lblCcToAddr.Text   = 
Kn_OAUser.GetRealNameStrByUsernameStr(dataReader["MailC
cToAddr"].ToString(),0);  
       string[] RecvAr =  
System.Text.RegularExpressions.Regex.Split(dataReader[" 
MailBccToAddr"].ToString() ,",");  
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       for(int i=0;i<RecvAr.Length-1;i++) 
 {if( RecvAr[i].ToString()==UserCookie.Value.To
String()) 
    {this.lblBccToAddr.Text 
=Kn_OAUser.GetRealNameByUsername(UserCookie.Value.ToStr
ing());} 
 } 
       this.lblSubject.Text    =  
dataReader["MailSubject"].ToString(); 
       this.lblBody.Text       =  
dataReader["MailBody"].ToString(); 
       this.lblSendDate.Text   =  
dataReader["MailSendDate"].ToString(); 
       this.lblReceiverStr .Text = 
Kn_OAUser.GetRealNameStrByUsernameStr(dataReader["MailR
eceiverStr"].ToString(),0);  
       this.lblProjectName .Text =  
dataReader["classname"].ToString(); 
       } 
   dataReader.Close(); 
   try 
      {dataReader = 
Kn_Mail.GetMailAttInfoDbreader(MailID);}  
   catch 
      {Server.Transfer("../../Error.aspx");} 
   while(dataReader.Read()) 
      {lblAttachFile.Text += "&nbsp;<a 
href='Download.aspx?destFileName="+Server.UrlEncode(dat
aReader[2].ToString()) 
+"'>"+dataReader[0].ToString()+"("+dataReader[1].ToStri
ng()+" Byte)</a><br>"; 
      } 
   dataReader.Close(); 
   Kn_Mail = null;  
} 

4.2   The Storage Procedure for Receiving E-Mail Calls 

CREATE  PROCEDURE  OA_MailGetCompleteInfo 
 (@MailID varchar(100))  
AS 
   IF(len(@MailID)<8)  
      BEGIN 
         UPDATE L_TabMailList SET MailReadFlag=1 WHERE 
MailId=@MailID  
         SELECT MailID,(SELECT RealName FROM L_User a 
where a.UserName=MailSender) as MailSender, (SELECT 
RealName FROM L_User a where a.UserName=MailReceiver)  
as MailRe-
ceiver,MailSendDate,MailSubject,MailBccToAddr,MailCcToA
ddr,MailBody,MailReadFlag,MailReceiverStr,MailSender, 
(select ClassName from L_class b where 
b.classid=L_TabMailList.classid)  as classname 
         FROM L_TabMailList 
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         WHERE MailID = @MailID 
      END 
   ELSE 
      declare @sql nvarchar(4000)    
      select @sql = ' SELECT Subject as  
MailSubject,TextContent as MailBody ,FromName as  
MailSender,Ccto as MailCcToAddr,Bccto as 
MailBccToAddr,SendDate as MailSendDate,''''as  
MailReceiverStr,'' External e-mail'' as classname 
      FROM L_TabExtMailList 
      WHERE MailID ='''+ @MailID + '''' 
       -- print @sql 
       exec (@sql)  
GO 
SET QUOTED_IDENTIFIER OFF  
GO 
SET ANSI_NULLS ON 
GO 

5   Conclusion 

In this paper, the internal mail system, through the mail system to send and receive e-
mail the design of Functions to optimize the use of storage procedures, using 
ASP.NET and SQL SERVER realized, it embodies the advantages of .NET, and with 
the database the perfect combination. It has very good performance both In terms of 
operating efficiency and in the functional. 
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Abstract. Nowadays, there are more and more service agents which provide vari-
ety of sensor services (Global USN). Assuming many agents implement the  
different applications in the different locations (e.g. e-healthcare, temperature sys-
tem, camera system, etc.). In practical, service agents have to prepare too costly 
infrastructure to enhance the applications. When cloud service is growing rapidly, 
we propose a cloud service provider which gathers all sensors, applications from 
each agent to become the sufficient services. In this paper, we propose a system 
which combines all global USN Services to produce many enhanced services. 
Moreover, we propose a security mechanism for our proposed system as well. 

Keywords: Cloud Services, Cloud Security, Secure Multicast. 

1   Introduction 

Cloud computing is a class of the next generation highly scalable distributed comput-
ing platform in which computing resources are offered 'as a service' leveraging  
virtualization and Internet technologies. Cloud-based services include software-as-a-
service (SaaS) and platform as a service (PaaS). Amazon's Elastic Compute Cloud 
(EC2) [10] and IBM’s Blue Cloud [11] are examples of cloud computing services. 
These cloud service providers allow users to instantiate cloud services on demand and 
thus purchase precisely the capacity they require when they require based on pay-per- 
use or subscription-based model.  

Cloud computing is receiving traction with businesses and has become increasingly 
popular for hosting data and deploying software and services. The attractive part of 
the cloud computing is that it enables customers away to increase capacity or add 
capabilities on the fly without upfront investment in new infrastructure, personnel 
training, or software licensing drastically boost their infrastructure resources, all at 
negligible cost.  

Ubiquitous Sensor Networks (USN) [12] are an emerging business area and now 
used in many civilian application area, including environmental and habitat monitor-
ing, healthcare applications, home automation, and traffic control, leading to an ad-
vanced e-Life society. 

Therefore, combination of Cloud Service and USN will bring to customer more 
and more advantages. In Fig.1, customers can use USN (e-healthcare, temperature 



 Secure Collaborative Cloud Design for Global USN Services 179 

 

system, and camera system service) everywhere, anytime by Cloud Service Provider 
easily. Although cloud computing provides a number of advantages that include 
economies of scale, dynamic provisioning, increased flexibility and low capital ex-
penditures, it also introduces a range of new security risks [14]. As cloud computing 
brings with it new deployment and associated adversarial models and vulnerabilities, 
it is imperative that security takes center stage. This is especially true as cloud com-
puting services are being used for e-commerce applications, medical record services, 
and back-office business applications, all of which require strong confidentiality 
guarantees. Thus, to take full advantage of the power of cloud computing, end users 
need comprehensive security solutions to attain assurance of the cloud's treatment of 
security issues. This paper introduces a cloud service system model and a security 
mechanism based on key management with secure multicast.  

The rest of the paper is organized as follows. In Section 2, we identify security 
concerns arising in cloud computing environments and present related work. A pro-
posed system model is discussed in Section 3. Then we will analysis security solution 
in Section 4.  

 

Fig. 1. Cloud Service Provider and USN 

2   Related Work 

Many of the previous work in the field of cloud computing have been in the areas of its 
technological architecture and features, differences from other similar technologies and 
security issues. Regardless of what technology is being used, people generally look for 
the most important criterion which is security to adopt it while many other smart envi-
ronments like utility computing, smart data centers, pervasive computing, automation, 
virtualization and intelligent networks already penetrate into our daily life [15]. Cloud 
computing builds different services in business, education and government sectors and 
becomes a new term together with the latest networking, web and software services 
[16]. Cloud computing inherits the advancements and limitations in other computing 
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research areas aforementioned above. In cloud computing environment, overall secu-
rity issues can be evaluated from the points of service providers and the clients. While 
the providers focus on the continuity of their services against configuration updates for 
performance and QoS, spam and virus threats and proper customer accountability, 
clients mainly look for the security of their data and the reliability of the provider. The 
basic features of cloud computing are presented and compared with the computational 
resources used in Grid Computing [17] together with the required security architecture 
[18] incorporated firewalls, intrusion detection/prevention systems, antivirus, authenti-
cation, authorization, access control, encryption and other services. A Role-Based 
Access (RBAC) model for authorization using secure web services [19], a context 
based dynamic role based access control model (CDACM) for web services [20] and 
proxy-based security architecture that provides authentication and authorization [21] 
are proposed for the management and the enhancement of security goals in web ser-
vices. Reference [22] also proposes a formal model on policy-based access control 
framework for autonomic systems. Cloud also provides data storage in its web space 
for the customers. Even though the storage of user data on remote servers is not new, 
current emphasis on the expansion of cloud computing is whether it has drawbacks for 
ensuring data privacy, confidentiality and reliability. The General File System (GFS) 
introduced in [23] integrates different storage spaces and promises the data security. 

However, there are many other security issues in [13] which did not concern before. 
Therefore, in this paper, we focus on encryption and key management to promote 
strong authentication and access control for administrative access and operations, en-
crypt and protect integrity of data in transit, implement strong key generation, storage 
and management, destruction practices. 

3   Our Proposed System Model 

Our system includes the architecture and security mechanism. Therefore, in order to 
make sense the system model, we analysis architecture which classify by layers and 
security model to secure the system. 

3.1   Layer Model 

In the Layer model, we considered a system model with Control Gateway (CG) and 3 
layers as Fig.2 shown. CG is used to receive request from users, then propagate to 
corresponding Services in Layer 3. Layer 3 (Service Layer) is a set of images (virtual 
machines) which are presented for Services. One service consists of one or many 
applications. This layer receives requests from CG. Layer 2 (Application Layer) is a 
set of images (virtual machines) which are presented for Applications. Application 
undertakes one basic function (e.g. temperature application, electrical consumption 
application…). This layer receives request from Service. Layer 1 (Virtual Gateway 
Layer) is a set of images (virtual machines) which are presented for Virtual Gateway. 
Each Virtual Gateway communicates with Gateway to aggregate data from USN. 

In this model, Layer 2 and 3 are classified by function of each Service or Applica-
tion. Layer 1 is classified by geographical areas. This classification is advantage for 
the applications which collect data from many geographical areas. In practical, one 
service can combine one or many these applications. 
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Fig. 2. Layer Model 

3.1.1   One Service – One Application 
In this case, one service (Svr) includes one application (App). Control Gateway (CG) 
receives all requests from users will disseminate those requests to the corresponding 
Svrs. From here, Svrs analysis requests and collect needed data through the corre-
sponding Apps. At Layer 2, Apps receive information from Layer 3 and aggregate 
data from suitable geographical area (VG). Example, in the Fig. 3, assuming Suwon 
includes {App 1, App 2, App 3}, Seoul includes {App 2, App 3, App 4}, Busan includes 
{App 4, App 5, App 2}. There are 4 requests from 3 users. User 1 wants to know tem-
perature (Svr 2) at Suwon and Busan. User 2 finds temperature (Svr 2) at Seoul and 
Busan, and then he wants to find some restaurants (Svr 3) in Seoul. User 3 only re-
quests temperature information (Svr 2) at Seoul. After receiving these requests, CG 
sends 3 requests to Svr 2, and 1 request to Svr 3. Request flow of each user for Ser-
vice 2 can be described as Fig. 3. 

Therefore, total request flows of the system for Service 2 are 4, 6, 3 for user 1,  
user 2, and user 3 respectively. If our system requires security, so each step needs en-
crypted, i.e. total encryption cost of user 1 is 4, user 2 is 6 and user 3 is 3 for Service 2. 

3.1.2   One Service – Many Applications 
For this case, one Service includes many Applications. Fig. 4 shows one example for 
one User. User 1 wants to request Service 1 which includes: App 1 at Suwon, App 2 at 
Seoul and Busan, App 3 at Suwon and Seoul. The mechanism of Cloud Service Pro-
vider for this request follows Fig. 4. In this case, the total request flow of the system 
is 9. Therefore, the total encryption cost is also 9. 
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Fig. 3. One Service – One Application 

    

Fig. 4. One Service – Many Applications 

3.2   Security Model 

As we mention about total encryption cost, it takes a huge computation if the system 
receive many requests from user and especially in case a service includes many appli-
cations. The naïve security method is encrypting all requests and sends to destination. 
For a more concrete illustration of this point, we outline a typical procedure for secur-
ing unicast communications between a client and a server. Initially, the client and 
server mutually authenticate each other using an authentication protocol or service; 

1. CG  Svr 1 : {Usr 1, Svr 1} 
2. Svr 1  App 1 : {VG 1} 
3. Svr 1  App 2 : {VG 2, VG 3} 
4. Svr 1  App 3 : {VG 1, VG 3} 
5. App 1  VG 1 : {App 1} 
6. App 2  VG 2 : {App 2} 
7. App 2  VG 3 : {App 2} 
8. App 3  VG 1 : {App 3} 
9. App 3  VG 3 : {App 3} 

For User 1:  
1. CG  Svr 2 : {Usr 1, Svr 2} 
2. Svr 2  App 2 : {VG 1, VG 3} 
3. App 2  VG 1 : {App 2} 
4. App 2  VG 3 : {App 2} 

For User 2:   
1. CG  Svr 2 : {Usr 2, Svr 2} 
2. CG  Svr 3 : {Usr 2, Svr 3} 
3. Svr 2  App 2 :{VG 2, VG 3} 
4. Svr 3  App 3 : {VG 2} 
5. App 2  VG 2 : {App 2} 
6. App 2  VG 3 :{App 2} 
7. App 3  VG 2 :{App 3} 

For User 3: 
1. CG  Svr 2 : {Usr 1, Svr 2} 
2. Svr 2  App 2 : {VG 2} 
3. App 2  VG 2 :{App 2} 
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subsequently, a symmetric key is created and shared by them to be used for pairwise 
confidential communications [6], [7], [8], [9]. By this way, each service in layer 3 has 
an individual pair-wise key with each application in layer 2. Similarly, each applica-
tion in layer 2 has a pair-wise key with each virtual gateway in layer 1. Therefore, 
each service may send request to each application and from each application to each 
virtual gateway with different key. 

However, the pair-wise key mechanism is not efficient when number of user and 
service increase. For this reason, we propose a secure multicast mechanism combin-
ing with pair-wise key mechanism to reduce total encryption cost for whole system. 

Multicast is an efficient IP communication technique when one message is to be de-
livered to a group of intended recipients, reducing sender overheads as well as network 
bandwidth consumption. In unicast, two users can provide confidentiality by encrypt-
ing data with a shared key. In multicast, group key encryption [1] is used in which the 
multicast traffic is encrypted with a symmetric key and every authorized member of 
the group is given the decryption key. By using group key encryption, it need only one 
encryption cost to send request to group instead of taking number of member in group 
encryption cost. Besides, in [2], [3], a key tree scheme known as logical key hierarchy 
is presented as a solution to the key management scalability problem.  

Let there be a trusted key server which is given membership information to exer-
cise group access control. When a client wants to join the group, the client and key 
server mutually authenticate using an authentication protocol. Having been authenti-
cated and accepted into the group, each member shares with the server a key to be 
called the member's individual key. For group communications, the server distributes 
to each member a group key to be shared by all members of the group [4]. According 
to Chung et al. [4], secure multicast was just only focus on binary key graph. In [5], 
Wen et al. extended the binary key tree by key tree of degree n, and propose the opti-
mal degree key tree when rekeying. 

However, in order to apply secure multicast mechanism in our model, we propose 
a modified mechanism as Fig. 5. 

Fig. 5 show how key server (KS) establishes and distributes the keys for layer 2 and 
layer 3. We implement tree matrix instead of key tree. Assume system has n applica-
tions and m services, we have mxn key matrix. Initially, KS authenticates and assigns 
an individual key for the client (App or SVR), e.g. individual key of App 1 is KA1. After 
that, KS calculates pair-wise key for each element of matrix by Hashing Message Au-
thentication Code (HMAC) function (e.g. {KA1,KS1}=HMAC(KA1) with key KS1). 

For layer 2 and layer 1 security, the secure multicast is used as the optimal mecha-
nism. One application wants to request one or many geographical area (VG), it only 
uses key of that group and multicast message to the group. By this way, App just only 
encrypts one times. Fig. 6 describes the example of key management for layer 2 and 
layer 1 with 3 VGs. 

In this case, K1, K2, K3 are sequent individual key of VG1, VG2 and VG3. 
K12=HMAC{K1, K2}, i.e. K1 is encrypted by key K2. In case Fig.6, VG1 keeps set of 
key {K1, K12, K13, K123}, VG2 keeps set of key {K2, K12, K23, K123} and VG3 keeps the 
set of key {K3, K13, K23, K123}. And all Apps keep all these keys. Assume App want to 
send message to VG1, VG2, and VG3, it just encrypts one message by K123. 

 



184 T.-D. Nguyen et al. 

 

 

Fig. 5. Key management for layer 2 and layer 1 

 

Fig. 6. Key management 

array parent[]; 
program CheckParent(node[i],node[j]) 
  for(i = 1; i < length(parent); i++) 
     if(parent[i]⊃ node[i] & parent[i]⊃ node[j]) 
        return 1; 
     else return 0; 
     end; 
  end; 
end; 
 
program CreateKeyTree(node[n]) 
  for(i = 1; i < n; i++) 
     for(j = 1; j < n; j++) 
        if (!CheckParent(node[i],node[j])) 
           parent=parent ∪ HMAC(node[i],node[j]); 
        end; 
     end; 
  end; 
  Distribute parent[] to corresponding clients 
  node=parent; 
  parent=[]; 
  CreateKeyTree(node); //recursion to create new parent 
end; 

The above algorithm shows how KS establishes full tree keys mechanism for  
clients with n VGs. 
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4   Security Analysis 

Assume system assures security between user or customer and Control Gateway, and 
security between Virtual Gateway and Gateway (USN). In this paper, we focus on 
security inside system of Cloud Service Provider. 

To analysis security in the system, we propose the formula which calculates the to-
tal encryption cost. Total encryption cost is number of messages which are encrypted 
by CG, Svr, App and VG. In this part, we focus on case one service – many applica-
tions model. Assume that one service (Svr) includes λ  applications (Apps) ( λ  > 0).  
Application i aggregates data from ki areas (VGs) (ki > 0).Therefore, the total encryp-
tion cost (E) for without secure multicast mechanism is: 

1

1i
i

E k
λ

λ
=

= + +∑  

From this formula, the total encryption cost in one service – many applications model 
is: E = 9 ( λ =3, k1 =1, k2 = 2, k3=2). In case one service – one application, λ =1. 

In Fig. 6, KS will create keys follows this hierarchical mechanism and distribute to 
each VG. In this case, VG1 keeps set of key {K1, K12, K13, K123}, VG2 keep set of key 
{K2, K12, K23, K123}, VG3 keeps the set of key {K3, K13, K23, K123}, and all Apps keep 
set of key {K1, K2, K3, K12, K13, K23, K123}. Then, the secure process of the system for 
Fig. 4 follows: 

1. CG  Svr 1  : {Usr 1,Svr 1}KS1 
2. Svr 1  App 1  : {VG 1}KS1A1 
3. Svr 1  App 2  : {VG 2, VG 3}KS1A2 
4. Svr 1  App 3  : {VG 1, VG 3}KS1A3 
5. App 1  VG 1  : {App 1}K1 
6. App 2  VG 2, VG 3 : {App 2}K23 
7. App 3  VG 1, VG 3 : {App 3}K13 

Therefore, the total encryption cost is 7 instead of 9. Generally, the total encryption 
cost when applying secure multicast is 2* 1E λ= + . 

           

Fig. 7. Total encryption cost with λ =[1,50],        Fig. 8. Total encryption cost with λ =20,  
k = 10                                                                                k= [1,50] 
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Fig. 7 shows that system with secure multicast mechanism is better than without 
secure multicast. With k is constant (k = 10), the total encryption cost of proposed 
scheme is always less than when increasing λ . In particularly, when λ = 20, total 
encryption cost of secure multicast and without multicast are nearly 40 and 220 
respectively. In the other hand, with the fixed λ  = 20, when k is scalable from 1 to 50 
(Fig. 8), it is clearly that total encryption cost of secure multicast case is not effected 
by value of k. 

5   Conclusion 

In this paper, we present the system model for combining Cloud Service and Ubiqui-
tous Sensor Network (USN) to provide more enhanced services to customers. We 
have proposed 3 layers system model with secure multicast mechanism. In our secu-
rity scheme, total encryption cost between layer 2 and layer 1 are reduced much. 
However, to make our system more efficient, in the next work, we focus on reducing 
the total encryption cost between the layer 3 and layer 2. 
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Abstract. Thousand of news stories are reported each day. How to extract the 
useful information from the large web news is the important technology today. 
However, information technology advances have partially automated to proc-
essing documents, reducing the amount of text which must be read. In this pa-
per we present a Web News Search System, called WNSS. WNSS can discover 
automatically phrase extraction from large corpora of web news stories. In addi-
tion, we give concrete examples of how to preprocess texts based on the in-
tended use of the discovered results. We also evaluate the extracted phrases can 
be used for important tasks. 

Keywords: web news, information technology, phrase extraction, pre-process 
texts. 

1   Introduction 

In today's widespread internets, data mining in recent years is a very important issue, 
especially in this decade of information explosion.  How to use information retrieval 
technology to manage and extract data to useful information is currently one of the 
important researches.     

To effectively dig for useful information within the huge amount of data, many 
studies have devoted to various kinds of data mining techniques. The users may need 
an overall view of the web news collection: what topics are concerned, what kind of 
web news exist, are these news related, and so on. On the other hand, the user may 
want to find specific information content.   

A common feature for all the tasks mentioned is that the user does not know ex-
actly what he or she is looking for. Hence, a data mining approach should be appro-
priate, since by definition it is discovering interesting regularities from the data sets. 

Surprisingly enough, only a few examples of data mining in text, or text mining, 
are available.  The most notable example is the Document Explorer [1] used in mining 
Returns news articles. 

Our study has two main aims: (1) to adopt data mining to build a model for general 
data mining methods are applicable to we news analysis tasks and (2) to help the web 
users to meet their requirements of their web news’ target . In this paper, we proposed 
an algorithm to establish the Web News Search System (called WNSS) which can 
categorize the information and through the association rules establish that can help to 
find the useful information. 
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The article is organized as follows. In Section 2 we briefly describe the related 
works. In Section 3 we present the Web News Search algorithm and analyze its per-
formance. In Section 4 we describe several experiments we did with in implementa-
tion of our algorithm on large data sets. Finally, Section 5 we present our conclusions 
and future work. 

2   Related Work 

Data mining, text mining, web news mining and other knowledge discovering tech-
niques have become an attractive research area in the past years. The enormous 
amount of information often offers potential solutions to some problems. Web news 
mining extended the functions of traditional web search engines. Web content miners 
not only do simple news search but also try to extract implicit information by catego-
rizing, filtering and interpreting web news. To achieve these functions, people either 
develop intelligent web agents [2] for various demands or set up multilevel databases 
based on the web information and web query systems [3].  

Web news mining is one application of the text mining.  Text mining or knowledge 
discovery from text (KDT) is the first time mentioned in Fedlman & Dagan [4], which 
deals with the machine supported analysis of text.  It uses techniques from informa-
tion retrieval, information extraction as well as natural language processing (NLP) 
and connects them with the algorithms and methods of KDD, data mining, machine 
learning and statistics.  Thus, one selects a similar procedure as with the KDD proc-
ess, it not data in general, but text documents are in focus of the analysis.  

Text mining can be also defined as the application of algorithms and methods from 
the machine learning and statistic to texts with the goal of finding useful patterns. For 
this purpose it is necessary to pre-process the texts accordingly. Many authors use 
information extraction methods, natural language processing or some simple pre-
processing steps in order to extract data from texts. To the extracted data then data 
mining algorithms can be applied [5],[6]. 

Current researches in the area of text mining classify problems of text, classification, 
clustering, information extraction or the search for and modelling of hidden patterns. 

Following the knowledge discovery process model [7], we frequently find in litera-
ture text mining as a process with a series of partial steps, among other thins also 
information extraction as well as the use of data mining or statistical procedures.  
Hearst summarizes this in Hearst [8] in a general manner as the extraction of not yet 
discovered information in large collections of texts.  Also Kodratoff [9] and Gomez in 
Hidalgo [10] consider text mining as process orientated approach on texts. 

In this article, we consider web news mining mainly as text data mining. Thus, our 
focus is on methods that extract useful patterns from news in order to, e.g., categorize 
or structure news collections or to extract useful information. 

3   Web News Search System 

The method for web news search system will use the text data mining concept and we 
defined a general architecture for web news mining process in Fig. 1 that enables the 
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implementation for the process of terms extraction from the web news. In order to 
meet the needs of web news terms pattern, which is different from the association-rule 
pattern. The mining method will first retrieve a data bank once, extract the news’ 
terms, and use the clustering and association rules discovery the frequent items to find 
the useful news’ term.  This section describes the two components of Web News 
Search System module: term generation and term filtering. 

 

Fig. 1. The web news mining process 

3.1   The Web News Terms 

In this paper we perform term extraction on web news to find word sequences that are 
likely to have meaning in the domain, and then perform mining on the extracted terms 
labeling web news. As Fig.2 shows a fragment of web news with extracted terms 
underlined. Unlike word-based approaches, the extracted terms are fewer in number 
and tend to represent more meaningful concepts in the domain of the web news.  
Unlike keyword approaches, our term-extraction method eliminates much of the diffi-
culties in labeling web news when faced with a new collection or new keywords. 
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Fig. 2. Example of the output of the term extraction module. Terms chosen to label the web 
news are underlined. 

3.2   Term Extraction 

The term extraction module is responsible for labeling web news with a set of terms 
extracted from the web news.  Figure 2 gave an example of the results of this process 
on an excerpt of web news published on yahoo. Terms in this excerpt that were 
identified and designated as interesting by the term extraction module are underlined.  
Thus, for example, “quake” and “aftershock” are both extracted terms that would be 
used to label this web news. 

3.3   Term Generation 

In the term generation stage, sequences of tagged lemmas are selected as potential 
term candidates on the basis of relevant morpho-syntactic patterns, such as “Noun 
Noun”, “Noun Preposition Noun”, “Adjective Noun”, etc. The candidate combination 
stage is performed in several passes. In each pass, association rules are found and 
association coefficients between each pair of adjacent terms are calculated. 

In the case of competing possibilities involving overlapping terms, such as (t1 t2) and 
(t2 t3) in (t1 t2 t3), the pair having the better association coefficient is replaced first. The 
news are then updated by converting all combined terms into a new single term and the 
whole procedure is then repeated until no new terms are generated. 

The nature of the patterns used for candidate generation is an open research question.  
Daille [11] proposed specific operators to select longer terms as combinations of shorter 
ones. Justeson and Katz [12] suggest accepting prepositions as well as adjectives and 
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nouns. This approach generates a much larger number of term results; Frantzi [13] only 
accepts Noun sequences to reduce the amount of “bad” terms.  

To compute the association coefficient for combining two terms we currently use an 
ad hoc co-occurrence metric that computes a function of the number of times that the 
two terms match the possible extraction patterns. The term generation process combine 
two terms into a bigger term only if the value of the coefficient is over a threshold, τ.  

Although WNSS provides a default value for this threshold, it was designed a user can 
vary the threshold to affect the term generation process. For the experiments reported 
later a fixed value of 8 was used. 

3.4   Term Filtering 

The term generation stage produces a set of terms associated with web news without 
taking into account the relevance of these terms in the framework of the whole news 
collection.  We therefore allow the term generation stage to create more terms than is 
truly desired, complementing generation with an additional filtering stage that prunes 
generated terms based on their frequencies of occurrence throughout the collection.  
For example, the following are examples of two-word terms that were identified dur-
ing term generation, but were later eliminated during term filtering in one sample 
text-mining session: long-ago, same time, right hand…etc. 

Our goal in term filtering is to identify terms that may not to be of interest in the 
context of the whole document collection either because they do not occur frequently 
enough or because they occur in a fairly constant distribution among the different 
news. 

As in term generation, WNSS allows a user to select and combine these filtering 
methods if the user desires such control over the term generation process. For the ex-
periments given later only the tf-idf based filter was used, with a fixed threshold of 4.5. 

4   The Experiment Setup and Analysis 

In this experiment, we adopt a 500MHz Pentium III computer, with an environment 
of 2048MB main memory and 576MB virtue memory, and use Visual C# 2005 to 
develop codes used from simulating the generation of datasets to implementing the 
WNSS algorithm. For most of what follows use 32,753 web news from the 125 web-
site in the world for 2008-2009. This collection is 86M in size and contains over 
150,000 unique words. Each web news contained on average 524 words.  In the term 
generation stage, 1.2M terms were identified, 117k of them is unique. 

Figure 3 givens an example of data preprocessing, when a user search a keyword 
with the different syntactical feature, and Figure 4 gives an example of a user request-
ing associations in various web news. The user constrains the left-hand side(LHS) of 
the association to contain extracted terms, and right-hand side (RHS). 

Using the WNSS generated 12,000 frequent sets complying with restriction speci-
fied by association-rule query which uses a support threshold of 5 web news and 
confidence threshold of 0.1. These frequent sets generated 575 association rules. 
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Fig. 3. Data Preprocessing of the syntactical features 

 

Fig. 4. Term Filter to generate association rules 

5   Conclusion and Prospective Outlook 

In this paper, we describe the use of data mining techniques to analyze web news 
collected from published on the Web news. We also proposed the Web News Search 
System (called WNSS) to find the useful information. These include association rules 
induction and clustering discovery.  
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Web news mining at the terms level thus hits a useful middle ground on the quest 
for understanding the information present in the large amount of data that is only 
available in textual form. Web news mining at the terms level serves as a powerful 
technique to manage knowledge encapsulated n large web news collections. 
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Abstract. In spite of all the advantages delivered by cloud computing, still 
many challenges are hindering the migration of customer software and data 
into the cloud. Whenever information is shared in the cloud, privacy and secu-
rity questions may arise. Although many technologies have been proposed in 
order to meet users’ requirements from privacy concern, however, at the same 
time, with the increasing number of processed data, the cost for privacy pro-
tection also increases dramatically. In this paper, we present a privacy-aware 
inter-cloud data integration system considering tradeoff between the privacy 
requirements from users and the charging for those data protection and proc-
essing. In contrast to existing data sharing techniques, our method is more 
practical as the cost for technical supporting privacy must be considered in the 
commoditized cloud computing environment. 

Keywords: Cloud computing, Privacy, Service pricing. 

1   Introduction 

Cloud computing becomes increasingly pervasive and more and more people are 
starting to take advantage of the power of the cloud these days. Comparing with the 
traditional systems, which are masked behind firewalls and other gateway boundaries 
and attackers must do intensive intelligence gathering to know that they exist, cloud 
computing, is highly visible and are designed to be accessible to anywhere by anyone.  

Similar to the real world utilities, nearly all the services provided in cloud comput-
ing are on-demand and highly commoditized, based on consumers’ usage and quality 
of service expectations, they just need to pay for those services like water, electricity, 
gas and telephony [6], rather than investing heavily to maintain their own computing 
infrastructure.  

Cloud computing fundamentally shifts the traditional “desktop as a platform” to 
“internet as a platform”, however, at the same time, arises more problems than ever 
before, especially when valuable data from thousands of users in a single site are 
being attacked [2], which also means, whenever information is shared in the cloud, 
privacy and security questions may arise. When a user stores his data in a third party 
like cloud computing provider, those data may have fewer or weaker privacy protec-
tions than when the data just remains in the possession of this user. 
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However, there are few privacy laws apply to restrict the disclosure of customers 
or employees’ personal information from a business to the cloud provider. Even pri-
vacy laws apply to particular categories of customer or employee information, disclo-
sure to a cloud provider may not be restricted, as current laws that protect electronic 
communications may apply differently to different aspects of cloud computing [1]. 
We can only enjoy the full benefits of Cloud computing if we can address the very 
real privacy and security concerns that come along with storing sensitive personal 
information in databases and software scattered around the Internet [1].  

In order to meet the growing requirement for privacy management, many privacy 
technologies have been proposed. Those technologies meet users’ requirements from 
privacy concern, however, at the same time, with the increasing number of processed 
data, the cost for privacy protection also increases dramatically.  

In [4], Yau et al present a method which could safeguard the privacy of data in a 
very secure way. They provided a privacy preserving repository to accept integration 
requirements from users, help data sharing services share data, collect and integrate the 
required data from data sharing services, and return the integration results to users. The 
main contribution of their work is that the processing of data is kept securely in both 
data sharing services and repository: data is randomized before sending to repository 
and encryption/decryption are used from information releasing in the repository.  

However in the above method, they did not consider the practicability of uploading 
all the unprocessed data to the repository, as in the real scenario, the high cost for 
transmitting data is even more unbearable compare with keeping the privacy of data 
which is not that important [8, 9]. As a vital building block in many fields, privacy is 
possible to be a new service in the cloud environment. Consumers do not have to 
concern about how to protect their privacy by which technology, instead, according to 
consumers’ requirements, the privacy services can be offered by providers to execute 
their applications only if consumer pay for that [3]. Both service provider and con-
sumer would like to pay different price for those privacy services with different pro-
tection assurances according to the importance of their data. 

Thus, based on the above analysis, we present a privacy-aware inter-cloud data in-
tegration system considering tradeoff between the privacy requirements from users 
and the charging for those data protection and processing. In general, it is up to cus-
tomers to decide on a strategy of how to get a service fulfilled on the basis of their 
personal feeling of the importance of their data, and the cost for processing data. 

The structure of the rest of the paper is as follows. Section 2 introduces a scenario 
that is used as a running example throughout the paper. A component-based view of 
the proposed system is presented in Section 3 and the design approach is given in 
Section 4, and the last section of this paper presents our conclusions. 

2   A Motivating Example 

This section presents a scenario used throughout the paper and we use this motivating 
example to show how our system works. The scenario is a revised version of the case 
study proposed in [4, 7].  

In a healthcare system there are multiple collaborated clouds which participate in 
processing, sharing and integrating data. We assume for the purpose of getting the 
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menu which is proposed to ulcer suffering, the clouds may contains the data from 
medical research institutes, hospitals and pharmacies. For simplicity, only four data-
bases are considered: a disease record database T1(Disease, Patient) which storing 
patient’s names and corresponding diseases which they are suffering, an identification 
information database T2(ID, Patient) which stores patients’ names and their IDs, a 
hospital database T3(ID, Drug, Menu) storing hospitalization information and a 
pharmacy database T4(Disease, Drug) which stores popular drugs for each disease. 

Table 1. The databases which used in the motivating example 

 

(a) Disease records T1 (b) Identification Information T2 (c) Hospital T3 (d) Pharmacy T4 
Now we are going to express our motivating example by the following four SQL 
queries which shown in Table 2. Query Q1, Q2 and Q3 generates three temporary 
tables Tmp1, Tmp2 and Tmp3 respectively, and the final results are from the last 
query Q4.  

Table 2. The integrated query 

 

As some queries may need other queries’ results as inputs, the repository random-
izes those results by using Hush function, which avoid the need for the repository to 
know that results but still keep the mapping relation between data. For example, we 
replace the Q1’s results {Bob, Alice} by {H(Bob), H(Alice)} which protects Q1’s 
results without disturbing Q2, as the hashed name usually remains unique, the reposi-
tory can easily evaluate Q2 by comparing H(Tmp1. Patient) and H(T2.Patient). Since 
H(Susan) is not in the Q1’s hashed result{H(Bob), H(Alice)}, the repository can find 
the patient Susan whose ID is 10004 is not an Aids nor diabetes patient.  

3   The Proposed System 

Our proposed system aims to mediate between users’ privacy preferences and the cost 
for privacy protection. The overall architecture of our system is illustrated in Fig.1. 
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The user sends his integration requirements to the repository cloud and only the re-
quired data for users’ integration request is collected. The query plan wrapper in the 
repository cloud will correctly construct a query plan for users’ integrated query, 
decompose the query into a set of sub-queries, and discover corresponding service 
providers. The data which was conducted or collected in the query plan wrapper are 
then sent to the query allocator.  

y

 

Fig. 1. System Architecture 

Each sub-query could be executed in local cloud or repository cloud. For the for-
mer case, the sub-query will be executed in the service provider which stores the 
corresponding database. Thus, only the results for the sub-query are returned to the 
repository cloud or transferred to the successive service provider. The price for proc-
essing data in local cloud is relative cheaper, however, it may not be secure as both 
the data storing and processing are done in the same service provider. While the later 
one is to fetch data in local cloud, randomize all of those data and then send to the 
query plan executor for further processing. Executing query in query plan executor 
guarantees secure protection as the data is stored and processed separately. Therefore, 
the cost for processing data in repository cloud is high as it requires randomizing all 
the data in the local service provider and transfers it back to the repository cloud. 

In order to help users find a balance between privacy insurance and the cost for 
privacy protection, the query plan executor decides at where the sub-query should be 
executed. Before sending those sub-queries to the query plan executor, three separat-
ing phases are proposed: 

 Privacy evaluation: based on user’s query, allows user to express their privacy 
preferences by setting risk values to decide the importance of data and the rela-
tionship between those data.  

 Cost evaluation: here, the pricing mechanism is that the service provider in  
repository cloud should estimate a price for processing data, whereas other pro-
viders which located outside the repository cloud provides the costs for both 
processing data and uploading data to the repository cloud. 

 Query Allocation: the query allocator chooses an optimal strategy according to 
user’s preferences in the above two steps, and sends it to the query plan executor 
to enforce that method. At last, the requested data is sent back to user from the 
query plan executor.  
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4   System Design 

In this section, we presented the process of our system implementation. Before dis-
cussing the functionality of our system, some basic definitions are introduced in order 
to establish a common ground of concepts. 

Firstly, the query plan wrapper converts user’s integrated query to a query plan 
graph G. For a integrated query, the query plan graph G={V, E, C} is a labeled di-
rected acyclic graph. Among which, V={v1, v2, …, vm,} is a set of nodes where each vi 
represents an intermediate search result; 1 2( , ,..., )lE e e e= is a set of edges where each 

edge ( , )ij i je v v= represents a data integration relation between iv an jv . 

1 2( , ,..., )lC c c c= is a set of labels attached to each ije E∈ and each label ci,j=(op, 

attr1, attr2)∈C specifies that the data of iv and jv is integrated by the data integration 

operator op between vi’s attribute attr1 and vj’s attribute attr2. Generally, the operator 
op can be any binary comparison operator chosen from {=, ≠, >, <} or any aggregate 
operator chosen from {SUM, AVG, MAX, MIN}.  

The motivating example in Section 2 can be represented by the query plan graph 
shown in Fig. 2. The query plan graph is decomposed to several sub-graphs 

1 2 3{ , , ,..., }nG G G G where each sub-graph represents a sub query in Table 2. The over-

lapping of sub-graphs shows that the immediate result from a sub-query is used as the 
input for another sub-query. 

 

Fig. 2. The query plan graph from the motivating example 

We use a matrix *m mD  to represent the disclosure condition of the searching results 

and the relationships between them. For each iid D∈ , 0iid = denotes the information 

of iv is not disclosed, while 1iid = denotes the information of iv can be known by 

service provider. Similarly, 0ijd = denotes the relationship between iv and jv is not 

disclosed while 1ijd = shows the relationship between iv and jv that can be known by 

service provider. An instance of data disclosure condition matrix is shown in Fig.3. 
As the service providers which locate in different clouds may collude each other in 

order to get more information that they are not supposed to get, i.e., if the relationship 
between disease and patient is disclosed to one service provider and the relationship 
between patient and ID is disclosed to another service provider, then is possible for 
them to find out the relationship between disease and ID. Thus, we define 1ijd = if 
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there exists a path P between iv and jv where the starting node of P is iv , the ending 

node of P is jv , and every edge in P has been disclosed. 

 

Fig. 3. An instance of a data disclosure condition matrix 

As we mentioned before, each sub-query can be executed in local cloud or repository 
cloud, for the sub-graph kG , we set ( ) 1iA G = to denote the former case and 

( ) 0iA G = to denote the later one where ( )iA G is the sub-allocation decision of sub-

graph iG . As each sub-graph contains nodes and edges, if the value of sub-graph is set 

as “1”, the values of all the nodes and edges within the sub-graph should be also set as 
“1”. For the nodes which may appear in several sub-graphs with different setting values 
“0” and “1”, we should consider this node (represents intermediate results) is executed 
in local cloud and set it’s value as “1” as it may be disclosed in the local cloud.  

 

Fig. 4. Process of the proposed system 

The process of our proposed approach is briefly presented in Fig.4. Based on user’s 
query, user and service providers first submit their evaluation for risk and cost evalua-
tion respectively. After that, query allocator decides an optimal allocation which pro-
vides minimum trade-off value between user’s risk and service cost. 

4.1   Risk Evaluation 

Before submitting user’s sub-requests to the query plan executor, user could express 
his privacy preference by giving risk value to those intermediate nodes. Each node 
represents the results from the previous query and the values on the nodes show how 
sensitive that user care about those data or the relationships between the data.  
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Fig. 5. An instance of a penalty matrix 

The risk values for the intermediate nodes are presented in a risk matrix *m mR in 

Fig.5. The iir R∈ denotes the risk value on intermediate search result iv and i jr R∈ de-

notes the risk value on the relationship between the intermediate search  
result iv and jv . Every value in the matrix is an integer ranging from 0 to 9, or +∞. 

For example, from Fig.5 we can see that the user gives the „Menu‰ information away 
and set the risk value to „0‰ as he may think this information is not that important. 
Whereas he cares which patients are suffer from which diseases as this kind of data 
disclosure may offend patientsÊ privacy, so the risk value on the relationship between 
„Patient‰ and „Disease‰ is set to infinity.  

 

Fig. 6. Risk Penalty Value 

Given disclosure condition matrix D and risk matrix R, the risk penalty value RPV 

can be calculated by the formula RPV=
1 1

m m

ij ij
i j

d r
= =

×∑∑ . An instance for showing how to 

calculate the risk penalty value is presented in Fig. 6. 

4.2   Cost Evaluation 

At the same time, the service providers should fix the service price considering differ-
ent situations. Our pricing mechanism includes four kinds of costs: 
1) Data randomization cost 
As we mentioned before, the sub-query could be executed in the repository cloud in 
order to assure the data can be stored and processed separately. Thus, all the data in 
the local service provider needs to be randomized before transmitting to the repository 
cloud. Service provider evaluates this price according to the amount of data.  
2）  Cost for uploading all data 
The user who wants to process the data in the repository cloud needs to upload all of 
the randomized data. This cost is for submitting those randomized data. 
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3）  Query execution cost 
The cost is for executing sub-query in local cloud or repository cloud. The query 
execution cost varies based on the amount of data.  
4）  Cost for uploading intermediate result  
This cost is for transmitting the results of the sub-query after executing it locally. 
According to user’s preference, the results can be transferred to next local server 
provider or to the repository cloud for further processing. 

Fig.7 shows an example of our pricing model. We use notation ( )r iC G to denote the 

cost for processing a sub-query iG in the repository cloud while ( )l iC G represents the 

cost for processing a sub-query iG in the local cloud. If the user decides to execute 

sub-query in repository cloud, the service provider should firstly randomize the whole 
data and send it to repository cloud to execute the sub-query. So ( )r iC G includes the 

cost for randomization data, uploading all data, and executing query.  

 

Fig. 7. Pricing Mechanism 

For example, from Fig.7 we can calculate that 1( ) $50 $15 $30 $95rC G = + + = , 

which means the total cost for executing 1G in repository cloud is $95. On the other 

hand, if iG is executed in local cloud, only the results of that sub-query will be submit-

ted to the repository cloud or transferred to the successive service provider. 
So ( )l iC G includes the cost for executing query and uploading intermediate results. 

We can get 1( ) $30 $5 $35lC G = + = in the example in Fig.7, so the total cost for exe-

cuting 1G in service provider 1 is $35.  

4.3   Query Allocation 

Based on the above analysis, the query allocator provides several strategies for user 
considering both price and privacy. User could select a service with lowest cost allo-
cation which subjects to privacy risk constraint, or a service with lowest privacy pro-
tection which subjects to cost constraint, or a service considering trade-off between 
cost and privacy penalty. Based on user’s choice, every possible allocation is exam-
ined and the best allocation will be selected.  
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Given a set of sub-allocation decision 1 2{ ( ), ( ),..., ( )}nA G A G A G , the disclosure con-

dition matrix D can be generated by combining all the sub-allocation decisions as 
follows: 

,( & ( ) 1) 1i k
i k k iiv G A G d∀∃ ∈ = ⎯⎯⎯→ =  

, ,( & ( ) 1) 1i j k
ij k k ije G A G d∀∃ ∈ = ⎯⎯⎯→ =  

1

1 1 2

, , ,...,( 1& 1& { 1, 1, ... , 1}) 1t

t

i j k k
ii jj ik k k k j ijd d P d d d d∀∃ = = = = = = ⎯⎯⎯⎯→ =  

Using RPV=
1 1

m m

ij ij
i j

d r
= =

×∑∑ we can get the risk penalty value of the allocation. Then the 

total cost is calculated by using
1

( ) ( ) ( ) 0
( )

( ) ( ) ( ) 1

n
i r i i

i
i i l i i

C G C G when A G
C G where

C G C G when A G=

= =⎧
⎨ = =⎩

∑  

As there are four sub-queries in our motivating example, totally 42 16= allocations 
are provided. In Table 3, we list all the possible allocations associated with the cost 
and privacy penalty. Suppose that the user prefers to select a service that produces 
lowest privacy penalty value while costs less than $250. From Table 3 we can see that 
the allocation which meets this requirement is {0,0,1,1}, which means, sub-query 1 
and 2 should be executed in the repository cloud while sub-query 3 and 4 should be 
executed in the local cloud.  

Table 3. Allocation Results 

1 2 3 4
{ ( ), ( ), ( ), ( )}A G A G A G A G  Cost Penalty 

1 2 3 4
{ ( ), ( ), ( ), ( )}A G A G A G A G  Cost Penalty 

{0, 0,0,0} 335  0 {1,0,0,0}  275  18 
{0,0,0,1}  288  8 {1,0,0,1}  228 26 
{0,0,1,0}  290  8 {1,0,1,0}  230  22 
{0,0,1,1}  205  14 {1,0,1,1}  183  28 
{0,1,0,0,}  280  ∞ {1,1,0,0} 220 ∞ 
{0,1,0,1} 233  ∞ {1,1,0,1}  173 ∞ 
{0,1,1,0} 235  ∞ {1,1,1,0} 175  ∞ 
{0,1,1,1}  188 ∞ {1,1,1,1}  128  ∞ 

5   Conclusions and Future Work  

In this paper, a privacy-aware inter-cloud data integration system is presented, which 
strikes a balance between the privacy requirements from users and the cost for data 
protection and processing. In contrast to existing data sharing techniques, our method 
is more practical as the cost for technical supporting privacy must be considered in 
the commoditized cloud computing environment. This work is still evolving and in 
the future work, we will consider more conflicted situation like how the system works 
under the trustable service providers.    
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Abstract. Heterogeneous metadata integration is an issue in digital libraries. 
Mapping is often used for an integrated metadata access, but the implicit 
knowledge and relations embedded in metadata are ignored. This paper aims to 
present a semantic web approach to heterogeneous metadata integration of bio-
diversity repositories. First, implicit knowledge and relations in metadata are 
extracted out and transformed into a shared ontology with expression of RDF 
and OWL languages. Next the shared ontology plays an inter-lingua role in 
harmonizing heterogeneous metadata to achieve an ontology mapping with a 
unified view. Then the shared ontology is expressed by SWRL for inference 
query to offer in-depth semantic discovery. Finally four question answering ori-
ented queries are employed to examine the feasibility of the shared ontology for 
heterogeneous metadata integration. 

Keywords: Information integration, heterogeneous metadata, semantic web, 
digital libraries. 

1   Introduction 

Many biodiversity heritage institutions have built up digital repositories to curate and 
manage their collections by digitizing biodiversity materials. Owing to various pur-
poses and functions, digital repositories will adopt different metadata formats as data 
schemas or elements to describe their collections. Mapping is often-used method to 
achieve metadata integration. Usually, mapping just focuses on lexical equivalence of 
metadata elements from source format to target one, but contextual relationships be-
tween metadata elements are ignored or lost. 

[5] points that data integration refers to combining data in such as way that a ho-
mogeneous and uniform view presented to users. [16] also regards that heterogeneous 
information integration is referred to as information synthesis of different information 
and data sources across disparate systems on the supply chain. One may draw a gen-
eralization that integration of data or information involves two key issues: heteroge-
neous and distributed. Therefore, the ideal integrated metadata access also needs to 
solve similar issues. 

Semantic web has been proposed as the next generation of web and is composed by 
three components: ontologies, XML and RDF, and inference rules [3]. Actually ontolo-
gies play a core role for semantic web in offering a set of common agreed terminologies 
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and relations to harmonize semantic heterogeneity for distributed web-based databases 
and systems on Internet. Ontologies can be regarded as inter-lingua either to standardize 
terminologies or to provide the semantic foundations for translators [15]. Therefore, it 
becomes an issue how to implement the semantic web into distributed and heterogeneous 
biodiversity repositories to achieve semantic-oriented metadata integration. 

2   Methodology 

This article aims to use ontologies as a harmony approach for heterogeneous metadata 
integration at data schema or element level. Target subjects were selected from Cata-
logue of Life (hereafter CoF) and Specimens Database of Native Plants in Taiwan 
(hereafter SDNPT), as case study to illustrate the semantic web driven approach for 
integration of heterogeneous metadata. The system prototype integrated Protégé 3.4 
with JavaBean program language to clarify the related ontology engineering tasks for 
metadata integration. The rest of this article is organized as follows. First, related 
work based on literature analysis motivates the contribution of our proposed ap-
proach. Next, detail of ontology construction and extended applications for metadata 
integration is illustrated, in terms of knowledge extraction, and ontology mapping. 
Moreover, a method is proposed to build a connection from ontology terminologies to 
mashup metadata for typical relational databases. In addition, four question answering 
(hereafter QA) oriented  queries are deployed to examine the feasibility of proposed 
approach. Furthermore, the discussion will be presented. Finally, concluding remarks 
are drawn for future research. 

3   Related Work 

Up to date, several approaches have been proposed to offer an integrated access to 
heterogeneous metadata from distributed biodiversity repositories. In terms of data 
value, the ID-based [10] or name-based [13] linkage approach only uses data value as 
a pointer to retrieve related metadata for a specific species. This approach relies on an 
authoritative list of unified identifiers or data value to reconcile the issue of semantic 
heterogeneity for biodiversity species. To this day, an official authoritative list has not 
agreed in biodiversity heritage. On the other hand, mapping or crosswalk is another 
often-used approach to provide a harmony basis for metadata integration according to 
a specified metadata format, such as Dublin Core（hereafter DC） and Darwin Core. 
One strand approach employs OAI-PHM with DC as a data aggregation mechanism 
to harvest and integrate various metadata formats and their elements from distributed 
digital repositories [2]. The other strand approach combines a networked retrieval 
protocol（such as Z39.50 and DiGIR） with a unified metadata format（such as 
EML and Darwin Core） as a federated searching service to offer integrated access to 
various biodiversity repositories [4][11].  However, mapping is classified as a lexical 
mapping which is based on lexical form, appearance or meanings [6], and contextual 
information embedded in metadata formats is excludes out. 

Few studies have focused on how to transform metadata into ontologies in cultural 
heritage. One study is to illustrate in mapping DC into CIDOC/CRM ontology for 
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metadata integration [7], the other is to mapping from DC and EAD to CIDOC/CRM 
[14]. These approaches are based on an existing ontology to transform metadata ele-
ments into equivalent semantic terminologies and then select and build up the required 
ontological concepts and relations. However, the first prerequisite of this transforma-
tion lies in that a common ontology has existed and agreed as a domain of discourse to 
share and exchange knowledge for a specific domain. According to the above discus-
sion, it is worth to explore how a semantic web approach to offer a unified logical view 
for metadata integration in distributed biodiversity repositories. 

4   A Semantic Web Approach to Integrating Metadata 

CoF and SDNPT are digital repositories to manage biodiversity information relating 
to species and specimens respectively. CoF is a typical relational database to record 
the species information for 50,804 unique species in Taiwan based on Species 2000 
metadata format. SDNPT is also a RDB to manage plant specimens for herbarium 
with 50,027 specimen’s records by adoption of the HISPID 3 format. Actually im-
plicit knowledge of CoF and SDNPT is embedded in different metadata formats. 
Therefore, the approach proposed by this study is to extract implicit knowledge from 
biodiversity repositories and then transform into machine readable and understandable 
with standard expression of XML-based RDF, OWL and SWRL languages. The pro-
posed approach is illustrated in detail as follows: knowledge extraction for building a 
shared ontology, ontology mapping, inference query, and metadata mashup. 

4.1   Knowledge Extraction from Metadata Elements for Building Ontologies 

Generally metadata is defined as data about data. Furthermore, metadata can be re-
garded as “a materialization of domain-related knowledge that facilitates the manage-
ment of data warehouses and helps in achieving good performance”[12]. Therefore one 
may generalize that metadata is also a kind of knowledge with shared meaning and 
interpretation for specific user communities. However, metadata is still a human-
understandable information with implicit knowledge. Our study has to transform im-
plicit knowledge embedded in metadata into explicit one to build up a shared ontology 
for harmonizing heterogeneous metadata formats and their elements. 

At this stage, we first adopted approach provided by [9] to extract knowledge manu-
ally from metadata of CoF and SDNPT repositories as follows: determine the domain 
and scope of the ontology, consider reusing existing ontologies, enumerate important 
terms in the ontology, define the classes and the class hierarchy, define the properties of 
classes, define the facets of the slots, and create instances. Then we used RDF data 
model to define classes and hierarchy, properties of classes and facets of the slots, to 
illuminate and re-contextualize the original ontological structure and relations embed-
ded in metadata elements. Lastly, we inputted all classes, properties and their instances 
into Protégé 3.4 ontology editor to build and validate a shared ontology with expression 
of XML-based RDF and OWL languages. During this stage, this study is successful in 
transforming implicit knowledge into explicit one. Moreover, we also build up a shared 
ontology with a unified logical view. In addition, this study also transforms human-
understandable metadata into a machine readable format in RDF and OWL. 
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4.2   Ontological Mapping 

Traditionally, mapping or crosswalks are an imperative task for metadata integration 
in digital libraries. In practice, crosswalk is a chart or table to represent the semantic 
mapping of fields of data elements in one element set to fields or data elements in 
another element set [1]. Once a crosswalk between two metadata formats has com-
pleted, an integrated access to heterogeneous metadata of various sources can attain. 
However, not all metadata formats and elements have been included into existing 
official crosswalks maintained by authority institutions. 

A shared ontology of this study is a set of common terminologies and relations 
with a unified logical view. It can be used to harmonize metadata from heterogeneous 
data sources in biodiversity heritage. At this stage, we adopted ontology alignment to 
generate ontology mapping between the shared ontology and elements of CoF and 
SDNPT respectively. Protégé and iPromptTab are employed to perform the semi-
automatic ontology mapping, because iPromptTab can perform ontology alignment 
for classes according to both lexical strings and their path-based class hierarchical 
relations [9]. However, manual revision is still required to complete the final mapping 
rules. In fact, it reveals that almost elements of CoF and SDNPT can be mapped to the 
shared ontology, owing to the shared ontology stems from CoF and SDNPT. 

4.3   Inference Query 

Basically our shared ontology is a RDF data model of triples（subject, predicate, and 
object）with unambiguous associative relations and assertions, and stored in an 
XML-based RDF/OWL format. It can be extended as a knowledge representation 
basis to allow computer to meaningfully process the knowledge and provide semantic 
conclusions from our shared ontology and retrieve corresponsive metadata for an-
swering imposed queries. Thus it can be further utilized to develop a set of semantic 
units of description logic（hereafter DL） such as IF-THEN rules, to draw inference 
query from various digital biodiversity repositories. For instance, two RDF triple 
statements, such as “Species has － product － Specimen” and “Specimen －

is_collected_by－Collector”, can formulate an IF-THEN rule like “IF a specific plant 
Species has Specimen and Specimen is collected by Collector, THEN it means that 
Collector had collected this Species.” The SWRL syntax can be expressed as follows: 
product?（?x, ?y） ^ is_collected_by（?y, ?z）→hasCollector（?x, ?z）. Therefore, 
one can identify and combine two semantic RDF triples and statements as a basic IF-
THEN rule for inference query. At this stage, we employed Protégé and SWRLTab 
software to manifest the deployment of SWRL language for OWL-DL based  
IF-THEN rules (see Fig. 1). 

4.4   Mashup Metadata from Digital Repositories 

How to retrieve corresponsive biodiversity metadata from CoF and SDNPT is still a 
problem in this study. Basically, the CoF and SDNPT are two typical relational data-
bases, neither RDF nor networked retrieval protocol based. The proposed approach is 
to develop a query agent as a connection from ontological query results to mashup 
corresponsive metadata of CoF or SDNPT. The component of query syntax of CoF  
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Fig. 1. An instance for SWRL query syntax and result 

and SDNPT was analyzed into two parts: URL location as well as query field and 
string. The first part without underline is to connect the location of specified reposi-
tory, and the second one with underline is to retrieve metadata records from reposi-
tory based on either species’ or specimen’s name. Therefore several specific query 
syntaxes are generalized to mashup metadata as follows: 

• SDNPT － http://db1n.sinica.edu.tw/textdb/hast/hast_label.php?_op=?species_m. 
speciesE:EngSpeciesName（query field is English species’ name） 

• CoF － http://taibif.org.tw/taibif_search/species_Detail.php?sc=Engspeciesname 
(query field is English species’ name) 

Second, we used JavaBean as program language to extend the function of Protégé for 
retrieving metadata from various digital repositories. Based on mashup connection, 
users can retrieve metadata from Protégé to CoF or SDNPT for reviewing detail of 
species or specimen records directly, no matter users select the specific term by 
browsing or querying ontologies. On the other hand, users can also query terms in a 
SPARQL syntax to access the corresponsive metadata from CoF or SDNPT respec-
tively. Moreover, users would further use either SWRL or SQWRL language to per-
form OWL-DL based inference query to retrieve species’ or specimen’s metadata. 

5   Question Answering 

The design of ontological capable applications can facilitate the integrated metadata 
access and semantic query answering to a subject of interest from various biodiversity 
repositories. By means of QA-based query examples, we illustrate how biodiversity 
researchers not only query at various levels of ontological granularity, but also make 
semantically constrained queries. 
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Query 1: Which species has not specimen? There are two approaches may be the 
answer to this query. At the beginning, it can add zero into datatype attribute of speci-
men in our shared ontology. However, this approach is not a correct way for answering 
this query. Thus this study selects the second approach to find answer for this query. 
Essentially ontologies are assumed to be an open world. This query could convert to 
prove an assumption to be true or false. Therefore in this study we use SPARQL query 
to find the answer. The answer is Keteleeria davidiana（台灣油杉）. The syntax and 
query result of SPARQL are shown Fig. 2. 

 

Fig. 2. SPARQL result for query 1 from Protégé 

Query 2: Which species are two different species but with synonymous name?  
This graph pattern for this query is illustrated in Fig. 3. It clarifies the use of OWL 
differentFrom property as a query restriction to assert that two species（Aralia de-
caisneana Hance and Aralia bipinnata Blanco) are different but with the same Chinese 
common name（鵲不踏). 

Query 3: Which species is collected by Ching-I Peng at MIAOLI_HSIEN?  This 
graph pattern for this query is illustrated in Fig. 4. It represents a more sophisticated 
query that spans over several RDF triples. This RDF graph query is a set of tuples in a 
sequential order, especially containing values for collector and collecting place of 
specimen respectively to satisfy three conditions: (i)a species has specimen, (ii) a 
specimen has been collected at specific place and （iii）a specimen has also been 
collected by specific person. The answer for this query is Abies Kawakamii（台灣冷

杉） species. 

Query 4: Which species has specimen, reference literature, scientific name,  
English common name and Chinese common name simultaneously?  This graph 
pattern for this query is illustrated in Fig. 5. It represents another more sophisticated 
query that spans a greater portion of our shared ontology. The answer to this query is 
a set of tuples containing a species, specimen, reference and a complicated relation for 
name which includes scientific name, English common name and Chinese common 
name. The answer for this query is Hedychium coronarium Koenig（穗花山奈） 
with specimens（no. 101527 and 93998）, Flora of Taiwan（vol. 5, p. 717） refer-
ence literature, English common name（e.g. white ginger）, and Chinese common 
name（野薑花）. For this query this study uses SWRL rather than SPARQL, be-
cause SPARQL query can not de-duplicate the results. 
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Fig. 3. RDF graph for query 2 

 

Fig. 4. RDF graph for query 3 

 

Fig. 5. RDF graph for query 4 

6   Discussion 

6.1   Transformation from Human-Understandable Metadata into  
Machine-Understandable Ontology 

In fact a common ontology at element level is not available in biodiversity. In this 
study the proposed approach is to construct a shared ontology by transforming meta-
data into ontologies, rather than a mapping from metadata to ontologies. Thus this 
study is first to transform heterogeneous metadata into ontologies. It means that we 
have to extract and re-contextualize the original ontological concepts and relations 
embedded in metadata elements. This study has made implicit knowledge in metadata 
into explicit one. Therefore a human-understandable metadata expression has changed 
into a machine-readable RDF/OWL format. Thus the proposed approach in this study 
is a more practical solution than the above [7][14]. 

Second, it is not always feasible in heterogeneous situations for diverse user com-
munities or domains to agree on using either the same authoritative identifiers [10] or 
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names [13], or a specific metadata format [2][4][11]. Therefore this study provides a 
new and more flexibly customized approach to build up the shared ontology from 
metadata elements, and enrich ontological relations between elements as a domain of 
discourse for any communities and domains. Furthermore, the proposed approach in 
this study also transforms machine-readable metadata into a machine-understandable 
ontology in a SWRL language that can be furthering processed and inferred by se-
mantic web software. 

6.2   Manifestation of Semantic Web Technologies on Heterogeneous Metadata 
Integration 

In this study we build up a shared ontology as a harmony mechanism to integrate 
metadata from heterogeneous digital biodiversity repositories at conceptual level. 
With addition of ontologies to metadata integration, our contribution can be drawn as 
follows. First, it is distinctive from simply physical or virtual data aggregation based 
on the same metadata element set without semantic relations [2][4][11]. The shared 
ontology proposed by this study is a manifestation of knowledge representation to 
represent associative relations of class and property. Many relations of our shared 
ontology are not expressed straightforward in digital repositories. It can include rela-
tions into query indexing and inference query, in addition to metadata elements.  
Second, the shared ontology can further support semantic query formulation across 
various levels of granularity, to discover any relation between two or more objects for 
answering in-depth questions as same as our demonstrated queries. This provides a 
data mining approach to discover relations between two or more resources in biodi-
versity. Thus, the use of associative relations among objects is an advantage of the use 
of ontology mapping over typical metadata mapping. Therefore semantic web driven 
approach is a conceptual crosswalk for heterogeneous metadata integration, rather 
than an element mapping without semantic relations and logic axioms. 

Finally, each RDF triple can be regarded as a unit of DL to formulate into a series 
of IF-THEN inference rules. As shown as our demonstrated queries, the proposed 
approach is successful in generating IF-THEN rules compliant with SPARQL or 
SWRL/SQWRL languages to achieve inference query. On the other hand, biodiver-
sity domain also needs negation, e.g. species has not specimen as same as illustrated 
in our query 1. The ability of using negation as failure plays an important role in QA, 
especially for knowledge discovery. Biodiversity researchers would like to query with 
the assumption that all the knowledge is available at certain point to discover new 
research issues or provide insight into research trends. However, “closed world” in-
ference such as QA for negation is usable in biodiversity. Therefore, apart from repre-
sentation of ontological hierarchy and relations, it can formulate inference from the 
shared ontology based on semantic expression of knowledge representation. 

7   Conclusions 

This study is successful in implementing the technology of semantic web on metadata 
integration for distributed digital repositories in biodiversity. First, this approach pro-
posed is distinctive from most current studies in building up a shared ontology from 
bottom up, instead of adopting existing ontologies or metadata formats and elements. 
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In this study we also manifest how to transform metadata from implicit knowledge into 
explicit one. It means that this study changes metadata from human-understandable 
biodiversity formats and elements into a machine-understandable specification of ex-
plicit knowledge in an ontological expression. Next, in this study we employ the shared 
ontology to develop a set of conceptual mapping rules with logical relations and axi-
oms. Based on conceptual mapping rules, one can integrate heterogeneous metadata 
from digital repositories, instead of a pure schema or element mapping table. Third, 
this proposed semantic web driven approach also uses the shared ontology as a knowl-
edge representation mechanism. Thus it is allowed to include logical relations into 
query indexing and perform OWL-DL inference query, in order to find any possible 
relations among objects for in-depth QA in biodiversity heritage. 

Although the approach proposed for metadata integration is semantic web driven, our 
target subjects are still belonging to typical relational databases without any RDFization. 
Furthermore, the proposed agent in this study is a tentative solution to mashup metadata 
from relational databases. Therefore, the RDFized normalization is needed to transform 
these proprietary relational databases as qualified SPARQL Endpoints for providing 
RDF compliant query in a distributed online environment. Moreover, the biodiversity 
heritage still needs to develop a common agreed ontology at data schema or element 
level for knowledge sharing and discovery in the long term, because this study reflects 
partial requirements of institutions and their digital collections. 
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Fuzzy Multi-objective Programming Application for 
Time-Cost Trade-off of CPM in Project Management 

Gino K. Yang 

Department of Computer Science and Information Management,  
Hungkuang University, Taiwan, ROC 

Abstract. In pragmatic project management cases, many complex resources and 
large-scale related activities are involved. Moreover, when situations are under 
the conflict and incommensurate of time and cost, it becomes more difficult for 
managers to make their decisions. Hence, we construct fuzzy multi-objective 
programming model from CPM technique. Through emphasizing the selectable 
flexibility among the feasible projects, we describe the decision problem brought 
from uncertainty and complex in project. In our research, taking the conflict and 
incommensurate of time and cost as two major factors, we measure weight and 
priority to denote the importance degree between the objectives. Adopting Tiwari 
et al., we also develop the result when trading off the decision vs. the vague en-
vironment of time and cost and the past’ single objective’ method has become the 
exceptional case of multi-objective models. Secondly, we broaden the consumed 
time and cost of activity events when assumptions are certain to merge the 
practical situation. We applied fuzzy number to express estimate time and cost. It 
based on Lee and Li method to solve this problem. Finally, we employ numerical 
example to explain it with LINGO package to calculate. 

Keywords: Project management, CPM, Fuzzy number, Fuzzy multi-objective 
programming. 

1   Introduction 

Managers normally must supervise a variety of activities. Some of the activities  routine and 
repetitive, while others are not. Projects belong to the latter. Most of projects have some 
common factors (time, cost, performance etc.) that must be managed if the project goals are 
to be achieved. The management of a large-scale project requires coordinating numerous 
activities throughout the organization. A myriad of details must be considered. Fortunately, 
two closely related operation research techniques, PERT and CPM are available to assist 
the project manager with carrying out these responsibilities. These techniques make heavy 
use of networks to help plan,  coordinate and display of all the necessary activities. These 
systems allow the project progress to be monitored and controlled by managers. 

Earlier, PERT focused on the uncertainty in activities using the Three-Estimate Ap-
proach to estimate and control activity time. However, CPM presumed that the amount of 
consumed time and  activity event coats were accurate. In this work, we focus on the 
relationship between consumed time and expended cost even though these two techniques 
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have gradually merged in recent years. The purpose is to determine the project critical path 
to ensure that the project runs smoothly in spite of a sting of unnecessary delays.  

However, achieving accurate activity time and costs  in CPM is difficult. For ex-
ample, activity cost cannot be estimated accurately with the complicated related re-
sources and techniques. The pressure to achieve project completion within a certain 
period of time makes managers give biased time consumption estimates. Similarly, the 
possibilities for a modest amount of overlap in activities need not invalidate a schedule 
using PERT/CPM.  We therefore recommend fuzzy set theory to deal with the deci-
sion-making problems resulting from uncertainty and complexity.  

In recent research on fuzzy sets applied to project management, most scholars  used 
fuzzy numbers or membership functions in the uncertain project activity environment. 
Some scholars employed fuzzy number model ranking for defuzzification such as 
Chang et al [1] McCahon [2] and Yao et al [3]. Other researchers used the α-cut tech-
nique to calculate such as Hasution [4], Rommelfanger [5], and Mon [6]. Some adopted 
Zadeh’s [7] extension principle to produce the critical path such as Chanas et al [8]. 
Others applied Zimmermann’s [9] fuzzy linear programming technique to trade-off 
time and cost such as Ignizio et al [10] and Elden [11. Others discussed how to get 
critical path in a fuzzy environment. In a related application, Kucha [12] utilized fuzzy 
numbers to evaluate the project risk. He used the decision makers’ attitude and project 
framework to help the decision-makers analyze progress.  

The traditional CPM technique involves constructing a single objective program-
ming model from the minimum crash cost under a time constraint. The optimum solu-
tion gained from single objective programming leaves the decision maker to either 
accept the results unconditionally or reject them. We will construct a CPM model as a 
fuzzy multi-objective programming model to emphasize flexibility and explore the 
possible feasible substitute plans. We also describe the relative importance of weight 
and priority among the objectives. Through the above methods, we are able to under-
stand the complexity of expected fuzzy situation and evaluate it accurately. We can 
then evaluate the minimum crash cost under the time constraint and produce the earliest 
finish time under the cost constraint. In the past, the single objective was a special case 
of multi-objective models. Under the CPM assumption (the expended time and cost are 
both certain), we broaden this assumption and apply fuzzy numbers to express the 
estimated time and cost. Via such a pragmatic project management description in which 
the parameters normally cannot be calculated accurately, decision makers have more 
flexibility to obtain a satisfactory result.  

2   Time-Cost Trade-offs in CPM 

The estimated project activity time is normally made under some given level of re-
sources. In many situations, it is possible to reduce the duration of a project by injecting 
additional resources. This is expected to shorten the project time below a normal value 
under this activity for crashing, to avoid penalties resulting from the time delay, to take 
advantage of monetary incentives for timely or early project competition, or to free 
resources for employment on other projects. It is possible for project managers to deal 
with the restrictions of additional resources and funds to acquire the earliest finish time. 
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CPM cannot achieve this under its minimum crash cost and single objective model.  
CPM creates some bias during decision-making procedures. Hence, we establish a 
multi-objective programming model in CPM to make the time-cost trade-off. 

It was assumed that time and cost could be predicted effectively without significant 
uncertainty. In searching for the appropriate crash level and injecting funds to shorten 
the project time to the expended time and cost, we apply a time-cost curve to determine 
the crash level and cost. According to Hiller and Lieberman [13] , we define two key 
points (normal and crash) for the curves, as shown in Figure 1.  

Normal point: the normal point on the time-cost graph for an activity shows the time 
and cost for the activity when it is performed in the normal way.  

Crash point: the crash point shows the time and cost when the activity is fully crashed, 
i.e. it is fully expedited with no cost spared to reduce its duration as much as possible.  

In most applications, it is assumed that a partial crash of the activity at any level 
would produce a combination of time and cost that lies somewhere on the line segment 
between these two points. We will apply linear programming to make the crash deci-
sion and define the variable. 

Dij = normal time for activity (i , j)  

CDij = normal cost for activity (i, j)  

dij = crash time for activity ( i , j ) 

Cdij = crash cost for activity ( i , j ) 

To obtain activity i to j to shorten activity duration time per unit, we denote the slope 
of the line through loaded crash cost Sij by  

    dij         Dij     Activity cost 
Crash time   Normal time           

Activity cost 
 

Crash cost Cdij 
 
 
 
Normal cost CDij Normal 

Crash 

 

Fig. 1. Time-cost curve for activity ( i , j ) 
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Using the AOA network diagram to show the activity event, the decision variables for 
the problem are shown below 

xij = duration crash time for activity i to j 

yl = start time of activity l  

CPM multi-objective linear programming clear model for cost and time analysis can 
be constructed as Eq. (2)  
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y1 is defined as the start time for the project and  yn is the end time. 

3   Fuzzy Multi-objective CPM Method 

The fuzzy multi-objective CPM method is a kind of mathematics programming model 
used under information uncertainty situations to consider multiple objectives. Its pur-
pose is to assist the decision makers in seeking an optimum solution under the restric-
tion of fuzzy information and objective conflict. In fuzzy set theory, the degree of the 
membership function for each objective represents its satisfaction level. Zimmermann 
[9] was the first to apply the fuzzy set theory concept with multiple objective linear 
programming problems. Later, many solutions for the relative problem have been 
developed, i.e., Lai and Hwang. [14] 

We used Tiwari et al [15], Lee and Li’s [16] approach to solve the fuzzy multiple 
objective CPM problem in this paper. Among recent research, some have applied those 
two approaches to solve the decision problem caused using fuzzy linear programming . 
In 1993, Bit et al [17] presented weights and priorities for nonequivalent objectives in 
transportation problems. He employed the Tiwari additive fuzzy programming model 
to obtain the best compromise solution.  In 1998, Roy and Maiti [18] utilized multiple 
objective inventory models in which the coefficient was a fuzzy member to obtain the 
EOQ (economic order quantity) under maximum profit and minimum waste objectives 
together with the constraint of total average cost and warehouse space . They applied 
Lee and Li’s fuzzy linear programming to solve these problems. In the above two 
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applied cases, they used a fuzzy programming model to describe the decision problem 
generated from the uncertain environment. The results were closer to the real situation. 

The fuzzy multi-objective CPM model is concerned with the problem of minimizing 
the time and cost. Let (x(1)*, x(2)*) be the ideal solution for the multiple objective CPM 
problem (2), i.e., x(k)*is the optimal solution for the single objective programming  
problem.  
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The values of all of the k objective can then be calculated at all of these k optimal 
solutions x(k)*(k = 1,2) to form a payoff matrix 

⎥
⎦

⎤
⎢
⎣

⎡

)()(

)()(
)*2(

2
)*1(

2

)*2(
1

)*1(
1

2

1

xZxZ

xZxZ

Z

Z

j

                                             (3) 

The diagonal of matrix (3) constitutes the k ideal values )( )*(k
kK xZZ  of objectives 

(k = 1,2). From the payoff matrix (3), we can determine that Uk and Lk are the upper and 
lower bounds for the k objective, where Lk = aspiration level of achievement for the k 
objective, and Uk = highest acceptable level of achievement for the k objective. Hence, 

Lk = )( )*( j
kK xZZ =+  

Uk = )}({max )*( j
k

j
xZ         (k = 1,2) 

If CPM objective function is fuzzy in nature, the membership function is shown as 
Eqs. (4) and (5). This is decision maker’s degree of satisfaction for each objective. The 
larger the membership value becomes, the more satisfaction derived.  
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3.1   Weighted Fuzzy Goal Additive Programming Model 

In virtually every situation managers must cope with this problem when certain goals 
become more important than others. For example, some events could be more important 
than others, such as achieving a certain objective or solving a specific problem. The 
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Tiwari et al approach was used to assign differential weights as coefficients for the 
individual terms in the fuzzy membership function to reflect their relative importance, 
i.e., Multiplying each fuzzy goal membership value with a suitable weight and then 
adding them together formulated the objective function. This leads to following for-
mulation, corresponding to (6)  
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Here w1, w2 are weight for objective function Z1 and Z2  

3.2   Preemptive Priority Fuzzy Goal Additive Programming Model 

Priority performs an important role in human decision-making processes. Recognizing 
this fact of life enables managers to direct their efforts to the best goals to obtain. 
Unless a particular objective or a subset of objectives is achieved, the other objectives 
should not be considered. In such cases, the weighting scheme for the previous section 
is not an appropriate method. The preemptive priority structure [14,17] may be stated 
as Pk>>>Pk+1, which means that the objectives in the k-th priority level have higher 
priority than the objectives in the (k +l)-th priority level. 

The problem is subdivided into a subproblem. Every subproblem has a number of 
priority levels. In the first subproblem, only the fuzzy objective belonging to the first 
priority level of the membership function for the degree of satisfaction degree is con-
sidered. At other priority levels, the membership values are maximum and solved using 
the additive fuzzy programming model. In general the CPM becomes (7) 
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Where λk is the achieved membership value for the DMs degree of satisfaction in the 
first priority level and λk+1 is secondary level. 

According to Tiwari et al’s [15] viewpoint, the main difference between FGP (Fuzzy 
Goal Programming) and GP (Goal Programming) is that the GP requires the deci-
sion-maker to set definite aspiration values for each objective. Then FGP is specified in 
an imprecise aspiration level. Using the FGP calculation rule, the similarity between 
the non-fuzzy weighting method and goal programming problems can be solved. It has 
more flexibility and allows the decision-maker to employ different methods to describe 
the relative importance among the objectives. 

3.3   Lee and Li Fuzzy Multi-objective Linear Programming Model 

Each parameter coefficient is fuzzy, using Lee and Li’s method to solve the fuzzy 
multiobjective-programming problem. To utilize Eq. (1) efficiently to estimate the 
crash cost per unit Sij, the CPM coefficient is expressed as a triangle fuzzy number. 
When the membership value is highest, Sij is calculated using the α-cut skill (6). Where 
α∈[0,1] denotes the level of possibility that all fuzzy coefficients are feasible, and 
λ∈[0,1] denotes the grade of compromise to which the solution satisfies all of the fuzzy 
goals while the coefficients are at a feasible level α. In the synthetic possibility and 
satisfaction degree, when β is the overall solution satisfaction under the fuzzy objective 
and constraint, using Bell-Zaheh’s[19] rule, β is taken as β= min(λ,α). Hence, it can be 
expressed as (8) 
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Let α)
~

(P be the α-cut value of the fuzzy number P
~

. LP α)
~

(  and UP α)
~

(  are the 

lower and upper bounds of the α-cut for fuzzy number P
~

. Generally, Lee and Li’s 

fuzzy possibility linear multi-objective programming has two extreme situations. To 

get the optimum solution suitable for the current situation from an infinite number of 
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linear programming parameter combinations. [20] In this paper we make flexible ad-

justments for the parameters, indicating the actual meaning and the decision-maker’s 

degree of optimism. For example, dDij

~~ −  has the maximum crash time, which is the 

upper bound. The lower bound is used to show the activity duration crash time for 

variable xij . 

4   Numerical Example 

Some project programming is shown in Figure 2. The AOA network project diagram  
time and cost data are shown in Table 1. When all activities are performed under 
normal situations, the entire project finish time is 22 days and the direct cost is $1070. 
The critical path is A-C-F according to the multi-objective programming model shown  
using Eq.(9).  

Min Z1 = 10xa+10xb+30xc+5xe+20xf+20xg 

Min Z2 = y6 - y1 

s.t 

y2 + xa ≥ 9 ,      y3 +xb ≥ 7 ,     y4 + y3 + xe ≥ 8 , 

y5 - y2 + xc ≥ 6,   y6- y5 +xf ≥ 7 ,   y6 - y4+ xg ≥ 5                   (9) 

xa ≤ 6,  xb ≤ 3 ,  xc ≤ 1,  xe ≤ 4 ,  xf ≤ 3 ,  xg ≤ 1 

xa ≥0 ,  xb ≥ 0 ,  xc ≥ 0 ,  xe ≥ 0 ,  xf ≥ 0 ,  xg ≥0 

y1=0 

Table 1. Project performance time and cost data 

 
Activity

Normal  
duration time 

Maximum 
Reduction time

Standard
cost 

Incremental 
crash cost 

A 9 6 140 10 
B 7 3 120 10 
C 6 1 200 30 
D 5 0 180 0 
E 8 4 140 5 
F 7 3 80 20 
G 5 1 210 20 
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Fig. 2. AOA network diagram of project 

4.1   Weighted Fuzzy Goal Additive Programming Model 

Tiwari’s weight additive model was used to evaluate the relative degree of importance 
between the objective weights. The ideal solution payoff matrix is (10). The lower 
bound ideal solution for objective is Lk= ( 0, 12 ) and the upper bound ideal solution is 
Uk = (220, 22 ). 
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The membership objective function can then be constructed as (11) and (12). We use 

(6) to calculate W1 and W2 of objectives shown in Table 2 and Figure 3. 
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Table 2. The finish time for the objective relative weight 

W1 W2 Z1 Z2 Crash activity 
Reduce 
time 

Critical path 

1.0 0 0 22 － － A-C-F 
0.9 0.1 0 22 － － A-C-F 
0.8 0.2 0 22 － － A-C-F 
0.7 0.3 0 22 － － A-C-F 
0.6 0.4 20 20 A 2 A-C-F   B-E-G 
0.5 0.5 80 16 A ,  E  6,  4 A-C-F   B-E-G 
0.4 0.6 170 13 A,B,E,F  6,3,4,3 A-C-F  B-E-G  A-D-E 
0.3 0.7 220 12 A,B,C,E,F,G 6,3,1,4,3,1 A-C-F  B-E-G  A-D-E 
0.2 0.8 220 12 A,B,C,E,F,G 6,3,1,4,3,1 A-C-F  B-E-G  A-D-E 
0.1 0.9 220 12 A,B,C,E,F,G 6,3,1,4,3,1 A-C-F  B-E-G  A-D-E 
0 1 220 12 A,B,C,E,F,G 6,3,1,4,3,1 A-C-F  B-E-G  A-D-E 

We use the weight to denote the relative importance of the objective function. It dif-
fers from traditional decision-making under the time constraint and offers a distinct 
decision-thinking method. Many scholars have devoted research to these kinds of 
weight determinations.  
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Fig. 3. Time-cost trade-off point for each objective weight 
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4.2   Priority Fuzzy Goal Additive Programming Model 

To complete the project within the required period of time it is possible to reduce the 
length of the project by injecting additional resources. The time objective is a priority 
for completion. It is not feasible to employ a weight additive model. The project com-
pletion time is an approximate situation. The finish time cannot be estimated accu-
rately. The decision-maker’s degree of satisfaction with the projected completion time 
is used to indicate the membership value of the time priority objective. Equation (7) is 
used to obtain the objective value of the minimum crash cost. The calculation result is 
shown in Table 3 and Figure 4.  

Table 3. Finish time under time priority objective 

First priority Time
membership value 

level 

First priority 
Time level 

Subordinate 
Cost level Crash activity Reduce time Critical path 

0 22 0 A-C-F 
0.1 21 10 A 1 A-C-F 
0.2 20 20 A 2 A-C-F 
0.3 19 35 A, E 3, 1 A-C-F, B-E-G 
0.4 18 50 A, E 4, 2 A-C-F, B-E-G 
0.5 17 65 A ,E 5, 3 A-C-F, B-E-G 
0.6 16 80 A, E 6, 4 A-C-F, B-E-G 
0.7 15 110 A,B,E,F 6,1,4,1 A-C-F, B-E-G 
0.8 14 140 A,B,E,F 6,2,4,2 A-C-F, B-E-G 
0.9 13 170 A,B,E,F 6,3,4,3 A-C-F, B-E-G, A-D-E
1 12 220 A,B,C,E,F,G 6,3,1,4,3,1 A-C-F, B-E-G, A-D-E  
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226 G.K. Yang 

 

Table 4. Finish time under cost priority objective 

First priority Cost 

membership value 

level  (λk ) 

First priority 
Cost level  

(λk )

Secondary
Time 

level (λk+1 )
Crash activity Reduce time Critical path 

0 220 12 A,B,C,E,F,G 6,3,1,4,3,1 A-C-F, B-E-G, A-D-E 
0.1 198 12.4 A,B,C,E,F,G 6,3, 0.6 , 4,3, 0.6 A-C-F, B-E-G, A-D-E 
0.2 176 12.88 A,B,C,E,F,G 6,3,0.12 ,4,3,0.12 A-C-F, B-E-G, A-D-E 
0.3 154 13.53 A,B,E,F 6 ,2.47, 4,2.47 A-C-F, B-E-G 
0.4 132 14.27 A,B,E,F 6 , 1.73 , 4, 1.73 A-C-F, B-E-G 
0.5 110 15 A,B,E,F 6,1,4,1 A-C-F, B-E-G 
0.6 88 15.73 A,B,E,F 6 ,0.27 , 4, 0.27 A-C-F, B-E-G 
0.7 66 16.93 A,E 5.07, 3.07 A-C-F, B-E-G 
0.8 44 18.4 A,E 3.60, 1.60 A-C-F, B-E-G 
0.9 22 19.87 A,E 2.13, 0.13 A-C-F, B-E-G 
1 0 22 A-C-F 

 

The decision-makers must face the limits of additional resource and budget and then 
consider the cost priority to gain the earliest finish time under the cost restrictions. 
According to that degree of satisfaction the membership value of the cost priority is 
indicated. Equation (7) is then used to obtain the objective value of the earliest finish 
time. The calculation result is shown in Table 4 and Figure 5. 

We applied the fuzzy multi-objective programming approach to construct a CPM 
model. It evaluates the minimum crash cost and predicts the earliest finish time under 
the cost constraint. We can consider the single objective as a special case of the 
multi-objective method to avoid creating bias in the decision. 
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Fig. 5. Trade-off under cost priority objective 
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4.3   Lee and Li Fuzzy Multi-objective Linear Programming Model 

The activity event time and cost is relaxed when the assumptions are ensured to merge 
with the practical situation. Fuzzy numbers are applied to denote the evaluated time and 
cost. In this paper, the time and cost for the objective were assumed to have the same 
weight to acquire the solution. Because the unit crash cost calculated from the other 
information in the objective function and normal crash time based on the constraint are 
the decision-maker’s approximate time, both coefficients would probably create more 
bias. Henceforth, the slacker triangle fuzzy number is denoted 
by 2)  x,  ,2(~ +−= xxx . )1  x,  ,1(~ +−= xxx  is therefore used to denote the 
triangle fuzzy number. Equation(8) is shown as Eq.(13). The result is shown in Table 5. 
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Table 5. The result of Lee and Li fuzzy linear programming 

α Z1
L Z1

U Z2
L Z2

U β Z1(x) Z2(y)
0 0 101.00 9 16 0.6011 40.2865 11.7921 

0.1 0 118.82 9.3 16.6 0.6078 45.1780 12.0756 
0.2 0 122.88 9.6 17.2 0.6101 47.9126 12.5633 
0.3 0 134.18 9.9 17.8 0.6132 51.9005 12.9557 
0.4 0 145.72 10.2 18.4 0.6156 56.0084 13.3517 
0.5 0 157.50 10.5 19.0 0.6175 60.2379 13.7509 
0.6 0 169.52 10.8 19.6 0.6190 64.5903 14.1530 

0.6192 0 171.8553 10.8576 19.7152 0.6192 65.4401 14.2305 
0.7 0 181.78 11.1 20.2 0.6201 69.0665 14.5575 
0.8 0 194.28 11.4 20.8 0.6217 73.8891 14.9750 
0.9 0 207.02 11.7 21.4 0.6235 79.1900 15.4105 
1 0 220 12 22 0.6254 84.6154 15.8462 

 

Table 5  shows the optimum solution and α* = β* = 0.6192，Z1(x) = 65.4401, Z2(y) = 
14.2305. The objective values for the decision-maker are Z1 

L= 0, Z1
U=171.8553 and Z2

L= 
10.8576, Z2 

U=19.7152. Under synthetic possibility and satisfaction degree, the reduced 
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time for each activity is xa= 5.485 and xe =3.485. The total compromise crash time using 
the same cost and time weight is 14.2305. The expected cost increase is 65.4401. 

In the above example, the parameter has been considered to be more optimistic 
situation,  making the outcome consist of less activity time and cost. This can create 
some adjustment in practical projects. For example, we assumed certain activities in 
this paper to be overlapped, giving slack in the activity duration and higher result 
values than the normal activity time. The maximum crash time has an upper bound 
concept. We denote the α-cut of the fuzzy number with an extreme lower bound. 
Having a small amount of slack in the activity time compensates for the unexpected 
delays that inevitably seems to slip into a schedule.  In Lee and Li’s application the 
objective weights were unequal.  

5   Conclusion 

CPM considers the activity time and the activity cost. When simplifying a complex 
project it provides considerable  information value. In this paper we used fuzzy set 
theory as a bridge to show the decision problems generated in a project from uncer-
tainty and complexity. We constructed a multi-objective programming model to trade 
off the time and cost. Through this model construction and example, the following 
conclusions were obtained. 

(1) Fuzzy additive programming was used to denote the relative importance of the 
objective functions. This differs from the traditional decision-making under a time 
constraint and offers a distinct decision-thinking method.  

(2) Not only can the priority fuzzy goal additive programming model evaluate the 
minimum crash cost under the time constraint, it can also determine the earliest finish 
time under the cost constraint. Thus, we are able to consider the traditional single ob-
jective method as a special case of the multiple objectives to avoid creating bias in the 
decision process.  

(3) We relaxed the time consumed and activity event costs when the assumptions 
merged with a pragmatic situation. Fuzzy numbers were applied to denote the evaluated 
time and cost. According to practical situations, adjustments are created to calculate 
compromise solutions for the time and cost.  

It is natural to use the multi-objective programming model to denote the CPM trade 
off between time and cost. Fuzzy set theory was employed to show actual project 
situations. This application is suitable, thorough and flexible. It is suitable for human 
thinking modes and practical situations, and also able to deal with the complex and 
uncertain decision making problems in project management. 
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Abstract. This paper proposes fuzzy quantifying analysis method to solve the 
two-stage budget planning problems. First, it uses AHP (Analytical Hierarchy 
Process) to get the factors’ weight and then applied Fuzzy Synthetic Decision to 
evaluate and analysis them for quantifying the budget planning problems. Fi-
nally, illustrate a practical example to explain the process of fuzzy quantifying on 
budget planning. 

Keywords: Analytical Hierarchy Process, Fuzzy Synthetic Decision, Budget 
planning, Quantifying analysis. 

1   Introduction 

In our life have some vague, imprecise knowledge, and the property of nonquantity, 
including human’s thinking and linguistic transmitting. Vague environments are met 
frequently. It is hard to be satisfied using classical mathematics to deal with this kind of 
things.  

Fuzzy mathematics is what uses mathematical method to study and handle some-
thing with “fuzziness”. In scientific age, some study branches urge to be quantified, 
such as biology, psychology, linguistics and sociology etc. Hence, people meet 
large-scale of fuzzy concept. Along with the highly scientific progress, the objects we 
study become more complex and most of complex things exist numeral exactness 
problems. It is considered to be contradictory to ordinary people. This contradictory 
phenomenon becomes fiercer along with the development of computers. It is consid-
ered to be contradictive to ordinary people. This contradictive phenomenon become 

fiercer along with the computers highly develop. 。A strict procedure needs high ac-
curacy. The other hand, the computers or machines must perform more complex task 
that will involve large vague concept. That is the more complex it is, the less accurate it 
will be. That make people unable to focus on the whole, they should omit the less 
important parts and just catch the most important parts. At this time its clear concept 
becomes vague again. 

                                                           
* Corresponding author. 
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Traditionally, people considered that financial and budget planning are “accurate” 
numeric and figure affair. It doesn’t agree with “approximate” or “similar” these kinds 
of estimate figure. Even though financial and budget affairs involve huge and complex 
figure and data. And complex affair is hard to get exact figures. It will exit estimate, 
predictive and uncertain figure in the decision and calculation process. But finance and 
budget involve huge and complex figure and data. Complex things are hard to be 
quantified. It will exit uncertain figure of estimate and forecast. Hence, it brings a huge 
and complex fuzzy problem in finance figure is bigger increasingly. The traditional 
mathematics model becomes huger and more abstract and the researchers takes much 
time, manpower, material and financial resource attempt to construct a complex 
mathematical model. That model will be not easy to execute, and lost its practical 
value. Meanwhile we can apply fuzzy mathematics to solve that kind of fuzzy phe-
nomenon for analyzing and determining the complex, huge, abstract and vague figure 
and data by fuzzy mathematics. It qualities and analyzes the vague data originally, and 
makes it is useful for financial and budge decision.     

When the decision makers face the budget planning and allocation problem, they 
encounter the budget is limited and subordinate demand unlimited (demand bigger then 
supply). Meanwhile it is the time to trial the decision makers how to make a fair and 
reasonable allocation. Generally, decision makers will think or face those kinds of 
problems subjectively. Few people will consider about the real demand or opinion. It 
will result understanding inconsistent and bring decision bias. Meanwhile it involves 
the difference of upper and lower levels’ opinion and understanding. Under this situa-
tion, it is necessary to think about the subordinate opinion. The decision maker should 
consider not only himself subjective location but also subordinate demand and thinking 
when he makes decision. Such that he can make fair decision and avoid partial decision. 
Hence, how to give consideration to both of upper and lower level’s opinion and 
standpoint is the issue the decision makers must face it actively.   

This study offer a approach based on AHP (Analytical Hierarchy Process ) and 
(Fuzzy Synthetic Decision）to construct a set and step of process for decision reference 
and assisting decision maker to face the opinion imbalance of higher and lower level. 
And hope it is useful for decision-making. Finally, we offer a practical budget-planning 
example for application and reference.  

2   The Basic Concept of Fuzzy Set 

Fuzzy set is used to denote that all set of certain things that bound or edge is indefinite. 
It like normal set that fuzzy set is a subset of some universe of discourse. So, fuzzy set 

is named fuzzy subset, denote as 
~ ~ ~
A B C， ， …etc. 

People often talk about the concept of  “tall, short, fat, thin, old, young, middle age”. 
It has no clear bound and its expression is different with people condition. It is that the 
meanings is uncertain, unbounded and vague concept. Such as the concept of “middle 
age”, someone consider it is between 30 and 50 years old, others think that 30 to 50 
years old is “young” and over 50 is old man. Hence, we can fine that the meanings and 
bound are unclear. [8, 12] 
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2.1   Characteristic Function and Membership Function 

Characteristic function means the relationship of factor or object and set or entirety. It 
takes only one of either “belong to” or “not belong to”. It maps characteristic function 
value is 1 or0. This property can use characteristic function xA to denote: 

xA : X→{0,1} 

x→ xA(x)={1
0

x A
x A

∈
∈  

If only characteristic function, it can’t deal with the entire vague phenomenon in all 
fields. In fact, characteristic function value shows the membership degree of element to 
set, which is membership function can take place characteristic function. In fuzzy set, 
the membership degree is not limited on 0 and 1, it can be any value between 0 and 1. 
So, fuzzy sets can be obtained from normal sets. 

[Definition 1]. Let U is universe of discourse，u is a function that its value is between 
close interval [0,1] take from U, that is μ ~ : [ , ]A U → 0 1  

Fuzzy subset 
~
A on U denotes μ ~ ( )A x , it means the degree of element u belong to 

fuzzy set 
~
A ,  u uA→ μ ~ ( ) . 

2.2   Fuzzy Sets Calculation 

2.2.1   Definition of Calculation 
Utilizing membership function to denote fuzzy set, we can apply membership function 
to quest some fuzzy set basic concept. [12] 

[Definition 2]. Two fuzzy sets 
~
A  and 

~
B , to element x, both of their membership 

functions are equal, that we call 
~
A  and 

~
B  are equal。 

That is ~ ~
( ) ( )~ ~A B f x f x UA B x= ⇔ = ∀ ∈  

[Definition 3]. Two fuzzy sets 
~
A  and 

~
B ’s union, intersection and complement, we 

utilize membership function to define: 

(1) { }f x f x f x f x f xA B A B A B
~ ~ ~ ~ ~ ~( ) min ( ), ( ) ( ) ( )∩ = = ∧  

(2) { }f x f x f x f x f xA B A B A B
~ ~ ~ ~ ~ ~( ) m a x ( ) , ( ) ( ) ( )∪ = = ∨  

(3) f x f xA
c

A
~ ~( ) ( )= −1  

2.2.2   Fuzzy Vector 
Assume X={x1 , x2 ,…, xn }，fuzzy subset on X is 
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~
A

a

x

a

x

a

x
n

n

= + + +1

1

2

2

 ，where ai= μ~ ( )A ix  

then 
~
A  is n-dimensional fuzzy vector is denote as 

~
A =( a1 , a2 ,…, an ) ，where n-component vector is a1 , a2 ,…, an∈[0,1] 

The difference between fuzzy vector and normal vector are their component vector 
ai is in closed interval [0,1] ; any n-dimensional fuzzy vector can be seen as a 1×n 
dimensional fuzzy matrix. [12] 

2.2.3   Fuzzy Matrixes and Its Calculation  
(1) Fuzzy matrix  

[Definition 4]. If universe of discourse X has m factors，universe of discourse Y has n 
factors, then fuzzy relative matrix show below (1) 

~
R is defined by 

~
R =[rij]m×n 

where rij= f R
~ (xi,yj)：X×Y→[0,1] 

that is 
~

[ ]R r

r r r r
r r r r

r r r r

ij m n

n

n

m m m mn

= =

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

×

11 12 13 1

21 22 23 2

1 2 3

                 (1) 

where    0≤ rij ≤1  ∀i=1,2,…,m  ∀j=1,2,…,n 
Fuzzy relative matrix is called fuzzy matrix for short. 
The differences between fuzzy matrix and normal matrix are their factor rij values 

are located in closed interval [0,1]. 

(2) Calculation of fuzzy matrix 
Calculation of fuzzy matrix is the tool to show duality fuzzy vectors and same as 
normal matrix m×n fuzzy matrix can be considered m fuzzy vectors formed it [9] 

(a) Equal：If aij =bij , then 
~
A =

~
B  。  

(b) Comprise：If aij ≤ bij , then 
~
A ⊆

~
B 。 

(c) Intersection：Assume cij =aij ∨bij , then 
~
C =( cij) is 

~
A ，

~
B ’s  

          intersection,         denoted as 
~
C =

~
A ∪

~
B  

(d) Union：Assume cij =aij ∧bij , then 
~
C =( cij) is 

~
A ，

~
B ’s union， 

denoted as 
~
C =

~
A ∩

~
B  

(e) Complement：
~
Ac

=(1- aij) is a complement matrix of 
~
A =(aij)。  
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2.2.4    Combined Calculation of Fuzzy Matrix [12,13,14] 

(1) 
~ ~ ~B A R= ⋅ =( b1 , b2 ,…, bn )       

bj=
i

n

=
∨

1
( ai ∧ rij)   (j=1,2,…,m)   

where ” ⋅ “ take ” ∧ “，” ∨ “ to operate, which is Zadeh operator. It is de-
noted as  M(∧,∨) °   

Zadeh operator is ” ∧ “ and ” ∨ “, the former is min-operation, the latter is 
max-operation. 

a∨b=Max(a,b)      a∧b=Min(a,b) 

(2) 
~ ~ ~
B A R= = ( b1 , b2 ,…, bm )  

     bj= ( , )a ri ij
i

n

−
∑

1

=(a1⋅r1j)⊕ (a2⋅r2j)⊕…⊕(an⋅rnj) 

Where ” ° “ takes ” ⋅ “ and ” ⊕ “ operators; a ⋅b=a ⋅b is product operator; a⊕b=(a+b) ∧1 

is called Bounded sum. 

i

n

=
∑

1

means to get sum on ⊕ from some numbers. It is denote 

as M( ⋅ , ⊕) ° 
The calculation result of M(∧，∨) and M( ⋅ , ⊕) is different, it is because their op-

erations are different. Obviously, when 
~
A ’s factors are more average, the result is not 

true to the original, that we use M(∧，∨) to calculation. When we apply M( ⋅ , ⊕), it can 
supplement the shortage of M(∧，∨) calculation. So, in practical application we should 
notice the choice of operators. 

The matrix product is 

~ ~ ~
B A R= =( b1 , b2 ,…, bm )     bj= a ri ij

i

n

−
∑

1
 

Where ” ° “ is M( ⋅ , + )’s operator, that is normal matrix product. 

3   Research Approach 

3.1   Analytical Hierarchy Process (AHP)  

The Analytic Hierarchy Process (AHP) is that integrates qualitative and quantitative 
multicriteria decision-making model. It has systematic, flexible and simple features, 
and can divide complex question into several factors and uses hierarchy structure to 
express the relationship among factors. It employs Pairwise comparison of preferences 
to ensure relative importance on the same hierarchy and synthesize the judgment of 
decision maker to decide the importance ranking of alternatives. This decision process 
shows the essential characteristics of human thinking mode that means resolving, 
judgment and integration. We use numeral type to express and solve the complex 
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problems by human experience and judgment. AHP technique is popular and practical, 
and used on the multicriteria decision making problem in many research fields. Its main 
steps show below: [4,5,10] 
 

    (1) To assure the goal and decision factor sets U 
    (2) To construct a decision matrix 
    (3) Calculating the importance ranking 

According to pairwise matrix, we can get largest eigenvalue mapping eigenvector，
This characteristic vector is the importance ranking of all decision factors. That is 
called weight allocation. 

    (4) Test [11] 

Above characteristic vector is the weight we want. If weight allocation is reasonable? It 
need a consistence test, and showed below:(2) 

CR=CI／RI                                                       (2) 

where 

CR is the random consistency ratio of judgment matrix 
CI is the normal consistency indicator of judgment matrix, is given from 

CI
n

n=
−

−1

1
( )maxλ  

RI is the average random consistency indicator of judgment matrix, its value shows 
below: 

n      1               2             3           4           5         6          7          8         9 

RI 0.00           0.00        0.58      0.90     1.12     1.24     1.32     1.41     1.45 

3.2   Fuzzy Synthetic Decision 

A thing has multiple attributes and influenced by many factors, so in decision proce-
dure, we must make synthetic consideration and decision to multiple factors or phe-
nomenon. This is called synthetic decision. When this decision procedure involves 
vague factor, it must apply fuzzy mathematics to make synthetic decision. It is called 
fuzzy synthetic decision. 

In behavioral science research, many issues map to each factor that it can’t just use a 
simple number to evaluate it. It ought to survey to assure each factor’s weight in ad-
vance, then can get appropriate synthetic decision. The basic method and steps of fuzzy 
synthetic decision show below:[1,2,3,6] 

 (1) To construct the factor set 
    Factor set is a normal set made by all factors that influence decision targets. 
 (2) To construct the decision set 

                  Decision set is a set made up by all decision result that decision maker 
evaluates the decision target.  
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 (3) Constructing the weight set 
In the factor, each factor’s importance is different. We give each mapping 

weight ai(i=1,2,…,m) to each factor ui(i=1,2,…,m) to map each factor’s impor-
tance. ~

( , , , )A a a am= 1 2  is a set made by each weight. It is called factor weight 

set or weight set.  
 (4) Single factor fuzzy decision 

From single factor to make decision, to ensure the membership degree of 
decision target to decision factors. It is called single factor fuzzy decision. 

 (5) Fuzzy synthetic decision 
 

Single factor decision only reacts the influence of each factor to each decision target. It 
is not enough obviously. Our purpose is to consider all of the influential factors and get 
a scientific decision result. It is called fuzzy synthetic decision. 

~ ~ ~
B A R= ⋅  

Weight set 
~
A  is considered a m row fuzzy matrix. Then 

~
B  is called fuzzy 

synthetic decision set. 

 (6) Manage the decision indicators 
After getting the decision indicators bj(j=1,2,…,n), we according to below 

methods to ensure the result of decision target.  

    (a) Maximum membership degree method max membership degree method  

Take maximum decision indicator m a x
j

jb , its mapping decision factor vL 

is the decision result. 
   (b) The weighted averages method 

Use weight bj to make weighted average at all decision factors, the value is 
the decision result.  

   (c) Fuzzy probability distribution method 
Take decision indicator to be its decision result directly or normalize decision 
indicator, then use normalized indicator as the decision result.  

All of the decision indicators are mapping the distribution condition of decision targets’ 
characteristic. It makes the decision maker understand decision targets more deeply and 
can manage it more flexibly. 

4   Calculation Steps 

This calculation steps utilize concept and calculation process of AHP and fuzzy syn-
thetic decision. We make a conclusion showed below for the reference in making 
budget planning decision. 

【Step 1】Determine the decision factor of upper to lower level, and utilize expert 
group decision-making to evaluate the factor, then make fuzzy decision to lower level, 
and get a fuzzy matrix ~

R1 (3)    
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                      (3) 

Xj：is jth lower level unit；j=1,2,…,n。 

Ui：is ith decision factor of lower level unit；i=1,2,…,m 。 

    μij：is ith lower level unit, jth decision factor quantifying value， [ ]μ ij ∈ 0 1, 。 

【Step 2】To evaluate lower level offered factor 
~
R2 (4) 

                                        (4) 

      Xj：is jth lower level ；j=1,2,…,n 。 

              Ui：is ith decision factor that lower level offer；i=1,2,…,m 。 
        μij：is ith lower level offered, jth decision factor quantifying value.  

【Step 3】Ask experts for ranking the upper and lower levels’ factors, to construct a 
Pairwise comparison of preferences matrix and utilize AHP sum-product method to 
obtain upper and lower factors’ weights ~

W (5)         

                                                                              (5) 

ui：is evaluating factor，(i=1,2,…,n) 

uij：is ui to uj relative importance value，(j=1,2,…,n) 。 

【Step 4】Take the upper and lower level combination factor fuzzy set 
~
R and factor 

weight fuzzy set 
~

W  to make fuzzy synthetic decision. [6] 
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~
~
~

~ ~ ~
R

R
R

B W R= ⎡

⎣
⎢

⎤

⎦
⎥ = ⋅1

2

                                 (6) 

【Step 5】To allocate after normalizing the decision result, and test the lower level ‘s 
offered demand if satisfied. If exceed, satisfy it and then reject it. Relocate the left 
budget and back to step 4 make evaluation again till get the most suitable allocation. 

 

                                                          

Determine the decision factors of 
upper to lower levels and use expert 
group decision-making to evaluate 
factors, and then make fuzzy 
decision to the lower level 

Normalize or make decision 
of lower level’s factors 

Combine upper and lower 
level’s factors and make 
synthetic decision, then 
apply AHP to get weights

AHP

Take the combined factor fuzzy 
set and weight fuzzy set of 
upper and lower levels to make 
fuzzy synthetic decision 

             

Obtain the suitable allocation 

Yes 

No 

Normalize 
decision result 
and allocate it, 
then test upper 
and lower level if 
consistency 

 

Fig. 1. A flow chart of calculation steps 

5   Budget Planning by Fuzzy Quantifying Analysis 

On study the budget problems; we generally emphasize budget scale estimate, compe-
tition and repellence, and budget striving and reasonable, fair allocation. It is rare to 
consider the upper and lower level’s standpoint or different attitude of mind. Hence, it 
brought some problems in upper and lower level communication. Most of the previous 
scholars stressed on applying Statistics methods, regression analysis or system dy-
namics…etc. to research the budget problems. In this paper, we try to utilize Analytical 
Hierarchy Process (AHP) and Fuzzy Synthetic Decision to construct a set of two-stage 
budget planning, allocation procedure. It can offer the decision makers of reference and 
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application, and make reasonable and fair decision. Let the limited resource and finance 
bring maximum efficacy.  

5.1   Problem Description 

The government finance is getting tough recently, ever it have under a unbalance 
situation. It is not easy to satisfy the demand of all branches and subordinates. They are 
in urgent demand of budget, how to satisfy each branch and unit is a issue to test the 
authorities.   

Assumed has a military organization, it has ten subordinate units. When make 
budget planning, it must satisfy their basic demand first. Then their present other de-
mand show as Table 1. Total available funds are only 50 billion show as table 2 and 
column 2 and 3 are the importance and urgency for expert group fuzzy decision result. 
According to this, the decision maker how to make a decision, then let the allocation is 
fair and reasonable? Here the urgency means warfare situation, facilities situation, 
mission importance…etc. The importance means budget performance, organization 
size, strategy…etc.  

Table 1. The budget demand of unit A to J 

 A B C D E F G H I J 

Subordinate unit budget 

demand (billion) 
9 8 7 9 5 4 8 6 3 6 

Table 2.  Importance and urgency get from expert group decision 

 A B C D E F G H I J 

Importance 0.9 0.7 0.6 0.8 0.5 0.3 0.4 0.8 0.7 0.2 

Urgency 0.5 0.4 0.9 0.3 0.4 0.6 0.9 0.2 0.5 0.5 

5.2   Apply Fuzzy Quantifying Analysis to Make Budget Planning 

In this question, according to the calculation steps offered by this paper. The calcula-
tion, analysis, and result show below: 

【Step 1】Determine the decision factors that upper level to lower level, use expert 
group decision model to evaluate factor and make fuzzy decision to lower level, then 
get ~

R 1     

~ . . . . . . . . . .
. . . . . . . . . .R 1

0 9 0 7 0 6 0 8 0 5 0 3 0 4 0 8 0 7 0 2
0 5 0 4 0 9 0 3 0 4 0 6 0 9 0 2 0 5 0 5= ⎡

⎣⎢
⎤
⎦⎥
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【Step 2】Evaluate subordinate offered factors 
~
R2  

~
R 2 = [9,8,7,9,5,4,8,6,3,6] 

Normalized result show below: 

[0.138, 0.123, 0.108, 0.138, 0.077, 0.062, 0.123, 0.092, 0.046, 0.092] 

【Step 3】Take upper and lower level’s factors to ask expert group for ranking, con-

struct a Pairwise comparison of preferences matrix 
~
A  and use AHP sum-product 

method to get weights ~
W of upper and lower levels  

     U1        U2       U3 

~
A

U
U
U

=
⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

1 1
3 3

3 1 5
1

3
1

5 1

1

2

3

 

U1：is importance；U2：is urgency；U3：is the budget present from lower level  
In the paper, we apply ”sum-product method” gets the value show below:  

~
W = [0.276, 0.617, 0.107] 

【Step 4】Take the combined factor fuzzy set and factor weight set of upper and lower 
levels to make fuzzy synthetic decision  

~ ~ ~
B W R= ⋅  

[ ]~
. . .

. . . . . . . . . .

. . . . . . . . . .
. . . . . . . . . .

B = ⋅
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

0 276 0 617 0107
0 9 0 7 0 6 0 8 0 5 0 3 0 4 0 8 0 7 0 2
0 5 0 4 0 9 0 3 0 4 0 6 0 9 0 2 0 5 0 5

0138 0123 0108 0138 0 077 0 062 0123 0 092 0 046 0 092

 

The fuzzy synthetic decision result show below: 

~
B =[0.572, 0.453, 0.723, 0.421, 0.393, 0.46, 0.679, 0.354, 0.507, 0.374] 

【Step 5】Normalize the decision result, then make allocation. Test lower level’s 
offered demand if enough, if it is then satisfy them first and reject it. Reallocate left 
budget, then back to step 4 for making decision till get the suitable solution. 

Normalizing result is: 

[0.116, 0.092, 0.148, 0.085, 0.079, 0.093, 0.137, 0.072, 0.102, 0.076] 

Allocated result is: 

[5.782, 4.583, 7.407, 4.255, 3.975, 4.648, 6.866, 3.581, 5.124, 3.778] 

where C，F，I over their required demand, satisfy their demand first and reject it, then 
reallocate the left budget. 

The final allocation result:  

[6.342, 5.032, 4.679, 4.354, 7.518, 3.93, 4.145] 
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Finally we get the most suitable allocation solution shows as table 5-3 。 

Table 3. Result of most suitable budget allocation 

 A B C D E F G H I J 

Most suitable budget 

allocation (billion)
6.342 5.032 7 4.679 4.354 4 7.518 3.93 3 4.145

 

5.3   Result Discussion and Analysis  

(1) Decision factors are the most importance for influencing the research result. It 
involves the decision maker’s subjective understanding. Hence, it is very im-
portant to analysis and judges the decision factors.  

(2) The most important reason for the units satisfied first is that their importance and 
urgency are higher.  

(3) For the supply is limited, some unit’s demand can’t be satisfied completely. In 
practical case, these units must consider the importance and urgency of them-
selves carefully or consider the others influencing factors and differentiate them 
in order of importance and urgency. When the budget was cut off, it can 
self-adjusted. Postpone less important affair to next time. It is unreasonable for 
cut off the budget in fixed proportion. Under this situation, it should have the 
capability to deal with it.  

6   Conclusions and Suggestion 

We can make a conclusion from about calculation process and a practical case for test:    

6.1   Research Contributions 

(1) It is rare for people apply fuzzy theory to research the budget or financial issue 
before. This study attempts to solve some budget-planning question by fuzzy 
mathematics theory. This study approach can apply on military organizations or 
government for budget allocation, budget planning, or resource allocation.  

(2) Consider upper and lower levels opinion and standpoint at the same time, to 
decide the budget allocation and avoid bias. 

(3) Offer a resource allocation model and procedure, to solve the resource alloca-
tion conflict between government, corporation, and ordinary branches. Under 
the supply and demand unbalance, can be used to solve this problem, let budget 
and resource be able to be allocated fairly and give the best efficacy. 

(4) Apply fuzzy quantifying calculation steps to offer a reliable and effective de-
cision approach for dealing with budget planning question. It is a reliable and 
effective decision approach. To urgent budget decision problems it is a feasible 
decision approach and for decision reference.    
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6.2   Suggestions 

(1). Utilize fuzzy Delphi method to fine the decision factors of upper and lower 
levels and make the budget planning problems get better result.  

(2). Apply statistics method to request weights and test decision factors, if it is in-
dependent, then compare with the result of fuzzy mathematics method. 

(3). Use fuzzy mathematics theory, concept to quest, research budget and financial 
issues continually, let the fuzzy mathematics concept extend to the application 
of budget and financial relative issue, and hope more scholars utilize fuzzy 
mathematics concept to study on defense budget issue and make a good break-
through.  
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Abstract. This paper presents support vector regression with hybrid genetic al-
gorithms and tabu search (GA/TS) algorithms (SVRGA/TS) models for the 
prediction of radio-wave path-loss in suburban environment. The support vector 
regression (SVR) model is a novel forecasting approach and has been success-
fully used to solve time series problems. However, the application of SVR 
model in a radio-wave path-loss forecasting has not been widely investigated. 
This study aims at developing a SVRGA/TS model to forecast radio-wave path-
loss data. Furthermore, the genetic algorithm and tabu search techniques have 
be applied to select important parameters for SVR model. In this study, four 
forecasting models, Egli, Walfisch and Bertoni (W&B), generalized regression 
neural networks (GRNN) and SVRGA/TS models are employed for forecasting 
the same data sets. Empirical results indicate that the SVRGA/TS outperforms 
other models in terms of forecasting accuracy. Thus, the SVRGA/TS model is 
an effective method for radio-wave path-loss forecasting in suburban 
environment. 

Keywords: Support vector regression, genetic algorithms and tabu search, 
radio-wave path-loss. 

1   Introduction 

The prediction of propagation path loss is an important step in planning a wireless 
communication system and accurate prediction methods are needed in order to deter-
mine the parameters of a radio system that will provide efficient and reliable coverage 
of a specified area. However, several global and local parameters (e.g., relief, objects 
at the propagation path, climate zones, foliage characteristics, reflecting index in 
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atmosphere, propagation along many paths, etc.) will affect path-loss prediction 
model. Previous existing models mainly focus on experimental models. Traditional 
path-loss prediction model mainly used experimental models such as Egli 1, W&B 11 
models, which briefly be introduced in following sections, 6, and 3. The problem of 
these models is that expressions are based on the qualitative propagation environ-
ments such as urban, suburban and open areas. Recent years the artificial neural  
networks (ANNs) has been adopted to forecast path-loss data. Milovanovic et al. 5 
hybrid Okumura-Hata with neural networks to estimate path-loss measured result. 
However, the ANNs model has not been widely investigated in path-loss prediction. 
In this study, a SVRGA model is presented to forecast radio-wave path-loss data in 
suburban environment. The remainder of this paper is organized as follows. Introduc-
tion of the theory of SVRGA/TS is given in Section 2. Numerical example of radio-
wave path-loss predictions and empirical results are presented in Section 3. Some 
concluding remarks are provided in Section 4. 

1.1   Egli Model 

Egli prediction model is an empirical model which has been proposed by 1. The Egli 
model is a simplistic model to approach radio-wave path-loss of irregular topography. 
Based on real data the path-loss approaching can be formulated as following:  

117 40log 20log 20log( )b mL d f h h= + + −  (1) 

where d (Km) is total distance in meter, f (MHz) is frequency of transmit, hb and hm 
are the transmitting and receiving antenna heights, respectively. 

Thus the free spaces path-loss model is better considered. The free spaces model 
(

sf
L ), which includes total distance in meter and is independent of frequency, is for-

mulated as following 

32.27 20log 20log
sf

L d f= + +  (2) 

The Egli model considers the free spaces path-loss, hence the Egli prediction model 
( EL ) can be formulated as following: 

84.73 20log( ) 20log( )
sE f b mL L L d h h= − = + −  (3) 

1.2   Walfisch-Bertoni Model 

Walfisch and Bertoni 11 proposed the half empirical prediction model. The model 
considers the impact of rooftops and building height by using diffraction to predict 
average signal strength at street level. The method describes urban propagation loss as 
a sum of three terms: (1) free space losses (2) rooftop-to-street losses and (3) multiple 
diffraction losses. Hence, the Walfisch and Bertoni prediction model can be formu-
lated as following: 

0WB msd rtsL L L L= + +  (4) 
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where 0L  is free spaces path-loss,  msdL  means multiple diffraction losses and rtsL  

means rooftop-to-street losses. Furthermore, the Walfisch and Bertoni prediction 
model can be derived as following: 

2 2

1 2

89.55 21log 38log 38log (5log(( / 2) ( ) )

        9 log 20log(tan (2( ) / ))) 18log(1 ( /17 ))

WB b m

b m

L f d H b h h

b h h b d H−

= + + − + + −

− + − − −
 (5) 

where H is height of transmit, b is distance between buildings.  

2   Support Vector Regression with GA/TS 

Support vector machine model has been successfully extended for dealing with non-
linear regression problems (8, 9 and 10). The support vector regression model is based 
on the idea of mapping the original data x nonlinearly into a higher dimensional fea-
ture space. The SVR approach is to approximate an unknown function by a training 
data set {(xi, Yi), i=1, …, N}. The regression function can be formulated as follows: 

( )iF w x bφ= +  (6) 

where φ(xi) denotes the feature of the inputs, and w and b indicate coefficients. The 
coefficients (wi and b) are estimated by minimizing the following regularized risk 
function. 

2

1

1 1
( ) ( , )

2

N

i i
i

R F C L Y F w
N ε

=

= +∑  (7) 

where 

0
( , ) i i

i i
i i

if Y F
L Y F

Y F otherwiseε
ε

ε
⎧ − ≤⎪= ⎨ − −⎪⎩

 (8) 

where C and ε are user-defined parameters. The parameter ε is the difference between 
actual values and values calculated from the regression function. This difference can 
be viewed as a tube around the regression function. The points outside the tube are 
regarded as training errors. In Eq. (7), Lε(Yi, Fi) is called an ε-insensitive loss func-
tion, and can be illustrated as Fig. 1. 

 
 

 

Fig. 1. The ε-insensitive loss function 

Lε(Yi, Fi) 

−ε +ε 
Yi − Fi 
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The loss equals zero if the approximate value is within the ε-tube. Additionally, the 

second item of Eq. (7), 
21

2
w , is adopted to estimate the flatness of a function which 

can avoid overfitting. Therefore, C indicates a parameter determining the trade-off 
between the empirical risk and the model flatness. Two positive slack variables 

( iξ and *
iξ ), representing the distance from actual values to the corresponding 

boundary values of the ε-tube, are then introduced. These two slack variables equal 
zero when the data points fall within the ε-tube. Eq. (7) is then reformulated into the 
following constrained form: 

2* *

1

*

*

1
 ( , , ) ( )

2

 

( )  , 1, 2, ,  

( )  , 1,2, ,  

, 0, 1,2, ,  

N

i i
i

i i i

i i i

i i

Min f w w C

subjective to

w x b Y i N

Y w x b i N

i N

ξ ξ ξ ξ

φ ε ξ
φ ε ξ

ξ ξ

=

⎛ ⎞
= + +⎜ ⎟⎜ ⎟

⎝ ⎠

+ − ≤ + =
− − ≤ + =

≥ =

∑

 
(9) 

This constrained optimization problem can be solved using the following primal La-
grangian form: 

[ ]2 *

1 1

* *

1

* *

1

1
( ) ( )

2

     ( )

     ( )

N N

i i i i i i
i i

N

i i i i
i

N

i i i i
i

Min w C w x b Y

Y w x b

ξ ξ β φ ε ξ

β φ ε ξ

α ξ α ξ

= =

=

=

⎛ ⎞
+ + − + − + +⎜ ⎟⎜ ⎟

⎝ ⎠

⎡ ⎤− − − + +⎣ ⎦

− +

∑ ∑

∑

∑

 
(10) 

Eq. (10) is minimized with respect to primal variables w, b, ξ, and ξ*, and is maxi-

mized with regard to non-negative Lagrangian multipliers αi, 
*
iα , βi, and *

iβ . Finally, 

Karush-Kuhn-Tucker conditions are applied to Eq. (9), and the dual Lagrangian form 
given by Eq. (6).  

* * * *

1 1 1 1

*

1

*

1
( ) ( ) ( )( ) ( , )

2

 

( ) 0

0 , 1,2, ,

0 , 1,2, ,

N N N N

i i i i i i i j j i j
i i i j

N

i i
i

i

i

Max Y K x x

subjective to

C i N

C i N

β β ε β β β β β β

β β

β

β

= = = =

=

− − + − − −

− =

≤ ≤ =

≤ ≤ =

∑ ∑ ∑∑

∑  
(11) 
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The Lagrange multipliers in Eq. (11) satisfy the equalityβi ∗ *
iβ =0. The Lagrange 

multipliers, βi and *
iβ , are determined, and an optimal weight vector of the regression 

hyper plane is written by Eq. (12). 

* *

1

( ) ( , )
N

i i i
i

w K x xβ β
=

= −∑  (12) 

Thus, the regression function is given by: 

* *

1

( , , ) ( ) ( , )
N

i i i
i

F x K x x bβ β β β
=

= − +∑  (13) 

Herein, K(xi, xj) denotes a Kernel function whose value equals the inner product of 
two vectors, xi and xj , in the feature space φ(xi) and φ(xj), meaning that K(xi, xj)= φ(xi) 
∗φ(xj). Any function that satisfies Mercer’s condition 4 can act as the Kernel function. 
This work uses the Gaussian function.  Hence, in the case of Gaussian kernels, the 
SVR has three tuning parameters (C, ε, σ). 

In this study, the GA/TS 2 algorithm with binary coding was employed to deter-
mine parameters of SVR models. The procedure of GA/TS is illustrated as follows. 

Step 1 (Initialization): 
Establish randomly an initial population of chromosomes. Three parameters, σ, 
C and ε, are expressed in a binary format; and represented by a chromosome.  

Step 2 (Evaluating fitness): 
Evaluate the fitness of each chromosome. In this study, the negative MAPE 
was used as the fitness function which can see Eq. (14). 

Step 3 (Selection):  
Based on the fitness functions, chromosomes with higher fitness values are 
more likely to yield offspring in the next generation. The roulette wheel se-
lection principle (Holland, 1975) is applied to select chromosomes for  
reproduction. 

Step 4 (Crossover and mutation):  
Create new offspring by performing crossover and mutation operations. Mu-
tations were performed randomly by converting a “1” bit into a “0” bit or a 
“0” bit into a “1” bit. In this study, the single-point-crossover principle was 
employed. Segments of paired chromosomes between two determined break-
points are exchanged. The probabilities of crossover and mutation were set at 
0.5 and 0.1, respectively. 

Step 5 (Perform TS on each chromosome):  
Evaluating neighbor chromosome and adjusting the tabu list. The tabu list 
size is 20 in this study. The chromosome with the smallest MAPE value and 
not having been recorded in the tabu list was placed in the tabu list. In this 
study, a first-in-first-out policy is performed for operating the tabu list. If the 
best neighbor chromosome is the same as one of the chromosome in the tabu 
list, then it generates the next set of neighbor chromosomes and calculates 
the fitness value of chromosome. The next set of neighbor chromosome is 
generated from the best neighbor chromosome in the current iteration. 
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Step 6 (Current chromosome selection by TS): 
If the best neighbor chromosome is better then the current chromosome, then 
the current chromosome is replaced by the best neighbor chromosome. Oth-
erwise, keep the current chromosome. 

Step 7 (Next generation):  
Form a population for the next generation. The size of the population was set 
to 50. 

Step 8 (Stop criterion).  
If the number of epochs equals a given scale, then the best chromosomes are 
presented as a solution; otherwise go back to Step 2. The number of epochs 
was set to 1000. 

Fig. 2 shows the flowchart of the proposed SVRGA/TS model. The SVR model was 
then employed to forecast wave-radio path-loss data; and the GA/TS was performed 
to determine parameters of SVR models. The three parameters resulting in the small-
est validation error are then used to develop a appropriate SVR model. Finalized fore-
casting vales are obtained by SVR. Finally, after comparison with the testing data, the 
testing errors are obtained. 

Testing data

GA/TS
mechanism

Training data Validation data

Obtain validation error by tentative

SVR model

Use SVR model to forecast

data

Calculate test error

Path-loss
data

The optimal parameters

 

Fig. 2. A flowchart of the SVRGA/TS 

3   Numerical Example and Discussions 

In this research numerical example, which is actual wave-radio path-loss data in sub-
urban environment, is examined. Table1 shows the actual wave-radio path-loss data 
with measurement distance between the 0.5 and 5 Km. Moreover, the experimental 
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parameters value should be known, which frequency of transmit (f) is 937 MHz, the 
transmitting antenna height (hb) is 30 m, and receiving antenna height (hm) is 1.5 m, 
respectively. In addition, MAPE and the root mean square error (RMSE) are used to 
measure the forecasting accuracy of three models. Eqs. (14) and (15) show the ex-
pression of MAPE and RMSE respectively: 

1

100
MAPE(%)

M
l l

l l

g z

M g=

−
= − ∑  (14) 

( )
0.5

2

1

1
RMSE

M

l l
l

g z
M =

⎧ ⎫= −⎨ ⎬
⎩ ⎭

∑  (15) 

where M is the number of forecasting periods; gl is the actual value at period l; and zl 
is the forecasting value at period l. 

Fig. 3 shows the estimated results of Egli and W&B models, which have been in-
troduced in previous sections, for comparison of performance. Moreover, this re-
search also compares popular ANN model, which is GRNN 7 model, with 
SVRGA/TS.  
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Fig. 3. Illustration of actual values and forecasting values of traditional models 

For GRNN and SVRGA/TS models, experimental data are divided into training, 
validation and testing data sets. Table 1 depicts the actual path-loss data employed in 
this work for ANN modes. The training data set was used to determine the forecasting 
model; the validation data set was for the purpose of preventing over-fitting of fore-
casting models; and the testing data set is employed to investigate the performance of 
different forecasting models. For both examples, the training data set and the validation 
set are used to design SVRGA/TS models. For comparing the forecasting accuracy, the 
same testing data set is examined for ANN forecasting models. In the research we test 
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the path-loss data between 2.5 and 6 Km. Table 1 show the forecasting performances 
and preferred parameters of two ANN models for path-loss data. SVRGA/TS model 
outperformed the GRNN model in terms of forecasting accuracy. In Table 1 also 
shows the optimal parameters for SVRGA/TS model. Figs. 3 and 4 make point-to-
point comparisons of actual values and predicted values of path-loss data. As shown in 
Fig. 3, the traditional Egli and W&B models cannot efficiently capture the trend of 
data. In Fig. 4 the ANN models can find that efficiently captures the trend of data, and 
the SVRGA/TS and GRNN are able to follow the data trend. Table 2 shows and ranks 
the performances of four models. The outcome of the SVRGA/TS is better than other 
models in terms of forecasting accuracy. 

Table 1. Comparison of the forecasting results and parameters from ANN model 

Distance GRNN SVRGA/TS C/ε/σ 
2.5 92.19 92.95 98.06/ 0.05/0.61 
3.0 98.29 98.95 96.80/ 0.11/0.55 
3.5 99.86 99.97 97.19/0.03/ 0.70 
4.0 111.51 112.20 96.13/0.05/0.64 
4.5 117.38 117.62 97.77/0.38/0.85 
5.0 119.75 119.46 98.16/ 0.54/ 0.83 
5.5 124.42 124.55 110.88/0.05/0.91 
6.0 129.41 129.91 130.51/ 0.04/0.88 

Table 2. Forecasting performances of four models 

Forecasting 
models 

Egli 
model 

W&B 
model 

GRNN SVRGA/TS 

MAPE(%) 9.5 7.4 4.7 4.4 
RMSE 11.42 8.82 6.48 6.20 
Rank (4) (3) (2) (1) 
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Fig. 4. Illustration of actual values and forecasting values of ANN models 
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4   Conclusions 

This study proposed a hybrid SVRGA/TS model for forecasting path-loss, with ex-
perimental results being valid and satisfied. The superior performance of the 
SVRGA/TS model can be ascribed to two causes. First, the SVRGA can efficiently 
capital trend of nonlinear data and estimate precisely. Second, based on GA/TS 
searching, the SVRGA/TS model can provide optimal parameters for radio-wave 
path-loss predicting. For future work, forecasting other environments of path-loss data 
by a SVR-related model is a challenging issue for study. 
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Jennifer Shu-Jen Lin 

Department of Transportation Logistics & Marketing Management, Toko University 
jennifer1592001@yahoo.com.tw 

Abstract. This paper studies the inventory model where the demand satisfies 
fractional Brownian motion. It is an extension of the Master thesis of Buffy Yang 
of the Department of Industrial Management in the National Taiwan University 
of Science and Technology in 2009. The purpose of this paper is threefold. First, 
we point out why the standard derivation of the total demand during the lead time 
is proportional to the lead time with Hurst exponent. Second, we analytically 
prove that our proposed inventory model has a unique minimum solution. Third, 
we demonstrate by simulation for the comparison between our proposed models 
with the traditional models to indicate that our average saving is about 6%. Our 
model will provide a better managerial policy for the demand that meets the 
behavior of fractional Brownian motion. 

Keywords: inventory model, fractional Brownian motion, crashable lead time. 

1   Introduction 

The Brownian motion (Bm), especially the fractional Brownian motion (fBm), has 
seldom been employed in the field of inventory although the investigation of inventory 
system and related applications have been undertaking for many years. As a matter of 
fact, through sensitive observation and analysis, it can be found that the characteristic of 
dependence among a series of data of fractional Brownian motion may pave a way for 
the breath-taking development of inventory management. With the study of fractional 
Brownian motion, Hurst [6] found an analogous situation: a simple relation among a set 
of long-term time-series data for the natural events. For properly identifying the 
so-called persistent and anti-persistent phenomenon and gauging the intensity of 
long-range dependence of the data in the time series generated by a number of natural 
events, Hurst derived a parameter named as Hurst exponent and denoted by H. After-
wards, some academicians have managed to effectively link the statistical applications 
with fractional Brownian motion, for examples, Piterbarg [9], and Rao [10]. Queuing 
theory is a statistics-related area that has captured a big chunk of studies on the linkage 
to the fractional Brownian motion. The relevant papers that have been published include 
Brichet et al. [2], Chang et al. [3], Kim et al. [7], and Awad and Glynn [1].  

For capturing the randomness of lead time demand and high dependence among lead 
time demand, and shortage cost, Chou [4] applied Hurst exponent [6] and fractional 
Brownian motion to find the optimal order quantity while achieving the minimum 
average total cost for a (Q, r) inventory system with multi-products, backorders, and 
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investment constraint. Yang [11] developed an inventory model where the demand 
during the fixed lead time follows fractional Brownian motion. She employed Hurst 
exponent to diagnose and modify the (Q, r) inventory model. It turned out that the 
results obtained are better than those derived from the demand-independent models.  

Mainly motivated by Yang [11], this paper expands the investigation to the inven-
tory system where the market demand satisfies fractional Brownian motion. The au-
thors validly justify the proportional relationship between the standard derivation of the 
total demand during the lead time and the lead time itself with Hurst exponent. The 
verification of the existence of a unique minimum solution of the inventory model 
proposed by authors is also provided in the study. At last, through the demonstration of 
simulation, the comparative results indicate the marked cost saving of 6%  contributed 
by the proposed models over the traditional models.  

2   Notation and Assumptions 

In order to describe the proposed inventory model, the following notation and  
assumptions are used. 

2.1   Notation 

X  stochastic demand 
D  average demand per year 
μ  average demand per day, with 365D μ=  

Q order quantity 
A fixed ordering cost per order 
h inventory holding cost per item per year  
t fixed replenishment lead time 

tX  the demand during lead time 

r reorder point 
k safety factor 
β  fraction of the demand backordered during the stockout period, 0 1β≤ ≤  

q allowable stockout probability during lead time, with ( )Pr tX r q> =  

π  fixed penalty cost per unit short 

0π  marginal profit per unit 

H Hurst exponent, 0 1H< <  

HC  the unit time variance from fractional Brownian motion 

B(r) the expected shortage at the end of the cycle period 

2.2   Assumptions 

1. The demand is a discrete random variable, that is characteristic by fractional 
Brownian motion. 

2. The standard derivation during lead time, t , is denoted as H
Ht C .  

3. The inventory model is a continuously reviewed. Replenishments are made 
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whenever the inventory level drops to the reorder point, r . 
4. Symbol β represents the fraction of the demand backordered during the stockout 

period. So 1-β is the ratio of the lost sales from the stockout. 
5. The reorder point r  consists of mean and safety stock, so H

Hr t kt Cμ= + , 

where k  is the safety factor. 

3   Proposed Inventory Model 

We consider the inventory model with stochastic demand so that we do not know the 
distribution of the demand but from the past record, we have its mean and variance and 
the demand followed fractional Brownian motion. According to previous research 
Yang [11], the expected annual cost is expressed as 

0( , ) [ (1 ) ( )] [ (1 )] ( )
2

H
H

D Q D
EAC Q r A h k C t B r B r

Q Q
β π π β= + + + − + + −    (1) 

In order to resolve the problems derived from unknowing distribution and only 
knowing the mean and variance of the lead time demand. We must use the following 
proposition was asserted by Gallego et al. [5] that provided a tight upper bound for the 
unknown shortage during lead time. 

Proposition 1: Gallego et al. [5], 

2 21
( ) [ ( ) ( )]

2
H

HB r C t r t r tμ μ≤ + − − − , (2) 

with H
Hr t k C tμ= + , then we rewrite equation (2), 

21
( ) ( 1 )

2
H

HB r C t k k≤ + − . (3) 

Since the reorder point is decided by the safety factor, to simplify the expression, we 
treat the safety factor as a new variable to instead the reorder point, then we study an 
approximated expected annual cost, 

( )

( ) ( ) ( )2
0

,
2

1 1 1 .
2

H
H

H

H

D Q
EAC Q k A h k C t

Q

t D
C k k h

Q
β π π β

⎡ ⎤= + +⎢ ⎥⎣ ⎦
⎧ ⎫

⎡ ⎤+ + − − + + −⎨ ⎬⎣ ⎦
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 (4) 

Next, we consider the first order partial derivatives, 

2
02 2

( , )
[ (1 )] ( 1 )

2 2
H

H

EAC Q k AD h D
C t k k

Q Q Q
π π β∂ −= + − + − + −

∂
, (5) 

and  

0 2

( , ) 1
{ (1 ) [ (1 )]} ( 1)

2 1

H H
H H

EAC Q k D k
h C t h C t

k Q k
β π π β∂ = + − + + − −

∂ +
.  (6) 
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And then the second order partial derivative,  
2

2
02 3 3

( , ) 2
[ (1 )] ( 1 ) 0H

H

EAC Q k AD D
C t k k

Q Q Q
π π β∂ = + + − + − >

∂
, (7) 
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22
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k Q Q k Q k
π π β
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, (8) 

and 
32
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{ (1 ) [ (1 )]} [(1 ) ] 0

2
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EAC Q k D
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Qk
β π π β

−∂ = − + + − + >
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According to 
2
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we know that 
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Motivated by equation (12), we assume an auxiliary function, say 

( )h k = ( )2 3 21 2 1k k k k− + + −  for 0k > . We may rewrite ( )h k  as follows, 

( )

( ) ( )

3 2
2 2
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2 2
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2 1
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      1 1 0.
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 (13) 

From equations (7), (12) and (13), it yields that the Hessian matrix of ( ),EAC Q k  is 

positive definite so that if ( )# #,Q k  is a solution satisfies the system of the first partial 

derivatives, equations (5) and (6), then ( )# #,Q k  is the absolute minimum solution. 

From equations (5) and (6) to solve 
( , )

0
EAC Q k

Q

∂ =
∂

 and 
( , )

0
EAC Q k

k

∂ =
∂

, then we 

need to solve the following two equations simultaneously,   
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We combine equations (14) and (15) to cancel out Q, then it yields that 
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Motivated by equations (16), we assume an auxiliary function, say ( )f k , where 
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and then we rewrite equations (17) as follows 
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It is trivial that ( )21 2 1k k k β+ + + +  is an increasing function of k. According to 

equations (18), we know that ( )f k  is an increasing function of k from 

( ) ( ) ( )( )2
00 1 2 1 H

Hf A C tβ π π β⎡ ⎤= + + + −⎣ ⎦  to ( )lim
k
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= ∞ .  
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D
f

h
π π β⎡ ⎤+ − ≥⎣ ⎦ , and Case (2), 
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D
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π π β⎡ ⎤+ − <⎣ ⎦ . 
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When Case 1 happens, then there is a unique k that is the solution of equation (16), 

say *k , which is the optimal safety factor. Consequently, using equations (14), we 
derive the optimal order quantity. 

When Case 2 happens, from equation (9), it shows that 
( , )EAC Q k

k

∂
∂

 is an increasing 

function in variable k and lim
k →∞

( , )
0H

H

EAC Q k
h C t

k

∂ = >
∂

. It motivates us to prove 

that 
( , )EAC Q k

k

∂
∂

 is positive when 0k = , consequently 
( , )

0
EAC Q k

k

∂ >
∂

 for 0k >  so 

that the minimum value occurs at 0k = . 

We compute 
( , )EAC Q k

k

∂
∂

 at 0k = , then 

( ) ( )( )0 0
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2
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H
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C tEAC Q k D
h

k Q
β π π β=
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From equation (10), ( ),EAC Q k  is a convex function in Q, so when k is fixed, for 

example 0k =  for the time being, the best policy of Q is equation (14) with 0k = . 

Hence, to verify 0

( , )
0k

EAC Q k

k =
∂ >

∂
 is equivalent to show that 

( ) ( ) 222 2 2
01 1h Q Dβ π π β+ > + −⎡ ⎤⎣ ⎦ . (21) 

where Q satisfies equation (14) with 0k = , that is the condition of Case (2). 

4   Numerical Example 

We have applied the Mandelbrot and John method [8] to generate a daily record of 
discrete demand that satisfies fractional Brownian motion with 0.9H = . We consider 
two inventory models as mentioned in equation (9) with different values of Hurst ex-
ponent, H, with 0.9H =  and 0.5H =  so the expect average costs are expressed as 

( )0.9 ,HEAC Q k=  and ( )0.5 ,HEAC Q k=  with the following parameters: A = $200 per 

order, h = $15 per item per year, π =10 per unit short, 0π =3 marginal profit per unit, 

HC =4, fixed replenishment lead time t = 16 days.  

After we generate a 365 days data, we compute its sum as D, demand per year. For 

( )0.9 ,HEAC Q k= , we use equation (16) to find the safety factor, 1.285k = , and then 

apply equation (14) to locate the order quantity 312.9806Q =  with reorder point, 

192.4408r = . We use a computer program to evaluate the daily holding coat, when 
inventory level drop to reorder point, 192.4408r = , then we replenish 312.9806Q = , 

after 16 days, the items will arrive. During the lead time period, we still compute the 
daily holding cost and shortage cost, if necessary. There are 13 replenishments during 
one year, with  
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( )0.9 312.9806, 1.285 5708.8127HTC Q k= = = = . 

Similarly, we consider if we overlook the data is satisfied the fractional Brownian 
motion with 0.9H =  and still apply the traditional inventory model with 0.5H = , 
then we find that 

( )0.5 313.4417, 1.2838 6058.0781HTC Q k= = = = , 

with reorder point 171.5468r = . 
The relative saving for this example is computed by 

0.5 0.9

0.9

6.13%H H

H

TC TC

TC
= =

=

−
= .            

Next, we have run 100 tests, 87 of them the 0.9HTC =  is cheaper than 0.5HTC =  and the 

rest owing to shortage dose not happen, then 0.9HTC =  is more expansive than 0.5HTC = .  

If we consider the 100 experiments to discover that our proposed inventory model is 
better with an average saving of 5.77% . It points out that with the demand satisfies the 
fractional Brownian motion, then our proposed invent model provides a better mana-
gerial replenishment policy. 

5   Conclusion 

We developed a new inventory model under fractional Brownian demand. Our con-
tribution is to explain that the derivation of the total demand during the lead time is 
proportional to the lead time with Hurst exponent. We have analytically divided the 
problem into two cases and then proved that our model has a unique minimum solution 
for each case. Our approach will be useful for the future research to guarantee the 
uniqueness of the minimum solution. From the simulation experiment, our proposed 
inventory model has an average saving of 6% over the traditional inventory model to 
signify the contribution of our paper. 
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Abstract. This paper is a response to Mandal and Pal (1998), Wu and Ouyang 
(2000) and Deng et al. (2007). We study their paper to point out an interesting 
phenomenon. In the future research, after researchers provide a reasonable ex-
planation for this phenomenon that may provide an insightful understanding for 
inventory models. 

Keywords: Inventory model; deteriorating item; ramp type demand.  

1   Introduction 

There has been a trend towards examining inventory models with ramp type demand 
both in depth and breadth since Hill [5] launched the study of that kind. Some examples 
include Mandal and Pal [6] with deterioration items; Wu et al. [8] assuming that the 
backlogging rate is proportional to the waiting time; Wu and Ouyang [9] with two 
different strategies beginning with stock or shortage; Wu [10] with the Weibull  
distributed deterioration; Giri et al. [4] with a more generalized Weibull distributed 
deterioration; Deng [2] to revise the work of Wu et al. [8]; Manna and Chaudhuri [7] to 
extend the inventory model a with time dependent deterioration rate; and Deng et al. [3] 
who modify Mandal and Pal [6] and Wu and Ouyang [9]. 

However, their studies and corresponding results are all under one assumption that 
the demand pattern must be ramp type. This paper points out that there is a general 
property effectively shared for every kind of demand. That is, the optimal solution of an 
inventory system is independent of the demand types. Our findings show that the 
lengthy discussion and derivation of Deng et al. [3] in the consideration of two different 
expressions of ramp type demand are in fact superfluous. An inventory model is pre-
sented in the study where each item has two stages: the first stage with stock and the 
second stage with shortage. The results indicate that different inventory levels of dif-
ferent items with different demands are able to reach zero simultaneously.  

2   Assumptions and Notation 

We try to generalize the inventory model of Mandal and Pal [6], Wu and Ouyang [9] 
and Deng et al. [3] with the following assumptions and notations for the deterministic 
inventory replenishment policy with a general demand. 
(1) The replenishment rate is infinite; thus, replenishments are instantaneous. 
(2) The lead time is zero. 
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(3) T  is the finite time horizon under consideration. We follow the assumption of 
Deng et al. [3] to set 1T =  so that the length of the inventory model equals to the 
unit time. 

(4) hC  is the inventory holding cost per unit per unit of time.  

(5) sC  is the shortage cost per unit per unit of time.  

(6) dC  is the cost of each deteriorated item. 

(7)  θ  is the constant fraction of the on-hand inventory deterioration per unit of time. 

(8) ( )I t  is the on-hand inventory level at time t over the ordering cycle [0, ]T .  

(9) Shortage is allowed and fully backordered.  
(10) S  is the maximum inventory level for each ordering cycle, that means (0)S I= . 

(11) The demand rate ( )R t  is assumed to be any nonnegative function. 

(12) 1t  is the time when the inventory level reaches zero. 

(13) *
1t  is the optimal solution for 1t . 

(14) ( )1f t  is an auxiliary function defined as ( ) ( )1 
11th

d s

C
C e C T tθ

θ
⎛ ⎞+ − − −⎜ ⎟
⎝ ⎠

. 

(15) ( )1C t  is the total cost that consistent of holding cost, deterioration cost, and 

shortage cost. 

3   Review of Previous Results 

Previous papers of Mandal and Pal [6], Wu and Ouyang [9] and Deng et al. [3] must divide 
the inventory model into several cases that is depending on (a) the ramp type demand have 
different expression, and (b) the relation of the turning point of the ramp type demand and 
the time the inventory level reaches to zero. Therefore, their derivation became very 
complicate such that sometimes some cases are overlooked by some researchers. Deng et 
al. [3] had revised the results of Mandal and Pal [6] and Wu and Ouyang [9]. Recently, 
Cheng and Wang [1] further extended the ramp type demand to a trapezoidal type demand 
such that the demand classification is three phases and then their analytical work becomes 
more complex. We will abstract the demand to a general nonnegative function and then to 
show that there is a unique optimal that is independent of the demand such that those 
discussion of different type demands can be uniformly solved by our approach. 

4   Our Proposed Inventory Model 

We consider an inventory model that starts with stock. This model was first proposed 
by Hill [5], and then further investigated by Mandal and Pal [6], Wu and Ouyang [9] 
and Deng et al. [3].  

Therefore, the total cost is expressed as 

( )1C t = ( )( )
1

0

1
t

x
dC R x e dxθ −∫ ( )

1

0

1
t x

h

e
C R x dx

θ

θ
−+ ∫ ( ) ( )

1

T

s

t

C T x R x dx+ −∫ .       (1) 

From equation (1), it follows that 
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( )1C t′ = ( ) ( ) ( )1
1 11th

d s

C
R t C e C T tθ

θ
⎡ ⎤⎛ ⎞+ − − −⎢ ⎥⎜ ⎟
⎝ ⎠⎣ ⎦

.                   (2) 

Motivated by equation (2), we assume an auxiliary function, say ( )1f t . 

( ) ( ) ( )1 
1 11th

d s

C
f t C e C T tθ

θ
⎛ ⎞= + − − −⎜ ⎟
⎝ ⎠

                             (3) 

As a matter of fact, it is nothing but the same one proposed by Deng et al. [3]. It point 
out that after complicated computation, Deng et al. [3] can not realize that the solution 
of equation (1) is independent of the demand. 

By taking derivative of ( )1f t , i.e.,  ( ) ( ) 1
1 0t

d h sf t C C e Cθθ′ = + + >  , it is easy to 

find that ( )1f t  increases from ( )0 0sf C T= − <  to ( ) ( ) 1 0Th
d

C
f T C eθ

θ
⎛ ⎞= + − >⎜ ⎟
⎝ ⎠

. 

Hence, obviously there exists a unique point, say #
1t , that satisfies ( )#

1 0f t =  and the 

following equation holds.  

( ) ( )#
1 #

11th
d s

C
C e C T tθ

θ
⎛ ⎞+ − = −⎜ ⎟
⎝ ⎠

.                                  (4) 

Since ( )1 0C t′ ≤  for #
1 10 t t≤ ≤  and ( )1 0C t′ ≥  for #

1 1t t T≤ ≤  such that #
1t  is the 

minimum solution for ( )1C t . We summarize our findings in the next theorem. 
 

Theorem 1. For the inventory model beginning with stock, the minimum solution 

satisfies ( )#
1 0f t =  and is independent of the demand. 

5   Explanation of Our Findings 

We may assume that there are products 1,..., mP P  with the same holding cost hC , de-

terioration cost dC  and shortage cost dC . However, they have a different demand, 

( ) ( )1 ,..., mR t R t . In the beginning, the initial inventory levels are replenished with 

( ) ( )1 0 ,..., 0mI I . Along with the demand and deterioration, the stock consumes and 

inventory levels finally drop to zero, at 1,..., mt t  respectively. 

In general, we may predict that there are no connections among 1,..., mt t . However, 

by our findings that points out  
#

1 1... mt t t= = =                                                    (5) 

which is actually independent of the demand. To consolidate the application and sig-
nificance of this finding, let’s quote the business model from investment banks such as 
Merrill Lynch, JP Morgan, Morgan Stanley, Bear Stearns, and so on. In light of market 
needs at different time points, those investment banks design and issue several financial 
commodities including for instance federal bond fund, high income fund, balanced 
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fund, and diverse underlying-linked structured commodities. Each of them has dif-
ferent maturity, return, risk, service fee, and contract conditions in order to meet 
various requirements of investors. However, for the purposes of process simplification, 
management centralization, and cost reduction, the issuers always set up a fixed selling 
period for salesmen, say two weeks for example. During which all promoted financial 
commodities are planned to be sold out, i.e., zero inventory, by the end of designated 
fixed selling period. And after which another cluster of targeted customer-driven fi-
nancial commodities will be engineered and stood-by. 

6   Different View of Our Findings 

We intend to provide an explanation from microscope point of view to discuss our 
findings. If there is an item with demand quantity Q  that takes place at time t, then 

there are two replenishment policies: (a) fulfill the demand from the stock, or (b) satisfy 
the demand from backorder. If we decide to fulfill the demand from the stock, we need 

to store tQeθ  at time 0t = . Note that the solution of ( )  ( ) 0
d

I t I t
dt

θ+ =  is 

( ) ( )0 tI t I e θ−=  so that the beginning stock is (0) tI Qeθ= . It follows that at time is t 

after deteriorated items are removed, the remaining stock Q  is just enough to meet the 

demand. The amount of deteriorated items is ( )1tQ eθ − . From the inventory level 

t xQe eθ θ−  for [ ]0,x t∈ , the holding cost can be calculated by 

( )
0

1
t

t x t
h h

Q
C Qe e dx C eθ θ θ

θ
− = −∫ .                                 (6) 

Hence, the total cost for demand Q  fulfilled from the stock is ( )1th
d

C
Q C eθ

θ
⎛ ⎞+ −⎜ ⎟
⎝ ⎠

. 

On the other hand, if the policy of backlog is adopted then the shortage cost is 

( )sQC T t− . We find that if  

( )1th
d

C
Q C eθ

θ
⎛ ⎞+ −⎜ ⎟
⎝ ⎠

( )sQC T t< −                                    (7) 

then the better policy is to satisfy demand from the stock. Otherwise, if 

( )1th
d

C
Q C eθ

θ
⎛ ⎞+ −⎜ ⎟
⎝ ⎠

( )sQC T t> −                                  (8) 

then the better policy is to hold demand as backlog until the replenishment takes place. 

Recall from equation (3), we have shown that ( ) ( ) ( ) 1th
d s

C
f t C e C T tθ

θ
⎛ ⎞= + − − −⎜ ⎟
⎝ ⎠

 

has an unique root, say #
1t . It means that for those demands occurring during )#

10, t⎡
⎣ , 

they should be fulfilled from the stock And for those demands occurring during 
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( #
1 ,t T ⎤

⎦ , they should be replenished by backorder. Our alternative approach comes up 

with the same results as our previous presentation by analytical method. 

7   Conclusion 

In the paper we discover an interesting phenomenon for finite time horizon inventory 
model that the single item at diverse segmenting markets or different items with the 
same holding cost, deterioration cost and shortage cost can be deliberately scheduled to 
achieve the same in-stock period for the purpose of reaching minimum inventory cost. 
The generalized form of inventory model is developed and corresponding optimal 
solution is derived. We believe that out findings provide an essential benchmark for 
those researchers who have the motive of pursuing different optimal inventory systems 
along with the changes of demand types. This study gives the solid evidence that the 
optimal solution is independent of the demand no matter ramp type, trapezoid type, 
fixed type or any other kinds of it are targeted.  
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Abstract. This research proposes a diagnosis model for business crisis inte-
grated a real-valued genetic algorithm and support vector machine. A series of 
learning and testing processes with real business data show that the diagnosis 
model has a crisis prediction accuracy of up to 95.56%, demonstrating the 
applicability of the proposed method. Six features, including five financial and 
one intellectual capital indices, are used for the diagnosis. These features are 
common and easily accessible from publicly available information. The pro-
posed GA-SVM diagnosis model can be used by firms for self-diagnosis and 
evaluation. 

Keywords: Business crisis, Diagnosis model, Genetic algorithm, Support vector 
machine. 

1   Introduction 

A business crisis has significant adverse effects on individuals and households, and 
consequently on the national and social economy. The avoidance of such crises can 
enhance the relationship between society and individuals, leading to greater general 
prosperity. Therefore, it is necessary to establish a diagnostic model for business crises 
to aid business managers in monitoring business performance. 

This research attempt to integrate the real-valued genetic algorithm (GA) and sup-
port vector machine (SVM), i.e., the GA-SVM model, to diagnose business crises. The 
use of real-valued GA is to find the optimal settings of parameters in SVM. In addition 
to finance features, the features of intellectual capital (IC) are also included to clarify 
whether they are helpful for the task. Furthermore, for improving the model’s per-
formance, feature selection is undertaken by employing discriminant analysis (DA) to 
find the critical features for the input variables. 

The rest of this paper is organized as follows. Section 2 briefly introduces various 
diagnosis methods relevant to business crises and research methodologies adopted by 
this research. The structure and procedure of the GA-SVM are described in Section 3. 
In Section 4 and 5, the empirical study and their analytical results of the diagnosis 
model are presented. The conclusion is provided in the final section. 
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2   Paper Review 

2.1   Various Diagnosis Methods of Business Crisis 

For more than 40 years scholars have conducted research into business bankruptcy, and 
in the process have developed a number of diagnosis techniques. Among these, tradi-
tional statistical methods are the most common, such as logistic regression (logit) and 
discriminant analysis [1,2,3,4,5]. 

Non-parametric statistical analysis and artificial intelligence (AI) methods, such as 
those that use artificial neural networks (ANNs), have garnered the most attention in 
recent years [3,6,7,8]. The classification and regression trees (CART) approach is 
another common technique that has been used as a business crisis indicator [9,10].  

In addition to the aforementioned classification methods, the support vector machine  
method has received attention for its ability to separate hyperplanes to separate data for 
pattern identification [11]. Recently, there has been increased interest in the application 
of SVM for the prediction of credit ratings, stock prices, bankruptcy, and insurance 
claim fraud detection [8,12,13,14,15,16,17].  

2.2   Support Vector Machine 
Support vector machine, introduced by Vapnik [18], is based on a learning system that 
uses linear functions in a high dimensional feature space. SVM was mainly used to find 
out a separating hyperplane to separate two classes of data from the given data set. 
SVM is trained with a learning algorithm based on optimization theory to implement a 
learning bias derived from statistical learning theory. The learning strategy and its 
extension [19] have been widely adopted by many researchers. SVMs have been shown 
to outperform most other systems in a wide variety of applications [20].  

2.3   Genetic Algorithm 

A genetic algorithm is used to solve global optimization problems. The procedure starts 
from a set of randomly created or selected possible solutions, referred to as the population. 
Every individual in the population means a possible solution, referred to as a chromosome. 
Within every generation, a fitness function should be used to evaluate the quality of every 
chromosome to determine the probability of it surviving to the next generation; usually, 
the chromosomes with larger fitness have a higher survival probability. Thus, GA should 
select the chromosomes with larger fitness for reproduction by using operations like se-
lection, crossover and mutation in order to form a new group of chromosomes which are 
more likely to reach the goal. This reproduction goes through one generation to another, 
until it converges on the individual generation with the most fitness for goal functions or 
the required number of generations was reached. The optimal solution is then determined. 

GA coding strategies mainly include two sectors; one sector recommends the least 
digits for coding usage, such as binary codes; another one recommends using the real 
valued coding based on calculation convenience and accuracy [21].  

2.4   Discriminant Analysis 

Discriminant analysis is a conventional statistical method that is widely applied in 
various fields. The implementation procedures lie in the previous validation to inspect 
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whether the group gravity center comes with the variance, thereafter, it continues to 
find the predicting variables with the maximum separating capabilities that could be 
grouped into separable functions. Finally, based on the separable function, test data can 
be evaluated and then assigned to a certain group. Aside from the fact that it is used to 
predict different groups, it is also able to screen out the critical attributes for groups 
from multi-attribute groups [22]. 

3   GA-SVM Model  

The proposed diagnosis model is shown in Fig. 1. SVM is used to train the dataset and 
to perform the diagnostic task with the aid of real-valued GA and DA.. Real-valued GA 
is employed for searching for the optimum parameter settings in SVM, and DA is used 
for feature selection. The operating procedure is described as follows: 

 

Fig. 1. Schema of the proposed GA-SVM model 

Step 1. Make settings for initial value ranges of (C, δ2) and construct an initial 
population. 

Step 2. Randomize initial population. 
Step 3. Training SVM model (5-fold cross-validation) using each pair of (C, δ2). 
Step 4. Calculate fitness values. 
Step 5. If the stopping condition (five rounds) is satisfied, go to Step 8. 

If 50 generations are carried out, go to Step 7. 
Step6. Perform selection, reproduce, crossover, and mutation operations to create a 

new population. Go to Step 3 for the next generation. 
Step 7. Repeat steps 2–7. 
Step 8. Find out the optimal (C*, δ2*). 
Step 9. Train the SVM model with (C*, δ2*). 
Step 10. Implement the diagnosis model against business crises. 

4   An Empirical Study 

4.1   Variables and Samples  

A business crisis can be defined as a situation in which firms on the public stock market 
have become full-cash delivery or suspended stock transactions, require dramatic re-
structuring, declare bankruptcy, or withdraw from the market [15,23,24,25,26,27,28,29]. 
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The diagnosis of a business crisis should not only consider financial information, but 
must also include intellectual capital. 27 financial features and 7 intellectual capital 
attributes were selected (seen Table 1). For training, every feature must include at least 
four quarters of data before the business crisis (excluding data from the current quar-
ter). Each quarter of data of a feature is defined as a variable in the diagnosis model; 
there are thus a total of 136 variables. 

Table 1. Features of business crisis 

Attribute Relevant features Quantity 
Finance Efficiency 13 

 Operating profit capability, 7 
 Liability fulfillment capability 7 

Intellectual capital Manpower  3 
 Structure 2 
 Customer 2 

 
The sampled data for this study were obtained from the Taiwan Economic Journal 

Data Bank (TEJ) based on two criteria. Firstly, as mentioned above, the sampled firms 
had at least four quarters of complete public information before their business crisis 
occurred. Secondly, sufficiently similar companies were selected to act as the opposing 
samples in an industry. Based on these principles, 186 firms from roughly all the in-
dustries listed in the TEJ were selected with relevant data from June 1999 to March 
2006. 

4.2   Parameters and Their Ranges  

To establish an SVM model, a kernel function should first be determined. In this re-
search, based on Smola’s proposal [30], radial basis function (RBF) is selected as the 
kernel function to establish an SVM, since it produces better classification outcomes 
when data attributes are unknown. For the RBF functions, the values of parameter δ2 
and cost parameter C, which serve as the upper bounds of the Lagrange coefficients, 
should be carefully determined in order to reach satisfactory outcomes for prediction.  

Studies have shown that real-valued GA performs well over a wide search range. 
The present study defines the search ranges of C and δ2 as [1, 1000] and [0.5, 1000], 
respectively, instead of [10, 100] and [1, 100], as recommended by Tay and Cao [16]. 
The initial population is composed of 50 sets of chromosomes; five-fold 
cross-validation is carried out in the training process; a standard roulette wheel selec-
tion is adopted; and the crossover and mutation possibilities are rated at 0.8 and 0.05, 
respectively. Finally, every round has 50 generations, with a total of five rounds  
implemented. 

4.3   Feature Selection 

To build up a simple and robust diagnosis model, 15 data sets are established. Each 
dataset consists of 186 sampled firms in a random sequence to break the original firm 
parity orders. 



 A GA-Based Support Vector Machine Diagnosis Model for Business Crisis 269 

 

Among 15 data sets, 10 datasets are randomly selected. Each contains two types of 
data. Data sets with finance attribute only could be denoted with Rf (i.e., Rf1, . . ., Rf10). 
If there were features of IC attributes added, then it could be denoted with Rfi(i.e., Rfi1, . 
. ., Rfi10). Therefore, 20 datasets are actually used. Rfi1 and Rf1 mean the same group of 
random arrangement.  

Firstly, the comparisons of the diagnosis results between Rf and Rfi datasets are 
made by conducting the classification training and testing all variables with the 
GA-SVM model. In addition, DA is used to find the significant features from each 
dataset. The significant features from each dataset are then adopted to act as the di-
agnosis variables of GA-SVMd to the corresponding dataset. The comparisons of  
the diagnosis results from the above models can achieve two goals; one is to indicate 
the necessity of adding features of the IC attributes, and another is for confirming the 
sufficiency of only the significant features adopted in the GA-SVMd. We named the 
above processes as the phase-1 feature selection. Furthermore, since DA is also a 
classification approach, the diagnosis results from DA can be compared with those 
from the GA-SVM model to prove the effectiveness of GA-SVM model. Fig. 2 shows 
the comparisons in the phase-1 processes.  

 

Fig. 2. Comparison of Rf and Rfi 

Based on the outcomes in the first phase, the features that are always significant in 
the four quarters in DA (DA1, . . ., DA10) are adopted for the remaining five datasets. 
Obviously, the quantity of features will be reduced, and the model could be adopted for 
the future diagnosis when the diagnosis results are proved effective. This stage is called 
the phase-2 process.  

5   Empirical Analysis  

5.1   Experiments in the 1st Phase 

The experiments were conducted following the GA-SVM procedure in Section 3. 
Before implementations, the value of every data point should be scaled within [0, 1] to 
avoid the dominance among different data points. For each dataset, the first 150 entries 
in a sequence were used for the SVM learning and testing operations through the 
general 5-fold cross-validation. The best and average testing accuracy rates of each 
generation from the cross-validation can be used for further analysis. 
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Fig. 3 shows the accuracy analysis of cross-validation for Rfi1 experienced with the 
first round GA-SVM. The figure shows the convergence happens from the 13th gen-
eration for both the best and average testing accuracy, indicating that the parameters 
found by GA result in a good performance of SVM in training for Rfi1 in this round. The 
accuracy and stability from the other rounds could not be superior to those of the first 
round, so the outcome in the first round could represent the cross-validation results of 
Rfi1. Furthermore, from the converged generations in the first round, the parameters (C* 
= 879, δ2* = 3.8851) with the best accuracy could be used to conduct the training of 150 
entries and then perform the testing of the remaining 36 entries, reaching a training and 
testing accuracy of 97.333% and 88.889%, respectively, shown as random group 1 in 
Fig. 4.  

Following the above processes, the training and testing accuracy for Rf1 were 
92.667% and 88.889%, respectively. Through the comparisons for testing accuracy 
between Rf1~Rf10 and Rfi1~Rfi10, the trends in the figure indicate that GA-SVM is more 
stable with regard to testing accuracy with the entries that are IC attributes. The average 
testing accuracy rated at 83.68% was slightly better than that produced via the entries 
with only features of finance attributes, rated at 83.42%, as illustrated in Table 2. 

 

Fig. 3. Cross-validation for Rfi1 at 1st round 

 

Fig. 4. Comparison of accuracy for GA-SVM using all variables 

In addition, using the same data sets and variables as those in Fig. 4, the conven-
tional DA was applied to select the significant variables with Wilks’ Lambda value≦ 
0.01 in order to conduct classification for the testing data sets. As an additional com-
parison, the average testing accuracy (75.53%) for the entries added with features of IC 
attributes was slightly more stable than that (73.16%) for those with only features of 
finance attributes; It also shows that the diagnosis effect of GA-SVM was better than 
that of DA. 
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Variables with high significance after performing DA act as the diagnosis variables 
for the phase-1 GA-SVM model. 63 and 67 variables were adopted for Rf and Rfi , as 
indicated in Table 2. The quantity of variables was reduced by roughly 50%~60%, 
however the average testing accuracy increased to 87.11% for Rfi. 

Table 2. Summarized comparison of Rf and Rfi 

GA-SVM using all 
variables 

DA
GA-SVMd after 

DA
Rf1~Rf10 Rfi1~Rfi10 Rf1~Rf10 Rfi1~Rfi10 Rf1~Rf10 Rfi1~Rfi10

Quantity of training variables 108 136 108 136 63 67 
Average training accuracy (%) 91.96 94.46 94.53 94.05 91.55 95.54 
Quantity of testing variables 108 136 63 67 63 67 
Average test accuracy (%) 83.42 83.68 73.16 75.53 83.68 87.11  

5.2   Diagnosis Models for Business Crises 

After applying DA to the Rfi data sets, there are 67 significant variables, belonging to 14 
features, as listed in Table 3. For further decreasing the quantity of significant features, 
only those containing four significant subordinate variables, are adopted as the phase-2 
diagnosis variables, namely liabilities ratio (LBR), debt adhere degree (DAD), return of 
assets (ROA), earnings per share (EPS), cash flow ratio (CFR) and operating benefit 
margin per capita (OBMC). The above six features contained a total of 24 variables that 
acted as the diagnosis variables for five data sets (Rfi11~Rfi15). Fig. 5 shows the 
cross-validation results from Rfi11 in the first round. In Fig. 5, the best and average  
 

Table 3. Features with significance in the first and second phases 

Attribute Feature 
Finance Current ratio, Quick ratio, Liability ratio, Debt adhere degree, 

Total asset turnover, Return on asset, Net value return after tax, 
Operating profit margin, EPS, Cash flow per share, Net value 
growth rate, Cash flow ratio 

Intellectual Capital Operating profit margin per capita, Return rate on manpower asset 

 

Fig. 5. Testing accuracy on cross validation for Rfi11 in the first round 
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testing accuracy of the cross validations are almost converged from the fifth generation. 
This means that the six selected features can achieve a satisfactory diagnosis per-
formance. Adopting the parameter values (C* = 483, δ2* = 2.0412) at the 44th gen-
eration, the 150 entries in Rfi11 are the training set and the remaining 36 entries are the 
testing set, reaching the accuracy 97.33% and 97.22%, respectively. Similar processes 
were applied to Rfi12~Rfi15, and the associated outcomes are shown in Table 4. The 
diagnosis results for business crises had an average rate of 95.56%, demonstrating a 
quite high identification level. 

Table 4. The results of business crisis diagnosis 

Rfi11 Rfi12 Rfi13 Rfi14 Rfi15 Average 
Round 1 5 2 4 3  

Generation 44 50 50 46 49  
Learning accuracy (%) (150 entries) 97.33 97.33 96.0 94.67 96.33 96.13 
Testing accuracy (%) (36 entries) 97.22 100 94.44 91.67 94.44 95.56 

C* 483 470 416 369 487  
2* 2.0412 5.1653 1.0242 1.3581 4.7133

 

6   Conclusion 

This research integrated GA and SVM to establish the diagnosis model for business 
crises by using their traits in parameter evolution as well as data training and classifi-
cation. After training the data sets from the real data base containing the financial and 
intellectual capital data of business units in Taiwan, the proposed GA-SVM diagnosis 
model reached an average testing accuracy of 95.56% with only six features. These 
features are common and easily accessible from publicly available information, making 
the proposed method very practical for managers to conduct a real-time investigation of 
the potential for a business crisis.  
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Abstract. Libraries have been adapting themselves to the patrons’
changing requests. Library marketing with data analysis will inspire the
improvement and development of patron services in such a situation.
In this paper we will propose a framework for library marketing based
on the multi agent system (MAS), where not only the library but also
the books, services, and patrons are represented as agents. Agents make
a social network and develop new knowledge that is useful for library
marketing. Library marketing system based on the MAS framework will
provide novel inspirations to the libraries for better patron services and
better library management. We put special interest to MAS of books.
We propose an idea for extracting knowledge about various relationships
of books based on the co-usage data.

1 Introduction

Libraries and their relating participants form a multi agent system (MAS) in na-
ture. Each library organization has its own management policy and independent
from other library organizations. A university library is run by the university,
a public library is run by the federal or a local government in general, and one
in a company is run by the company. The main target people as patrons are
students, professors, and staff for a university library, people who live and/or
work in the area for public libraries, and the workers for the company libraries.

At the same time, libraries also rely on each other by joining library associ-
ations and provide with cooperative patron services. ILL (Inter-Library Loan)
is a typical example of such a service. A patron, or a user, of a library can ask
the library to get a book for him/her even if it does not be found in the library.
The library will help him/her by finding a library that owns the requested book,
asking the library for borrowing or making a copy of the book, and getting the
book for the patron. The most important mission of libraries is to help with their
patrons with providing information material, e.g. books, magazines, newspapers,
and with supporting them for strengthening their information literacy skills. ILL
is a win-win system for such libraries in this point of view.

The mission of library is well described in the well-known “The five laws of
library science” [13], which was advocated a half century ago: (1) Books are
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for use, (2) Every reader his book, (3) Every book his reader, (4) Save the
time of the reader, (5) The library is a growing organism. In order to carry out
such missions libraries have been introducing many tools and machines. They
have installed computers and provided OPAC (Online Public Access Catalog)
service for book retrieval in 1980s and connected them to the Internet so that
their patrons are able to access their services like Web-OPAC, online referencing
and other library services in 1990s. These laws are still applicable by replacing
“book” with “information,” “material,” or “service.” Now libraries have started
in introducing the Web 2.0 services such as blogs, SNSs, and others as new
patron services.

The major aim of this paper is to propose a multi-agent library system model
that is very appropriate to construct such systems. More precisely: (i) to present
a model for describing and realizing the library services based on the MAS
framework, (ii) to give a grand design for constructing such a MAS system,
and (iii) to propose an idea how to create useful knowledge by integrating the
“experiences” of agents.

The rest of this paper is organized as follows: In Section 2, we will describe
the concept of library marketing (LM). LM is quite an important concept for
the future libraries as an information and educational service organization in
the network-based ubiquitous society. In Section 3, we will present a concept
model for library agent system, where not only libraries but also patrons, books,
librarians, and library services are all considered as agents. Then in Section
4, we will show the intelligent bookshelf system based on the radio frequency
identification technology and the virtual bookshelf system. We will demonstrate
their usefulness as the tools for automatically collecting the book usage data.
In Section 5, we will propose a method for extracting closeness relationships
between books and demonstrate its usefulness in obtaining the social structure
of books and patrons, and using them for new services. Finally in Section 6, we
will summarize what we have discussed in this paper and show the prospect of
the agent-based library system.

2 Library Marketing

According to the American Marketing Association (AMA) [2] the concept of
marketing is defined as “the activity, set of institutions, and processes for cre-
ating, communicating, delivering, and exchanging offerings that have value for
customers, clients, partners, and society at large.” They changed the more profit-
oriented old definition to this new one so that it is applicable to non-profit orga-
nizations like libraries. Based on this new definition we define library marketing
as “the activity that aims for better services to library users, or patrons, so that
the libraries can get better reputations, be considered more reliable organiza-
tions, and get more customer satisfaction (patron satisfaction).” In addition to
this aim, it is preferable to perform their jobs more efficiently, and with less cost;
which can be another important aim of library marketing.

We focus on the library marketing based on the analysis methods of the
objective data and extracting useful information and knowledge for both libraries
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and their patrons. Figure 1 illustrates the concept of library marketing, with
utilizing the data together with the data analysis/mining tools.

It is the mutual depending structure between databases and services. In the
right part of the figure are library services provided by the library. Reference
service is a consulting service to the patrons who want to know how to find
appropriate material, or need some advices. Many libraries provide this service
online these days. “My Library” is a service that provides patrons with per-
sonalized information. It can be used also for providing the patron with more
sophisticated services including SNS, blog, personalized bookshelf in the cyber
space, or virtual bookshelf (VBS), and so on.

These services depend on the databases that consist of catalog data of mate-
rials, circulation data, patrons’ profile data, etc. These data are collected at a
circulation counter, at a self checkout machine, and in other ways. The log data,
which are collected for recording how the system provides services to patrons,
are stored in the service log database and used for various services.

The collected data are supposed to be analyzed, or data mined. The results
obtained by analysis should be reflected to the services in order to improve the
quality of patron services. If the quality of services gets higher, then more patrons
will use the library and the system. If many patrons use them, then the system
gets more service log data. If the system is able to get more data, then they
can be used for better services. As a result, the customer satisfaction, or patron
satisfaction, will rise. Such a natural self-growing mechanism is very important
for library marketing with databases and services.

3 Multi-Agent System for a Library

The concept model is the one we consider all the participants of library system
as agents. The participants consist of patrons, librarians, books, bookshelves,
libraries, services, etc. In this model, we can see the whole library system more
clearly and easily than other models that come from other points of view.

Figure 2 illustrates the relationships between agents. The left area indicates
the group of agents of the library that is represented as the left-most library in
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the figure. There are several kinds of agents; patron, book, bookshelf, service,
and librarian. Each agent is a representation of one of them. The agents may
form a group. In the figure the patron agents have two groups. The groups are
formed according to the patron’s interests, attributes, or whatever he/she wants.
Books and bookshelves also make a group. It is a group based on the relationship
between books and a tier of bookshelves; i.e. each book belongs to one of the
bookshelf in the tier.

The upper dashed arrow indicates the interactions between the gray patron
agent and the group of books and bookshelves. An interaction may happen when
the patron takes out the book from a bookshelf. Other possible relationships
happen when the patron reserves the book, the patron gives comments in a Web
page of the library, or whatever action the patron takes about the book.

The service agent and the librarian agent form a group in Figure 2. It is formed
when a librarian is assigned to the service. In other words, the service agent is
the representation of the service. Suppose, for example, the job is the reference.
Then the service agent represents the reference service. It supports the librarian
working as the reference librarian. This group of agents represents a team for this
service/job. The lower dashed arrow shows that the patron agent gets the service.

Such groups and interactions are in a library. The libraries make a network
for collaboration. A typical example is the ILL (Interlibrary Loan) activity. A
patron in a library may want to read a book which is not in the library he/she is
using. Then the “home library” of the patron asks another library for borrowing
the book. With this ILL system, a patron can borrow whichever book that is
purchased by a library in the library group, where the member libraries agree
with such collaboration. One possible model for matchmaking the request and
provision of information is the word-of-mouth network [12].

The library system consisting as a MAS system has the following advantages:
(1) All participants, actions, services, etc. are dealt with in a unified framework.
(2) The system becomes scalable and flexible in nature. It is easy to extend the
library services and its organization in MAS. (3) As was pointed out, the library
system itself is a MAS. It is easy to design and implement the system.
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Figure 3 illustrates the wake-up mechanism of agents. An ID card of a pa-
tron represents the patron himself/herself in the system. It has its corresponding
patron agent in the agent server. The ID card itself has no capability of informa-
tion processing for the patron. Similarly neither a book nor the ID label for the
book has the ability of information processing. The book has its corresponding
agent, i.e. book agent as a delegate of the book that can perform the information
processing for the book or the book ID itself.

With delegate agent mechanism, passive objects like patron’s ID card and
book ID label have the ability of information processing. A delegate agent is
an agent program in a computer called agent server and it does the necessary
information processing and calculations for the passive ID objects that exist
physically. The agent programs, or agents, are saved in a storage device of the
server, or agent pool. We will call that they are “sleeping/waiting” and waiting
for been waken-up when they are stored in the agent pool. A sleeping agent will
be woken-up when a triggering event occurs. The agent starts running in the
agent platform after it is waken-up.

In the upper-left part of Figure 3, a patron arrives at a library circulation
counter and asks the librarian for borrowing a book. Then the librarian uses
a barcode reader or something and reads the patron and book IDs. Then the
library system sends the wake-up signal to the agent server together with the
IDs of patron, book, and circulation agent ID. Then the agent server let the
corresponding agents run and let them do their jobs. In the lower-left part of
Figure 3, a patron puts a book from the bookshelf. Then the corresponding
book agent and the bookshelf agent are waken-up if they are sleeping. The event
information will be transmitted to the agents and the acting agents will do their
necessary jobs.

Now we are developing a library agent system using the JADE platform [6].
The wake-up mechanism is introduced to the book agents (BAs) so that an
intelligent bookshelf, as will be explained in the next section, will transmit in-
formation to the book manager agent (BMA) about the books as they are either
put on the shelf or taken out of the shelf. The BMA will check if the correspond-
ing BAs are acting or waiting. It will wake-up the waiting agents and let them
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know that their corresponding books get status changes. The BAs will check
the catalog and usage records of their corresponding books. They will revise the
data about the relationships to other BAs, to the bookshelf agents, to the patron
agents, and so on. We will be back to this issue in the next section.

4 Usage Data of Books

This section deals with the two tools for collecting usage data of books; IBS and
VBS. IBS (Intelligent Bookshelf) [9] is a bookshelf equipped with antennas for
RFID (Radio Frequency Identification) [3] tag system. With IBSs the system
can automatically collect the usage data for the books on the bookshelf. VBS
(Virtual Bookshelf) [10] is a bookshelf realized on a server and the patron will
use it via network with an interface software; e.g. a browser. The image similar
to the real bookshelf will be displayed on the screen and the patron can see
and manipulate it as if it is a real bookshelf. A VBS is also good equipment for
collecting usage data of books and other information sources.

RFID and IBS
For the services using the network, it is easy to collect not only providing reading
and other materials for the patrons but also to collect log data. Everything can be
carried out automatically. For physical media such as printed books, magazines,
audio visual materials like CDs and DVDs, it is a difficult task to do the job and
collect the usage data, because these jobs are supposed to be processed by the
library staff.

Automatic identification and data capture (AIDC) technology [1] is a great
help in such jobs. So far the barcode system has been used in libraries. RFID is
getting to be more and more popularly used by libraries in these years [4,5,11]
because it is faster and easier to use for library jobs. Further there are more ad-
vantages in RFID such as the circulation processing becomes faster and easier,
the patrons are happy to use self-checkout machines and do the processing them-
selves, inventory of library materials becomes faster. Considering these benefits
it is worth putting the costs on equipments and RFID tags.

From the library marketing standpoint IBS (Figure 4) is very useful for col-
lecting data. An IBS is a bookshelf which is equipped with RFID antennas so
that the IDs of books that are shelved in it are detected and recorded auto-
matically. The antennas and their controller, i.e. R/W, transmit the data to the
manager PC and the data will be analyzed either real time or later on.

By using such equipments we can collect the usage data of books. By ana-
lyzing the usage data we may extract useful knowledge. For example, we can
get the information how often a specific book is used and the differences of us-
age patterns according to the day of the week, time zone in a day, etc. We can
provide such information to the library patrons. It may be used by library staff
for planning improved services as well. Such technology should be very impor-
tant for libraries in the ubiquitous environment that will come in the near future.
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Fig. 4. IBS (Intelligent Bookshelf) Fig. 5. Virtual Bookshelf

VBS
A virtual bookshelf (VBS) (Figure 5) is an image of bookshelf on a computer
screen, with which users can see a list of images of books as if they were in a
real bookshelf (See also [15,16]). The VBS not only displays the bookshelf image
but also the users can rearrange the books on it just in the same way of real
bookshelf [10]. Further, users can put comments and index data, or meta-data,
on the shelved books. The VBS system provided by the libraries are basically
owned by each patron and at the same time they are somewhat shared. VBS is
another good source for usage data of books.

5 Knowledge Discovery from Book Usage Data

In this section we propose a method of extracting knowledge about relation-
ships between books, books and patrons, and patrons. First, we describe how
to measure the closeness between two books. Then we show how to make the
relationship graph for it. We will define the “best friend” network based on the
graph. Then we can apply various methods such as the collaborative filtering for
recommendation of reading books to patrons.

5.1 Closeness between Books

The method proposed in this paper for measuring the closeness between books
is based on the co-occurrence or co-appearance in the data from the IBSs, VBSs,
circulation records, etc. In our MAS model, the corresponding agents meet in a
same place as they appear in these data. For example, we suppose that a book
A is placed on a bookshelf S. Through the wake-up mechanism, it means that
the agent A enters a room organized by the corresponding bookshelf agent S. In
this room every agent can recognize other agents staying in the same room via
S. If the book B is already in the room S, the agents A and B will be able to
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meet each other; unless it happens that either of them does not want to know
other agents. This is an event of meeting between books A and B.

Our idea of measuring the closeness between the agent A and the agent B,
or between the book A and the book B, is based on the meeting events. Figure
6 illustrates the measurement process. The horizontal axis is the time and the
vertical axis is the closeness value. The closeness 0 means that the books A and
B have no closeness between them. We suppose the closeness value between A
and B starts from 0. It can be different if they have something in common in
advance, for example in such a case as they have the common DDC (Dewey
Decimal Classification) number, for example.

In the figure, let t0, t1, ... be the meeting event times. A meeting event time is
the time when the book A is put on the same bookshelf as the book B, the time
when they are borrowed together by a patron at the circulation counter, or the
time something like these happens. The closeness value rises up at the meeting
event time. The rising value depends on the impact of the meeting event. If the
event is the one that they are borrowed at the same time, the value might be
higher than the one that they are stored in the same bookshelf. The closeness
value decreases as time passes until the next meeting event. As is illustrated in
Figure 6, the closeness value will increase in the long run if the two books meet
occasionally.

One possible function that satisfies such requirements is:

f(t) =

⎧⎪⎨
⎪⎩

0 if t = t0 = 0
f(ti)e

− 1
f(ti)

(t−ti) if ti ≤ t < ti+1

f(ti)e
− 1

f(ti)
(ti+1−ti) + I if t = ti+1

where i = 0, 1, 2, ... and I is the impact value of the meeting event.

5.2 Possible Analysis Methods Based on the Relationships between
Books

Based on the closeness values between book agents we can define social network-
ing relationship. For each book agent, say A, he/she can make a list of relating
book agents according to the order of closeness values defined in the previous



282 T. Minami

subsection. The book agent A can choose the “best friends” according to a cri-
terion; say the top 10% closest agents, the agents that have the closeness value
more than a pre-determined value, or something like these.

We can draw the best friend graph by making an arrow from A to B if B is a
best friend of A. Then we can analyze the structure of book agents’ relationships
just like the link structure analysis of Web pages [7]. For example, a book having
many arrows directing to it might be a good book probably in the sense that
it can be used as something like a dictionary or a reference book, a textbook,
something that provides with fundamental knowledge, or on the other hand it
gives a good application tips. In order to know more clearly about the book, we
would need to check other properties, for example, the DDCs of the book and
of the books that direct to the book.

By analyzing the circulation data, probably in the same method as was de-
scribed in the previous subsection, we can get the closeness relationship between
books and patrons. In this case also we can extract the best friend graph. A best
friend of a book is a patron that borrows the book more often than other patrons.
A best friend of a patron is a book that the patron borrows very frequently and
thus should be important for the patron. By combining this heterogeneous best
friend relationship with the previous book-to-book best friend relationship, we
can get another closeness relationship values between books and books, and pa-
trons and patrons. These are somewhat similar to the well-known collaborative
filtering [14] method and thus can be used for recommendation of reading books
to patrons.

6 Concluding Remarks

In this paper we have investigated the potentiality of book agent system for
library marketing. The participants of a library and the library network are
multi agent system in nature. In our model the books, librarians, bookshelves,
and even the library services are considered as agents. The bookshelf agents
and service agents are organizers of rooms, or fields, where the participating
book agents and other participants are able to get services from the organizing
agents. One of the services is the meeting service where each book agent has the
opportunity to meet other book agents.

A book agent will revise its closeness values to other agents as they meet in
an event like sharing the same bookshelf, being borrowed at the same time by
a patron, and in other co-occurrence events. The closeness value will decrease
as the time passes without meeting, and it will go up as the book agents meet
again in the future.

Based on the closeness value, we can make a best friend network of book
agents. By analyzing the network we can find the key book agents who are
very popular in the network, and other characteristic agents. Such knowledge
extracted from the structurally characteristics will be useful in book recommen-
dation and other library services.

The study presented in this paper is just a beginning of the research to-
ward this direction of analysis methods that might be valuable to investigate
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multi agent based distributed knowledge extraction and integration mechanism.
However by considering that the libraries are independent in nature they are
managed according to their own policy, this approach should be an essential one
for collective intelligence research for the library marketing. We would pursue
our research in this direction.
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Abstract. It is widely recognized that both cognitive and affective aspects play 
an important role in human decision making. In most recent approaches for 
computational modelling of affective agents emotions have a cognitive origin. 
In contrast to these approaches, the computational social decision making 
model proposed in this paper is grounded on neurological principles and theo-
ries, thus providing a deeper level of understanding of decision making. The 
proposed approach integrates existing neurological and cognitive theories of 
emotion in a decision model based on evaluation of simulated behaviour chains. 
The application of the proposed model is demonstrated in the context of an 
emergency scenario. 

Keywords: Social decision making, affective, cognitive, simulated behavioural 
chains, neurological modelling. 

1   Introduction 

Traditionally, human decision making has been modelled as the problem of rational 
choice from a number of options using economic utility-based theories [17, 18]. In the 
last decades such approaches were criticized by many authors [18] for the lack of 
realism and limited applicability. In particular, it is imputed to the traditional decision 
making modelling methods that the role of human cognitive heuristics and biases, and 
affective states is totally neglected. Much evidence exist [1, 4, 5, 10] that affective 
states have a significant impact on a human’s decision making. However, computa-
tional models to explain this evidence are rare. In this paper the focus is on the inte-
gration of cognitive and affective aspects in a computational social decision making 
model which is grounded in neurological theories.  

In the areas of Artificial Intelligence and Cognitive Science a number of computa-
tional models of decision making with emotions have been developed [9, 21, 22], 
which use variants of the OCC model developed by Ortony, Clore and Collins [19] as 
a basis. The OCC model postulates that emotions are valenced reactions to events, 
agents, and objects, where valuations are based on similarities between achieved 
states and goal states; thus emotions in this model have a cognitive origin.  

The model proposed in this paper exploits some of the principles underlying the 
OCC model but embeds them in a neurological context that includes theories that 
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cover other aspects as well, thus providing a deeper and wider level of understanding 
of social decision making. More specifically, options in decision making involving 
sequences of actions are modelled using the neurological theory of simulated behav-
iour (and perception) chains proposed by Hesslow [13]. Moreover, the emergence of 
emotional states in these behavioural chains is modelled using emotion generation 
principles described by Damasio [4-8]. Evaluation of sensory consequences of actions 
in behavioural chains, also uses elements borrowed from the OCC model. Different 
types of emotions can be distinguished and their roles in the decision making clari-
fied. The social aspect comes in by processes of emotion and intention contagion 
between different persons. 

Evaluation and the emotions involved in it usually have a strong impact from the 
human’s earlier experiences. In the proposed model for social decision making, this 
form of adaptivity to past experiences is also incorporated based on neurological 
principles. In such a way elements from neurological, affective and cognitive theories 
were integrated in the adaptive agent model proposed.  

The paper is organised as follows. The general modelling principles on which the 
proposed computational model is based are described in Section 2. A detailed forma-
lisation of the proposed model is provided in Section 3. In Section 4 it is demon-
strated how the proposed social decision making model is applied in an emergency 
scenario. Finally, Section 5 concludes the paper.  

2   Neurological Principles Adopted  

Considering options and evaluating them is viewed as a central process in human 
decision making. In this paper options are not single actions but sequences of actions, 
as in planning. To model considering such sequences, from the neurological literature 
the simulation hypothesis proposed by Hesslow [13] was adopted. Based on this  
hypothesis, chains of behaviour can be simulated as follows: some situation elicits 
activation of s1 in the sensory cortex that leads to preparation for action r1. Then, 
associations are used such that r1 will generate s2, which is the most connected sen-
sory consequence of the action for which r1 was generated. This sensory state serves 
as a stimulus for a new response, and so on. In such a way long chains of simulated 
responses and perceptions representing plans of action can be formed. These chains 
are simulated by an agent internally as follows: 

‘An anticipation mechanism will enable an organism to simulate the behavioural 
chain by performing covert responses and the perceptual activity elicited by the  
anticipation mechanism. Even if no overt movements and no sensory consequences 
occur, a large part of what goes on inside the organism will resemble the events aris-
ing during actual interaction with the environment.’ ([13]) 

As reported in [13], behavioural experiments have demonstrated a number of strik-
ing similarities between simulated and actual behaviour. 

Hesslow argues in [13] that the simulated sensory states elicit emotions, which can 
guide future behaviour either by reinforcing or punishing simulated actions. However, 
specific mechanisms for emotion elicitation are not provided. This gap can be filled 
by combining the simulation hypothesis with a second source of knowledge from the 
neurological area: Damasio’s emotion generation principles based on (as-if) body 
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loops, and the principle of somatic marking [1, 6]. These principles were adopted to 
model evaluation of options.  

Damasio [4, 5, 7] argues that sensory or other representation states of a person of-
ten induce emotions felt within this person, according to a body loop described by the 
following causal chain: 

sensory state  →  preparation for the induced bodily response → induced bodily response → 
sensing the bodily response → sensory representation of the bodily response → induced feeling 

As a variation, an as if body loop uses a direct causal relation as a shortcut in the 
causal chain: preparation for the induced bodily response → sensory representation of the 
induced bodily response. The body loop (or ‘as if body loop’) is extended to a recursive 
body loop (or recursive ‘as if body loop’) by assuming that the preparation of the 
bodily response is also affected by the state of feeling the emotion as an additional 
causal relation: feeling → preparation for the bodily response. Thus, agent emotions are 
modelled based on reciprocal causation relations between emotion felt and body 
states. Following these emotion generation principles, an ‘as if body’ loop can be 
incorporated in a simulated behavioural chain as shown in Fig.1 (left). Note that based 
on the sensory states different types of emotions may be generated.  

In the OCC model [19] a number of cognitive structures for different types of emo-
tions are described. By evaluating sensory consequences of actions s1, s2, …, sn from 
Fig. 1 using cognitive structures from the OCC model, different types of emotions can 
be distinguished. More specifically, the emergence of hope and fear in agent decision 
making in an emergency scenario will be considered in Section 4.  

 

Fig. 1. Simulation of a behavioural chain extended with an ‘as if body’ loop with emotional 
state bem (left) and with emotional influences on preparation states (right) 

Hesslow argues in [13] that emotions may reinforce or punish simulated actions, 
which may transfer to overt actions, or serve as discriminative stimuli. Again, specific 
mechanisms are not provided. To fill this gap the Damasio’s Somatic Marker Hy-
pothesis was adopted. This hypothesis provides a central role in decision making to 
emotions felt. Within a given context, each represented decision option induces (via 
an emotional response) a feeling which is used to mark the option. For example, a 
strongly negative somatic marker linked to a particular option occurs as a strongly 
negative feeling for that option. Similarly, a positive somatic marker occurs as a  
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positive feeling for that option. Damasio describes the use of somatic markers in the 
following way:  

‘the somatic marker (..) forces attention on the negative outcome to which a given action 
may lead, and functions as an automated alarm signal which says: beware of danger ahead 
if you choose the option which leads to this outcome. The signal may lead you to reject, 
immediately, the negative course of action and thus make you choose among other alterna-
tives. (…)  When a positive somatic marker is juxtaposed instead, it becomes a beacon of 
incentive.’ ([7], pp. 173-174) 

 

To realise the somatic marker hypothesis in behavioural chains, emotional influ-
ences on the preparation state for an action are defined as shown in Fig. 1 (right). 
Through these connections emotions influence the agent’s readiness to choose the 
option. From a neurological perspective, the impact of a sensory state to an action 
preparation state via the connection between them in a behavioural chain will depend 
on how the consequences of the action are felt emotionally.  

As neurons involved in these states and in the associated ‘as if body’ loop will of-
ten be activated simultaneously, such a connection from the sensory state to the 
preparation to action state may be strengthened based on a general Hebbian learning 
principle ([2, 11, 12]) that was adopted as well. It describes how connections between 
neurons that are activated simultaneously are strengthened, similar to what has been 
proposed for the emergence of mirror neurons; e.g., [8, 16, 20]. 

Thus, by these processes an agent differentiates options to act based on the strength 
of the connection between the sensory state of an option and the corresponding prepa-
ration to an action state, influenced by its emotions. The option with the highest acti-
vation of preparation is chosen to be performed by the agent. 

As also used as an inspiration in [14], in a social context, the idea of somatic mark-
ing can be combined with recent neurological findings on the mirroring function of 
certain neurons (e.g., [8, 16, 20]). Mirror neurons are neurons which, in the context of 
the neural circuits in which they are embedded, show both a function to prepare for 
certain actions or bodily changes and a function to mirror similar states of other per-
sons. They are active not only when a person intends to perform a specific action or 
body change, but also when the person observes somebody else intending or perform-
ing this action or body change. This includes expressing emotions in body states, such 
as facial expressions.  The mirroring function relates to decision making in two dif-
ferent ways. In the first place mirroring of emotions indicates how emotions felt in 
different individuals about a certain considered decision option mutually affect each 
other, and, assuming a context of somatic marking, in this way affect how by indi-
viduals decision options are valuated in relation to how they feel about them. A sec-
ond way in which a mirroring function relates to decision making is by applying it to 
the mirroring of intentions or action tendencies of individuals (i.e., preparation states 
for an action) for the respective decision options. This may work when by verbal 
and/or nonverbal behaviour individuals show in how far they tend to choose for a 
certain option. In the computational model introduced below in Section 3 both of 
these (emotion and preparation) mirroring effects are incorporated. 
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3   A Computational Model for Decision Making with Emotions 

First, in Section 3.1 a modelling language is described used for formalisation of the 
decision making model proposed. Then, the formal model is provided in Section 3.2.  

3.1   Modeling Language 

To specify dynamic properties of a system, the order-sorted predicate logic-based 
language called LEADSTO is used [3]. Dynamics in LEADSTO is represented as 
evolution of states over time. A state is characterized by a set of properties that do or 
do not hold at a certain point in time. To specify state properties for system compo-
nents, ontologies are used which are defined by a number of sorts, sorted constants, 
variables, functions and predicates (i.e., a signature). For every system component A a 
number of ontologies can be distinguished: the ontologies IntOnt(A), InOnt(A),   
OutOnt(A), and ExtOnt(A) are used to express respectively internal, input, output and 
external state properties of the component A. Input ontologies contain elements for 
describing perceptions of an agent from the external world, whereas output ontologies 
describe actions and communications of agents. For a given ontology Ont, the proposi-
tional language signature consisting of all state ground atoms based on Ont is denoted 
by APROP(Ont). State properties are specified based on such ontology by propositions 
that can be made (using conjunction, negation, disjunction, implication) from the 
ground atoms. Then, a state S is an indication of which atomic state properties are 
true and which are false: S: APROP(Ont) → {true, false}.  

LEADSTO enables modeling of direct temporal dependencies between two state 
properties in successive states, also called dynamic properties. The format is defined 
as follows. Let α and β be state properties of the form ‘conjunction of atoms or nega-
tions of atoms’, and e, f, g, h non-negative real numbers. In the LEADSTO language 
the notation α →→e, f, g, h β means: if state property α holds for a certain time interval with 
duration g, then after some delay (between e and f) state property β will hold for a 
certain time interval of length h. When e = f = 0 and g = h = 1, called standard time 
parameters, we shall write α→→ β. To indicate the type of a state property in a LEAD-
STO property we shall use prefixes input(c), internal(c) and output(c), where c is the name 
of a component. Consider an example dynamic property:  

input(A)|observation_result(fire) →→ output(A)| performed(runs_away_from_fire)  

Informally, this example expresses that if agent A observes fire during some time unit, 
then after that A will run away from the fire during the following time unit. 

3.2   The Computational Model 

Depending on a situational context an agent determines a set of applicable options to 
satisfy a goal at hand. In the model proposed here the applicable options are generated 
via connections from activated sensory states reflecting this situational context to 
preparation states for the relevant actions related to an option. The issue of how pre-
cisely the strengths of these connections from a particular context to relevant action 
preparations have come into existence is out of scope of this paper; some related  
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research can be found in [18]. An option is represented by a (partially) ordered se-
quence of actions (i.e., a plan) to satisfy the agent’s goals. Computationally, alterna-
tive options considered by an agent are being generated and evaluated in parallel. The 
evaluation of options is based on the simulation of a behavioural chain as described in 
Section 2 (see Fig. 2). The social context in which decision making is performed is 
represented by a group of agents interacting (verbally, nonverbally) on the relevant 
options. It is assumed that the preparation states of an agent for the actions constitut-
ing options and for emotional responses for the options are body states that can be 
observed with a certain intensity or strength by other agents from the group. The con-
tagion strength of the interaction from agent A2 to agent A2 for a preparation state p is 
defined as follows: 

γpA2A1
=εpA2

⋅αpA2A1
⋅δpA1                                                                          

(1) 

Here εpA2 is the personal characteristic expressiveness of the sender (agent A2) for p, 
δpA1 is the personal characteristic openness of the receiver (agent A1) for p, and αpA2A1 

is the interaction characteristic channel strength for p from sender A2 to receiver A1. 
By aggregating such input, an agent Ai perceives the group’s joint attitude towards 

each option, which comprises the following dynamic properties. Note that for the sake 
of simplicity no intermediate states for this process have been included, such as effec-
tor states, body states proper, or sensor states; the process from internal states to ex-
ternal expression, transfer and receipt is characterised at once by using parameters 
such as εpAj, αpAjAi 

and δpAi
 introduced above. 

(a) the aggregated group preparation to (i.e., the externally observable intention to 
perform) each action p constituting the option.  This is expressed by the following 
dynamic property: 

∧j≠i internal(Aj) | preparation_for(p, Vj) →→ internal(Ai) | srs(G(p), Σ j≠i  γpAjAi Vj / Σ j≠i  γpAjAiεpAj)   (2) 

(b) the aggregated group preparation to an emotional response (body state) be for each 
option. In general an option may induce different types of emotions (e.g., fear, 
hope, joy). For each of them a separate preparation state is introduced. Formally: 

∧j≠i internal(Aj) |preparation_for(be, Vj)→→internal(Ai) | srs(G(be), Σ j≠I γbeAjAi Vj/ Σ j≠i γbeAjAiεbeAj) (3) 

Furthermore, the emotional responses induced by options affect preparation states for 
the actions from options via ‘as-if body’ loops as described in Section 2. Thus, the 
preparation state for the first action from an option is affected by the sensory repre-
sentations of the option, of the perceived group preparation for the action and of the 
emotion felt towards the option. Formally: 

                     srs(O, V1)  &  srs(be, V2)  &  srs(G(a1), V3)  &  preparation_for(a1, V4) (4) 
                     →→  preparation_for(a1, V4 + γ(h(V1, V2, V3) – V4)Δt), 

where O is an option, be is an emotional response state, Ga1 is the aggregated group 
preparation to action a1, h(V1, V2, V3) is a combination function: 

 

h(V1, V2, V3) = β (1-(1- V1)(1- V2)(1- V3)) + (1-β) V1 V2 V3. 
 

The simulated perception of the effect of an action from a plan in a simulated behav-
ioural chain is modelled by the following property: 
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preparation_for(a, V) →→  srs(effect(a), V)                                 (5) 

The confidence that an action will result in a particular effect is specified as the 
strength of the link between the preparation for the action state and the sensory repre-
sentation of the corresponding effect state. 

The preparation state for each following action a from the behavioural chain is 
specified by: 

                             srs(effect(a), V1) & srs(be, V2) & srs(G(a), V3) & preparation_for(a, V4) (6)                            
                              →→ preparation_for(a, V4 + γ(h(V1, V2, V3) – V4) Δt), 

An emotional response is generated based on an evaluation of the effects of each 
action of the option. In such an evaluation the effect state for each action is compared 
to a goal state(s) of the agent. 

 

Fig. 2. A graphical representation of the emotional decision making model in the social context 

Note that for different types of emotions different aspects of a goal state or differ-
ent types of goals may be used. In [19] a number of cognitive structures eliciting 
particular types of emotions are described. As a simulated behavioural chain is a kind 
of a behavioural projection, cognitive structures of prospect-based emotions (e.g., 
fear, hope, satisfaction, disappointment) from [19] are particularly relevant for the 
evaluation process. Such structures can be represented formally as evaluation proper-
ties. Examples of such properties for the emotions fear and hope are provided in the 
following section 4. As indicated in [19], the intensity of prospect-based emotions 
depends on the likelihood (confidence) that a prospect state will occur. Thus, the 
strength of the link between the preparation state for an action and the sensory repre-
sentation of its effect state is taken into account as a factor in the evaluation property. 
The generic evaluation property of the effect of the action a compared with the goal 
state g is specified formally as: 
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srs(g, V1) & srs(effect(a), V2) & srs(be, V3) & connection_between_strength(preparation_for(a), 
srs(effect(a)), V4)  & srs(eval_for(effect(a), be), V5) 
→→ srs(eval_for(effect(a), be), V5 + γ(h(V4*f(g, effect(a)), V3) – V5) Δt),      (7) 

where f(g, effect(a)) is an evaluation function depending on the cognitive structure used 
for the evaluation. 

The evaluation of the effects of the actions for a particular emotional response to 
an option together with the aggregated group preparation to the emotional response 
determine the intensity of the emotional response: 

                                ∧i=1..n  srs(eval_for(effect(ai), be), Vi) &  srs(G(be), V3)  (8) 
                                 →→ preparation_for(be, f(V1, …, Vn)),  

where bem is a particular type of the emotional response. 
The agent perceives its own emotional response and creates the sensory representa-

tion state for it:  

                                                preparation_for(be, V) →→ srs(be, V) (9)  

The Hebbian learning principle for links connecting the sensory representation of 
options, and effects of the actions from these options, with preparation states for sub-
sequent actions in the simulation of a behavioural chain is formalised as follows  
(cf. [11]): 

connection_between_strength(O, preparation_for(a1), V1) & srs(O, V2) & preparation_for(a1, V3) 
→→ connection_between_strength(O, preparation_for(a1), V1 + (η V2 V3 (1 – V1) - ξV1)Δt),   (10) 

where η is a learning rate and ξ is an extinction rate. 
 
connection_between_strength(srs(effect(ai)), preparation_for(ai+1), V1) & srs(effect(ai), V2) & 
preparation_for(ai+1, V3) 
 →→ connection_between_strength(srs(effect(ai)),  

preparation_for(ai+1), V1 + (η V2 V3 (1 – V1) - ξ V1)Δt)    (11) 

4   Decision Making in Emergency Situations: A Case Study 

In this section it is demonstrated how decision making in an evacuation scenario can 
be modelled using the proposed approach (see Fig. 3). In this scenario a group of 
agents considers different options (paths) to move outside of a burning building. Each 
option is generated based on the agent’s beliefs about the accessibility of locations in 
the building. Each option is represented by a sequence of locations with an exit as the 
last location, specified by follows_after(move_from_to(p1, p2), move_from_to(p2, p3)). The 
strength of a link between a preparation for a movement action and a sensory repre-
sentation of the effect of the action is used to represent confidence values of the 
agent’s beliefs about the accessibility of locations. For example, if the agent’s confi-
dence of the belief that location p1 is accessible from location p2 is ω, then the 
strength of the link between the states preparation_for(move_from_to(p2, p1)) and 
srs(is_at_location(p1)) is also ω. 

Considered options (i.e., activation of the preparations for the actions involved) 
evoke two types of emotions - fear and hope, which are often considered in the emer-
gency context [17]. According to [19], the intensity of fear induced by an event de-
pends on the degree to which the event is undesirable and on the likelihood of the 
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event. The intensity of hope induced by an event depends on the degree to which the 
event is desirable and on the likelihood of the event. Thus, both emotions are 
generated based on the evaluation of a distance between the effect states for the 
actions from an option and the agent’s goal states. In this example each agent in the 
group has two goal states ‘be outside’ and ‘be safe’. The evaluation functions for both 
emotions include two aspects: (1) how far is the agent’s location from the nearest 
reachable exit; (2) how dangerous is the agent’s location (i.e., the amount of smoke 
and fire). Formally these two aspects are combined in the evaluation function from (7) 
using the formula  

                                                   ωV1 + (1-ω)/(1+ λe-ϕV2),  (12) 

where V1 is the degree of danger of the location, V2 is the distance in number of ac-
tions that need to be executed to reach the nearest accessible exit, λ and ϕ are parame-
ters of the threshold function, ω is a weight. 

The goal value in (7) is obtained by setting V1=0 and V2=0 in (12):   (1-ω)/(1+ λ). 
According to the two emotions are considered in the example, (7) is refined into 

two specialized evaluation properties – one for fear and one for hope: 

srs(g, V1) & srs(effect(a), V2) & srs(bfear, V3) &  
connection_between_strength(preparation_for(a), srs(effect(a)), V4) & 
srs(eval_for(effect(a), bfear), V5) 
→→ srs(eval_for(effect(a1), bfear), V5 + γ(h(V4*f(g, effect(a)), V3) – V5) Δt), 
where f(g, effect(a)) = |V1-V6|, and V6 is calculated by (12) for state effect(a). 
 
srs(g, V1) & srs(effect(a), V2) & srs(bhope, V3) &  
connection_between_strength(preparation_for(a), srs(effect(a)), V4) & 
srs(eval_for(effect(a), bhope), V5) 
→→ srs(eval_for(effect(a), bhope), V5 + γ(h(V4* f(g, effect(a)), V3) – V5) Δt), 
where f(g, effect(a))=1-|V1-V6|, and V6 is calculated by (12) for state effect(a). 
 

Also specialized versions of other generic properties 3-9 are defined by replacing 
the generic state bem in them by specific emotional response states bfear and bhope. 

Using the developed model a number of simulations have been performed. In par-
ticular, social decision making in a group of 6 agents with 3 agents of type 1 (see 
Table 1) and 3 agents of type 2 has been modelled.  

Table 1. Two types of agents used in the simulation 

Agent type ε for all states to 
all agents 

δ for all states 
from all agents α β γ η ξ 

Type 1: Extravert with a 
positive thinking attitude 

0.8 0.8 1 0.7 0.7 0.6 0.1 

Type 2: Introvert with a 
negative thinking attitude 

0.4 0.4 1 0.3 0.7 0.6 0.1 

The agents in the group are making choice among two options to move out of the 
building. It is assumed that all agents have the same beliefs about the availability of 
locations in the building and the degree of danger of each location. Path 1 considered 
by each agent is short, but also is more dangerous; whereas the alternative path 2 is 
much longer, but is considered to be more safe. The dynamics of spread of fire and 
smoke is taken into account in the internal processing of the agents. 
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Fig. 3. A graphical representation of the emotional decision making model for an emergency 
scenario 

In Fig. 4 the change of the strength of the links over time between the sensory  
representations of both options and the corresponding preparation states to start the 
option execution is depicted. As one can see from the graphs all agents are more in-
clined to choose the second option. Furthermore, as the group reaches the consensus, 
the difference in the strength of the link for option 2 for both types of agents de-
creases over time. The agents of type 2 are consistently lower in their estimation of 
the options than the agents of type 1. This can be explained by their personal charac-
teristics from Table 1.  
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Fig. 4. The change of the strength of the link over time between the sensory representations of 
option1 (left) and option 2 (right) and their preparation states to start the option execution 

In Fig. 5 the change of fear and hope over time for option 1 for both types of 
agents is depicted.  
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Fig. 5. The change of fear (left) and hope (right) for option 1 for both types of agents 

As can be seen from the graphs, the agents of type 1 have much more hope and 
much less fear than the agents of type 2, even though option 1 is not the most promis-
ing option. Such dynamics is largely accounted for by the settings of the individual 
parameters of agents from Table 1. 

5   Conclusion 

In this paper a computational approach for modelling adaptive decision making of 
individuals in a group is proposed. The approach is based on a number of neurological 
theories and principles supplementing each other in a consistent manner. By taking a 
neurological perspective and incorporating cognitive and affective elements in one 
integrated model, a more realistic and deeper and wider understanding of the internal 
processing underlying human decision making in social situations has been achieved. 
This gives a richer type of model than models purely at the cognitive level (and ignor-
ing affective aspects), or diffusion or contagion models at the social level abstracting 
from internal processing, for example, as addressed in [14]. 

Although the neurological theories and principles used as a basis for the model 
proposed have been validated to a certain extent, in the future a large-scale validation 
study for the model in the frames of the EU-project SOCIONICAL is planned 
(http://www.socionical.eu). 

Previously, a number of computational models for human decision making including 
different types of cognitive biases and heuristics have been developed, also in LEAD-
STO language [15]. Such models can be readily integrated with the model proposed in 
this paper. More specifically, models of cognitive biases can be used for the generation of 
effect of action states and for the evaluation of these states for the generation of emotions. 
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Abstract. In this paper, we develop a model for a collaborative process using 
software agents to resolve issues and problems with the process. The structure, 
workflow, and entities of the process are analyzed to develop a model in which 
software agents take over the communicating tasks and motivating their human 
counterparts by reminding, alerting, and evaluating them to comply with sche-
duled deadlines. The model is used as a blueprint to develop a multi-agent sys-
tem for the collaborative process. 

Keywords: Intelligent Software Agents, Multiagent Systems, Workflow,  
Collaboration. 

1   Introduction 

In most organizations, the effective use of resources that spans across geographical 
space presents a major challenge. While knowledge workers perform tasks in differ-
ent locations, they need to work collaboratively to achieve common organizational 
goals. The tasks they perform are often non-trivial and require specialized expertise 
and resources that are distributed across the organization. The ability to utilize this 
distributed knowledge and resources in achieving a common goal requires smooth and 
effective coordination. 

The diversity of tasks imposed on humans poses a major challenge in keeping and 
monitoring the time to implement scheduled tasks. One way of overcoming this prob-
lem is to use a scheduler or a time management system which keeps track of deadlines 
and provides reminders for time-critical tasks. However, such systems do not always 
provide the needed assistance to perform mundane follow-up tasks in a collaborative 
process. A more motivational approach is required to ensure that everyone in a team 
plays his/her role effectively and diligently. 

In this paper, we demonstrate the modeling and application of software agents to 
assist humans in complying with the schedule of the collaborative work of Examina-
tion Paper Preparation and Moderation Process (EPMP) in our academic faculty. We 
identify the structure, workflow, and entities of the EPMP and develop a model for 
each entity. We define each entity, analyze, and formalize the underlying theories that 
are applicable for the entity. While doing so, we concoct possible solutions to human- 
and system-related problems which we discovered in the EPMP. 
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2   Issues and Problems in the EPMP 

The EPMP is the standard process of our faculty for examination paper preparation 
and moderation. The process starts when an Examination Committee (EC) sends out 
an instruction to start prepare examination papers. A Lecturer then prepares the ex-
amination paper, together with the solutions and the marking scheme (Set A). Upon 
completion, he/she then submits the set to be checked by an appointed Moderator.  

The Moderator checks the set and returns them with a moderation report (Set B) to 
the Lecturer. If there are no corrections, the Lecturer submits the set to the Examina-
tion Committee for further actions. Otherwise, the Lecturer needs to correct the paper 
and resubmit the corrected paper to the Moderator for further inspection. If correc-
tions have been made, the Moderator returns the paper to the Lecturer. Finally, the 
Lecturer submits the paper to the Committee for further processing. The process con-
tinues over a period of four weeks in two 2-week preparation-moderation-correction 
cycles. Figure 1 shows the process flow of the EPMP.  

 

Fig. 1. The EPMP Process Flow 

Lack of enforcement and the diverse tasks of lecturers and moderators cause the 
EPMP to suffer from delays in actions by the academicians. Our observation and 
investigation reveal that the lecturers and moderators do not observe the deadlines of 
the two 2-week moderation cycles. Some lecturers wait until the last few days of the 
second moderation cycle to submit their examination papers, which leaves insufficient 
time for the moderators to qualitatively scrutinize the papers.  

Due to the manual nature of the process, (e.g. lecturers personally deliver the doc-
uments to the moderators), there is no mechanism that records the adherence to dead-
lines and tracks the activities of defaulters. The absence of such mechanism makes it 
impossible for the Committee to identify the perpetrators who fail to submit their 
documents by the deadlines.  
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Notwithstanding, our observation reveals that all examination papers reach the 
Committee by the last few days of the second moderation cycle albeit with numerous 
errors. In some cases, the percentage of papers returned for corrections (in content and 
format) is as high as 90%. Such high percentage has seriously burdened the Commit-
tee with keeping and maintaining the quality of examination papers. We can distin-
guish two problems in EPMP: 

1. Human-related problems: The lack of coordination between the Committee, mod-
erators, and lecturers causes delays in document submission. There is also a lack 
of enforcement on the deadlines especially in the first moderation cycle.  

Due to the diversity of tasks imposed on Lecturers and Moderators, their need 
to remember and perform those other tasks is compelling. The EPMP’s tasks and 
schedule add significant additional stress on their cognitive load, because they 
have to depend on themselves to follow through the process until the end.  

2. System-related problems: The main collaboration problem from the system’s 
perspective is due to the manual nature of the system and its inability to provide:  

• consistent schedule for document submission, which could take two days de-
pending on the circumstances affecting humans.  

• tracking of documents, in which case, the Committee could not know the cur-
rent location of the documents without querying the Lecturers or Moderators. 

• reminders, which are very important in urging humans to speed up the process. 
• recording of submission date, which could assist the Committee in identifying 

the defaulters. 
• evaluation of individual performance, to identify Lecturers or Moderators who 

are diligently fulfilling their obligations and those who are not. 
• enforcement on the two-cycle moderation schedule, which is not strictly im-

plemented. It seems that, effectively, only one moderation cycle is imple-
mented since the process takes the whole four weeks. 

To resolve some of these problems, we resort to the use of software agents to take 
over the communication and document submission tasks by the agents and the re-
minding and alerting tasks directed to humans. 

3   Related Work 

The development of our model is inspired by the work of many researchers in agent-
based, collaboration, and workflow systems [2, 4, 5, 11, 12, 14, 15]. Wooldridge [15] 
and Ferber [5] present a comprehensive introduction to the field of agent-based systems, 
encompassing the theory and practice of multiagent systems. Labrou and Finin [11] 
propose an agent communication language for multiagent coordination which has been 
developed further by the Foundation for Intelligent Physical Agents (FIPA) [7, 8, 9].  

Other researchers attempt to resolve issues in collaboration involving individuals 
and groups [2, 14], which closely relate to research in workflow systems [6, 12, 13]. 
For example, Chen et al. [2] present DIAMS, a system of distributed, collaborative 
agents to help users access, manage, share and exchange information. Steinfield et al. 
[14] develop TeamSCOPE, which is a collaborative system specifically designed to 
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address problems faced by distributed teams. It is an integrative framework that  
focuses on facilitation of group members’ awareness of group activities, communica-
tions, and resources.  

Many business processes use workflow systems to exploit their known benefits 
such as automation, coordination, and collaboration between entities. A workflow 
describes the order of a set of tasks performed by various software and human to 
complete a given procedure within an organization [1]. Repetitive workflows are 
often automated, particularly in organizations that handle high volumes of forms or 
documents according to fixed procedures. Savarimuthu et al. [13] and Fluerke et al. 
[6] describe the advantages of their agent-based framework JBees, such as distribu-
tion, flexibility, and ability to dynamically incorporate a new process model. Re-
searches have also been made on the monitoring and controlling of workflow [12].  

4   Development of the EPMP Model 

To model the EPMP, we use Win-Prolog and its extended module Chimera, which 
has the ability to handle multi-agent systems [3]. Chimera provides the module to 
implement peer-to-peer communication via the use of TCP/IP. Each agent is identi-
fied by a port number and an IP address. Agents send and receive messages through 
such configurations. 

To develop the model, we first identify the entities that are involved in the do-
main’s dynamics. The entities of the EPMP which form the underlying theory of the 
model include humans, agents, environment, agent actions, schedule, documents used 
in the process, and a set of expressions and terminologies used by humans and agents 
to advance the workflow. We first define each of these entities as follows: 

 

Definition 4.1: An agent, α, is defined as an entity which performs a set of actions, 
ai, based on the states of the environment, ej, to achieve its goal. 

If A is a set of actions, i.e. ai ∈ A, and E is the environment, i.e. ej ∈ E, then an 
agent maps to a function of its actions and environment, i.e., 

α → f(ai, ej) (1) 

where i, j ≥ 1. 
 

Definition 4.2: An environment, E, is a set of states, ej, that influences and is influ-
enced by the agent actions, i.e. if ej is a state of an environment E, then the environ-
ment is the union of all the states. 

 
 

(2) 

where j = 1... N. 
 

Definition 4.3: An agent action, ai, is a discrete operation performed by the agent 
which contributes to the achievement of its goal. If A is a set of agent actions, then, 

 (3) 

where i = 1... M. 
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We distinguish two types of actions: tasks and message exchanges. A task, tmα, is 
an action that an agent performs as a consequence of a message it receives from other 
agents and a message exchange, xnα, is a communicative action which the agent per-
forms to advance the workflow, where m is the task number, n is the message  
exchange number and α refers to agents. Therefore, 

, ,  (4) 

From Definition 4.1, α → f(ai, ej), but ai = {tmα, xnα}, thus we redefine an agent 
as follows: 

, , ,  (5) 

where j, m, n = 1... M, N. 
 

Definition 4.4: A schedule of a process is a time slot defined by the beginning and the 
end of the process. In this model, we define four schedules: the main EPMP schedule, 
the examination paper preparation, and the first and the second moderation cycles. 
For example, if δi is the beginning of a moderation cycle and δj is the end, then the 
schedule of a moderation cycle, 

σ = δj - δi (6) 

where δj is the deadline, δi < δj, δi and δj has a date structure (dd-mm-yy) and σ is 
the number of days between two dates. 

 

Definition 4.5: A document, di ∈ D, i ≥ 1, and D is a set of documents used in a 
process, is an object which agents exchange on behalf of their human counterparts to 
advance the workflow. 

In our model, the internal states of a document such as updates made by humans 
are opaque to the agents. However, agents monitor the spatial and temporal states of 
the document in folders (i.e., exist or absence and when) to detect whether humans 
have indeed taken some actions on the document (e.g. submitted before the deadline). 

 

Definition 4.6: An ontology term, ot ∈ O, t ≥ 1, and O is a set on ontology terms, is 
a keyword used by agents to communicate the semantics of their beliefs, desires, and 
intentions and other domain parameters. 

In this model, we distinguish several types of ontology terms: tasks, performatives, 
and object names. We have defined a task, tmα, in Definition 4.3 above. A performa-
tive, pi, is a keyword that defines a speech act, which an agent may use e.g. Prepare, 
while an object name, nj, is an atom that identifies an object, which agents exchange 
and to be worked upon by humans, e.g. a moderation form. Therefore,  

 

ot = {tmα, pi, nj} ∈ O, (7) 

where i, j, m, t ≥ 1. 
 

Definition 4.7: An ontology, Ω, is a structured construct of rules that defines the 
semantics of an ontology term and has the prolog clausal form,  
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Ω ← T1, ..., Tu. (8) 

where u ≥ 1, Ω is the goal or head of the clause, and the conjuncts T1, ..., Tu are the 
sub-goals making up the body of the clause. Instantiations of these sub-goals are 
represented by ot. 

5   Modeling Actions 

As defined in Definition 4.3, a task is an action that an agent performs as a conse-
quence of a message it receives from other agents. In modeling the EPMP, we analyze 
what tasks are required based on the model’s logical and architectural requirements. 
For example, our model uses the peer-to-peer architecture to simulate the manual 
system. Consequently, some tasks are specifically designed to enable agents in per-
forming the peer-to-peer communication. 

5.1   Tasks, tmα 

Upon analysis of the domain, we concoct the following agent tasks, tmα:  

a) Connect, t1α: When an agent needs to send a message or when it senses a mes-
sage, it makes a connection with a remote agent (peer-to-peer). 

b) Open a document, t2α: An agent opens a (new) document for the human Lectur-
er, Moderator, or Committee. The document could be a moderation form, com-
mittee form or examination paper. This task is required to automatically open 
the documents to encourage humans to update the documents. 

c) Disconnect, t3α: When an agent has sent or received a message, this task dis-
connects the remote agent. 

d) Display a message window on the screen, t4α: When an agent receives a mes-
sage, it displays the message window on the screen. This message helps humans 
to know his/her task, the number of days left to submit or any other information 
about the state of examination paper. 

e) Log action, t5α: An agent logs a message and its date with the details of the port 
number and IP address in a log file. The Head of Department is able to open the 
log file at anytime. 

f) Remind action, t6α: The Committee agent sends a remind message to an agent 
that currently holds the examination documents. 

g) Advertise, t7α: When a deadline is breached and a human Lecturer or Moderator 
who holds the examination documents has not completed the required task, the 
corresponding agent informs this state of affair to all other agents that its human 
counterpart is delaying the process. This action motivates the human to submit 
before the deadline. 

h) Track documents, t8α: The Committee agent tracks the documents to alert the 
agent which holds them. An agent which submits the documents writes a  
message in a track file. This track file belongs to the Committee agent and it has 
all the information about the documents’ spatial and temporal states.  
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i) Record action, t9α: When an agent performs an action, it records the action in a 
subprogram to facilitate the monitoring of paper preparation and moderation 
even if the system is turned off. 

j) Calculate merit/demerit points, t10α: An agent evaluates its human counterpart’s 
compliance with deadlines by calculating merit/demerit points. This action 
could motivate humans to work much more diligently to avoid breaching the 
deadline. The merit/demerit points are updated in the log file (see (e)). 

5.2   Message Exchanges, xmα 

A message exchange is another type of action performed by agents to advance the 
workflow. We use the FIPA ACL [7] to implement message exchanges between 
agents. The message consists of a number of parameters, which include the mandato-
ry performative, pi, and other optional parameters, πj, i.e., 

xnα → (pi,(πj, f(πj)), . . .). (9) 

where i, j, n ≥ 1, and f(πj) is a function which evaluates and returns a value for πj. 
The use of performatives enables agents to recognize the intent of a requesting 

agent for a specific service. We use most of the parameters πj defined by FIPA and 
our own performatives. We define our own nine additional performatives from the 
analysis of the EPMP process which are Prepare, Check, Remind, Review, 
Complete, Modify, Advertise, Inform_all and Acknowledge. For exam-
ple, in the Prepare performative, the sender advises the receiver to start prepare 
examination paper by performing some actions to enable its human counterpart to do 
so. The content of the message is a description of the action to be performed. The 
receiver understands the message and is capable of performing the action. 

6   Modeling Environment, Ontology, Schedules, and Documents 

6.1   Environment 

Based on our analysis of the environment parameters required for the EPMP, we 
model the environment, E, to consist of four parts: 

a) Status of uploaded files, e1: The agent checks its human counterpart if he/she 
has uploaded Set A or Set B to a specified folder. If he/she has done so, the 
agent checks the next step. This state assists the agent in monitoring the submis-
sion of documents. 

b) Status of deadlines, e2: The agent checks the system’s date everyday and com-
pare it with the deadline. This state helps the agent to perform appropriate  
actions e.g. to send a remind message to an agent. 

c) Status of subprograms, e3: When an agent performs a task, it writes the action in a 
subprogram, e.g. when the Committee agent sends the Prepare message, it writes 
this event in the subprogram which it uses later for sending a remind message.  

d) Status of Message Signal, e4: The agent opens a port and makes a connection 
when it senses a message coming from a remote agent.  
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6.2   Ontology 

In our model, the ontology defines the meaning of tasks, performatives and object 
names. The task ontology defines the meaning of tasks in agent actions. For example, 
in the task “Display a message window on the screen, t4α,” an agent processes appro-
priate information and create a window to show the message on the screen for its hu-
man counterpart. When an agent sends a message to a remote agent, the remote agent 
understands the meaning of the message by checking the performative ontology.  

Object names like examination paper, lecturer form, moderation form, and com-
mittee form are ontology terms used in the EPMP model. When an agent receives a 
message, it checks these object names and process the objects based on the performa-
tive. For example, when the Committee agent sends a Prepare message to the Lec-
turer agent, it checks the Prepare ontology by which it opens the examination paper 
and the lecturer form. In other words, object names subsume in performatives. 

6.3   Schedules 

We model the schedules as discrete timeslots, σi. A schedule can be nested in another 
schedule. For example, the main schedule is the start of the EPMP until all the exami-
nation documents have been collected. The second schedule is the examination paper 
preparation, the third schedule is the first moderation cycle and the fourth schedule is 
the second moderation cycle. The examination paper preparation, first moderation and 
second moderation schedules are nested in the main EPMP schedule. We represent 
such structure as follows: 

σ1 = δstart to δend; EPMP process duration, 
σ2 = δstart to δ1start; Examination paper preparation, 
σ3 = δ1start to δ1end;     First moderation cycle, 
σ4 = δ2start to δ2end;    Second moderation cycle,  

where δ2start = δ1end, and δ2end = δend. 
Two forms of reasoning are performed on these schedules: reminding/alerting hu-

mans to complete the scheduled task before the deadlines, and calculating the me-
rit/demerit points based on the deadlines and actual submission dates. Figure 2 shows 
the schedules and the reasoning based on the schedules’ parameters. 

 

Fig. 2. The EPMP Schedules 
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6.4   Documents 

Agents exchange documents by uploading the documents from the sender’s to the 
receiver’s folders. The agents always use the updated documents and upon receiving 
them, the receiver agent opens the documents for its human counterpart. The human 
counterparts can always open the documents at any time using some agent interface. 

While the internal states of the documents are opaque to the agents, agents reason 
on the spatial and the temporal states of the documents. The agents then perform the 
autonomous action of submitting the documents to the next recipient. 

In reasoning the spatial state of the documents, agents check the status of the up-
loaded files in a specified folder. The state of the uploaded files is true when its human 
counterpart clicks a Submit button in the agent interface. The agents then check other 
states to make the right decision. For reasoning on the temporal state of the documents, 
agents refer to the schedules (i.e. deadlines, δ1end and δ2end). The agents use the dead-
lines to evaluate mathematical equations in performing appropriate actions. For exam-
ple, if δstart is true, the committee agent sends the Prepare message. 

7   The EPMP Model 

An overview of the complete EPMP model is shown in Figure 3. The diagram shows 
the entities involved and the proposed solutions to resolve some of the human- and 
system-related problems.  

Two essential premises of this model are the adoption and application of agent-
based technology and the need to motivate or urge humans to abide by the scheduled 
deadlines while using the system. Based on these premises, we will analyze and study 
the issues pertaining to development methodologies, communication and semantics to 
design and manifest an effective agent-based collaboration and workflow system. 

 

Fig. 3. An Overview of the EPMP Model 
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8   Conclusions 

In this paper, we developed a model of the EPMP by considering the structure, 
process flow and entities of the domain. These attributes form the underlying theory 
of the model that includes agents, actions, environment, ontology, schedule, and doc-
uments. The model represents a blueprint for the subsequent development of a multi-
agent system for the EPMP. 

In our future work, we will look at the various agent development methodologies 
and use them or our own methodology to develop and implement an agent-based 
EPMP system. 
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Abstract. Models of agents or multiagent systems in a certain application area 
can be made at different levels of abstraction. The aim of this paper is to clarify 
different dimensions of abstraction. The three dimensions of considered are: the 
process abstraction dimension, the temporal dimension, and the agent cluster 
dimension. Thus a three-dimensional framework is obtained in which different 
types of multi-agent system models can be classified. For a number of multi-
agent system models in different application areas from the literature it is dis-
cussed how they fit in the framework. 

1   Introduction   

One of the important choices made in (multi)agent system modelling in a certain 
application area is the grain-size or abstraction level of the model being developed. 
Models which are too coarse-grained (too abstract) may miss details of the domain 
modelled that are essential to the aim of the model, and models which are too fine-
grained (too detailed) for the aim of the model may become difficult to handle be-
cause they are too complex and/or intransparent. Therefore choosing the right level of 
abstraction may be crucial. However, upon further consideration the notion of abstrac-
tion level itself is not so self-evident. For example, does more abstract mean that the 
models for the internal processes within agents are described at a more abstract level 
(abstracting from internal physiological, cognitive and affective detail)? Or should it 
be interpreted such that the models describe relationships over larger time intervals 
(abstracting from the smaller time steps)? Or does more abstract mean that within the 
multiagent system model higher level structures are used that aggregate individual 
agents (considering groups or clusters of agents as entities, as in organisation mod-
els)? In this paper the viewpoint is taken that to clarify the notion of abstraction level 
the point of departure should be that different dimensions of abstraction have to be 
considered. 

The focus of the paper is on the following dimensions of abstraction: the process 
abstraction, temporal, and agent cluster dimension. For each of these dimensions a 
multiagent system application can be modeled from a more local-level perspective 
and from a more global-level perspective. Thus a framework is obtained to distinguish 
abstraction levels for different types of models (see the cube in Figure 1). It will be 
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shown that this framework is able to distinguish and position different types of multi-
agent system models known from the literature, including, for example, population-
based vs agent-based models, behavioural vs cognitive agent models, and executable 
models vs requirements models. Note that the distinctions made by the framework are 
purely semantic, independent of any representation format of a model. In the paper, 
first the three dimensions are introduced in Sections 2, 3 and 4. Next, in Section 5 it is 
shown how the three-dimensional framework can be used to position models and 
approaches available in the literature. Finally, Section 6 is a discussion. 

 
 
 
 

 

 

 

 
 

Fig. 1. Process abstraction, temporal and agent cluster dimension 

2   The Process Abstraction Dimension 

For the process abstraction level dimension, a multi-agent process can be conceptual-
ised (from more abstract, higher to less abstract, lower levels) at the behavioural level, 
the cognitive level, or the physiological level; see Fig. 1. 

 

Behavioural Level. At the behavioural level relations are described between input 
and output states of agents, for example:  

• direct reactive behaviour relating received input to an immediate response 
• an avoidance reaction after three times a negative experience with something or somebody  
• spread of information over a population by gossipping 

At the behavioural process abstraction level, models abstract from internal (e.g., cog-
nitive or physiological) concepts, such as beliefs, desires, intentions or activation 
states, and subprocesses involving them. Behavioural specifications only make use of 
concepts related to input states or output states (e.g., observations, actions, outgoing 
and incoming communication) of an agent.  

The different dimensions will be illustrated by a toy case study involving an instant 
dating service: an Internet agent ID that can be contacted when somebody wants a 
date. This is to be considered a fictitious example just for the purpose of illustration. 
In principle many activities during a date are possible, such as hiking, going out for a 
dance club, attending a concert, et cetera. For the case study three characteristics 
make up a type of an activity: active or not, involving eating or not, and romantic or 
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not. Moreover, it is assumed that dating is steered by an identity described by specific 
body states: blood sugar level, adrenaline level, testosterone level, and dopamine lack. 
Each person involved has interaction in three phases: 

• Based on a chosen identity the person requests ID for a date  
• After a candidate has been proposed by ID the person proposes ID a desired activity type 
• When a received activity type is desired, a date with this candidate is performed 

These have been specified in the form of temporally local behavioural properties 
LBP1, LBP2, and LBP3, as follows. Here →→ is used to denote a causal relation. 

 
LBP1 Requesting for a date 
If  P observed that the dopamine lack is high, the adrenaline level is X1, the blood sugar lack 

is X2, and the testosterone level is X3, 
then  P will request ID to look for a date with identity id(X1, X2, X3) 

observed(P, dopaminelack, high) & observed(P, adrenaline, X1) &  
observed(P, bloodsugarlack, X2) & observed(P, testosterone, X3)  

→→  communication(P, date_with_id(id(X1, X2, X3)), ID) 
 

 

LBP2 Proposing an activity 
If  it was communicated by ID to P that Q with identity id(X1, X2, X3) agrees to have a date, 
  and P observed for adrenaline X1, blood sugar lack X2, testosterone X3, 
then  P will propose ID to perform activity act(X1, X2, X3). 

communication(ID, agrees(Q, id(X1, X2, X3)), P) &  
observed(P, adrenaline, X1) & observed(P, bloodsugarlack, X2)  & observed(P, testosterone, X3)   
→→  communication(P, wants(P, act(X1, X2, X3)), ID) 

 

 

LBP3 Performing an agreed activity 
If  it was communicated by ID to P that Q with identity id(X1, X2, X3) agrees to have a date, 
  and P observed for adrenaline X1, blood sugar lack X2, testosterone X3, 
  and it was communicated that Q wants to do activity act(X1, X2, X3), 
then  P will perform act(X1, X2, X3) with Q. 

communication(ID, agrees(Q, id(X1, X2, X3)), P) & observed(P, adrenaline, X1) &  
observed(P, bloodsugar, X2)  & observed(P, testosterone, X3) &  
communication(ID, wants(Q, act(X1, X2, X3)), P)  
→→  performed(P, date(act(X1, X2, X3), Q)) 
 

Cognitive Level. At the cognitive level, both informational concepts (e.g., observa-
tions, communications, beliefs), and affective or motivational concepts (e.g. emotions, 
feelings, desires) are considered. For the case study it is assumed that persons aim at 
maintaining homeostasis for the specific body states. By monitoring the body, specific 
desires are generated which motivate actions to fulfill them (e.g., communicating a 
request for a date or a proposal for an activity). For these actions, first intentions are 
generated, and from an intention, the actual performance of the action is generated. 
As an example, a desire to find a date is directly related to the state of the body, in 
particular the dopamine, adrenaline, blood sugar and testosterone levels. For the sake 
of simplicity it is assumed that the desire leads to a corresponding intention, and in 
turn this leads to the related communication. 

 

LCP1 Generating a desire to date using some identity 
If  P observed that the dopamine lack is high, adrenaline level is X1,  
 blood sugar lack level X2, and testosterone level X3 
then  P will have the desire to obtain a date with identity id(X1, X2, X3) 

observed(P, dopaminelack, high) & observed(P, adrenaline, X1) &  
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observed(P, bloodsugarlack, X2) & observed(P, testosterone, X3)  
→→  desire(P, date_with_id(id(X1, X2, X3))) 

 

LCP2 Generating an intention to date based on a desire 
If  P has the desire to obtain a date with identity I, 
then  P will have the intention to obtain a date with identity I. 

desire(P, date_with_id(I))  →→  intention(P, date_with_id(I)) 
 

LCP3 Requesting to look for a date based on the intention 
If  P has an intention for a date with identity I, 
then  P will request ID to look for a date with identity I 

intention(P, date_with_id(I)) →→  communication(P, date_with_id(I), ID) 
 

Physiological Level. At the physiological level, processes are described in terms of 
body and brain states and relationships between them. For example, this may concern 
muscle activity, levels of (bio)chemical substances in the blood, sensor and effector 
states, or activation states of neurons, or groups of neurons. Within the case study the 
four body aspects are considered as before, and in addition sensor and effector states, 
and activations of (groups of) neurons. For the physiological process abstraction level, 
a neural network structure was specified, together with connection strengths and 

threshold values. Threshold functions were used, defined as th(σ, τ, V) = 1/(1+e-σ(V-τ)) 

with steepness σ and threshold τ. This specification assumes that specific values are 
given for each of the occurrences of connection weight ω, steepness σ, and threshold 
τ, in dependence of variables such as B, I and A. The assumed sensor system for body 
states maintains socalled neural body maps using sensory neurons (e.g., [22], [23]).  

 

LPP1 Generating a sensor state for a body state 
If  body state property B occurs for person P with level V 
  and the connection strength from body state property B to a sensor state for B is ω 
  and the steepness and threshold value for this sensor state are σ and τ 
then  the sensor state for B will have activation level th(σ, τ, ωV). 

activation(BS(P, B), V)  &  connection_strength(BS(P, B), S(P, B), ω) &  
steepness(S(P, B), σ)  &  threshold(S(P, B), τ)  
→→ activation(S(P, B), th(σ, τ, ωV)) 

 

LPP2 Activating sensory neurons for a body map 
If  the sensor state for body state B has activation level V  
  and the connection strength from sensor state for B to the sensory neuron for B is ω 
  and the steepness and threshold value for this sensor state are σ and τ 
then  the sensory neuron for B will have activation level th(σ, τ, ωV). 

activation(S(P, B), V) & connection_strength(S(P, B), SN(P, B),ω) &  
steepness (SN(P, B), σ) & threshold(SN(P, B), τ)  
→→ activation(SN(P, B), th(σ, τ, ωV)) 

 
Depending on these neural body maps certain preparation neurons become activated. 
In particular, the sensory neurons for lack of dopamine (indicating ‘being bored’) 
have a positive effect on the activation for preparing to request a date; here the body 
maps for adrenaline, blood sugar lack and testosterone have effect on which identity 
is chosen for such a date. How the effects of the activation levels of the four con-
nected sensory neurons that provide input for the preparation neurons are combined, 
depends on the respective connection strengths and on the threshold value of the 
preparation neuron, using a threshold function as described above. It is configured in 
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a way so that for each combination of the other three body states (adrenaline, blood 
sugar lack and testosterone level) a suitable identity is available, (specified by 
strengths of -1 or 1 of the connections ωi to the preparation for this identity). This 
determines how a preparation neuron for an initiative to get a date fitting to the body 
map is activated. 

3   The Temporal Dimension 

For the temporal dimension a process can be conceptualised by descriptions over 
longer time periods (e.g., emerging patterns), or by descriptions relating states over 
smaller time steps (e.g., mechanisms). Temporal perspectives on the dynamics of 
processes are addressed in a wide variety of literature, from different disciplines, 
including Cognitive Science , [3], [42], [56], and Artificial Intelligence and Computer 
Science [5], [12], [40], [13], [21], [31], [50], [59], [4]. Temporally local properties 
were used in Section 2 to describe the (physiological, cognitive, or behavioural) 
mechanisms of a process considered in a step-by-step manner. Usually descriptions 
specified as difference or differential equations, transition systems, or immediate 
causal relationships, are examples of temporally local descriptions. Patterns that occur 
as emergent phenomena over time can be described in a temporally more global man-
ner, by relations over longer time periods. For specification of emerging patterns a 
more expressive temporal modelling language is needed, for example, linear time or 
branching time modal temporal logics (such as LTL or CTL), or temporal predicate 
logics (such as the Temporal Trace Language TTL; cf. [12], [40]). Below, different 
types of often considered global temporal properties are described.  

Achievement properties express that eventually a certain state is reached in which 
some (desired) state property holds. They relate to what in the literature in Computer 
Science are sometimes called liveness properties, and what in agent literature is re-
ferred to as achievement goals (in contrast to, for example, maintenance goals). An 
example of an achievement property expresses that whenever the dopamine lack of a 
person is high, eventually the dopamine lack will be low, and, the adrenaline, testos-
terone level and the blood sugar lack will be low: 

 
GBP1  Body state achieved with low levels 
If  at some point in time T the dopamine lack in the body is high 
then  at a later time point T1 in the body the dopamine lack, adrenaline,  

 blood sugar lack, and testosterone all will be low. 
∀T, P, V  [ [ state(γ, T) |= body_state(P, dopaminelack, V) & V≥0.5 ]  

 ⇒  ∃T1, V1, V2, V3, V4 [ T1 ≥ T &  
  state(γ, T1) |= body_state(P, adrenaline, V1) & V1<0.5 &  
  state(γ, T1) |= body_state(P, bloodsugarlack, V2) & V2<0.5 &  
  state(γ, T1) |= body_state(P, testosterone, V3) & V3<0.5 &   
  state(γ, T1) |= body_state(P, dopaminelack, V4) & V4<0.5 ] ] 
 

Here state(γ, T) |= body_state(P. dopaminelack, V) denotes that within the state state(γ, T) at time 
point T in trace γ the state property body_state(P. dopaminelack, V) holds, denoted by the 
(infix) predicate |= for the satisfaction relation. A specific type of achievement proper-
ties are equilibrium properties, expressing that after some time an equilibrium state is 
reached; for example: 
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GBP6  Reaching an equilibrium while ID functions properly 
Eventually, after some point in time T person P’s body states are constant with dopamine lack 
<0.5, and no dates or communications with ID occur. 

∀P ∃T ∀T1≥T [  state(γ, T1) |= ∃V1 [ body_state(P, dopaminelack, V1) & V1<0.5 ] &  
 ∀B, V [ state(γ, T) |= body_state(P, B, V)  ⇒ state(γ, T1) |= body_state(P, B, V) ]  & 
    state(γ, T1) |= ¬ ∃A, Q performed(P, date(A, Q)) & 
    state(γ, T1) |= ¬ ∃C communication(C, P, ID) & ¬∃C communication(C, ID, P) ] 

 

Milestone properties  express that under certain conditions some intermediate state 
will be reached. These properties can be used, for example, to decompose the overall 
process into a number of subprocesses that, possibly depending on other milestones 
already achieved, each result in the achievement of some intermediate state (mile-
stone). For the case study, to achieve GBP1, a person has interaction in three phases, 
specified as behavioural properties GBP2, GBP3, and GBP4: 

 

GBP2 Requesting for a date 
If  P observed that the dopamine lack is high, the adrenaline level is X1,  

 the blood sugar lack is X2, and the testosterone level is X3 
then  P will request ID to look for a date with identity id(X1, X2, X3) 

∀T, P, X1, X2, X3   
 [ [ state(γ, T) |= observed(P, dopaminelack, high) & state(γ, T) |= observed(P, adrenaline, X1) &  
 state(γ, T) |= observed(P, bloodsugarlack, X2) &  state(γ, T) |= observed(P, testosterone, X3) ]  

 ⇒  ∃T1  [ T1 ≥ T & state(γ, T1) |= communication(P, date_with_id(id(X1, X2, X3)), ID) ] 
 

GBP3 Proposing an activity 
If  it was communicated by ID to P that Q with identity id(X1, X2, X3) agrees to have a date, 
  and P observed for adrenaline X1, blood sugar lack X2, testosterone X3, 
then  P will propose ID to perform activity act(X1, X2, X3). 

∀T, P, X1, X2, X3   
 [ [ state(γ, T) |= communication(ID, agrees(Q, id(X1, X2, X3)), P) &  state(γ, T) |= observed(P, adrenaline, 

X1) & state(γ, T) |= observed(P, bloodsugarlack, X2) & state(γ, T) |= observed(P, testosterone, X3) ]  
 ⇒  ∃T1  [ T1 ≥ T & state(γ, T1) |= communication(P, wants(P, act(X1, X2, X3)), ID) ] 
 

 

GBP4 Performing an agreed activity 
If  it was communicated by ID to P that Q with identity id(X1, X2, X3) agrees to have a date, 
  and P observed for adrenaline X1, blood sugar lack X2, testosterone X3, 
  and it was communicated that Q wants to do activity act(X1, X2, X3), 
then  P will will perform act(X1, X2, X3) with Q. 

∀T, P, X1, X2, X3   
 [ [ state(γ, T) |= communication(ID, agrees(Q, id(X1, X2, X3)), P) &  
state(γ, T) |= observed(P, adrenaline, X1) & state(γ, T) |= observed(P, bloodsugarlack, X2) &   
state(γ, T) |= observed(P, testosterone, X3) & state(γ, T) |= communication(ID, wants(Q, act(X1, X2, X3)), P)  

 ⇒  ∃T1  [ T1 ≥ T & state(γ, T1) |= performed(P, date(act(X1, X2, X3), Q)) ] 

Maintenance properties  express that certain state properties do not (or not much) 
change during a certain time period: maintenance properties. For example, specifying 
that a form of homeostasis is maintained: a state in which variables stay within certain 
fixed bounds. This class of properties relates to safety properties in computer science 
and what in agent literature is referred to as maintenance goals. 

Representation properties  express how an internal state relates to external states (or 
input and/or output states) in past (backward) or future times (forward); e.g., [8], [44], 
[15], [16], [39]. For example, when a sensory neuron has a high activation level when 
a stimulus occurred (or has been sensed) before, this is a backward representation 
relation for this neuron. Moreover, if a high activation level of some preparation  
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neuron later on leads to the effect of the corresponding action, this is an example of a 
forward representation relation for this neuron. A forward representation property for 
desires describes, for example, the behaviours or actions that are driven or motivated 
by these desires, under certain conditions. For the behaviour of a person to make 
sense, these actions are not arbitrary, but are usually assumed to achieve fulfillment of 
the desires. The following example of a temporally global property at the cognitive 
process abstraction level is a forward representation property for a desire to have a 
date with a certain identity. 

GCP5  Forward representation relation for a desire to date 
If  at some point in time T person P desires to have a date with identity I 
then  at a time point T1 within time duration D after T person P will  

 communicate to ID a date request with identity I. 
∀T, P, I  state(γ, T) |= desire(P, date_with_id(I)) & 

 ⇒ ∃T1 [ T ≤ T1 & T1 ≤ T + D & state(γ, T1) |= communication(date_with_id(I), P, ID) ] 

Looking forward in time some steps further, desires can be viewed as representing a 
future state in which they are satisfied. As after a desire has been satisfied, in princi-
ple it is not there anymore, this may sound a bit circular and paradoxal: desires that 
exist in the present represent their own future nonexistence: 

GCP6  Fulfillment of a desire to date 
If  at some point in time T person P desires to have a date with identity I 
then  at a time T1 within duration D after T person P will not desire this anymore for any I1. 

∀T, P, I  state(γ, T) |= desire(P, date_with_id(I)) & 
 ⇒ ∃T1 [ T ≤ T1 & T1 ≤ T + D & ¬ ∃I1 state(γ, T1) |= desire(P, date_with_id(I1))  ] 

Comparison properties describe how certain state properties at different time points 
are compared, and properties in which certain state properties in different traces are 
compared. Time comparison properties are properties expressing, for example, that 
under certain conditions (e.g., after some time point) the value of a variable is mono-
tonically increasing or decreasing over time. Trace comparison properties express, 
for example, that if in one trace the values of certain variables are lower than in a 
second trace, then the value of some other variable will also be lower in that trace. In 
the case study dates have an effect on body states in that they decrease the values. As 
there are no other effects on body states described in the model, this implies that over 
time the values can never become higher, only lower. This holds for the body states 
themselves, but also for the related sensor states and sensory neurons. Such mono-
tonic patterns can be expressed by time comparison properties, in particular 
monotonicity properties, such as the following: 

GPP5  Monotonically decreasing values in body maps  
If   at some point in time T1 in the body map B has value V1 
  and at some point in time T2 in the body map B has value V2 
  and T1 ≤ T2, then  V1 ≥ V2. 

∀T1, T2, P, B, V1, V2  [ state(γ, T1) |= activation(SN(P, B), V1) & state(γ, T2) |= activation(SN(P, B), V2) &  
  T1 ≤ T2  ⇒  V1 ≥ V2 ] 

An example of a trace comparison property describes traces where at some point in 
time the dopamine lack is high in comparison to other traces. In the former type of 
traces eventually the values of all body states will be lower than or equal to their val-
ues in the latter type of traces: 
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GBP5 Trace comparison for body states 
When in trace γ1 at some time T dopamine lack ≥0.5 occurs, and trace γ2 is any trace, then 
there is a point in time T1≥T such that at each time point T2≥T1 all body state values in trace γ1 
are at most as high as the body state values in trace γ2 at T2. 

∀γ1, γ2 ∀T, P, V [ state(γ1, T) |= body_state(P, dopaminelack, V) & V≥0.5 ⇒ 
∃T1≥T ∀T2≥T1  [ ∀B,V1,V2 [ state(γ1, T2) |= body_state(P, B, V1) & state(γ2, T2) |= body_state(P, B, V2)]  
  ⇒ V1≤V2  ] ] 

4   The Agent Cluster Dimension 

Domains where numbers of agents are quite large can be modelled in a more manage-
able manner by not introducing conceptual entities for each individual agent  
separately, but by taking groups, (sub)populations or clusters of agents as basic con-
ceptual entities. Examples of such clusters are: divisions or departments within an 
organisation, age-related groups in a population, subcommunities within a society, or 
sports teams in a competition. The agent cluster dimension describes how a process 
can be conceptualised from an individual agent perspective to a more global perspec-
tive where a number of clusters, each consisting of multiple agents, are considered as 
basic entities. For the dating case, the following clusters are considered: 

• persons in the process of obtaining a date: who requested but did not yet start a date (R) 
• persons performing a date          (D) 
• persons not in a process of dating: not in a date nor in a process of obtaining a date   (N) 

By temporally local descriptions it can be specified how the states of the clusters (e.g., 
numbers of agents N(t) in cluster N) at a given time point relate to the states at a next 
time point. For example, within the time interval from t to t + Δt a number of agents 
NtoR(t) per time unit will leave cluster N to join cluster R (entering the process to 
obtain a date), and a number of agents DtoN(t) per time unit will leave cluster D to 
join cluster N (after finishing a date). The following equation results: 

 N(t+Δt) = N(t) + DtoN(t) Δt - NtoR(t) Δt 
This temporally local dynamic property (difference equation) can be used to per-

form simulations by calculating the values at the next time point from the values at 
the current time point. Here, DtoN(t) and NtoR(t) are expressed in the values of the 
states at time t as follows. For a date an average time duration is assumed: dd. By 
approximation from the cluster D at each time unit a fraction α = 1/dd will finish the 
date. Therefore per time unit the number making the transition from cluster D to clus-
ter N is DtoN(t) = α D(t). Similarly it is estimated which part of cluster N per time 
unit makes the transition to cluster R. Here the number N(do, t) within cluster N with 
high dopamine lack is used: NtoR(t) = β N(do, t). Parameter β indicates how fast the 
date request will be done. If this duration is on average rd time units, then β = 1/rd 
can be taken. The following difference equation is obtained: 

  N(t+Δt) = N(t) + α D(t) Δt - β N(do, t) Δt 
It can also be written as 
 ΔN(t)/Δt = α D(t) - β N(do, t)  

where by definition ΔN(t) = N(t+Δt) - N(t). In a continuous form this temporally local 
dynamic property can be represented by a differential equation as follows: 

 dN(t)/dt = α D(t) - β N(do, t)  
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In a similar way temporally local dynamic properties can be obtained for the other 
clusters, which results in the following set of temporally local properties (in differ-
ence equation format) for the clusters: 

 ΔN(t)/Δt  = α D(t) - β N(do, t)  
 ΔR(t)/ Δt = β N(do, t) - γ R(t)  
 ΔD(t)/ Δt = γ R(t) - α D(t) 
 ΔN(do, t)/Δt = η N(t) - β N(do, t) 

Here γ is the fraction (per time unit) of the cluster R that starts a date. It is assumed 
that the transition from cluster D to cluster N only contributes to agents in cluster N 
with body states dopamine lack low. Moreover, it is assumed that always (by other 
processes) a certain fraction η (per time unit) of cluster N gets a high dopamine lack; 
this explains the fourth equation above.  

For temporally global descriptions at the behavioural level an example achieve-
ment property indicates that the size of the cluster describing the persons with high 
body state for x in N is near 0 (using a small margin ε). 

 

GCBP1 Achieving low body states 
Eventually a state is reached in which there are no high body states B ≠ do  

∃T ∀T1≥T  ∀B, V [ B ≠ do & state(γ, T1) |= has_size(N(B), V)  ⇒ V < ε ]  

Descriptions of clusters at the cognitive process abstraction level address the inter-
nal cognitive structures of persons within a cluster. For example, it is expressed that a 
certain fraction of a cluster or population has a desire for a certain type of activity or 
to date, or has the intention to perform a certain activity or to request a date. In such a 
way mental states can be aggregated to collective mental states of a cluster, which 
occur with a certain strength. For instance, statements such as ‘it is commonly be-
lieved that the climate change is caused by human activities’ refers to collective be-
liefs present in the population with a certain strength. Yet another mental concept that 
can take an aggregated form, is collective trust, for example, in the world wide finan-
cial system. It is also possible to describe temporal relationships between collective 
cognitive states, for example, the collective belief that the climate change is caused by 
human activities, leads after some time to the collective intention to take measures. 
Descriptions of clusters at the physiological process abstraction level involve collec-
tive neural activation states. This can be addressed in a manner similar to how the 
cognitive level was addressed.  

5   Discussion and Classification of Existing Models  

As a main contribution this paper aims at clarifying different types of abstraction 
levels for agent system models by making explicit different dimensions for such ab-
straction levels. Any multi-agent system model for a certain application area can be 
positioned in this three-dimensional space by indicating coordinates for each of these 
dimensions at a scale from a more local-level (less abstract) perspective and from a 
more global-level (more abstract) perspective. In this section for different areas in the 
cube it will be indicated which types of models from the literature fit in this area; see 
Table 1. Here at each of the axes a distinction was made according to local vs nonlo-
cal (or global), which results in eight different areas. For the process abstraction  
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dimension, the internal (physiological or cognitive) level will be taken as local, in 
contrast to the behavioural level taken as global.  

Temporally local agent-based internal and behavioural models are physiological, 
cognitive or behavioural agent models described at an individual agent level in small 
time steps. Many examples of such executable models are available, described in a 
logical (temporal rules), numerical (difference or differential equations), or a hybrid 
manner, or by transition systems, finite automata or Petri nets. For example, in [11] 
internal cognitive states of the agents concern the attractiveness of locations, in [17] 
internal trust states are maintained on which behaviour is based, and in [58] internal 
states related to motivation and learning are maintained. Models with internal physio-
logical states can also be found in the area of agent-based epidemics modelling, where 
the internal infection states of agents are considered. Many of the models in the areas 
of social simulation, self-organisation, ant computing, and swarm intelligence belong 
to this class, and often are purely behavioural, described in a reactive manner by 
stimulus-response-like associations; the complexity emerges from the interaction of 
large numbers of such simple agents, and the environment.  

Table 1. Overview of literature 

dimension 

temporal  cluster  process  

 
examples from the literature 

internal [5] (logical); [3], [42], [56] (numerical); [11], [13], [17], 
[1], [46], [32], [37], [51], [58], [60], [61], [36] (hybrid); 
[4], [21], [6], [7], [10] (transitions, automata, Petri nets) 

agent- 
based 

behavioural [52], [53], [26], [14] (social simulation, swarm  
intelligence); [27] (emotion contagion); [54] (analysis) 

internal [11] (crime); [20] (organisation); [38], [45] (joint goals 
and intentions); [2], [37], [43] (epidemics) 

temporally 
local 

cluster- 
based 

behavioural [34], [29], [41], [35], [28], [9] (organisation); [49], [57], 
[62] (ecological) 

internal agent- 
based behavioural 

[47], [24], [25], [64], [63], [48] (requirements); [31], 
[50], [59], [4], [21], [6], [7], [10], [12], [40]  
(verification) 

internal 

temporally 
global 

cluster- 
based behavioural 

[24], [25], [34], [29], [30], [41], [36], [18], [55], [64], 
[65] (requirements, enterprise); [43], [2], [37]  
(epidemics); [49], [57], [62] (ecological) 

Temporally local cluster-based internal and behavioural models involve collec-
tive internal agent states or behaviours for clusters of agents, such as joint or shared 
actions, goals or beliefs. In general, the temporally local descriptions in this class of 
models can take the form of executable temporal logical rules, or difference or differ-
ential equations, or of a combination of both. For instance, [20] analyses the relation-
ship between intentions and collective activity of groups of agents. In [38] problem 
solving within groups is investigated based upon joint intentions, and in [45] the ex-
pression of joint goals for teams.  
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Temporally global agent-based internal and behavioural models describe tempo-
rally more complex properties in terms of internal physiological or cognitive states or 
behaviours for the individual agents involved. Such descriptions, usually expressed in 
a richer temporal logical format (e.g., LTL, CTL, situation calculus, TTL), play an 
important role as a formalisation of patterns emerging from the more local mecha-
nisms. They often occur in literature addressing requirements modelling or verifica-
tion for multiagent systems.  

Temporally global cluster-based internal and behavioural models concern de-
scriptions of multiagent systems at a temporally global and global clustering level, but 
involve internal states of agents. Such descriptions are usually modelled as temporally 
complex properties expressing emerging patterns in terms of collective internal agent 
states or behaviours for clusters of agents such as joint actions or shared goals, emo-
tions or beliefs. Such descriptions involve temporally complex properties expressing 
emerging patterns in terms of collective dynamics for clusters of agents.  
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and time-consuming, one of the possible acceleration methods is paral-
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We also show results of several numerical experiments confirming a suit-
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1 Introduction

Proteins are molecules of life in all living organisms [1]. Since they act as sub-
strates in all biochemical reactions, they are very important molecules in organ-
isms’ cells. Functions of proteins strictly depend on the internal construction
of proteins, built up with hundreds of amino acids and therefore, thousands of
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atoms [2,3]. Therefore, on the basis of the information regarding protein internal
construction, we are able to identify functions of newly discovered proteins [4,5].
This is very important for the understanding of evolution of organisms, since we
are able to observe how they differentiated during thousands of years.

The identification of proteins can be carried at different levels of protein or-
ganization - amino acid sequence (primary structure) and spatial structure (in-
cluding secondary, tertiary and quaternary structure) [2] and is usually done by
comparing a molecule with a database of proteins, looking for structural similar-
ities [4]. Since protein spatial structures provide more details regarding protein
construction, they are widely accepted in the analysis of protein activity in cel-
lular reactions and in studies of their ability to interact with other molecules.

Protein structure similarity searching is a process of exploring a database of
proteins in order to find molecules having an identical or related structure. In
the process, we want to find certain relationships between particular regions of
protein structures, regardless of the conformational changes that could appear
as a result of environmental factors or binding the molecule to a ligand or other
molecules. However, protein structure similarity searching is very complex and
time-consuming. The main reason of this is that the construction of proteins
is complex on its own. Existing methods in the area, like VAST [6], DALI [7],
CE [8], LOCK2 [9], PFSC [10], FATCAT [11], FAST [12] and others, usually
reduce the complexity of protein structures by representing them in much simpler
form. Afterwards, they seek similarities using a pair-wise comparison of the given
molecule to the subject molecule from a database.

Another significant problem is a rising number of protein structures in a world-
wide repositories, like the Protein Data Bank [13], which now consists of 65
527 structures (May 25, 2010). This also slows down the process of similarity
searching and causes additional delays in the identification of protein functions,
since every time we have more molecules to compare in a database.

Due to these problems, the scientific community still seeks appropriate and effi-
cient methods for protein structure similarity searching. The parallelization of the
similarity searching is one of the techniques, which can be used to accelerate the
search process. ProteinDBS [14] and ProCKSI [15] are examples of such systems,
which make use of parallelization of the computational procedure in order to in-
crease the speed of the search process. ProteinDBS is a real-time retrieval system
for protein structure comparison. It uses Entropy Balanced Statistical k-d tree in-
dexing and employs a resource directory to manage a collection of distributed index
agents. These components handle various tasks including index organization, load
balancing, database indexing and retrieval. ProCKSI is a distributed framework
for protein structure comparison, which bases on the multiprocessor environment.
The system is able to run both on a parallel environment using the MPI libraries
and on a grid computing environment using the MPICH-G2 libraries [16].

In the paper, we show a distributed protein structure similarity searching with
the use of a hierarchical multi-agent system. In the presented system, we distribute
the computational procedure and data sets that are used in the search process.
Using multi-agent system, we do not need any expensive hardware solutions. On
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the contrary, we can build a powerful framework ourselves on basis on standard
PC computers. This gives us the possibility to raise the power of our framework
at any moment by inviting other computers or farms of workstations to join the
search process.

2 Theoretical Model

2.1 General Assumptions

In 1996 Franklin and Graesser defined the essence of being an agent as [17]: An
autonomous agent is a system situated within and a part of an environment that
senses that environment and acts on it, over time, in pursuit of its own agenda
and so as to effect what it senses in the future and thus the description of an
autonomous agent should contain the environment, sensing capabilities, actions,
drives and action selection architecture.

There is no universally accepted definition of the term agent, but there are
two key characteristics of agents. First, agent should be autonomous, i.e. it can
decide for itself what is needed to do in order to achieve the goals. Second, agent
should be capable of communication with other agents and cooperation to solve
problems that are beyond the capabilities of an individual agent. Multi-agent
system (MAS) is composed of multiple interacting agents, which are comput-
ing entities being active objects that can migrate across machines. The major
characteristics of multi-agent systems are [18]:

– each agent has just incomplete information and is restricted in its capabili-
ties,

– system control is distributed,
– data is decentralized,
– computation is asynchronous.

Moreover MAS as distributed system offers the ability to increase computation
speed (agents can operate asynchronously and in parallel) as well as reliability
(failure of one or several agents does not necessarily lead to failure of achieving
the goal of the whole system).

Multi-agent systems can differ in the agents themselves, the interactions among
the agents and the environments in which the agents act. There are many in-
dustrial and commercial applications for MAS, for example in electronic mar-
kets, transportation systems, real-time monitoring of traffic or automated meeting
scheduling, where agents act on behalf of their users to fix meeting details [19].

Multi-agent systems are often extremely complex to formally verify their prop-
erties and the only viable method to precisely study their properties is simula-
tion. Recently, there have been developed a wide range of MAS toolkits and
testbeds that can be applied in different domains. The simulation engines in-
tegrated into selected toolkits to facilitate the execution of the resulting MAS
models are described in [20].

The use of such systems for analysis, design, and development for complex
domains is growing rapidly [21], [22], [23]. Typical agent properties, methods
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and architectures are described in [24], which gives examples of historical and
state-of-the-art contributions to diverse multi-agent systems. Interesting model
for organizational design and a conceptual framework to classify organizational
simulations is introduced in [25], which uses an ontology to describe organiza-
tional structures, environmental characteristics, and agent capabilities.

There are also multi-agent systems, which can distinguish certain classes of
agents because of their functions, such as hierarchical MAS, for example hier-
archical multi-agent system of taking global decisions on the basis of decision
rules of local experts presented in [26], a multi-agent system for hierarchical con-
trol with self-organising database presented in [27] or a multiagent system for
hierarchical control and monitoring of a complex process control system in [28].

A hierarchical multi-agent system for a distributed protein structure similar-
ity searching will be presented below. In the presented system, the searching
procedure and data sets are distributed on different types of agents.

2.2 Structure of Hierarchical MAS

Proposed structure of the hierarchical multi-agent system, which implements the
protein structure similarity searching consists of three types of agents:

– Supervisory Agent, which is responsible for communication with a user,
distribution of data for further processing over Control Agents and merging
the results of the similarity searching process received from Control Agents,

– Control Agents, which are responsible for communication with Supervisory
Agent and distribution of searching tasks over Searching Agents,

– Searching Agents, which evaluate the similarity measures between two
given proteins.

Let C be a finite set of Control Agents C = {Ci : i = 1, . . . , I}. Each Control
Agent Ci supervises a finite set of Searching Agents Si = {Sij : j = 1, . . . , J}.
Each Searching Agent Sij has access to a finite set of methods of protein struc-
ture similarity searching, such as FATCAT, CE, LOCK2, and others. Using
selected method, the Searching Agent performs a single pairwise comparison
VSij (QP, DP ) for the given Query Protein (QP ) and Database Protein (DP ),
computing similarity measures and some additional information.

Each Searching Agent Sij computes the similarity between the Query Protein
and some of proteins from a database, which are determined by Control Agent
Ci requesting the task. The Control Agent Ci sets

– Query Protein (as PDB file or PDB ID),
– method of searching and all required parameters,
– database address (for example as IP address),
– range of proteins in the database, which should be compared in a single

search process.

Based on the settings defined above each Sij returns a list of similarity searching
results LSij (k) to the Control Agent Ci, where k is a number of returned list. If
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a Searching Agent returns first list to the Control Agent (LSij (1)), the Control
Agent gives him the next set of data to process until the entire range of data
assigned to the Control Agent is processed.

Upon receiving a list from Searching Agents Sij (j = 1, . . . , J) the Control
Agent Ci performs merging the result list LSij (k) and his own list SLCi (initially
empty) into the new list SLCi, which is sorted from the most to the least similar
protein to the Query Protein according to a global similarity measure. The length
of the sorted list SLCi should not exceed the value B, which is specified by a
user at the beginning of the search process. Although in the case, when some
database proteins give (in comparison to Query Protein) the same similarity
measures, the length may be greater. If the length is greater, i.e. B + G, the
following condition must be fulfilled:

∀g ∈ {1, . . . , G} Sim(QP, SLCi(B)) = Sim(QP, SLCi(B + g)), (1)

where Sim(p1, p2) is a global similarity measure between two proteins p1 and
p2, and SLCi(l) is the lth protein in the sorted list SLCi . The global similarity
measure Sim(p1, p2) is based on the result of pairwise comparison VSij (p1, p2)
performed by Searching Agent Sij that computes similarity measures depending
on the selected method of protein structure similarity searching.

As following from the above description, the next two conditions must be
fulfilled:

∀i ∈ {1, . . . , I} ∀l ∈ {1, . . . , B + Gi − 1}
Sim(QP, SLCi(l)) ≥ Sim(QP, SLCi(l + 1)) (2)

and

∀i ∈ {1, . . . , I} ∀l ∈ {1, . . . , B + Gi}
SLCi(l) ∈

⋃
j∈{1,...,J}

⋃
k∈{1,...,Kij}

{
LSij (k)

}
.

(3)
When all the data from a database (assigned to the Control Agent Ci) are ana-
lyzed, the finally updated sorted list SLCi is returned to the Supervisory Agent,
which creates final list SL of sorted molecules (merging the sorted lists received
from all Control Agents Ci (i = 1, . . . , I) according to the same procedure as
described above in the case of Control Agent Ci) and returns it to the user.

The whole process should ensure fulfilling the following condition:

∀d ∈ D ∃Sij VSij (QP, d), (4)

where D is a set of proteins, which should be compared and QP is the query
protein chosen by a user. It means that each protein from databases chosen by
user is compared with the query protein by a Searching Agent.

The main idea of the hierarchical multi-agent system is presented in figure 1.
The User sets the Query Protein (QP ), Method of protein structure similarity
searching (M) in selected Databases (D) and parameter B - length of list of the
most similar database proteins to the Query Protein. The information through
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Graphical User Interface (GUI) goes to the Supervisory Agent. The Supervi-
sory Agent divides the whole range of data (N proteins) and assigns a range of
data to search to each of Control Agents (N1, . . . , NI). Control Agents pass the
task of searching to the Searching Agents dividing its range into smaller parts
(N11, . . . , NIJ). Each of the Searching Agents returns a list of similarity search-
ing results (LC11(k), . . . , LCIJ (k)), these lists are merged into new sorted lists of
length B by each of Control Agents (SLC1 , . . . , SLCI ). Finally the sorted lists
are returned to the Supervisory Agent, which performs the last merging of the
lists from all Control Agents into one sorted list (SL), which is returned to the
User.

 

USER 

Supervisory Agent 

Control Agent 

G U I 

Searching 
Agent 

Searching 
Agent 

... 

... Control Agent 

Searching 
Agent 

Searching 
Agent

... 

Database 

Database 

Database 

(QP, M, D, B) 

SL 
(QP, M, D[N], B) 

SL 

(QP, M, D[N1], B) (QP, M, D[NI], B) 

SLC1 SLCI 

(QP, M, D[N11], B) 

LS11(k) 

(QP, M, D[NIJ], B) 

LSIJ(k) 

Fig. 1. Schema of structure of the hierarchical multi-agent system

In the special case, where I = 1, i.e. there is only one Control Agent in the
system, the Supervisory Agent is not needed and its tasks are performed by
the Control Agent. Different architectures may be applied depending on the
situation.

The architecture containing one Supervisory Agent and many Control Agents
is appropriate in each of the following cases:

– different groups of Searching agents perform different tasks, perform the
same task using different methods or group of agents work on disjoint sets
of data;
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– a group of Searching Agents joins the ongoing calculations and will be con-
trolled by a separate Control Agent;

– calculations involve a number of computers and the consolidation of results
and communication between agents would be too burdensome for one Con-
trol Agent.

The architecture with one Control Agents merged with the Supervisory Agent
is appropriate in each of the following cases:

– number of Searching Agents is relatively small, and coordination of commu-
nication is not a problem;

– we do not need any separate groups of agents due to a task performed,
method used or data sets.

3 Numerical Experiments

We performed several tests in order to study the performance of the protein
structure similarity searching in hierarchical multi-agent system presented in
the previous section. Distributing computation accross many Searching Agents
was destined to accelerate the searching process.

In our experiments, we used the JADE (Java Agent DEvelopment Frame-
work), which is an open source platform for peer-to-peer agent based applica-
tions. The JADE simplifies the implementation of multi-agent systems through
a given middle-ware and through a set of tools that supports debugging and de-
ployment phases [29]. Searching and Control Agents run at PC computers with
different, but similar, hardware components (CPU and RAM) and therefore, dif-
ferent computational possibilities. All computers were managed by the Windows
XP Professional or Windows 7 operating system.

Each Searching Agent had an access to a finite set of methods of protein
structure similarity searching, namely CE and FATCAT. However, in presented
experiments we used only the CE as the method of the similarity searching
M . As the Query Protein QP we used the Muconate Lactonizing Enzyme from
the Protein Data Bank (PDB), which has two amino acid chains. The molecule
was provided by the PDB ID (1MUC, PDB identifier). The searching process
was performed on the subset of the PDB database containing 850 randomly
chosen protein structures. The subset was distributed into many locations. In
order to compare the QP to appropriate molecules from a PDB database, each
Searching Agent established the connection to different databases on the basis
of the address that was sent by the Control Agent. The parameter B - length of
list of the most similar database proteins was set to 100.

In the performed experiments there was only one Control Agent (the number
of Control Agents I = 1), therefore the Supervisory Agent was not needed and
its tasks were performed by the Control Agent. The number of Searching Agents
J varied from 1 to 20, i.e. they were equal: 1, 2, 4, 6, 8, 10 and 20. The numbers
of proteins assigned to each of J Searching Agents in a single task were equal
to each other and N11 = N12 = . . . = N1J = 5. The total number of proteins to
search N = N1 was set to 850.
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Performed experiments show that the acceleration of searching as a function
of the number of searching agents is close to identical function of the number
Searching Agents as can be seen in the figure 2. The identical function is depicted
by solid line and the particular values of acceleration are depicted by square
markers.
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Fig. 2. Acceleration of searching as a function of the number of searching agents

For each experiment, where the number of searching agents J varied from 1
to 20, we measured the search time. The values are presented in table 1. The val-
ues in first two rows of this table are particularly interesting, because increasing
agents number from 1 to 2 resulted in acceleration a little more than two times.
This fact could be explained by a little better performance of the second agent
than the performance of the first. In the case, where the number of searching
agents increases above 4, the acceleration is still increasing, however slower than
linearly. This could be explained by additional time required for communica-
tion between agents, as well as a little different computational capabilities of
Searching Agents.

Table 1. Time of searching for varying Searching Agents number

Searching Agents number time of searching [s]

1 28550
2 14217
4 7773
6 6090
8 4006
10 3260
20 1635

4 Concluding Remarks

By parallelizing the protein structure similarity searching we obtain results in
shorter time, proportionally to the scaling the system horizontally by adding
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more working agents. Performed tests show that distributing the computational
procedure across many computers results in significant acceleration of the search
process. Since we do not use any other accelerating technique, like specific in-
dexing, our method is not a real-time, like ProteinDBS [14]. However, during our
tests we obtained better acceleration ratio than in the ProCKSI [15]. We also
observed that with the rising number of working agents, the acceleration grows,
but the dynamic of the speedup slightly decreases. Our conclusions in this regard
are analogous with the conclusions presented in [16]. However, in a hierarchical
multi-agent system shown in this article, the decline is not as significant and is
probably the provision of the communication between agents.

Constructing the framework for our system, we used PC computers with com-
parable hardware parameters. However, we assume that any computer can join
the similarity searching at any time, working as a Searching Agent. Even com-
puters with a poor performance can join the framework. In the non-balanced
environment, when we work with different types of computers due to hardware
parameters, the Control Agent will distribute the work proportionally to the per-
formance possibilities of particular agents. This is done by dividing the whole
range of candidate proteins into small packages (eg. 5 proteins). Agents residing
on faster computers return their comparison results relatively faster and obtain
another package to work with, while agents residing on slower machines still pro-
cess previous packages. Therefore, by assigning more work to faster computers,
we optimize the time needed to carry out the exploration of protein structures.

Through the use of the multi-agent system we not only accelerate the search
process, but also we raise the reliability of the system. Even disconnecting a
Searching Agent from the whole environment or no response for some time will
not stop the search process. Moreover, in case of having more than one Control
Agent we increase the stability and reliability of the system.
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Abstract. In this paper a cognitive agent model is presented that models multi-
ple functions of preparation states: mirroring an observed action, imitation of an 
action, or imagining an action. The model incorporates a super mirroring func-
tion enabling the agent to keep track of the context of a mental process: mirror-
ing another agent, imitation of another agent, action imagination, or own action 
performance. These cognitive functions have been adopted from informal de-
scriptions of mirror neuron and super mirror neuron functions in neurological 
literature. Example simulations are presented that illustrate the model. 

Keywords: Cognitive model, super mirror neurons, imitation, imagination. 

1   Introduction 

Within an agent’s internal neurological processes, sensory representations of stimuli 
usually lead to preparations for responses. Recent neurological findings reveal that so 
called ‘preparation’ neurons have multiple functions; preparing for an action to be 
executed is only one of these functions. For example, preparation of actions may play 
a role in imagination, or in interpreting an observed action. In these cases, actual exe-
cution of the prepared action is suppressed. This multi-tasking aspect of preparation 
states, which from an evolutionary perspective can be viewed as an economic use of 
available resources, entails a fundamental problem concerning the representational 
content of such neurons. Apparently, activation of such neurons by itself has no un-
ambiguous meaning; it is strongly context-dependent. A way out of this problem of 
multi-interpretability of preparation neurons is obtained when suitable forms of con-
text can be defined. Indeed this is what is assumed to happen at the neurological level 
(e.g., [8], pp. 196-203, [11]), based on what are called super mirror neurons. These 
are neurons which were found to have a function in allowing or suppressing action 
execution after preparation has taken place. 

This paper presents a cognitive agent model displaying the (re)use of preparation 
states in the processes of imagining, imitating or mirroring an action. It is shown that 
the use of a context provides the agent with the capability of differentiating between 
the different uses of the same preparation state. In Section 2 the main principles 
adopted are discussed. In Section 3 the cognitive agent model is described in more 
detail. Section 4 illustrates the functioning of the model by showing simulation results 
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for different contexts, and Section 5 addresses a mathematical analysis. Finally, Sec-
tion 6 provides a discussion. 

2   Principles Adopted  

This paper presents a model with four different functions for the preparation of the 
same action. The shared representation of action preparations in these four cases is 
supported in the literature by the concepts of inner simulation (cf. Hesslow, 2002), the 
as-if body loop (cf. [3, 4]) and mirroring (cf. [8, 12, 15]). Preparations for responses 
can lead to further mental processing via an as-if action execution loop from prepara-
tion state to sensory representation of the expected outcome; cf. [6]. When inner 
simulation is combined with the inhibition of action execution, a preparation for an 
action can be used to simulate the results of an action as if it were actually executed; 
the concept of inner simulation supports a role for preparation neurons in imagination. 
Such sensory representations of expected outcomes induce preparation states for a 
specific bodily reaction to this outcome. According to Damasio (e.g., [3, 4]) a bodily 
reaction can be viewed as an emotional response; sensing changes in the body state 
lead to feeling these emotions (body loop). However, the preparation for a bodily 
reaction can also directly lead to a sensory representation of the bodily reaction with-
out the bodily reaction actually taking place (as-if body loop). For the cognitive agent 
model presented here, the following causal chain is assumed; see [3, 4, 6]:  

sensory representation of stimulus  →  preparation for response   →   
sensory representation of expected outcome  →  preparation for body reaction   →   
sensory representation of body state.  

This causal chain is extended to a recursive loop by assuming that the preparation 
for the response is also affected by the level of feeling the emotion associated to the 
expected outcome of the response:  

sensory representation of body state  →  preparation for response   

Within the agent model presented in this paper, states are assigned a quantitative 
(activation) level. The positive feedback loops between preparation states for re-
sponses and their associated body states, and the sensory representations of expected 
outcomes are triggered by a sensory representation of a stimulus and converge to a 
certain level of feeling and preparation.  

The discovery of mirror neurons has revealed that preparation states for own actions 
may also be used in the recognition of actions of others (e.g., [8]). Mirror neurons are 
motor neurons that fire not only when an action is performed, but also when the same 
action is observed. So when the stimulus is an observed action, then a preparation state 
for that action is created and through the as-if action execution loop and the as-if body 
loop the expected outcome and the feelings associated with that action are recognised. 
The existence of mirror neurons provides support for the role of preparation neurons in 
action recognition through mirroring, and in imitation. When the preparation state  
has a mirroring function or is created through imagination, the prepared action will  
not be executed. Therefore in the step from preparation to actual response, in addition to 
the preparation level another factor has to be taken into account. Within neurological 
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literature such as [8], pp. 196-203, and [11], such a factor is assumed to be realised by a 
specific type of mirror neurons, called super mirror neurons [8] to keep track of the 
context in which a mental process takes place. In single cell recording experiments with 
epileptic patients [11], neurons were found that are active when the person prepares an 
own action to be executed, but shut down when the action is only observed, which sug-
gests that these cells may be involved in the distinction between a self-generated prepa-
ration state and a preparation state generated through observation of an action [8]. In [8], 
pp. 201-202, it is also described that certain cells are sensitive to a specific person, so 
that in the case of an observed action, this action can also be attributed to the specific 
person that was observed.  

Within the cognitive agent model presented in the next section, the functions of su-
per mirror neurons have been incorporated in focus states, generated by processing of 
available (sensory) context information. For the case modeled, this focus can refer to 
the person her or himself, observing another person’s action, imitating an action, or 
imagination of performing an action. When the focus is on action execution or imita-
tion, this has a positive effect on performing the action. When the focus is on imagi-
nation, or recognizing another person’s action, it has a suppressing effect. In the latter 
case the preparations and related feeling generated through simulation can be used to 
attribute them to that person.  

3   Specification of the Cognitive Agent Model 

To formalise the agent model, the hybrid dynamic modeling language LEADSTO has 
been used; cf. [1]. Within LEADSTO the dynamic property a →→D b denotes that when a 
state property a occurs, then after a certain time delay (specified as any positive real 
number D), state property b will occur. This D will be taken as the time step Δt, and not 
be mentioned explicitly. Both logical and quantitative calculations can be specified, 
and a software environment is available to support specification and simulation.  

Fig. 1 shows a graphical representation of the agent model. In this figure, the cir-
cles represent state properties. Occurrence of one or more state properties at a certain 
point in time can lead to the occurrence of another state property at the next point in 
time, as represented by the labeled arrows. The state properties in this model contain 
variables. The state property sensor_state(c[,a]) represents the sensing of a context. 
Variable c denotes the specific context and optional variable a denotes the agent to 
which the action preparation state to be generated should be attributed (in the case of 
mirroring or imitation, the action preparation should be attributed to another agent). 
State property srs(c[,a]) represents the sensory representation that is generated for a 
sensed context. Again, variable c denotes the specific context and optional variable a 
denotes the agent to which the to be generated action preparation state should be at-
tributed. State property focus(c[,a]) represents a focus state for a specific context and 
agent (optional) that is generated in response to a sensory representation of a context. 
State property attribution(b,V,a) represents the attribution of a body state b that was 
generated with strength V to agent a. Such an attribution state is created in case of 
mirroring or imitation. State properties sensor_state(s,V) and srs(s,V) represent the 
sensing and the generation of a sensory representation of a stimulus s that is sensed 
with strength V. When another agent is being mirrored or imitated, the stimulus needs 
to be transformed before it can be translated into the preparation for an action.  
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For example when the agent is imitating another agent who is lifting a box, then  
the sensed stimulus will be another agent lifting a box. In order to be able to generate 
the same action, lifting a box, the agent will imagine himself being at the location of 
the other agent and seeing a box in front of him. This state is represented by state 
property transformed_stimulus(s,V), where variable s may have an instanstiation 
(e.g., ‘box’) different from s in state property srs(s,V) (e.g., ‘agent a lifting a box’). 

 

Fig. 1. Overview of the cognitive agent model 

State property preparation_state(m,V) represents the state in which execution of motor 
plan m with strength V is prepared. State property effector_state(m,V) represents the actual 
execution of motor plan m with strength V. State properties sensor_state(m,V), srs(m,V), 

sensor_state(b,V) and srs(b,V) represent the sensing and sensory representation of execution 
of motor plan m with strenght V, and the sensing and sensory representation of body 
state b with strength V respectively. The occurrence of a sensory representation of a 
motor plan being executed leads to the preparation for the occurrence of a specific body 
state. This is denoted by state property preparation_state(b,V), with b being this specific 
body state and V the strength of the preparation. Finally, body_state(b,V) and 
world_state(m,V) represent the externally observable occurrence of a body state b with 
strength V and the observable execution of motor plan m with strength V respectively.  

The dynamic properties, or temporal relations between these state properties are 
denoted by the labelled arrows in Figure 1. Dynamic properties CLP1 and CLP4 de-
scribe perception of a stimulus and its transformation.  
 

CLP1  Generating a sensory representation for a sensed stimulus 
if  stimulus s is sensed with strength V 
then a sensory representation for s with strength V will occur 

sensor_state(s,V) →→ srs(s,V) 
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A sensory representation of stimulus s1 is transformed to a stimulus s2 when the ob-
served stimulus is a person performing an action and the focus is to imitate or mirror 
this person, as was described above for the case of imitating another agent who is 
lifting a box. In the case of imitation or mirroring, the agent needs to imagine that he 
is ’standing in the shoes’ of the agent that he is imitating or mirroring. Indeed neuro-
logical evidence has been found in support of this hypothesis that humans mentally 
displace themselves such that they literally put themselves in the shoes of the other, 
when they imitate or mirror the behavior of another person [10]. When the focus is to 
perform a self-initiated action or to imagine an action, then the stimulus is not  
transformed.  
 

CLP4  Generating a transformed representation of the stimulus 
if  a sensory representation of stimulus s1 occurs with strength V 
and the focus state is imitate or to mirror agent a’s behavior 
and transformation of stimulus s1 from the third person perspective to the first per-

son perspective results in stimulus s2 
then a transformed stimulus s2 will occur with strength V 

srs(s1,V) & (focus(imitation,a) or focus{mirroring,a))  →→ transformed_stimulus(s2,V) 
if  a sensory representation of stimulus s occurs with strength V 
and the focus state is to execute a self-initiated action or to imagine an action 
then transformed stimulus s will occur with strength V 

srs(s,V) & (focus(action_execution) or focus(imagination))  →→ transformed_stimulus(s,V) 
 

Properties CLP5 and CLP9 define how stimulus s leads to a response in the form of 
the preparation and execution of a motor plan m. A preparation state for a specific 
motor plan is created or updated based on the transformed stimulus representation, the 
current state of feeling and the current state of preparation. 
 

CLP5  Generating a preparation state 
if  transformed stimulus representation s occurs with strength V1 
and sensory representation for body state b occurs with strength V2 
and the current preparation state for motor plan m has strength V3 
then  the updated preparation state for m has strength V3 + γ(h(β, ω1, ω2, V1, V2) - V3) ∆t 

transformed_stimulus(s,V1) & srs(b,V2) &  preparation_state(m,V3)  
→→  preparation_state(m,V3+γ(h(β,ω1, ω2,V1,V2)-V3)∆t) 

 

The level of preparation V3 is updated based on a function h(β, ω1, ω2, V1, V2) of the 
levels of strength of the stimulus and body state associated with motor plan m, de-
fined as follows: 
      h(β, ω1, ω2, V1, V2) =  β(1-(1-ω1V1)(1-ω2V2)) + (1-β) ω1ω2V1V2  
Parameter β  models a person’s characteristic for emotional response (from 0 as 
weakest response to 1 as strongest response): in the loop in which the strength of the 
preparation state for m is iteratively updated, β determines to what degree the strength 
of the preparation state for m is amplified (here 0≤β≤1, which keeps the strenght  
within [0,1]). Parameter γ describes the rate of growth of the update function and 
parameters ω1 and ω2 provide an option for differential weighting of strenghts of the 
stimulus and the associated feeling in the update process. This function is also used in 
the update process of the strength of sensory representations of the outcome of an 
action (CLP6) and the body state resulting from an action (CLP8). Furthermore it is 
used in a slightly adapted manner in the update process of preparations for body states 
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(CLP7) and it is used to determine the strenght of an effector state of motor plan m by 
combining the strenghts of the preparation m and associated body state b (CLP9). The 
strength of the effector state for m is determined by a combination of the strengths of 
the preparation state for m (V1) and the preparation state for b (V2). An effector state 
only occurs when the focus is self-performed action or imitation.  

 

CLP9  From preparation of action and preparation of body to action 
if a preparation state for motor plan m occurs with strength V1 
and  a preparation state for body state b occurs with strength V2 
and the focus is self-performed action or imitation 
then  an effector state for m occurs with strength h(β, ω1, ω2, V1, V2) 

preparation_state(m,V1) & preparation_state(b,V2) &  
(focus(action_execution) or focus(imitation,a))          →→  effector_state(m, h(β,ω1, ω2,V1,V2)) 

 
If motor plan m is executed, CLP10 and CLP11 describe how this leads to a feeling of 
the changes in the body state through the body loop [3]. The body state is first 
changed through property CLP10. The body state is then sensed through CLP11. 
 

CLP10  From effector state to body state 
if an effector state for motor plan m occurs with strength V 
then a body state b will occur with strength V 

effector_state(m,V) →→ body_state(b,V) 
 

CLP11  Sensing a body state 
if body state b occurs with strength V 
then b will be sensed with strength V 

body_state(b,V) →→ sensor_state(b,V) 
 

However, even before a motor plan is executed, its predicted outcome already leads to 
a feeling through the as-if body loop [3] described by properties CLP6, CLP7 and 
CLP8. In response to a preparation state for motor plan m, a sensory representation of 
the predicted sensory outcome of m is formed (CLP6). This leads to a preparation 
state for the body state b associated with motor plan m (CLP7). 
 
CLP6  Generating a sensory representation of a response outcome 
if  a preparation state for motor plan m occurs with strength V1 
and  action m is sensed in the world with strength V2 
and the current sensory representation for m has strength V3 
then  the updated sensory representation for m has strength V3 + γ(h(β, ω1, ω2, V1, V2) - V3) ∆t 

preparation_state(m,V1) & sensor_state(m,V2) & srs(m,V3) →→  srs(m, V3+γ(h(β,ω1, ω2,V1,V2)-V3)∆t) 
 

The strength of the preparation of body state b associated with motor plan m is up-
dated with rate γ. Again, β represents the orientation for emotional response.  

 

CLP7  Generating a preparation of a body state 
if a sensory representation of motor plan m occurs with strength V1 
and the current preparation state for body state b has strength V2 
then the updated preparation state for b has strength V2 + γ(ω1V1 - V2) ∆t 

srs(m,V1) & preparation_state(b,V2) →→ preparation_state(b, V2+γ(ω1V1 - V2)∆t) 
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Property CLP8 describes the update of the strength of a sensory representation for 
body state b, based on the strengths of the preparation state for b, the sensor state for b 
and the current strength of the sensory representation for b in a similar manner as 
described above for CLP5.  

 

CLP8  Generating a sensory representation of the body state 
if a preparation state for body state b occurs with strength V1 
and body state b is sensed with strength V2 
and the current sensory representation of b has strength V3 
then the updated sensory representation of b has strength V3 + γ(h(β, ω1, ω2, V1, V2) - V3) ∆t 

preparation_state(b,V1) & sensor_state(b,V2) & srs(b,V3)  →→  srs(b, V3+γ(h(β,ω1, ω2,V1,V2)-V3)∆t) 
 

This preparation state can directly lead to a sensory representation of the changed 
body state (CLP8) as opposed to the indirect path from an effector state of m resulting 
in a sensory representation of the changed body state through the real sensation 
(CLP11) of an actual change in the body state (CLP10). 

The actual outcome of the execution of motor plan m is observed through CLP12 
and CLP13. The execution of an action changes the world in which the agent is acting 
throught CLP12.  

 
CLP12  From effector state to world state 
if an effector state for motor plan m occurs with strength V 
then this action m will occur in the world with strength V 

effector_state(m,V) →→ world_state(m,V) 
 

These changes in the world can then again be observed throught CLP13.  
 
CLP13  Sensing outcome of a motor plan 
If action m occurs in the world with strength V 
then m will be sensed with strength V 

world_state(m,V) →→ sensor_state(m,V) 
 

Finally, properties CLP2, CLP3, CLP4, CLP9, CLP14, CLP15, and CLP16 describe 
how a focus state arises. First the context of the action preparation is sensed. A context 
can consist of a self-performed action, imagination of an action, imitation of another 
agent, or mirroring another agent. In case of imitation or mirroring, the context also 
indicates which agent is imitated or mirrored (indicated below by rectangular braces). 
This leads to a sensory representation of the context (CLP2). This sensory representa-
tion leads to a focus state of either performing, imagining, imitating or mirroring an 
action (CLP3).  

 
CLP2  Generating a sensory representation for a sensed context 
if  context c is sensed [and implies agency to agent a] 
then  a sensory representation for c [with agency a] will occur 

sensor_state(c[,a]) →→ srs(c[,a]) 
 

A sensory representation of a context leads to a focus state of either self-performed 
action, imagination, imitation or mirroring.  
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CLP3  From sensory representation of a context to focus state 
if  a sensory representation of a context c occurs [with agency a] 
then  a focus state for c [with agency a] will occur 

srs(c[,a]) →→ focus(c[,a]) 
 

In case of imitating or mirroring the identity of the agent that is to be imitated or 
mirrorred is also added to the focus state. This focus state can have several different 
effects. In the case of imagining an action, the focus state is responsible for activating 
a sensory representation of a stimulus that is not really there (CLP14, see [6]). When 
the focus is imagination, then a sensory representation of a stimulus is created.  

 
CLP14  Imagining a stimulus 
if the focus is imagination 
then a sensory representation of imagined stimulus s will occur with strength 1 

focus(imagination) →→ srs(s,1) 
 

In the case of imitating or mirroring of another agent, the focus state is responsible 
for enabling transformation of a sensory representation of a stimulus from a third 
person perspective to a first person perspective (CLP4, see [10]). In the case of action 
execution or imitation, the focus state is responsible for the creation of an effector 
state (CLP9), while in the case of imagining or mirroring, its responsibility is to in-
hibit the creation of an effector state.  Finally, through CLP15 and CLP16, the focus 
state leads to the attribution of the preparation for an action (CLP16) and the corre-
sponding feelings (CLP15) to the self or to another agent, according to the context. In 
case of imitation, the action and associated feeling are attributed to the self as well as 
to the other agent.  

 
CLP15  Attribution of a feeling 
if  a sensory representation of body state b occurs with strength V 
and  the focus is self-performed action, imagination or imitation 
then the feeling of b with strength V is attributed to the self 
     srs(b,V) & (focus(action_execution) or focus(imagination) or focus(imitation,a)) →→ attribution(b,V,self) 
 

if  a sensory representation of body state b occurs with strength V 
and  the focus is imitation or mirroring of agent a’s behavior 
then the feeling of b with strength V is attributed to agent a 

srs(b,V) & (focus(imitation,a) or focus(mirroring,a)) →→ attribution(b,V,a) 
 

CLP16  Attribution of an action 
if  a sensory representation of action m occurs with strength V 
and  the focus is self-performed action, imagination or imitation 
then action m with strength V is attributed to the self 

srs(m,V) & (focus(action_execution) or focus(imagination) or focus(imitation,a)) →→ attribution(m,V,self) 
if  a sensory representation of action m occurs with strength V 
and  the focus is imitation or mirroring of agent a’s behavior 
then action m with strength V is attributed to the self as well as to agent a 

srs(m,V) & (focus(imitation,a) or focus(mirroring,a)) →→ attribution(m,V,a) 
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4   Simulation Results 

Using the supporting LEADSTO software environment, for the formally specified 
model a number of simulations were run. The resulting simulation traces visualise the 
state properties of the model over time; e.g., see Figure 2. Time is depicted at the 
horizontal axis. The visualisation using bars indicates of the different state properties 
whether they are true or false at every time point. The graphs indicate for state proper-
ties containing a quantitative variable, the development of the (real) value of this 
variable over time. Four example simulation results will be briefly discussed to dem-
onstrate the ability of the agent model to display self-performed action, action imagi-
nation, imitation and mirroring. As a scenario, the lifting of a box was considered. For 
all scenario’s shown β was set to 1 (maximal emotional response), γ was set to 0.2 
(moderate rate of change), and ω1 and ω2 were both set to 1 (equal weighing of both 
factors considered in the function h). Furthermore, the step size ∆t was set to 1. The 
strength of the stimuli (box and a person lifting a box) were both set to 0.5. Figure 2 
shows simulation traces for two example simulations.  

Self-performed action. In the simulation results for the self-performed action of 
lifting a box first the stimulus - the box - is perceived by the agent: sensor_state(box, 0.5) 
is true from time point 0 up to time point 100. Then a sensory representation is 
formed; srs(box, 0.5) becomes true after 1 time step. Since the context is a  
self-performed action, the stimulus does not need to be transformed, therefore the 
transformed stimulus is equal to the sensory representation of the observed stimulus: 
transformed_stim(box, 0.5). Development takes place of the strengths of feeling srs(b,V), 
preparation for the motor plan preparation_state(m,V), preparation for the bodily response 
preparation_state(b,V), the effector state for the motor plan effector_state(m,V) and the attri-
bution of the action and the feeling to the self, attribution(m,V,self) and attribution(b,V,self) 
respectively. The simulation shows that not only does a preparation state for a motor 
plan arise, but the effector state also obtains a strenght > 0. A little later in time, the  
preparation state for a bodily response arises (the as-if body loop, [3, 4]). The prepara-
tion of a body state leads to the development of a feeling (srs(b,V)), the actual occur-
rence of the body state contributes to the strength of the feeling. The action (motor 
plan m) as well as the feeling (body state b) are attributed to the self. 

Action imagination. The simulation results for the imagination of the action of lifting 
a box (Figure 2(a)) show that the sensory representation for the stimulus (box) is 
formed in the absence of a sensor state for the stimulus. Furthermore, even though the 
preparation state for m reaches the same level as that in the scenario of self-performed 
action, the formation of an effector state is prevented by the context of imagination; 
the value of variable V in state property effector_state(m,V) remains 0.  

Imitation. The simulation results for the imitation of the action of lifting a box show 
that the sensed stimulus of a person lifting a box is transformed to a first person per-
spective: a representation of the box. State property sensor_state(person_lifting_box, 0.5) is 
transformed to state property transformed_stim(box, 0.5).  Furthermore, it is shown that the 
focus state contains not only the context of imitation, but also the identity of the agent 
to be imitated (agent x): focus(imitation, x). Consequently, the action is attributed to the 
self, as well as to agent x. 
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Fig. 2. Simulation traces: (a) imagination (left hand side) and (b) mirroring (right hand side) 

Mirroring. The simulation results for the scenario of mirroring agent x’s action of 
lifting a box (Figure 2(b)) show that again, the stimulus is transformed to a first per-
son perspective and the action and feeling are attributed to agent x. Furthermore, the 
activation of an effector state for m is prevented by the context of mirroring. There-
fore, in the case of mirroring there is no change in the body state b, since the action is 
not executed. Therefore, the development of the strengths of the preparation states 
and the associated feeling is slower. In the scenario of imagination there is also an 
absence of action execution.  
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5   Mathematical Analysis 

In the example simulations discussed above it was shown that for a time period with a 
constant environment, the strengths of sensory representations, preparations, body 
states and feelings reach a stable equilibrium. By a mathematical analysis it can be 
addressed which types of equilibria are possible. To this end equations for equilibria 
were determined from the dynamical model equations. Here: 

 

 ts(X, t)  the level of the transformed sensory representation of X  
 p(X, t)  the level of the preparation of X  
 srs(X, t)  the level the sensory representation of X  
 e(X, t)  the level of the effector state for X  
 ss(X, t)  the level of the sensor state for X  (for simplicity assumed 0 or 1) 
 

The following equation models the transformed stimulus: 
 

ts(w2, t) = 1 – (1–ss(w1, t)) (1–ss(imagination, t)) (1–ss(action, t)) 
 

Note that this is 1 when one of the external factors ss(w1, t), ss(imagination, t)  and 
ss(action, t)  is 1, and 0 otherwise. The dynamical model specifications can be ex-
pressed as differential equations as follows. 

 

= γ (β(1-(1-ts(w2, t))(1-srs(b, t))) + (1-β)ts(w2, t)srs(b, t) – p(m, t)) 

      = γ [(β(1-(1-p(m, t))(1-srs(w3, t)) +(1-β)p(m, t)srs(w3, t)]  

        [1 – (1 – ss(imitation, t)) (1 – ss(action, t)) ] – e(m, t)) 

  = γ (β(1-(1-p(a, t))(1-e(a, t))) + (1-β)p(a, t)e(a, t) – srs(w3, t)) 

    =  γ (β(1-(1-srs(w3, t))(1-e(m, t))) + (1-β) srs(w3, t)e(m, t) – srs(b, t)) 
 

 

To obtain equations for equilibria, constant values for all variables are assumed 
(also the ones that are used as inputs). Then in all of the equations the reference to 
time t can be left out, and in addition the derivatives can be replaced by 0. Assuming γ  
nonzero, this leads to four equations in srs(b), p(m), srs(w3), e(m), with externally de-
termined  ss(c) and ts(w2). For the case that β = 1, the following equations result 

 

ts(w2)  = 1 – (1–ss(w1)) (1–ss(imagination)) (1–ss(action))    (0) 
(1-(1-ts(w2))(1-srs(b))) – p(m) = 0    (1) 
(1-(1-p(m)(1-srs(w3)))  [1 – (1–ss(imitation)) (1–ss(action)) ] – e(m) = 0      (2) 
(1-(1-p(m))(1-e(m))) – srs(w2) = 0    (3) 
(1-(1- srs(w3))(1-e(m))) – srs(b) = 0    (4) 

 

When both β = 1 and ts(w2) = 1, this results in the following: 
 

ss(w1) = 1   or  ss(imagination) = 1 or  ss(action) = 1        (0) 
p(m) = 1    (1) 
e(m) = [1 – (1 – ss(imitation)) (1 – ss(action)) ]     (2) 
srs(w3) = 1    (3) 
srs(b) = 1    (4) 

 

This case is shown in the example traces in Figure 2.  
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6   Discussion 

The cognitive agent model presented in this paper incorporates both a mirroring func-
tion and a super mirror function of preparation states. The mirroring function enables 
the agent to recognize actions of other agents, while experiencing feelings associated to 
these actions. The super mirroring function provides a control layer; it enables the 
agent to determine and keep track of the context of its mental processing, such as ac-
tion imagination, mirroring another agent, imitation of another agent or own action 
execution. Depending on the context, the super mirroring function suppresses or stimu-
lates the actual performance of a prepared action. When this super mirroring function 
is not well-developed this may lead to deviations in functioning, such as imperfect self-
other distinction as occurs in variants of autism, or uncontrolled impulses to imitate 
what is observed (for example, after watching anti-social or violent actions on TV). 

The cognitive functions involved have been adopted, abstracted, and formalised 
from mirror neuron and super mirror neuron functions informally described in neuro-
logical literature such as [6, 8, 15, 12, 11]. The cognitive agent model has been for-
mally specified in the hybrid temporal modeling language LEADSTO [1], and has 
been analysed mathematically. In example simulations it was shown that preparation 
states for actions can be used not only for actual preparation of a to be executed ac-
tion, but that such a preparation state can also be used to internally simulate the ef-
fects of the execution of an action (as in mirroring or imagination). The sensing of the 
context of an action and the creation of a focus state is the process that eventually 
leads to the differentiation between the different uses of the same preparation state. 
This focus state influences perception of the stimulus and execution of the action. 
Furthermore the focus state is also responsible for attribution of the effects of the 
preparation state to the correct agent.  

The resulting cognitive agent model functions according to the Simulation Theory 
perspective on mindreading (e.g., [5]), the simulation perspective on imagination [6], 
and perspectives on imitation [7, 13, 14], which all assume that the own sensory rep-
resentations, feelings and preparation states are used in reading another agent’s ac-
tions and emotions, in imagination of actions and emotions, and in imitation. Thus it 
provides an economically designed generic agent model unifying different modes of 
mental processing. It has a high extent of flexibility, as it can easily switch between 
the different modes of mental processing. Due to this flexibility and its economical 
design, this model may provide a basis for extension to models that build on these 
forms of action preparation and execution, for example, to induce empathy reactions 
or to infer intentions of the mirrored agent.  
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Abstract. In this paper we propose integrating two collective computa-
tional intelligence techniques gene expression programming and cellular
evolutionary algorithms with a view to induce expression trees, which,
subsequently, serve as weak classifiers. From these classifiers stronger
ensemble classifiers are constructed using majority-voting and boosting
techniques. The paper includes the discussion of the validating experi-
ment result confirming high quality of the proposed ensemble classifiers.

Keywords: gene expression programming, cellular evolutionary
algorithm, ensemble classifiers.

1 Introduction

Gene expression programming introduced by Ferreira [6] is an automatic pro-
gramming approach. In GEP computer programs are represented as linear char-
acter strings of fixed-length called chromosomes which, in the subsequent fitness
evaluation, can be expressed as expression trees of different sizes and shapes.
The approach has flexibility and power to explore the entire search space, which
comes from the separation of genotype and phenotype.

Several experiments with gene expression programming for classification tasks
were presented in [10], [11]. In this paper gene expression programming is strength-
ened by the paradigm of cellular evolutionary algorithms - the population of genes
is structured by using the concept of neighborhood. Individuals can only interact
with their closest neighbors in the population. For an introduction to cellular evo-
lutionary algorithms see [1].

The paper is organized as follows. In section 2 classifiers induced by gene ex-
pression programming are proposed and discussed. In section 3 two classification
algorithms based on gene expression programming and cellular evolutionary al-
gorithms are introduced. In section 4 the results of validating experiment are
shown. Finally, section 5 contains conclusions.
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2 Using Cellular Gene Expression Programming to
Induce Classifiers

Consider data classification problem. In what follows C is the set of categorical
classes which are denoted 1, . . . , |C|. We assume that the learning algorithm
is provided with the training set TD = {< d, c > | d ∈ D, c ∈ C} ⊂ D ×
C, where D is the space of attribute vectors d = (wd

1 , . . . , wd
n) with wd

i being
symbolic or numeric values. The learning algorithm is used to find the best
possible approximation f̄ of the unknown function f such that f(d) = c. Then
f̄ is a classifier which can be applied to find the class c = f̄(d) for any d ∈ D.

As usual when applying GEP methodology, the algorithm uses a population
of individuals (called genes), selects them according to fitness and introduces
genetic variation using several genetic operators. Each individual is composed of
a single gene divided into two parts as in the original head-tail method [6]. The
size of the head (h) is determined by the user with the suggested size not less
than the number of attributes in the dataset. The size of the tail (t) is computed
as t = h(n− 1) + 1 where n is the largest arity found in the function set. In the
computational experiments the functions are: logical AND, OR, XOR, NOR and
NOT. Thus n = 2 and the size of the gene is h + t = 2h + 1. The terminal set
contains triples (op, attrib, const) where op is one of relational operators <, ≤,
>, ≥, =, �=, attrib is the attribute number, and finally const is a value belonging
to the domain of the attribute attrib. As usual in GEP, the tail part of a gene
always contains terminals and head can have both, terminals and functions.
Observe that in this model each gene is syntactically correct and corresponds to
a valid expression. Each attribute can appear once, many times or not at all. This
allows to define flexible characteristics like for example (attribute1 > 0.57) AND
(attribute1 < 0.80). On the other hand, it can also introduce inconsistencies
like for example (attribute1 > 0.57) AND (attribute1 < 0.40). This does not
cause problems since a decision subtree corresponding to such a subexpression
would evaluate it to false. Besides, when studying the structure of the best
classifiers in our experiments the above inconsistencies did not appear. Attaching
an expression tree to a gene is done in exactly the same manner as in all GEP
systems.

Traditionally, GEP algorithms work on a single population of genes. Here, the
benefits of structuring the population by defining neighborhoods are explored.
Individuals are arranged on a torus-like grid of dimension xmax × ymax. Each
point of the grid has a neighborhood that overlaps the neighborhood of nearby
individuals; all the neighborhoods have the same size and identical shape. The
boundary individuals of the grid are connected to the individuals located in the
opposite borders in the same row/column, depending on the case. This results in
toroidal grid and all the individuals have exactly the same number of neighbours.
In the experiments the L5, or NEWS neighborhood - 4 nearest neighbours in a
given axial (north, east, west, south) direction was applied.

The algorithm for learning the best classifier using cellular GEP works as
follows. Suppose that a training dataset is given and each row in the dataset
has a correct label representing the class. In the initial step the minimal and
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maximal value of each attribute is calculated and a random population of genes
placed on the grid is generated.

To introduce variation in the population the following genetic operators are
used: mutation, transposition of insertion sequence elements (IS transposition),
root transposition (RIS transposition), one-point recombination, two-point re-
combination. Genetic operations may only take place in L5 neighborhood of each
individual. What is more, the reproductive cycle is applied to all the individuals
synchronously, that is the population for the next generation is created at the
same time for all individuals on the grid.

In order to compare the quality of genes used as classifiers two measures are
introduced. Suppose that the learning dataset TR and a class cl ∈ C are fixed.
The first measure counts the rows which are classified incorrectly. For a gene g

nF cl(g) =
∑

rw∈TR, g(rw) is true

sg(rw is from class �= cl)

where

sg(ϕ) =
{

1 if ϕ is true
0 otherwise

The second measure is defined as:

nT cl(g) =
∑

rw∈TR, g(rw) is true

sg(rw is from class cl)

Obviously, for two genes the one with the higher nT cl is better and respectively
for the measure nF cl - the lower the better. Using the above measures, fitness
of a gene g is defined as:

fitnesscl(g) = nT cl(g) − nF cl(g)

The algorithm of cGEP learning is shown as Algorithm 1.

3 Learning Algorithms

Below two learning algorithms, called cGEP-mv and cGEP-ada, are described.

3.1 Algorithm cGEP-mv

Learning takes place in two steps, shown as Algorithms 2 and Algorithm 3.
Firstly, for each class (separately) the population of genes best fitting the class
is found. During this step, in each generation the algorithm cGEP is applied
and using the domination relation (defined below) best individuals are copied
to next generation. The objective of the second step, called meta learning, is to
select subsets of informative genes from the population defined in the first step
in order to obtain high classification accuracy.
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Algorithm 1. Algorithm cGEP learning

Require: class cl, training data, integer NG, integer noInd
1: create the grid with a random population Pop
2: for i = 1 to NG do
3: express genes as expression trees,
4: calculate fitness of each gene,
5: keep best gene
6: for all g ∈ Pop do
7: nghbrs←CalculateNeighourhood(g)
8: offspring1←One-pointRecomb(g, nghbrs)
9: offspring2←Two-pointRecomb(g, nghbrs)

10: gNew ← the better fitted of two offsprings
11: mutation(gNew)
12: IStransposition(gNew)
13: RIStransposition(gNew)
14: Replacement(position(g), AuxiliaryPop, gNew)
15: end for
16: Pop ← AuxiliaryPop
17: end for
18: return noInd best genes from Pop

Definition 1. We say that gene g1 dominates gene g2 in class cl if nT cl(g1) >
nT cl(g2) and nF cl(g1) < nF cl(g2).

The relation of domination is irreflexive, antisymmetric and transitive.

Definition 2. We say that gene g is not dominated in the population pop iff no
gene from pop dominates g.

Algorithm 2. Algorithm cGEP-mv, first step

Require: training data with correct labels representing |C| classes, integer sizePop,
integer sizeBest

Ensure: population of sizeBest genes for each class
1: for all cl ∈ C do
2: population bestcl ← φ
3: repeat
4: call algorithm cGEP for class cl to generate pop
5: add to population bestcl those genes from population pop which are not dom-

inated in population bestcl

6: until population bestcl contains at least sizeBest elements
7: end for

In the process of meta-learning genetic algorithms are applied in order to
select a subset of genes obtained in the process of learning and resulting in the
population of |C| × sizeBest genes. Now individuals are defined as matrices of
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type MG = {0, 1}|C|×sizeBest which correspond to the distribution of genes from
population best. For the matrix mg ∈ MG the set {i : mg[cl, i] = 1} picks up
genes from population bestcl which are meaningful for the class cl. To define
fitness of an individual mg, we assume the majority vote is performed to classify
each data row and the number of correct answers is counted. Let r = (x, y) be
a data row

whichcl
i (mg, x) =

⎧⎨
⎩

1 if mg[cl, i] = 1 and
population bestcl(i) is true for x

0 otherwise

mv(mg, x) = max
cl

(
sizeBest∑

i=1

whichcl
i (mg, x))

and, finally

fitness(mg) =
|r : mv(mg, x) = y|

|dataset|
Standard genetic operators: mutation and crossover are applied to find one
matrix mg best fitting the given dataset. This matrix is then used in testing
where again, the majority vote is applied. Finally, Algorithms 2 and Algorithm
3 are used to define Algorithm 4 which is majority-voting making use of cellular
paradigm.

Algorithm 3. Algorithm cGEP-mv second step (meta-learning)

Require: training data with correct labels representing |C| classes, integer noIter,
population of sizeBest genes for each class,

Ensure: best metagene mg
1: create random population popMet of metagenes
2: for i = 1 to noIter do
3: calculate fitness of each metagene from popMet
4: using roulette rule choose the metagenes for the next step,
5: mutation,
6: crossover,
7: end for
8: return the best metagene mg

3.2 Algorithm cGEP-ada

As suggested in [14] a weak classifier can be considerably improved by boost-
ing. The general idea is to create an ensemble of classifiers by resampling the
training dataset and creating a classifier for each sample. In each step the most
informative training data is provided - for example those for which the previous
classifier misclassified. Then an ensemble of generated classifiers together with an
intelligent combination rule proves often to be a more efficient approach. Freund
and Schapiro [8] suggested a refinement of a boosting algorithm called AdaBoost.
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Algorithm 4. Algorithm cGEP-mv

Require: training data with correct labels representing |C| classes, integer sizePop,
integer sizeBest, testing data TS

Ensure: qc quality of the majority vote classifier
1: apply Algorithm 2 to define population best
2: apply Algorithm 3 to find metagene mg
3: qc ← 0 {test mg for testing data TS}
4: for all (x, y) ∈ TS do
5: if mv(mg,x) = y then
6: qc ← qc + 1
7: end if
8: end for
9: qc ← qc/|TS|

10: return qc

For a predefined number of iterations T , the following procedures are performed.
In the tth step, according to the current distribution - which is uniform in the
first iteration, a sample is drawn from the dataset. The best classifier Ct is found
for the sample and using the whole dataset the error of the current classification
is calculated. The distribution is updated so that the weights of those instances
that are correctly classified by the current classifier Ct are reduced by the factor
depending on the error, and the weights of misclassified instances are unchanged.
Once T classifiers are generated ’weighted majority voting’ is used to classify the
test set. The idea is to promote those classifiers that have shown good perfor-
mance during training - they are rewarded with a higher weight than the others.
The details are given in Algorithm 5, where cGEP is used as a weak classifier
and AdaBoost methodology is applied.

It can be observed that in each iteration t the distribution weights of those
instances that were correctly classified are reduced by a factor βt and the weights
of the misclassified instances stay unchanged. After the normalization the weights
of instances misclassified are raised and they add up to 1/2, and the weights of
the correctly classified instances are lowered and they also add up to 1/2. What
is more, since it is required that the weak classifier has an error less than 1/2, it
is guaranteed to correctly classify at least one previously misclassified instance.
In the ensemble decision those classifiers which produced small error and βt

is close to zero, have a large voting role since 1/βt and logarithm of 1/βt are
large.

4 Computational Experiment Results

To evaluate the proposed approach computational experiment has been car-
ried out. The experiment involved the following 2-classes datasets from the UCI
Machine Learning Repository [2]: Wisconsin Breast Cancer (WBC), Diabetes,
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Algorithm 5. Algorithm cGEP-ada

Require: training data TD of size N , test dataset TS, integer T , integer M ≤ N -
size of the selected dataset

Ensure: qc quality of the AdaBoost classifier.
1: initialize the distribution D1(i) = 1

N
, i = 1, . . . , N

2: for t = 1 to TT do
3: for the current distribution Dt select a training dataset St ⊂ TD of size M ,
4: call Algorithm cGEP for the dataset St, receive the classifier Ct

5: using the majority voting for Ct calculate the error εt =
∑

Ct(xi) �=yi
Dt(i)

6: if εt > 0.5 then
7: abort
8: else
9: βt = εt/(1 − εt)

10: end if
{ update the distribution}

11: for i = 1 to N do
12: if Ct(xi) = yi then
13: Dt(i) ← Dt(i) × βt

14: end if
15: normalize the distribution Dt+1(i) = Dt(i)/Zt, Zt =

∑
i Dt(i)

16: end for
17: end for

{test the ensemble classifier C1, C2, . . . , CT in the test dataset TS}
18: qc ← 0
19: for all (x,y) ∈ TS do
20: Vi =

∑
Ct(x)=i log (1/βt), i = 1, . . . , |C|

21: c ← argmax1≤j≤|C|Vj

22: if c = y then
23: qc ← qc + 1
24: end if
25: end for
26: qc ← qc/|TS|
27: return qc

Sonar, Australian Credit (ACredit), German Credit (GCredit), Cleveland Heart
(Heart), Hepatitis and Ionosphere.

In the reported experiment the following classification tools have been used:
Cellular GEP with majority voting (cGEP-mv) and Cellular GEP with adaboost
(cGEP-ada) described in details in the previous sections versus 16 well-known
classifiers from WEKA Environment for Knowledge Analysis v. 3.7.0 [18] includ-
ing Naive Bayes, Bayes Net, Logistic Regression, Radial Basis Function Network,
AdaBoost, Support Vectors Machine, Ensemble Selection, Bagging, Classifica-
tion via Clustering, Random Committee, Stacking, Rotation Forest, Decision
Table, FT Tree, Random Forest and C4.5.

Computations involving cGEP-mv have been run with the following arbitrary
parameter settings: xmax = ymax = 15; target population size 80; percentage
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Table 1. Comparison of the classifier accuracy (%)

no. classifier WBC Diab. Sonar ACr. GCr. Heart Hep. Ion.

1 Naive Bayes 95,99 76,30 67,78 77,68 75,40 83,70 84,51 82,62
2 Bayes Net 97,14 74,35 80,28 86,23 75,50 81,11 83,22 89,46
3 Logistic 96,56 77,21 73,08 85,22 75,20 83,70 82,58 88,89
4 RBF Network 95,85 75,39 72,11 79,71 74,00 84,07 85,80 92,31
5 AdaBoost M1 94,85 74,34 71,63 84,64 69,50 80,00 82,58 90,88
6 SVM 96,99 77,34 75,96 84,92 75,10 84,07 85,16 88,60
7 Ensemble Selection 94,42 74,61 75,48 84,93 73,10 80,00 81,29 90,59
8 Bagging 95,56 74,61 77,40 85,07 74,40 79,26 84,52 90,88
9 Class. via clustering 95,71 64,84 54,32 74,06 56,60 77,04 74,19 70,94
10 Random Committee 95,99 73,95 84,13 83,48 73,90 80,37 84,52 92,59
11 Stacking 65,52 65,10 53,36 55,51 70,00 55,56 79,35 64,10
12 Rotation Forest 96,99 76,69 84,13 87,25 74,80 80,74 82,58 93,73
13 Decision Table 95,28 71,22 69,23 83,48 71,00 84,81 76,13 89,46
14 FT 96,99 77,34 79,81 85,51 68,30 82,96 81,29 90,31
15 Random Forest 96,13 73,82 80,77 85,07 72,50 78,15 82,58 92,87
16 C4.5 94,56 73,82 71,15 86,09 70,50 76,66 83,87 91,45
17 cGEP-mv 95,58 76,99 80,79 87,39 76,27 80,24 86,46 91,73
18 cGEP-ada 95,86 77,21 81,24 86,52 77,37 83,84 87,13 91,35

of the non-dominated expression trees taking part in the majority voting 70%;
number of iterations in Cellular GEP 250; probability of mutation 0.5, RIS trans-
position 0.2, IS transposition 0.2, 1-point recombination 0.2 and 2-point recombi-
nation 0.2. Computations involving CGEP-ada have been run with the following
arbitrary parameter settings: xmax = ymax = 10; number of the Adaboost iter-
ations 5; number of iterations in Cellular GEP 30; number of repetitions in the
class learning 50. The remaining settings are identical as in case of cGEP-mv. In
all WEKA classifiers the default parameter settings have been used.

Table 1 shows computation results averaged over 10 repetitions of the 10-cross-
validation scheme. Performance measure is the classifier accuracy. To evaluate
the performance of cGEP-mv and cGEP-ada the Friedman’s non-parametric test
using ranks of the data has been applied under the following hyphotheses:

– Null Hypothesis H0: All of the 18 population distribution functions are
identical.

– Alternative Hypothesis H1: At least one of the populations tends to yield
larger observations than at least one of the other populations.

Analyses of the experiment results shows that for the population of the clas-
sification accuracy observations the null hypothesis should be rejected at the
significance level of 0,05. The average Friedmans ranks for the classification ac-
curacies rank cGEP-ada on the first place and cGEP-mv on the third place
among 18 investigated classifiers.
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5 Conclusions

The paper proposes an approach based on integrating gene expression program-
ming with cellular genetic programming to induce expression trees. The induced
trees are used to construct ensemble classifiers. Main contribution of the paper
can be summarized as follows:

– Class specific cellular GEP learning procedure is proposed and implemented
– Non-dominance relation between genes is used in the process of gene selection
– Two ensemble classifiers based on expression trees induced using cellular

GEP learning procedure are constructed and validated.

The resulting cellular GEP-induced ensemble classifiers were validated exper-
imentally using several datasets and the results were compared with those of
other well established classification methods. Validation experiment results al-
low to draw the following conclusions:

– In terms of the classification accuracy and the area under the ROC curve
both - cGEP-mv and cGEP-ada perform very well and are competitive in
comparison with a majority of other approaches

– Both algorithms (cGEP-mv and cGEP-ada) are consistent assuring high
quality classification results when applied to different datasets.
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Abstract. The problem addressed in this paper concerns data reduction through 
instance selection. The paper proposes an approach based on instance selection 
from clusters. The process of selection and learning is executed by a team of 
agents. The approach aims at obtaining a compact representation of the dataset, 
where the upper bound on the size of data is determined by the user. The basic 
assumption is that the instance selection is carried out after the training data 
have been grouped into clusters. The cluster initialization and integration strate-
gies are proposed and experimentally evaluated. 

1   Introduction 

The paper focuses on learning from examples understood as the process of finding a 
classification model. In data mining learning from example delivers models for solv-
ing classification tasks. One of the recent research focus is development of techniques 
for selecting the relevant information through data reduction. Such a reduction can be 
achieved by selection of instances, selection of attributes/features or simultaneous 
reduction in both dimensions [15]. 

Data reduction is the process of selecting the relevant data with an objective to find 
patterns, also called prototypes or reference vectors, or regularities within certain 
attributes (see, for example [10]). Data reduction performed without losing extract-
able information can result in increased capabilities and generalization properties of 
the learning model. It is obvious that removing some instances from the training set 
reduces time and memory complexity of the learning process [20]. Data reduction is 
also considered as an approach to increasing effectiveness of learning process when 
the available datasets are large or distributed and when the access to data is limited 
and costly from the commercial point of view.  

A common approach to the distributed data mining (DDM) is to build separate 
models at geographically distributed sites and then to combine the models using meta-
learning [16]. In [18] it was, however, pointed out that such an approach offers a 
rather narrow view of the distributed data mining, since the data distributions in dif-
ferent locations are often not identical. Another approach to learning from the distrib-
uted data sets is based on moving all of the data to a central site, merging the data and 
building a single global learning model. Unfortunately, moving all data into a central-
ized location can be very time consuming, costly, or may not be feasible due to some 
restrictions [9, 11, 14].  
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The selection of relevant data in distributed locations and then moving only the lo-
cal patterns can eliminate or reduce the restrictions on a communication bandwidth or 
reduce the cost of data shipping, and speed up the distributed learning process [10]. 
The important distributed data mining problem is to establish a reasonable upper 
bound on the size of a dataset needed for an efficient analysis [19]. 

The aim of the paper is proposing and evaluating through computational experi-
ment a cluster-based instance selection approach generating a representative dataset 
of the required size. The proposed approach is based on the assumption that proto-
types are selected from clusters by the agent-based population learning algorithm. 
Clusters are generated at the first stage of instance selection using the similarity coef-
ficient as the criterion procedure. Strategies for cluster initialization and integration 
are experimentally evaluated. 

The paper is organized as follows. The agent-based instance selection algorithm 
and its main features are presented in Section 2. The cluster initialization procedure is 
described in Section 3. Section 4 provides details on the computational experiment 
setup and discusses its results. Finally, the last section contains conclusions and sug-
gestions for future research. 

2   A Framework for Data Reduction 

This paper considers the problem of learning from examples using dataset obtained by 
instance selection. It was proved that the instance selection is computationally difficult 
combinatorial optimization problem [7]. Thus approximate algorithms including meta-
heuristics seem to be a practical approach to solving the instance selection problem.  

In this paper the instance selection problem is solved by an agent-based population 
learning algorithm. The proposed approach uses the specialized team of agents (A-
Team) where agents execute the improvement procedures and cooperate with a view 
to solve instances of the data reduction problem. Main features of the agent-based 
population learning algorithm and an overview of the proposed approach are included 
in the next subsection. 

2.1   Main Features of the Agent-Based Population Learning Algorithm  

The A-Team concept was originally introduced in [17]. The idea was motivated by 
several approaches like blackboard systems and evolutionary algorithms, which have 
proven to be able to successfully solve some difficult combinatorial optimization 
problems. Within an A-Team agents achieve an implicit cooperation by sharing a 
population of solutions (individuals), to the problem to be solved.  

An A-Team can be also defined as a set of agents and a set of memories, forming a 
network in which every agent remains in a closed loop. Each agent possesses some 
problem-solving skills and each memory contains a population of temporary solutions 
to the problem at hand. All agents can work asynchronously and in parallel. During 
their work agents cooperate to construct, find and improve solutions which are read 
from the shared, common memory.  
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Main functionality of the agent-based population learning approach includes orga-
nizing and conducting the process of search for the best solution. It involves a se-
quence of the following steps: 

- Generation of the initial population of solutions to be stored in the common memory. 
- Activation of optimizing agents which apply solution improvement algorithms to 

solutions drawn from the common memory and store them back after the at-
tempted improvement applying some user defined replacement strategy. 

- Continuation of the reading-improving-replacing cycle until a stopping criterion is 
met. Such a criterion can be defined either or both as a predefined number of itera-
tions  or a limiting time period during which optimizing agents do not manage to 
improve the current best solution. After computation has been stopped the best so-
lution achieved so far is accepted as final. 

More information on the population learning algorithm with optimization procedures im-
plemented as agents within an asynchronous team of agents (A-Team) can be found in [2]. 

2.2   Agent-Based Population Learning Algorithm for Instance Selection 

This paper proposes an A-Team in which agents execute the improvement procedure 
and cooperate in a manner described in the preceding subsection with a view to solve 
instances of the data reduction problem.  

A potential solution is represented by a string of numbers of the selected reference 
instances. The initial population, at the initial phase, is generated randomly – one 
instance from each cluster. It is clear that drawing the initial population is preceded by 
execution of the clustering algorithm.  

Each solution from the population is evaluated and the value of its fitness is calcu-
lated. The evaluation is carried out by estimating classification accuracy of the classi-
fier, which is constructed taking into account the instances as indicated by the solution. 

In the proposed approach optimizing agents, which operate on individuals, are im-
plementations of the local search procedures. Each optimizing agent tries to improve 
quality of the received solutions by applying the implemented improvement proce-
dure. An agent, after being supplied with an individual to be improved, explores its 
neighborhood with the aim of finding a new, better solution in the neighborhood. 

To solve the data reduction problem two kinds of optimizing agents representing two 
different improvement procedures have been implemented. These are: tabu search and a 
simple local search for instance selection. Details of both procedures can be found in [4].  

The proposed A-Team uses a simple replacement strategy. Each optimizing agent 
receives a solution drawn at random from the population of solutions (individuals).   
The solution returned by optimizing agent is merged with the current population re-
placing the current worst solution.  

3   The Cluster Initialization Procedure 

It is proposed to use the clustering procedure based on the similarity coefficient. In-
stances are grouped into clusters according to their similarity coefficient calculated as 
in [4]. A cluster contains instances with identical similarity coefficients.  
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The main feature of the above procedure is that the number of clusters is deter-
mined by the value of the similarity coefficient. The experiment results discussed in 
[5] show that the instance grouping procedure based on the similarity coefficient 
assures a very good results, with respect to clustering quality measured by the silhou-
ette coefficient, in comparison with other clustering methods including, for example, 
the k-means clustering or the clustering based on the stratification [8]. The detailed 
pseudo-code of the instance grouping procedure based on the similarity coefficient is 
shown below as Algorithm 1. 
 
Algorithm 1. The instance grouping based on the similarity coefficient values 

Input: X - the matrix containing values of all instances from the original training set T,  
where X={xij : i=1,…,n; j=1,…,m+1} and n denotes the number of instances, m - the 
number of attributes. Total length of each instance is equal to m+1, where element 
numbered m+1 contains the class label (the class label of each example can take any 
value from a finite set of decision classes C = {cl : l = 1,…, k}, which has  
cardinality k). 
Output: clusters from which prototypes will be selected. 

1. Transform data instances:  each {xij} for i=1,…,n and j=1,…, m is normalized into 
interval [0,1] and then rounded to the nearest integer, that is 0 or 1. 
2. Calculate values: 
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3. For instances from X, belonging to the class cl, calculate the value of its similarity 
coefficient Ii: 
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4. Map input vectors from X with the same value of similarity coefficient Ii into clusters. 
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tained clusters. 
 

Assuming that one prototype is selected from each cluster, the number of clusters 
produced has a direct influence on the final number of prototypes, i.e. on the size of 
the reduced dataset. Thus, the selection based on the similarity coefficient can not 
always assure the required data reduction rate. Hence, the approach based on the simi-
larity coefficient is used only at the cluster initialization stage.  

When the number of clusters obtained at the first stage does not assure the required 
data reduction rate the initially generated clusters are merged. The idea is to apply a 
procedure which allows at a single step to merge two “similar” clusters where similar-
ity is measured using one of the available proximity measures. The merging is re-
peated several times and at each step only two clusters minimizing the proximity 
measure are merged. The merging is terminated when the required reduction rate is 
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obtained. Furthermore, since it is expected that the final prototype set will identical 
class distribution as the original data set, the merging procedure deciding on the num-
ber of clusters is class specific. The detailed pseudo-code of the cluster merging pro-
cedure is shown as Algorithm 2.  

Algorithm 2. The merging procedure 

Input: )(l
iY - initial clusters, where i=1,…,t and t denotes the number of initial clus-

ters; tmax – upper bound of the number of clusters (tmax<t<n). 

Output: clusters from which prototypes will be selected. 

1. Set tx:=t; 
2. While (tx>tmax) 

3. Execute the merging procedure on clusters )(l
iY containing instances belonging to 

the class cl (l=1,...,k). 
4. Update tx . 
5. End while. 

4   Computational Experiment 

4.1   Computational Experiment Settings 

To validate the proposed approach it has been decided to carry out the computational 
experiment. The experiment aimed at answering the following two questions:  

− Does the proposed approach assure appropriate compression rate?  
− Does the choice of the proximity measure, used within the merging procedure, 

used to measure the distance between clusters may influence the performance of 
the learning process?  

− Does the proposed approach perform better then other data reduction algorithms?  

In the reported research the following merging procedures proposed in [11] have been 
considered: 

− MLP – minimum linkage. The procedure calculates the distance between two clus-
ters as the smallest Euclidean distance between any two instances from two clus-
ters. The clusters, where the distance is minimal, are merged.  

− CLP - complete linkage. The procedure calculates the distance between two clus-
ters as the largest Euclidean distance between any two instances from two clusters. 
The clusters, where the distance is minimal, are merged.  

− ALP - average linkage. The procedure calculates the distance between two clusters 
as the average of the Euclidean distances between all the pairs of instances from 
two clusters. The clusters, where the distance is minimal, are merged.  

− CeLP - centroid linkage. The procedure calculates the distance between two clus-
ters as the Euclidean distance of the two means of the two clusters. The clusters, 
where the distance is minimal, are merged.  
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4.2   Dataset Choice and the Experiment Plan 

To validate the proposed approach several benchmark classification problems have been 
solved. Datasets for each problem including Cleveland heart disease, credit approval, 
Wisconsin breast cancer and sonar problem have been obtained from the UCI Machine 
Learning Repository [1]. Characteristics of these datasets are shown in Table 1.  

Table 1. Datasets used in the reported experiment 

Dataset 
Number 

of  
instances 

Number 
of  

attributes 

Number 
of classes 

The best 
reported 

classification 
accuracy 

Average number 
of clusters 

(by Algorithm 1) 

heart 303 13 2 90.0% [6] 162 
sonar 208 60 2 97.1% [1] 94 
credit 690 15 2 86.9% [1] 184 
cancer 699 9 2 97.5% [1] 133 

 
In Table 1 the average number of clusters produced at the first stage of the cluster 

initialization phase by the algorithm based on the similarity coefficient (Algorithm 1) 
is shown. 

Each benchmarking problem has been solved 30 times and the reported values of the 
quality measure have been averaged over all runs. The quality measure in all cases was 
the correct classification ratio calculated using the 10-cross-validation approach, where 
at first the available dataset was randomly partitioned into training and test sets. In the 
second step each training dataset was reduced using the proposed approach.   

The above scheme has been repeated four times, with the upper bound on the num-
ber of the selected prototypes set to tmax={5%, 10%, 15%, 20%} of the number of 
instances in the original dataset. The optimization agents were running for 100 itera-
tions. The common memory size was set to 100 individuals. The number of iterations 
and the size of the common memory were set arbitrary.  

The proposed A-Team has been implemented using the middleware environment 
called JABAT [2], based on JAVA code and built using JADE (Java Agent Develop-
ment Framework) [3]. 

4.3   Computation Experiment Results 

Classification accuracy of the classifier obtained using the reduced dataset where 
instances are selected through applying the proposed approach, has been compared 
with: 

− results obtained by machine classification without data reduction, i.e. on full, non-
reduced dataset, 

− results obtained using the set of prototypes produced through selection based on 
the k-means clustering (In this case at the first stage the k-means clustering has 
been implemented and next, from thus obtained clusters, the prototypes have been 
selected using the agent-based population learning algorithm). 
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Table 2. Accuracy  of the classification results (%)  

 heart cancer credit sonar 

C 4.5 – non-reduced dataset 77.89 94.57 84.93 74.04 

MLP (tmax=5%)  81.13 78.43 80.43 48.46 
MLP (tmax=10%)  82.54 77.87 84.52 48.46 

MLP (tmax=15%)  84.06 79.02 83.32 51.32 

MLP (tmax =20%)  87.25 78.24 81.32 56.32 

CLP (tmax=5%)  81.43 82.13 84.43 73.21 
CLP (tmax=10%)  79.04 85.32 83.20 72.02 
CLP (tmax=15%)  83.55 86.90 85.32 72.59 
CLP (tmax=20%)  83.54 89.32 87.20 73.65 

ALP (tmax=5%)  82.43 97.53 87.03 69.43 
ALP (tmax=10%)  84.64 96.30 86.66 78.32 
ALP (tmax=15%)  87.84 98.20 88.14 76.62 
ALP (tmax=20%)  86.52 97.62 89.20 74.62 

CeLP (tmax=5%) 85.32 94.32 83.72 71.43 
CeLP (tmax=10%) 87.32 95.43 83.26 69.73 
CeLP (tmax=15%) 87.12 97.60 84.71 72.43 
CeLP (tmax=20%) 89.43 96.43 86.66 73.05 

k-means (tmax=5%) 82.00 95.71 87.12 48.46 
k-means (tmax=10%) 85.67 94.43 88.99 54.34 
k-means (tmax =15%) 87.67 95.09 90.14 59.48 
k-means (tmax=20%) 88.00 96.14 90.29 72.17 

 

Table 3. Performance comparison of different instance reduction approaches (Acur. and  
Ret. in %) 

Problem heart cancer credit Sonar 
Approach Accur. Ret. Accur. Ret. Accur. Ret. Accur. Ret. 

ALP (tmax=10%) 84.64 10 96.30 10 86.66 10 78.32 10 

ALP (tmax=15%) 87.84 15 98.20 15 88.14 15 76.62 15 

ALP (tmax=20%) 86.52 20 97.62 20 89.20 20 74.62 20 

k-means (tmax=20%) 88.00 20 96.14 20 90.29 20 72.17 20 

CNN [20] 73.95 31 95.71 7.09 77.68 24.12 74.12 32.85 

SNN [20] 76.25 34 93.85 8.35 81.31 28.38 79.81 28.26 

IB3 [20] 81.16 11 96.57 3.47 85.22 4.78 69.38 12.02 

DROP 3 [20] 80.84 13 96.14 3.58 83.91 5.96 78.00 26.87 

RMHC [15] 82.3 3 70.9 7 - - - - 

GA-KJ [13] 74.7 33.1 95.5 33.4 - - 55.3 52.6 
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The learning tool used in the experiment was the C 4.5 algorithm [12]. Computation 
results are shown in Table 2. The ranking of the compared approaches is shown in 
Fig. 1, where horizontal axis represents the mean relative difference between the 
mean accuracies of the best method and the given method. 
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Fig. 1. Ranking of the data reduction methods 

It should be noted that the proposed method produces very good results as com-
pared with the case when data reduction is carried-out by the k-means-based ap-
proach. The cluster-based data reduction allows to induce classifiers outperforming 
those induced using original, non-reduced dataset. Further, from Table 1 it is also 
clear that the distance measure used to measure proximity of the clusters may have a 
direct influence on the accuracy of clustering, quality of the selected prototypes and 
hence, the classification accuracy. Experiment results indicate that the ALP cluster 
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merging strategy assures significantly better results than other merging strategies. 
Moreover the ALP procedure is competitive, with respect to classification accuracy, in 
comparison with other, well known, approaches to data reduction, which can be con-
cluded from data shown in Table 3. The column Ret. in Table 3 shows what percent-
age of instances from the original training set has been retained by the respective 
reduction algorithm. 

5   Conclusions 

The main contribution of the paper is proposing and validating a cluster-based in-
stance selection approach assuring the required size of the reduced dataset and, at the 
same time, guaranteeing best possible classification accuracy of the classifier induced 
using the reduced dataset. To produce clusters the proposed approach uses an imple-
mentation of the agent-based population learning algorithm. Clusters are produced in 
two stages including cluster initialization at the first stage and cluster merging at the 
second.  

Computational experiment results have confirmed that the cluster-based data re-
duction is an effective data reduction tool in data mining. The experiment shows that 
the clustering procedure based on the similarity coefficient is an effective cluster 
initialization method. The proposed approach extends the existing range of the avail-
able techniques of data reduction. 

A critical factor at the stage where clusters are merged, is the distance measure 
used to measure the proximity of the clusters. Finding more effective merging algo-
rithms should be the focus of further research. Effectiveness of the approach should 
be also studied using a wider range of the available classifiers. It should be also pos-
sible to integrate two stages of the data reduction, that is clustering and cluster merg-
ing, into a single agent-based population learning algorithm.   
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Abstract. In this paper, we present the application of the Differen-
tial Evolution (DE) algorithm to the problem of finding optimal mixed
strategies in zero-sum games for two players. Differential evolution (DE)
is a simple and powerful optimization method, which is mainly applied
to numerical optimization and many other problems (for example: neural
network train, filter design or image analysis). The advantage of the DE
algorithm is its capability of avoiding so-called ,,local minima” within the
considered search space. Thanks to the special operator of the adaptive
mutation, it is possible to direct the searching process within the solu-
tion space. Approach used in this article is based on the probability of
selecting single pure strategy. In optimal mixed strategy, every strategy
has some probability of being chosen. Our goal is determine this proba-
bility and maximize payoff for a single player. We also compare proposed
method with well known approximation algorithm.

Keywords: Game theory, Differential evolution, zero-sum games.

1 Introduction

Competition plays very important role in our life. A basic feature of the competi-
tion is that the final outcome depends primarily on the combination of strategies
selected by the adversaries. Game theory has influenced many fields, including
economics (its initial focus) [1], political science [7], biology [4], and many others.
Game theory is an integral part of artificial intelligence (AI) [12], e-commerce
[3], and other areas of computer science. Scope of this article are the zero-sum
games [11]. Every zero-sum game has at least one optimal strategy [13]. Assum-
ing, that we consider only games, where saddle points not exist, calculating the
optimal mixed strategy is a difficult task, and it may be described as a finding
distribution of probability over the set of pure strategies.

Now, if the first player has a mixed strategy X∗, and the second player has a
mixed strategy Y ∗, such that:

J.-S. Pan, S.-M. Chen, and N.T. Nguyen (Eds.): ICCCI 2010, Part I, LNAI 6421, pp. 363–372, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



364 U. Boryczka and P. Juszczuk

X∗My ≥ v, for all Y ,
xMY ∗ ≤ v, for all X ,

where M is the payoff matrix, X∗My denotes the payoff for the first player, v
is the value of the the game. We refer X∗ and Y ∗ as optimal strategies since:

– if first player uses strategy X∗, his expectation is at least v, irrespective of
what the second player does;

– if second player uses strategy Y ∗, he can make first player expectation at
most v, irrespective, what the first player does.

This problem was successfully solved by the pivot method and by the simplex
method ( both methods are part of linear programming). A linear programming
problem may be defined as the problem of maximizing or minimizing linear
function subject to linear constraints. So matrix game for two players can be
easily transformed into linear equations. Unfortunately, both methods give only
one solution for the game. Sometimes player want to choose from the set of
optimal mixed strategies.

Our motivation is to show a new method of finding set of optimal mixed
strategies. The Differential Evolution (DE) provides at least one optimal mixed
strategy in every single run of the algorithm. While increasing size of the prob-
lem, set of optimal mixed strategies also is growing. Compare this method with
any other is difficult, because the DE is the nondeterministic algorithm. In this
article we present preliminary study of the DE used for the game theory.

Our article is organized as follows: first we describe the problem of finding
the optimal mixed strategies in large zero-sum games for two players. In sec-
tion three, we recall well known approximation algorithm [13], and propose new
DE based algorithm for calculating the optimal mixed strategies. Section four
contains the experiments, and comparative study of two described algorithms.
Finally we end with some conclusions and future works.

2 Proposed Methodology

A two-player game is a zero-sum game if the sum of the payoffs of two players
is zero for any choice of the strategies. In a normal form, such game may be
defined as a payoff matrix Mm,n, where every player i ∈ 1, ..., n has a set of pure
strategies (or actions) Si, and a utility function:

ui → S1 × S2 × ... × Sn → R (1)

that maps every outcome (a vector consisting of a pure strategy for each player,
also known as a profile of pure strategies) to a real number.

In the theory of games a player is said to use a mixed strategy whenever he
or she chooses to randomize over the set of available actions. Formally, a mixed
strategy is a probability distribution that assigns to each available action a likeli-
hood of being selected. When the player has only finite number of strategies, the
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mixed strategy may be described as an m - dimensional vector S = (s1, .., sm),
which also needs to meet two conditions:

si ≥ 0, (2)

which denotes, that the probability of choosing the strategy si is greater or equal
to 0. Second condition means that the sum of probabilities must be equal to 1:

m∑
i=1

si = 1. (3)

Cell Mi,j is the payoff for the first player in case, when the first player choose i
pure strategy, and the second player choose j pure strategy. As it may be seen,
the game on the fig. 1 is not fair, because every cell in the payoff matrix is
positive. The game cost v is equal to zero if:

min(Mi,j) + max(Mi,j) = 0, for i, j ∈ {1, 2, ..., n},

where n is number of the pure strategies for every player. If only one action
has a positive probability of being selected, the player is said to use a pure
strategy. So, when a mixed strategy is played, a pure strategy is chosen according
to this distribution before the game starts and then followed throughout the
game. General problem is to calculate values of probability of choosing each
pure strategy. Complexity of this task depends on the number of the possible
pure strategies. In the next section we show two methods for calculating the
optimal mixed strategy.

3 Algorithms for Calculating Optimal Mixed Strategy

In this section we show two methods for calculating the optimal mixed strategy.
First method is derived from the literature, and it is based on the probability
distribution [13]. At every step of the algorithm, the best player strategy is
chosen. The second player behaves in the same way, and chooses strategy, that
is the best response. Players make their choices for a determined number of
iterations. Strategies that bring the highest payoff are chosen more frequently.

Where S1i is the i-th pure strategy of the first player and M is the payoff
matrix. The algorithm is very easy and brings good results - even for large
games, where number of strategies for single players is greater than 10. First 6
starting steps of algorithm is shown on the fig. 1.

Separated values 1 : 1 : 1 : 0 and 0 : 2 : 1 : 0 are frequency of using pure
strategies. Frequency vectors may be transformed into corresponding probability
vectors 0.33 : 0.3 : 0.33 : 0 and 0 : 0.66 : 0.33 : 0. This probability may be used
to calculate the game cost v.

v =
∑n

i=1 Sxi·Mx,i
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Algorithm 1. Approximation algoritm
Take any row player strategy S1i from the matrix M ;1

Copy selected strategy below the matrix and mark the smallest number in it;2

Select the column player strategy S2j that is above the smallest number in3

selected row S1i;
Copy that strategy S2j at the right and mark its largest number;4

while stop criterion is not met do5

Add row S1k (pointed by the largest number from S2j) to the row below the6

matrix and write it below that row ;
Select column that is above the smallest number in S1k, add this strategy to7

the strategy S2j on the right and write it next to it;
go to step 4;8
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Fig. 1. Approximation algorithm

where n is length of the probability vector, Sxi is the i− th element of the mixed
strategy of the first player used against x pure strategy of the second player,
Mx,i denotes cell in the payoff matrix.

The second algorithm is based on Differential Evolution (DE). DE is a stochas-
tic, population-based search strategy developed by Storn and Price in 1995 [9].
It has mostly been applied to optimize functions defined over continuous-valued
landscapes [10]. DE has also been applied to train neural networks (NN) [6]. In
this case an individual represents a complete NN. Similar approach was made for
training Fuzzy Cognitive Maps [2]. Other applications of the Differential Evo-
lution focus on clustering [8], system design [5]. The pseudocode of the general
DE algorithm is presented in algorithm 2.

Every individual in population is created on the basis of the payoff matrix
(Fig. 2), where Xi if frequency of using strategy Xi for player 1, and Yi is
frequency of using strategy Yi (player 2). Length of the single genotype may be
calculated according the formula:

dim = count(X) + count(Y ).

For example, 2 player game, where each of the players has 20 pure strategies is
40-dimensional optimization problem. Every gene in genotype has a value in the
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Algorithm 2. Basic DE algorithm
Create the initial population of genotypes P0 = {X1,0, X2,0, ..., Xn,0};1

Set the generation number g = 0;2

while stop criterion is not met do3

Compute the fitness function for every genotype in the population4

{f(X1,g), f(X2,g), ..., f(Xn,g)} ;
Create the population of trial genotypes Vg based on Pg;5

Make crossover of genotypes from the population Pg and Vg to create6

population Ug ;
Choose the genotypes with the highest fitness function from population Ug7

and Pg for the next population;
generation = generation + 1, go to step 4;8

2 3 1 4

3 1 4 4

2 4 2 1

4 1 2 3

Y1 Y2 Y3 Y4

X1

X2

X3

X4

I Player

II Player X1 X2 X3 X4

Fig. 2. Creation of the single individual

range < 0 : 1 > and represents the probability of choosing the pure strategy.
Mutation is a primary genetic operator in the differential evolution algorithm.
It is based on the few steps listened in the algorithm 3:

Algorithm 3. Mutation schema
Set the F parameter1

foreach individual xi ∈ population P do2

Generate three different random numbers r1, r2, r3 between range (1, ..., n)3

foreach gene j ∈ genotype do4

Calculate vij = xr1j + F · (xr2j − xr3j ),5

An individual vi(t) represents an individual after the mutation. (xr2 − xr3) is
a differential vector created from the two random individuals xr2 and xr3). The
differential vector gives information about the fitness landscape and in this way
the search process is directed.

The main part of the presented algorithm is a calculation of the fitness func-
tion. We can formulate following equations:∧

xi∈X

f1 = |Y ∗Mxi − v| (4)
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∧
yi∈Y

f2 = |X∗Myi − v| (5)

where xi is a pure strategy, X is a set of pure strategies, X∗ is the mixed strategy,
v is a game cost (for the optimal mixed strategy, which is calculated inside the
fitness function), and X∗Myi is an expected payoff for the player using the mixed
strategy X∗ against the pure strategy Yi. Optimal mixed strategy X∗ guarantees
that game cost v is constant, while playing against every pure strategy of the
second player (this rules holds also for the second player - second player plays his
optimal mixed strategy Y ∗ against every pure strategy of first player). Second
part of the fitness function is based on the Eq. 3 - sum off all probabilities over
the optimal mixed strategy of single player is equal to 1.

f3 = 1 − |
m∑

i=1

Xi|, (6)

f4 = 1 − |
m∑

i=1

Yi|. (7)

where Xi is probability of choosing strategy i for X player. Fitness function is
a sum of four above equations:

f = f1 + f2 + f3 + f4, (8)

Game cost is calculated as follows:

v =

∑n
i=1 XmixedMyi

n +
∑ m

i=1 YmixedMxi

m

2
(9)

where n is number of pure strategies of the second player, XmixedMyi is the
i− th pure strategy of Y player used against the mixed strategy of the X player.

4 Experimental Results

The aim of this experiments is to compare existing approximation algorithm
and the new proposed method for computing the optimal mixed strategies for
two players zero-sum games. The DE algorithm has the following parameters:
the binomial crossover, the crossover parameter CR = 0.5 [10], the mutation
parameter F = 0.7 [10], the population size nX = 50, the number of the differ-
ential vectors nv = 1. Number of iteration for the DE was set to 7500 for every
tested game. Number of iterations for the approximation algorithm was set to
1000000. As we can see, the number of iterations for both algorithms differ a lot.
One iteration of the DE algorithm consists of mutation, crossover, fitness eval-
uation and selection (for 50 individuals in the population). On the other hand,
the approximation algorithm iteration consists only from the add operation. We
tested 10 different randomly generated games. Number of strategies for every
test game differs from 10 to 20. Tested parameters are:
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Table 1. The comparison of how effectively DE finds mixed optimal strategies - com-
pared with approximation algorithm - pessimistic spacing

Number the best average the worst median standard Approx
of pesDE pesDE pesDE pesDE deviation

strategies spacing spacing spacing spacing pesDE Algorithm

10 x 10 game 1 6.530% 8.229% 9.716% 8.453% 0.992 53.186%

10 x 10 game 2 8.709% 10.156% 12.566% 10.044% 1.080 59.942%

15 x 15 game 1 7.306% 17.594% 21.209% 18.436% 3.132 59.657%

15 x 15 game 2 9.572% 17.561% 22.312% 18.010% 3.773 58.131%

15 x 15 game 3 12.446% 25.075% 32.267% 26.197% 3.366 55.277%

20 x 20 game 1 29.277% 34.064% 37.855% 34.820% 2.881 55.678%

20 x 20 game 2 21.274% 29.530% 37.881% 28.723% 4.895 57.364%

20 x 20 game 3 23.226% 31.219% 40.184% 30.499% 3.826 61.087%

20 x 20 game 4 22.032% 29.407% 38.793% 27.784% 3.913 46.075%

20 x 20 game 5 21.049% 33.774% 42.225% 35.361% 4.262 69.685%

Table 2. The comparison of how effectively DE finds mixed optimal strategies - com-
pared with approximation algorithm - average spacing

Number the best average the worst median standard Approx
of avgDE avgDE avgDE avgDE deviation

strategies spacing spacing spacing spacing avgDE Algorithm

10 x 10 game 1 1.334% 2.184% 3.528% 1.886% 0.739 13.118%

10 x 10 game 2 0.594% 2.689% 3.816% 3.287% 0.714 18.835%

15 x 15 game 1 0.109% 2.209% 7.385% 1.638% 2.327 16.834%

15 x 15 game 2 1.387% 4.871% 10.830% 4.575% 3.025 19.570%

15 x 15 game 3 1.370% 4.530% 8.796% 4.972% 2.526 16.997%

20 x 20 game 1 1.152% 4.345% 8.644% 4.321% 2.738 15.329%

20 x 20 game 2 1.356% 2.881% 5.464% 2.692% 1.288 16.334%

20 x 20 game 3 1.528% 3.462% 7.443% 3.255% 2.150 17.439%

20 x 20 game 4 1.506% 3.656% 7.307% 3.806% 1.736 10.319%

20 x 20 game 5 1.192% 4.418% 10.006% 3.395% 3.394 13.470%

– pessimistic spacing (pesDE) : distance between minimal v calculated from
set of the first player pure strategies and maximal v calculated from the
second player pure strategies - expressed as a percentage.

pesDE = (1 − min(vx1, vx2, ..., vxn)
max(vy1, vy2, ..., vym

)· 100 (10)

where vxi is the optimal mixed strategy of the first player used against the
pure i − th strategy of the second player.

– average spacing (avgDE) : average value from set of possible game costs v
calculated from both players - expressed as a percentage.
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Fig. 3. Converge of population to optimum - first 1000 iterations. a) 10 x 10 game; b)
15 x 15 game; c) 20 x 20 game

Table 3. The 10 example DE algorithm runs - probability distribution over the set of
pure strategies S for the row player

Nr. P (S1) P (S2) P (S3) P (S4) P (S5) P (S6) P (S7) P (S8) P (S9) P (S10)

1. 0.175 0.178 0.11 0.082 0.001 0.0 0.156 0.0 0.18 0.109

2. 0.15 0.203 0.121 0.089 0.004 0.0 0.164 0.0 0.173 0.098

3. 0.06 0.238 0.09 0.2 0.0 0.0 0.16 0.111 0.138 0.0

4. 0.092 0.218 0.092 0.172 0.0 0.0 0.162 0.086 0.147 0.025

5. 0.109 0.216 0.106 0.144 0.0 0.0 0.164 0.046 0.16 0.046

6. 0.224 0.147 0.122 0.061 0.008 0.0 0.13 0.0 0.173 0.137

7. 0.177 0.191 0.113 0.078 0.0 0 0.151 0.006 0.169 0.11

8. 0.188 0.182 0.121 0.07 0.0 0.0 0.146 0.0 0.172 0.12

9. 0.15 0.2 0.118 0.089 0.001 0.0 0.163 0.003 0.175 0.096

10. 0.209 0.141 0.112 0.08 0.005 0.0 0.147 0.025 0.166 0.112

avgDE = (1 −
∑n

i=1 vxi

n∑ m
j=1 vyj

m

)· 100 (11)

For the differential evolution algorithm, convergence of population is also
measured.

Second part of experiments is based on the convergence of population. 3 games
with different difficulty were tested. Everytime the DE algorithm was set to 3000
iterations. Two interesting population features may be seen at figure 4. First,
significant improvement of the fitness function is observed especially in the first
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1000 iterations. At the last stage of the algorithm (> 2500 iterations) only overall
improvement of the population may be seen (the best so far found solution is
almost constant).

Finally, notice that the approximation algorithm allows to find only one prob-
ability distribution over the set of strategies S. In table 3 we can see 10 example
runs of the DE algorithm for simple 10 x 10 game chosen from the test set. It
is clear to see, that the probability distributions differ, so the DE algorithm is
capable to find different optimal mixed strategies.

Results may be seen in tables 1 and 2. The DE algorithm was better in both
cases. Even for very large games, evaluation error is acceptable. The approx-
imation algorithm tends to stuck far from optimum. This situation is clearly
seen especially in the table 1. It can be assumed, that significant increase the
number of the iterations for the approximation algorithm should bring major
improvement. We can see, that the new proposed method of computing the op-
timal mixed strategies in large zero-sum games is far better than the compared
approximation algorithm. The large error for the pessimistic spacing, that is ob-
served in the table 1 is caused by the calculation method. For the large games,
only few strategies for each player seems to be not effective, but the pessimistic
spacing method takes into account only the worst strategies. Confirmation of
this observation is in the table 2, where the average spacing error is very small
even for the games with 20 strategies for both players.

5 Conclusions

Differential evolution (DE) was chosen out of all evolutionary algorithms (EAs)
available, to speed up the execution, since the DE algorithm is one of the sim-
plest of all evolutionary algorithms. Proposed approach allows to generate the
approximate optimal mixed strategies for the large zero-sum games. Our next
goal is to describe the DE based algorithm allowing to extract pure strategies
(which are part of the mixed strategy) having a big probability of choosing -
which are main building blocks of the optimal mixed strategy.
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Abstract. In this paper, we would like to propose a new method for
constructing decision trees based on Ant Colony Optimization (ACO).
The ACO is a metaheuristic inspired by the behavior of real ants, where
they search for optimal solutions by considering both local heuristic and
previous knowledge, observed by pheromone changes. Good results of
the ant colony algorithms for solving combinatorial optimization prob-
lems suggest an appropriate effectiveness of the approach also in the
task of constructing decision trees. In order to improve the accuracy of
decision trees we propose an Ant Colony algorithm for constructing De-
cision Trees (ACDT). A heuristic function used in a new algorithm is
based on the splitting rule of the CART algorithm (Classification and
Regression Trees). The proposed algorithm is evaluated on a number of
well-known benchmark data sets from the UCI Machine Learning reposi-
tory. What deserves particular attention is the fact that empirical results
clearly show that ACDT performs very good while comparing to other
techniques.

1 Introduction

One should know that data mining is a process of extracting useful knowledge
from real-world data. Among several data mining tasks – such as clustering and
classification – this paper focuses on classification. The aim of the classification
algorithm is to discover a set of classification rules. One of algorithms for solving
this task is Ant–Miner, proposed by Parpinelli and colleagues [16], which em-
ploys Ant Colony Optimization techniques [3,8] to discover classification rules.
In this paper, we present a new approach of ACO in Data Mining – ant colony
alghorithm for constructing decision trees. Ant Colony Optimization is a branch
of a newly developed form of artificial intelligence called swarm intelligence. The
swarm intelligence is a form of emergent collective intelligence of groups of sim-
ple individuals: ants, termites or bees in which indirect form of communication
via pheromone was observed. Pheromone values encourage the ants following the
path to build good solutions of the analyzed problem and the learning process
occurring in this situation is called positive feedback or autocatalysis.

J.-S. Pan, S.-M. Chen, and N.T. Nguyen (Eds.): ICCCI 2010, Part I, LNAI 6421, pp. 373–382, 2010.
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In the present thesis we would like to discuss a series of important sections.
The First section is devoted to an introduction to the subject of this paper.
Section 2 provides detailed description of the Ant Colony Optimization in data
mining. Section 3 describes decision trees, especially the CART algorithm. Sec-
tion 4 focuses on the presented new algorithm ACDT. Section 5 presents the
experimental study that has been conducted to evaluate the performance of
ACDT, taking into consideration the data sets. The last section concludes ob-
tained results and discusses the future evolution of the presented approach.

2 Ant Colony Optimization in Data Mining

In this paper we defined an ant algorithm to be a multi–agent system inspired
by the observation of real ant colony behavior exploiting the stigmergic commu-
nication paradigm. The optimization algorithm in this paper was inspired by the
previous works on Ant Systems (AS) and, in general, by the term — stigmergy.
This phenomenon was first introduced by P.P. Grasse [12].

An essential step in this direction was the development of Ant System by
Dorigo et al. [8], a new type of heuristic inspired by analogies to the foraging
behavior of real ant colonies, which has proven to work successfully in a series
of experimental studies. Diverse modifications of AS have been applied to many
different types of discrete optimization problems and have produced very satis-
factory results [6]. Recently, the approach has been extended by Dorigo et al.
[4,5,9,10] to a full discrete optimization metaheuristics, called the Ant Colony
Optimization (ACO) metaheuristics.

The Ant Colony System (ACS) algorithm has been introduced by Dorigo and
Gambardella to improve the performance of Ant System [7,8], which allowed to
find good solutions within a reasonable time for small size problems only. The
ACS is based on 3 modifications of Ant System: a different node transition rule;
a different pheromone trail updating rule; the use of local and global pheromone
updating rules (to favor exploration).

The node transition rule is modified to allow explicitly for exploration. An
ant k in analyzed node i chooses the node j to move to following the rule:

j =
{

arg maxu∈Jk
i
{[τiu(t)] · [ηiu]β} if q ≤ q0

J if q > q0

where q is a random variable uniformly distributed over [0, 1], q0 is a tunable
parameter (0 ≤ q0 ≤ 1), and J ∈ Jk

i is an analyzed node that is chosen randomly
according to a probability:

pk
iJ(t) =

⎧⎪⎨
⎪⎩

τiJ (t) · [ηiJ ]β∑
l∈Jk

i

[τil(t)] · [ηil]β

which is similar to the transition probability used by Ant System. Therefore we
can easily notice that the ACS transition rule is identical to Ant System’s one,
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when q > q0, and is different when q ≤ q0. More precisely, q ≤ q0 corresponds to
the exploitation of the knowledge available about the problem, that is, the heuris-
tic knowledge about distances between nodes and the learned knowledge memo-
rized in the form of pheromone trails, whereas q > q0 favors more exploration.

An adaptation of Ant Colony Optimization to classification is a research area
still not well explored and examined. The appeal of this approach similarly
to the evolutionary techniques is that they provide an effective mechanism of
conducting a more global search. These approaches are based on a collection of
attribute–value terms, then it can be expected that these approaches will also
cope better with attribute interaction than greedy induction algorithms [11].

The prototype Ant–Miner is an ant–based system [16] and it is more flexible
and robust than traditional approaches. This method incorporates a simple ant
system in which a heuristic value based on the entropy measure is calculated.
Ant–Miner has produced good results when compared with more conventional
data mining algorithms, such as C4.5 [17], ID3 and CN2 [2]. ACDT (proposes
in this work) is a different approach than Ant–Miner. In Ant–Miner, the goal of
the algorithm was to produce an ordered list of rules, which was then applied to
the test data in order of being discovered. ACDT constructs decision trees.

One should know that there are many other characteristics of ACO which
are really important in data mining applications. It is interesting to mention
that ACO contrary to deterministic decision trees or rule induction algorithms,
during rule induction, tries to extenuate the problem of premature convergence
to local optima because of stochastic element which prefers a global search in the
problem’s search space. Secondly, the ACO metaheuristics is a population–based
one. It permits the system to search in many independently determined points
in the search space concurrently and to use the positive feedback between ants
as a search mechanism [15].

3 Decision Trees

Data mining, the science and technology of exploring data sets in order to dis-
cover previously unknown patterns, is a part of the overall process of knowledge
discovery in data bases. In data mining, a decision tree is a predictive model
which can be used to represent both classifiers and regression models. When a
decision tree is used for classification tasks, it is referred to as a classification
tree. When it is used for regression tasks, it is called regression tree.

A decision tree is used in determining the optimum course of action, in sit-
uations having several possible alternatives with uncertain outcomes. The re-
sulting chart or diagram (which looks like a cluster of tree branches) displays
the structure of a particular decision, and the interrelationships and interplay
between different alternatives, decisions, and possible outcomes. Decision trees
are commonly used in operational research, specifically in decision analysis, for
identifying an optimal strategy for reaching a goal. The evaluation function for
decision trees will be calculated according to the following formula:

Q(T ) = φ · w(T ) + ψ · a(T, P ) (1)
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where:
w(T ) – the size (numer of nodes) of the decision tree T ,
a(T, P ) – the accuracy of the classification object from a test set P by the
tree T ,
φ and ψ – constants determining the relative importance of w(T ) and a(T, P ).

Constructing optimal binary decision trees is a NP–complete problem, where an
optimal tree is one which minimizes the expected number of tests required for
identification the unknown objects (as shown by Hyafil and Rivest in 1976 [13]).

The problem of designing storage efficient decision trees from decision tables
was examined by Murphy and McCraw [14] in 1991. They shown that for most
cases, the construction of the storage optimal decision tree is a NP-complete
problem, and therefore a heuristic approach to the problem is necessary. Con-
structing an optimal decision tree may be defined as an optimization problem in
which at each stage of creating decisions we select the optimal splitting of the
data [18].

In most general terms, the purpose of the analysis via tree-building algorithms
is to determine a set of if–then logical (split) conditions that permit accurate
prediction or classification of cases.

Classification And Regression Tree (CART) approach was developed by Brei-
man et al. in 1984 [1] and is characterized by the fact that it constructs binary
trees, namely each internal node has exactly two outgoing edges. The splits are
selected using the Twoing Criteria and Gini index. When provided, CART can
consider misclassification costs in the tree induction. It also enables users to
provide prior probability distribution. CART looks for splits that minimize the
prediction squared error. The prediction in each leaf is based on the weighted
mean for node.

A decision tree is built in accordance with splitting rule that performs the
multiple splitting of learning sample into smaller parts. Data in the each node
have to be divided into two parts with maximum homogeneity in the decision
class.

Twoing criterion will search for two classes that will make up together more
then 50% of the data. Twoing splitting rule will maximize the following change-
of-impurity measure which implies the following maximization problem:

arg max
aj≤aR

j ,j=1,...,M

⎛
⎝PlPr

4

[
K∑

k=1

|p(k|ml) − p(k|mr)|
]2

⎞
⎠ . (2)

where:
p(k|ml) – the conditional probability of the class k provided in node ml,
Pl – the probability of transition objects into the left node ml,
Pr – the probability of transition objects into the right node mr,
K – the decision class,
aj – variable j,
aR

j – the best splitting value of variable aj .
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Although Twoing splitting rule allows us to build more balanced trees, this
algorithm works slower than the Gini rule. For example, if the total number of
classes is equal to K, than we will have 2K−1 possible splits.

Besides mentioned Twoing splitting rules, there are several other methods.
Among mostly used are an Gini index, Entropy rule, χ2 rule, a maximum de-
viation rule. It has been proved that the final tree is insensitive to the choice
of the splitting rule. The pruning procedure is much more important than the
presented rules.

4 Ant Colony Decision Trees (ACDT)

It is interesting to note that the proposed algorithm of decision tree construction
is mainly based on the version of ant colony optimization. A number of slight mod-
ifications have been introduced both as a new discrete optimization algorithm for
constructing decision trees and a new metaheuristics approach in data mining pro-
cedures. The presented modifications are introduced in the main transition rule
and they are treated as an improvement of the quality of the classification mecha-
nism. We have employed a classical version of ACO and simple changes concerning
the main rules, dedicated to each agents–ants during the construction the tours
are incorporated in the scheme. Then we have applied the classical splitting rule,
firstly used in CART. Secondly, we are complied with the pheromone changes
which are useful knowledge for creating a reasonable division.

In ACDT each ant chooses the appropriate attribute for splitting in each
node of the constructed decision tree according to the heuristic function and
pheromone values (fig. 1). The heuristic function is based on the Twoing crite-
rion, which helps ants divide the objects into two groups, connected with the
analyzed attribute values. In this way, the attribute, which well separate the ob-
jects is treated as the best condition for the analyzed node. The best splitting is
observed when we classified the same number of objects in the left and right sub-
trees with the maximum homogenity in the decision classes. Pheromone values
represent the best way (connection) from the superior to the subordinate nodes
– all possible combinations in the analyzed subtrees. For each node we calculate
the following values according to the objects classified using the Twoing criterion
of the superior node.

The pseudo code of the proposed algorithm is presented below. Lines 2–13
describe one iteration of this algorithm. At the beginning of its work, each ant
builds one decision tree (lines 4–11). At the end of the loop, the best decision
tree is chosen and then the pheromone is updated according to the splits per-
formed during the process of construction the decision tree, iteratively. While
constructing the tree, agents–ants are analyzing previous structures and some
modifications are performed in the single node. This process is performed till
the best decision tree is obtained. The process of building the decision tree is
presented in Figure 2.
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Fig. 1. Choice of splits in ACDT Fig. 2. Building the decision tree with
pheromone

Algorithm 1. Pseudo code of the proposed ACDT algorithm
initialization pheromone trail(pheromone);1

for number of iterations do2

best tree = NULL;3

for number of ants do4

new tree = build tree(pheromone);5

pruning(new tree);6

assessment of the quality tree(new tree);7

if new tree is higher quality than best tree then8

best tree = new tree;9

endIf10

endFor11

update pheromone trail(best tree, pheromone);12

endFor13

result = best constructed tree;14

The value of the heuristic function is determined according to the splitting
rule employed in CART approach (see formula (2)), in dependence on the chosen
criterion. Whereas the probability of choosing the appropriate test in the node
is calculated according to a classical probability used in ACO:

pi,j =
τm,mL(i,j)

(t)α · ηβ
i,j∑a

i

∑bi

j τm,mL(i,j)
(t)α · ηβ

i,j

(3)

where:
ηi,j – a heuristic value for the test of the attribute i and value j,
τm,mL(i,j)

– an amount of pheromone currently available at time t on the con-
nection between nodes m and mL, (it concerns the attribute i and value j),

α, β – the relative importance with experimentally established values 1 i 3.
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The initial value of the pheromone trail, similarly to the Ant–Miner approach is
established in dependence on the number of attribute values. While the pheromone
updates are performed (4) by increasing the previous values on each pairs of
nodes (parent–child).

τm,mL(t + 1) = (1 − γ) · τm,mL(t) + Q (4)

where Q determines the evaluation function of decision tree (see formula (1)),
and γ is a parameter represented the evaporation rate, equal to 0.1. mL(i,j) is
the current node, in which the test of attribute i and the value j, is performed,
and m(p,o) is the superior node, where the test of attribute p and the value o is
performed.

5 Experiments

A variety of experiments were conducted to test the performance and behavior
of the proposed algorithm. First we describe our experimental methodology and
explain its motivation. Then we present and discuss our results. In this section
we will consider an experimental study (see Table 2) performed for the follow-
ing adjustments. We have performed 200 experiments for each data set. Each
experiment included 25 generations with the population size of ant colony equal
to 10.

Pruning can be applied in two different ways. Firstly, it can be applied as a sec-
ond phase after each final decision tree has been built. Secondly, it is worthwhile
to examine pruning of the lookahead trees. For this purpose, a post–pruning
phase is applied to the decision trees that were generated by ACDT to form the
lookahead sample, and the size of the pruned decision trees will be considered.
Previous comparative studies did not find a single pruning method that is gen-
erally the best and conclude that different pruning techniques behave similarly.
Therefore, during the analysis we used the Twoing criterion and Error–Based
Pruning, and examine post–pruning of the final trees. We have performed the
experimental study for three approaches:

ACDT – with quality coefficient calculated accordingly with the learning set,
when the algorithm is evaluated based on the testing set. We also used the
Twoing criterion. We evaluate the effectiveness of the approach and then
update the pheromone values for the best quality decision tree.

CART (Salford Systems) – it is a standard implementation of the CART
algorithm ( http://www.salfordsystems.com ). Each of the analyzed pa-
rameters’ values are established in a classical way.

Ant–Miner – the classical version of the algorithm, the parameters’ values are
tuned as in the authors’ suggestions [15].

5.1 Data Sets

Evaluation of the performance behavior of ACDT was performed using 7 public–
domain data sets from the UCI (University of California at Irvine) data set
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repository available from: http://archive.ics.uci.edu/ml/. Table 1 shows
the main characteristics of the data sets, which are divided into two groups in
a random way: training (2

3 of all objects) and testing (1
3 of all objects) sets,

appropriately. In order to obtain reliable performance estimates train–and–test
were carried out to produce each of the statistics in the tables below. The ex-
periments were carried out on the Intel Celeron 1.60 GHz Computer with 1.5
GB RAM. Possible follow-up investigations suggested by the results are also
mentioned.

Table. 1. Original parameters in data
sets

Dataset N. of N. of Dec.
inst. att. Class

zoo 101 16 7

lymphography 148 18 4

wisconsin
breast cancer

699 9 2

tic-tac-toe 958 9 2

car 1728 6 4

kr-vs-kp 3196 36 3

nursery 12960 8 5

Fig. 3. Results (accuracy rate)

5.2 Results

To compare the performance of the different algorithms, we will consider three
evaluation criteria over decision trees: the accuracy, measured by the ratio of the
correctly classified examples in the testing set, and the tree size and run time
of the analyzed approaches. Several of our experiments, which are not reported
here, confirmed that relying on the tree size results in better decision trees.

The accuracy achieved by ACDT, as shown in the Table 2 and Figure 3 is bet-
ter than that of CART and Ant–Miner, in some data sets. CART achieved similar
results (only for two data sets better classification in the case of wisconsin breast
cancer and kr-vs-kp data sets were obtained). For two analyzed data sets, the
decrease in the size of the generated trees included in CART is accompanied by
an increase in predictive power. The run time in the case of ACDT is decreasing
in the comparison with the runtime for Ant–Miner approach. ACDT performs
better than its predecessor Ant–Miner (10% better in the most analyzed data
sets).

The promising outcome of the experiments shows that ACDT can deals with
relatively large data sets. It should be noticed that for all data sets, good quality
decision trees were found, both in terms of the classification accuracy and the
tree size. It can be also observed that classification time scales almost linearly
with the data sets.
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Table. 2. Comparative study (standard deviations in parentheses)

ACDT CART Ant–Miner
Dataset algorithm (Salford Systems) algorithm

Acc. Size Time Acc. Size Time Acc. Size Time

zoo
0.9680 8.0 0.1 0.9142 6.0 0.0 0.8541 5.0 0.3

(0.0383) (0.0165)

lymphography
0.8023 15.9 0.4 0.7400 10.0 1.0 0.7554 4.7 0.9

(0.0483) (0.0405)

wisconsin 0.9258 21.7 0.7 0.9442 5.0 0.0 0.9244 9.9 5.0
breast cancer (0.0111) (0.0094)

tic-tac-toe
0.9316 50.6 0.8 0.9063 30.0 0.0 0.7324 7.7 0.9

(0.0158) (0.0155)

car
0.9606 74.6 0.8 0.9583 33.0 0.0 0.8446 14.8 1.3

(0.0095) (0.0181)

kr-vs-kp
0.9939 37.4 2.6 0.9941 22.0 2.0 0.9297 7.2 80.8

(0.0011) (0.0096)

nursery
0.9941 216.8 4.9 0.9759 148.0 4.0 0.8623 17.3 10.6

(0.0018) (0.0035)

Abbrev.: Acc. – accuracy rate (standard deviations in parentheses); Size – number of
nodes / rules; Time – runtime of the approach in sec.

6 Conclusions

In recent years, ACO has proved its value and has been successfully applied in a
variety of domains, especially in combinatorial optimization problems. However,
what remains as an obstacle, ACO in data mining tasks is still opaque. The
lack of transparency can be overcome through decision trees’ construction, the
interesting domain in data mining and what is more, the high effectiveness of
the performance of ACDT – our proposition in this area.

In this paper we examined the new method for constructing decision trees
– ACDT. The proposed algorithm was simulated and compared with two ap-
proaches: CART and Ant–Miner for different data sets. The results showed that
the proposed modifications were similar to the classical approach and they can
preserve high value of predictive accuracy.

The advantages of metaheuristics algorithms in constructing decision trees
are: they work with population of ants which create candidate solutions. Sec-
ondly, they evaluate candidate solution as a whole by the objective function and
they examine the pheromone values cumulated by the agents on the appropriate
routes. These characteristics are in contrast with most deterministic methods,
which work with a single candidate solution at a time. Moreover, they use prob-
abilistic procedures that make them less prone to get trapped into local minima
in the search space.

Empirical evidence confirms that, in general, Ant Colony Optimization in data
mining copes with attribute interactions better than other algorithms. In the
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future work, we plan to provide a more flexible algorithm for creating a decision
forest. Furthermore, we want to apply the proposed algorithm to continuous
attribute values in larger data sets.
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Abstract. The multi-mode resource-constrained project scheduling problem 
with minimum and maximum time lags is considered in the paper. An activity 
is performed in a mode, which determines the demand of renewable and nonre-
newable resources required for its processing and minimum and maximum time 
lags between adjacent activities. The goal is to find a mode assignment to the 
activities and their start times such that all constraints are satisfied and the  
project duration is minimized. Because the problem is NP-hard a population-
learning algorithm (PLA2) is proposed to tackle the problem. PLA2 is a popula-
tion-based approach which takes advantage of the features common to the  
social education system rather than to the evolutionary processes. The proposed 
approach perfectly suits for multi-agent systems because it is based on the idea 
of constructing a hybrid algorithm integrating different optimization techniques 
complementing each other and producing a synergetic effect. Results of the ex-
periment were compared to the results published in Project Scheduling Problem 
Library. 

Keywords: multi-mode resource-constrained project scheduling, minimum and 
maximum time lags, evolutionary computation, population learning algorithm. 

1   Introduction 

Some real-life technological projects in civil engineering, for example, process indus-
tries (chemical industries or food industries), can be modeled as multi-mode resource-
constrained project scheduling problem with minimum and maximum time lags 
(MRCPSP/max). An activity there requires for its processing a set of renewable (ma-
chines, manpower) and a set of nonrenewable resources (money, fuel, energy). More-
over, minimum and maximum time lags between activities are introduced, which put 
temporal constraints on the start times of activities. For example, between mixing of 
concrete and some concreting work a minimum time lag should be obeyed, since con-
creting cannot start earlier than the mixing has been completed. On the other hand, a 
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maximum time lag imposed by the properties of concrete should be introduced between 
mixing and concreting. Concreting must be carried out within some time after mixing, 
otherwise concrete becomes hard. Additionally, an activity can be carried out in differ-
ent ways - execution modes which differ in activity processing time, resource require-
ments and time lags to other activities. Execution modes imply time-resource and  
resource-resource tradeoffs [8]. The objectives can be the maximalization of the net pre-
sent value, the minimalization of resource costs, or the minimalization of the project du-
ration (makespan). In the paper, our goal is to determine a mode and a start time for 
each activity such that the time lags and resource constraints are satisfied and the project 
duration is minimized. In literature, the considered problem is denoted by 
MPS|temp|Cmax [5] and m, 1T |gpr, mu|Cmax [13]. It should be mentioned that 
MRCPSP/max is a generalization of two considered in literature problems: the resource-
constrained project scheduling problem with minimum and maximum time lags 
(RCPSP/max) PS|temp|Cmax or m, 1|gpr|Cmax [7], where activity is carried out only in 
one execution mode and the multi-mode resource-constrained project scheduling prob-
lem (MRCPSP) MPS|prec|Cmax or m, 1T |cpm, mu|Cmax [26], [27] where only minimum 
time lags are considered. A thorough and explicit discussion on project scheduling prob-
lems one can find in [23]. Because the cosidered MRCPSP/max is a generalization of 
RCPSP/max it is NP-hard [2]. 

A population-learning algorithm (PLA) first proposed in [17] is used to tackle the 
problem since it was effective in solving other scheduling problems [14], [15], [16]. 
PLA is based on the idea of constructing a hybrid algorithm integrating different op-
timization techniques complementing each other and producing a synergetic effect. In 
the paper we consider PLA2 [19] where three procedures are used: cross-entropy 
(CE) described in Section 3.1, Tabu Search (TS) procedure and an island-based evo-
lution algorithm (IBEA) briefly described in Section 3.2 and 3.3, and thoroughly in 
[18], and [19] respectively.  

2   Problem Formulation 

We define a multi-mode resource-constrained project scheduling problem with mini-
mum and maximum time lags in the same way as in [12]. Namely, let a project con-
sist of a finite set V = {0,1, . . . , n, n + 1} of activities. Activity 0 represents the start 
and activity n + 1 the completion of the project. Both are dummy activities. For each 
activity i ∈ V a set Mi = {1, . . . , | Mi |} of (execution) modes is available. Activities 0 
and n + 1 can be executed in only one mode: M0 = Mn+1 = {1}. Each activity i ∈ V has 
to be performed in exactly one mode mi ∈ Mi. The processing time of activity i exe-
cuted in mode mi is denoted by pi(mi) ∈ Z≥0. The processing time of activities 0 and 
n + 1 equals 0, i.e. p0(1) = pn+1(1) = 0. Si and Ci stand for the start time and the com-
pletion time (of the performance) of activity i, respectively. If we define S0 = 0, Sn+1 
stands for the project duration. If activity i starts in mode mi at time Si, it is being exe-
cuted at each point in time t ∈ [Si, Si+pi(mi)).  

Between the start time Si of activity i, which is performed in mode mi ∈ Mi, and the 
start time Sj of activity j (j ≠ i), which is performed in mode mj ∈ Mj, a minimum time 
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lag 0
min

)()( ≥∈ Zd
ji mjmi  or a maximum time lag 0

max
)()( ≥∈ Zd

ji mjmi  can be given. A time 

lag between activities i and j depends on mode mi as well as on mode mj.  
Activities and time lags are represented by an activity-on-node (AoN) network 

N = 〈V, E, δ〉 with node set V, arc set E, and arc weight function δ. Each element of 
node set V represents an activity. In the rest of the paper we will use this terms alter-
natively. An arc 〈i, j〉 ∈ E indicates that there is given a time lag between Si and Sj. 
Arc weight function δ assigns to each arc 〈i, j〉 ∈ E a | Mi |×| Mj |-matrix of arc weights 

as follows: for a minimum time lag min
)()( ji mjmid  we set min

)()()()( jiji mjmimjmi d=δ , and for 

a maximum time lag max
)( )( ij mimjd  we set max

)( )()()( ijji mimjmjmi d−=δ . 

Since activity 0 represents the start of the project, it has to be ensured that no real 
activity can start before activity 0. For this reason, N is adapted as follows: if 
〈0, i〉 ∉ E (i ∈ V \ {0, n + 1}) holds, an arc 〈0, i〉 with 0)()1(0 =

imiδ  is introduced. Else, 

we set }0 ,max{ )()1(0)()1(0 ii mimi δδ = (mi ∈ Mi). It has also to be ensured that no real ac-

tivity can be completed after activity n + 1 since it represents the completion of the 
project. Hence, N can be adapted as follows: if 〈i, n + 1〉 ∉ E (i ∈ V \ {0, n + 1}) 
holds, an arc 〈i, n + 1〉 with )()1(1)( iinmi mp

i
=+δ , (mi ∈ Mi) is introduced. Otherwise, 

)}(,max{ )1(1)()1(1)( iinminmi mp
ii ++ = δδ , (mi ∈ Mi). 

Rρ and Rν denote the set of renewable resources and the set of nonrenewable re-

sources, respectively. 0>∈ ZRk
ρ  stands for the capacity of renewable resource k 

(k ∈ Rρ) which is available at each point in time. 0>∈ ZRk
ν  stands for the capacity of 

nonrenewable resource k (k ∈ Rν) which is available in total. Provided that activity i is 

performed in mode mi, 
ρ

kmi i
r )(  units of renewable resource k (k ∈ Rρ) are used at each 

point in time at which activity i is being executed, and ν
kmi i

r )(  units of nonrenewable 

resource k (k ∈ Rν) are consumed in total. For activities 0 and n + 1 we set 

,0)1(1)1(0 == +
ρρ

knk rr  k (k ∈ Rρ) and ,0)1(1)1(0 == +
νν

knk rr  k (k ∈ Rν). 

A schedule (M, S) defined in [12] consists of a mode vector M and a start time vec-
tor S. A mode vector M = (mi)i ∈ V assigns to each activity i ∈ V exactly one mode 
mi ∈ Mi as execution mode of i. A start time vector S = (Si)i ∈ V assigns to each activity 
i ∈ V exactly one point in time t ≥ 0 as start time Si with S0 = 0. 

With A(M, S, t) = { i ∈ V | Si ≤ t < Si + pi(mi)} denoting the set of activities being 
executed at time t for a given schedule (M, S), MRCPSP/max can be stated as follows: 

Min. Sn + 1 (1)

s.t. 

)()( ji mjmiij SS δ≥−   (〈i, j〉 ∈ E), (2)
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ρρ
k

tSMAi
kmi Rr

i
≤∑

∈ ),,(
)(   (k ∈ Rρ;  t ≥ 0), (3)

νν
k

Vi
kmi Rr

i
≤∑

∈
)(   (k ∈ Rν), (4)

mi ∈ Mi    (i ∈ V), (5)

Si ≥ 0   (i ∈ V), (6)

S0 = 0. (7)

The objective is to determine a schedule (M, S) such that the time lags (2) are ob-
served, the constraints w.r.t. the renewable resources (3) and nonrenewable resources 
(4) are met, and the project duration is minimized (1). Such a schedule is called opti-
mal. A schedule (M, S) satisfying (2) - (4) is called feasible. 

3   Population Learning Algorithm 

Population learning algorithm proposed in [17] has been inspired by analogies to a 
social phenomenon rather than to evolutionary processes. The population learning al-
gorithm takes advantage of features that are common to social education systems: 

− A generation of individuals enters the system. 
− Individuals learn through organized tuition, interaction, self-study and self-

improvement. 
− Learning process is inherently parallel with different schools, curricula, teachers, 

etc. 
− Learning process is divided into stages. 
− More advanced and more demanding stages are entered by a diminishing number 

of individuals from the initial population (generation). 
− At higher stages more advanced education techniques are used.  
− The final stage can be reached by only a fraction of the initial population. 

General idea of the present implementation of PLA2 is shown in the following pseudo 
code: 

Procedure PLA2 
Begin 
1. Create an initial population P0 of the size x0 - 1 

using procedure cross-entropy (CE). 
2. Create an individual TSI in which all tasks i are to 

be executed in mode mi characterized by maximal task 
processing time. 

3. Improve the individual TSI with the tabu search (TS) 
procedure. 
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4. Create population P1 = P0 + TSI. 
5. Improve all individuals in P1 with the IBEA. 
6. Output the best solution to the problem. 
End. 

In the procedure PLA2, x0 = K·PS, where K – the number of islands and PS – the 
population size on an island defined in procedure IBEA.  

All individuals (solutions) used in the PLA2 procedure can be characterized in the 
following manner: 

 

− all processing modes of all activities are numbered consecutively. Thus processing 

mode mb of task Jb has the number b
b

i ib mMc += ∑ −
=

1

0
, 

− an individual (a solution) is represented by an (n + 2)-element vector 
S = {ci⎪ 0 ≤ i ≤ n + 1}, 

− all S representing feasible solutions are potential individuals;  
− each individual can be transformed into a schedule by applying LSG, which is a 

specially designed list-scheduling algorithm, which schedules activities in S one by 
one minimizing their start times and satisfying all constraints of MRCPSP/max; 

− each schedule produced by the LSG can be directly evaluated in terms of its fit-
ness, unfeasible schedules are penalized (a description of LSG for discrete-
continuous scheduling is given in [19]). 

3.1   A Cross-Entropy Algorithm 

In PLA2 the proposed CE procedure is perceived as the procedure preparing some so-
lution basis for further improvement by procedure IBEA. In CE procedure a cross-
entropy method first proposed in [25] is used since it was effective in solving various 
difficult combinatorial optimization problems [4]. Because in CE procedure a solution 
is viewed as a vector of n jobs, we would like to know the probability of locating job i 
on a particular place j in the vector. For this reason we introduce two success prob-
ability vectors jp̂  and jip′ˆ  related to each job i and its place j in solution S. Vector 

}1  {ˆ nipp jij ≤≤= , 1 ≤ j ≤ n contains pji values, which is the probability that on 

place j there will be located job i. Vector }1  {ˆ ijilji Dlpp ≤≤=′ , 1 ≤ j ≤ n, 1 ≤ i ≤ n 

contains pjil values, which is the probability that on place j task i will be executed in 
mode l. A procedure CE using cross-entropy method for combinatorial optimization 
described in [3] and modified for solving MRCPSP/max problem is shown in the fol-
lowing pseudo code: 
 

Procedure CE 
Begin 
1. Set ic:= 1 (ic - iteration counter), icstop – maximal 

number of iterations, a:= 1. 

2. Set .1 , }1 1{ˆ njninpp jij ≤≤≤≤==
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3. Set .1 ,1 , }1 1{ˆ ninjDlDpp iijilji ≤≤≤≤≤≤==′  

4. While ic • icstop do 
4.1. Generate a sample S1, S2, … , Ss, … , SN of solu-

tions with success probability vectors jp̂  and jip′ˆ . 

4.2. Order S1, S2, … , Ss, … , SN by nondecreasing values 
of their fitness function. 

4.3. Set ⎡ ⎤ 1) (0, , ∈⋅= ρργ N . 

4.4. Set  1 
))((

ˆ 1

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

≤≤
=

== ∑ = ni
ijSI

pp s s
jij γ

γ

, (2)

1 ≤ j ≤ n, I(Ss(j) = i) = 1, I(Ss(j) • i) = 0, 
where Ss(j) – number of the task located on j-th 
place in s-th solution S, Di – the number of 
available task modes. 

4.5. Set 
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

≤≤
=

==′ ∑ =
i

s s
jilji Dl

ljiSI
pp 1 

))((
ˆ 1

γ

γ

, (3)

1 ≤ j ≤ n, 1 ≤ i ≤ n, I(Ss(ji) = l) = 1, 
I(Ss(ji) • l) = 0, where Ss(ji) – an execution mode 
of task i located on j-th place in s-th solution 
S. 

4.6. Save the first h = ⎡K·PS / icstop⎤ best solutions 
from the ordered sample into P0 under address a. 
Set a:= a + h. 

4.7. Set ic:= ic + 1. 
EndWhile. 
EndProcedure. 

In the presented pseudo code parameters K – the number of islands and PS – the 
population size defined in procedure IBEA.  

3.2   A Tabu Search Algorithm 

Tabu search is a metaheuristic used in PLA2 (see [9]). It is a local search procedure 
proved by other researchers to be efficient in solving difficult computational problems 
[9], [21]. In the present implementation of the tabu search procedure we introduce the 
neighborhoods Nt and Nmd of a solution S. Nt is a set of solutions generated from S by 
moving a task Ji ∈ S from place i to the rest n – 1 places. Thus we yield ⎜Nt ⎜ = n⋅(n - 1) 
neighbors. Nmd is a set of solutions generated from S by assigning to task Ji ∈ S one by 
one in a row all of its Di modes. Thus we yield another ⎜Nmd ⎜ = n⋅(Di - 1) neighbors. 
The considered tabu search procedure is shown in the following pseudo code:  
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Procedure TS 
Begin 
1. Set S0 = initial solution TSI (li = 1, 1 • i • n). 
2. Set the best solution Sbest = S0. 
3. Set Tabu List TL = {∅}. 

4. Set Nt = {SI} and Nmd = {∅}. 
5. Repeat the following max_number_of_iterations times: 
5.1. Find the best legal neighbour Sbln of S0, i.e. the 

best across Nt and Nmd neighbour which is not on 
TL. 

5.2. Set S0 = Sbln. 
5.3. If Sbln is more fit than Sbest then Sbest = Sbln.  
5.4. Put Sbln on the Tabu list. 
5.5. If the fitness of S0 has not improved after nit 

number of iterations construct a new solution by 
moving a task i in S0 to one of the chosen ran-
domly less frequently visited places on the task 
list and assigning to it one of the chosen ran-
domly less frequently assigned execution modes. 

EndRepeat. 
EndProcedure. 

3.3   An Island-Based Evolutionary Algorithm 

The island-based approach brings two benefits: a model that maps easily onto the par-
allel hardware and extended search area (due to multiplicity of islands) preventing 
from being caught in local optima [1], [2], [6], [10], [20]. The following pseudo-code 
shows main stages of the IBEA algorithm: 

Procedure IBEA 
Begin 
1. Set the number of islands K, the number of generations 

PN for each island, the size PS of the population on 
each island. For each island Ik, form an initial popu-
lation selecting at random PS individuals from P1. 

2. While no stopping criteria is met do 
2.1. For each island Ik do 
2.1.1. Evolve PN generations using PBEA. 
2.1.2. Send the best solution to I(k mod K) + 1. 
2.1.3. Incorporate the best solution from 

I((K+k -2) mod K) + 1 instead of the best one. 
EndWhile. 
3. Find the best solution Sbest across all islands and 

save it as the final one. 
EndProcedure. 

PBEA (Population-Based Evolutionary Algorithm) iteratively improves a population 
of individuals using selection, crossover, and mutation operators selecting the best in-
dividual at the final stage. The pseudo-code of PBEA the reader can find in [19]. 
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4   Computational Experiment 

The proposed a version of cross-entropy based population learning algorithm - PLA2 
for solving the multi-mode resource-constrained project scheduling problem with 
minimum and maximum time lags was implemented and tested. The test set of 
benchmark instances used for evaluation of PLA2 was downloaded from a project 
scheduling problem library (PSPLIB) discussed in [22] and available in [24]. The re-
sults yielded by PLA2 were compared to the results of three heuristics Prio, TSDR, 
TSF considered in [11], because problem instances to test them were generated, as 
well as for PLA2, using ProGen for MRCPSP/max with the same parameter settings. 
All in all, PLA2 was tested on 270 problem instances built on 100 real activities, 
where in each one third of the instances an activity was carried out in 3, 4 or 5 execu-
tion modes respectively. PLA2 was run on Pentium (R) 4 CPU 3.00GHz personal 
computer and compiled by Borland Delphi Personal v.7.0 under operating system 
Windows XP Home Edition.  

We use the same evaluation criteria as in [11], namely, the percentage of problem 
instances for which a feasible solution has been determined by the respective heuristic 
and the average percentage deviation of the objective function value from a lower 
bound value for those instances for which a feasible solution has been determined by 
the heuristic within the given amount of time equal 100 seconds. The values for the 
evaluation criteria used are given in Table 1 and Table 2 respectively. The experimen-
tal results prove good, but not the best performance of PLA2 among the considered 
heuristics. Despite the low percentage of problem instances for which a feasible solu-
tion has been determined and high deviation of the objective function value from a 
lower bound value, PLA2 can achieve much higher performance, as it was shown in 
[19] while solving other computationally difficult problems, subject to the appropriate 
to MRCPSP/max tuning. 

 

Table 1. The percentage of feasible  
solutions found within 100 s 

 Table 2. The average deviation from a 
lower bound in percents 

m PLA2 TSDR TSF Prio  m PLA2 TSDR TSF Prio 
3 31 53 39 100  3 124 40 105 63 
4 35 61 46 100  4 165 91 151 113 
5 47 67 59 100  5 241 164 215 170 

5   Conclusion 

In his paper we propose a hybrid population-based approach to solving the the multi-
mode resource-constrained project scheduling problem with minimum and maximum 
time lags to minimize the project duration (makespan). Since the discussed problem is 
computationally difficult it has been possible to obtain only approximate solutions 
within a reasonable time. In such case the validation of the approach seems only possi-
ble through computational experiment and comparison of the results with those  
obtained by applying other approaches. The results of the experiment discussed in the 
paper proved that combining cross-entropy, tabu search and island-based evolutionary 
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algorithm within the population based scheme is an effective approach. Further re-
search should focus on further reducing computation time needed to obtain satisfactory 
results. 
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Abstract. In this paper the E-JABAT-based A-Team architecture ded-
icated for solving the RCPSP/max problem instances is proposed and ex-
perimentally validated. Computational experiment involves evaluation of
agent performance within the A-Team. The paper contains the RCPSP/
max problem formulation, description of the E-JABAT architecture for
solving the RCPSP/max problem instances and the discussion of the
computational experiment results.

1 Introduction

The paper proposes an agent-based approach to solving instances of the re-
source constrained project scheduling problem with minimal and maximal time
lags (time windows) known in the literature as the RCPSP/max. RCPSP/max
has attracted a lot of attention and many exact and heuristic algorithms have
been recently proposed for solving it (see for example [4], [11]). Since the prob-
lem is known to be NP-hard the approaches proposed so far produce either
approximate solutions or can be applied for solving instances of the limited size.
Hence, searching for more effective algorithms and solutions to the RCPSP/max
problem is still a lively field of research. One of the promising directions of
such research is to take advantage of the parallel and distributed computation
abilities, which are the feature of the contemporary multiple-agent systems.

The multiple-agent systems are an important and intensively expanding area
of research and development. There is a number of multiple-agent approaches
proposed to solve different types of optimization problems. One of them is the
concept of an asynchronous team (A-Team), originally introduced in [14]. The
A-Team paradigm was used to develop the JADE-based environment for solv-
ing a variety of computationally hard optimization problems called E-JABAT
[2]. E-JABAT is a middleware supporting the construction of the dedicated A-
Team architectures based on the population-based approach. The mobile agents
used in E-JABAT allow for decentralization of computations and use of multiple
hardware platforms in parallel, resulting eventually in more effective use of the
available resources and reduction of the computation time.

In this paper the E-JABAT-based A-Team architecture dedicated for solving
the RCPSP/max problem instances is proposed and experimentally validated.

J.-S. Pan, S.-M. Chen, and N.T. Nguyen (Eds.): ICCCI 2010, Part I, LNAI 6421, pp. 393–402, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



394 P. Jedrzejowicz and E. Ratajczak-Ropel

To solve instances of the RCPSP/max different optimization agents are used.
Optimization agents represent heuristic algorithms. The proposed architecture
is an extension of the one proposed in [9]. The proposed approach has been
validated experimentally.

Section 2 of the paper contains the RCPSP/max problem formulation. Section
3 gives some information on E-JABAT environment. Section 4 provides details
of the E-JABAT architecture implemented for solving the RCPSP/max prob-
lem instances. Section 5 describes computational experiment carried-out with
a view to validate the proposed approach. Section 6 contains conclusions and
suggestions for future research.

2 Problem Formulation

In the resource-constrained project scheduling problem with minimal and max-
imal time lags (RCPSP/max) a set of n + 2 activities V = {0, 1, . . . , n, n + 1} is
considered. Each activity has to be processed without interruption to complete
the project. The dummy activities 0 and n + 1 represent the beginning and the
end of the project. The duration of an activity j, j = 0, . . . , n + 1 is denoted by
dj where d0 = dn+1 = 0. There are r renewable resource types. The availability
of each resource type k in each time period is rk units, k = 1, . . . , r. Each activ-
ity j requires rj,k units of resource k during each period of its duration, where
r0,k = rn+1,k = 0, k = 1, ..., r. Each activity j ∈ V has a start time sj which
is a decision variable. There are generalized precedence relations (temporal con-
straints) of the start-to-start type sj − si ≥ δij , δij ∈ Z, defined between the
activities.

The structure of a project can be represented by an activity-on-node net-
work G = (V, A), where V is the set of activities and A is the set of precedence
relationships. The objective is to find a schedule of activities starting times
S = [s0, . . . , sn+1], where s0 = 0 (project always begins at time zero) and re-
source constraints are satisfied, such that the schedule duration T (S) = sn+1 is
minimized. The detailed description of the problem can be found in [10].

The RCPSP/max, as an extension of the RCPSP, belongs to the class of
NP-hard optimization problems ([1], [3]). The objective is to find a makespan
minimal schedule that meets the constraints imposed by the precedence relations
and the limited resource availabilities.

3 E-JABAT Environment

E-JABAT is a middleware allowing to design and implement A-Team archi-
tectures for solving various combinatorial optimization problems. The problem-
solving paradigm on which the proposed system is based can be best defined as
the population-based approach.

E-JABAT produces solutions to combinatorial optimization problems using a
set of optimization agents, each representing an improvement algorithm. Each
improvement (optimization) algorithm when supplied with a potential solution
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to the problem at hand, tries to improve this solution. An initial population of
solutions (individuals) is generated or constructed. Individuals forming an initial
population are, at the following computation stages, improved by independently
acting agents. Main functionality of the proposed environment includes organiz-
ing and conducting the process of search for the best solution.

To perform the above described cycle two main classes of agents are used.
The first class called OptiAgent is a base class for all optimization agents. The
second class called SolutionManager is used to create agents or classes of agents
responsible for maintenance and updating individuals in the common memory.
All agents act in parallel. Each OptiAgent represents a single improvement al-
gorithm (for example: simulated annealing, tabu search, genetic algorithm etc.).

Other important classes in E-JABAT include: Task representing an instance
or a set of instances of the problem and Solution representing the solution. To
initialize the agents and maintain the system the TaskManager and Platform-
Manager classes are used. Objects of the above classes also act as agents. Up
to now the E-JABAT environment has been used to solve instances of the fol-
lowing problems: the resource-constrained project scheduling problem (RCPSP),
the traveling salesman problem (TSP), the clustering problem (CP), the vehicle
routing problem (VRP).

E-JABAT environment has been designed and implemented using JADE (Java
Agent Development Framework), which is a software framework supporting the
implementation of multi-agent systems. More detailed information about E-
JABAT environment and its implementations can be found in [6] and [2].

4 E-JABAT Architecture for Solving the RCPSP/Max
Problem

E-JABAT environment was successfully used for solving the RCPSP, MRCPSP
and RCPSP/max problems (see [7], [9]). The approach proposed in this paper is
the continuation of the research described in [9]. The A-Team architecture has
been extended and improved.

The following E-JABAT ojects have been implemented: classes describing the
problem, ontologies and optimization agents. The above sets of classes forms the
package called RCPSPmax.

Classes describing the problem are responsible for reading and preprocessing
the data and generating random instances of the problem. The discussed set
includes the following classes:

– RCPSPmaxTask inheriting from the Task class and representing the instance
of the problem,

– RCPSPmaxSolution inheriting from the Solution class and representing the
solution of the problem instance,

– Activity representing the activity of the problem,
– Resource representing the renewable resource,
– PredSucc representing the predecessor or successor of the activity.
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The next set includes classes allowing for definition of the vocabulary and se-
mantics for the content of messages exchange between agents. In the proposed
approach the messages include all data representing the task and solution. The
discussed set includes the following classes:

– RCPSPmaxTaskOntology inheriting from the TaskOntology class,
– RCPSPmaxSolutionOntology inheriting from the SolutionOntology class,

The last set includes classes describing the optimization agents. Each of them
includes the implementation of an optimization heuristic used to solve the prob-
lem. All of them are inheriting from OptiAgent class. In the considered case this
set includes the following classes:

– optiLSA denoting the Local Search Algorithm (LSA),
– optiPRA denoting Path Relinking Algorithm (PRA),
– optiCA denoting Crossing Algorithm (CA),
– optiTSA denoting the Tabu Search Algorithm (TSA),
– opiGEPA denoting Gene Expression Programming Algorithm (GEPA).

The algorithms LSA, PRA and GEPA proposed in [9] has been slightly modified,
however their main steps remain the same. The TSA algorithm was proposed in
[13]. The shorten pseudo-code of TSA and the pseudo-code of proposed CA are
presented in Figures 1 and 2 respectively.

The LSA is a simple local search algorithm which finds the local optimum by
moving each activity to all possible places in the schedule. For each combination
of activities the value of possible solution is calculated. The best schedule is
returned.

The PRA is an implementation of the path-relinking algorithm. For a pair
of solutions a path between them is constructed. The path consists of schedules
obtained by carrying out a single move from the preceding schedule. The move is
understood as moving one of the activities to a new position. For each schedule
in the path the value of the respective solution is checked. The best schedule is
remembered and finally returned.

The CA (Figure 2) is an algorithm based on the idea of one point crossover
operator. For a pair of solutions one point crossover is applied. The step argument
determines the frequency the operation is performed.

The TSA (Figure 1) is an implementation of tabu search algorithm. As the
initial parameters the instance of solution (initialSolution) and the number of
iteration in which no better solution is found (iterationNumber) have been used.
In each iteration all possible moves for the considered solution S and the activity
ai (neighborhood N(S, ai)) are checked. The move is defined as an exchange of
two activities where the precedence and resource constraints are satisfied. The
best move from the neighborhood which is not tabu is chosen and performed.
The list of tabu moves is updated after performing the move.

The GEPA is an implementation of the gene expression program based on the
gene expression programming idea proposed in [5]. The algorithm was described
in details in [8]. The initial population of the GEPA consists of one individual
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TSA(initialSolution, iterationNumber)
{

S=initialSolution;
tabuList=∅;
while(iterationNumber>0 || not all ai from S are checked)

{
Choose bestMove from the neighborhood N(S,ai) which is not tabu;

Update tabuList: update tabu tenures;

if(bestMoveV alue is better more then 80% of the best solution known)

{
Make bestMove on S;
if(S is better then the best solution known)

{
Update tabuList:

add moves from ai and aj for 0.8·iterationNumber,
add moves to ai and aj for 0.8·iterationNumber;

Remember the best solution;

}
Update tabuList:

add moves from ai and aj for 0.05·iterationNumber),
add moves from ai to aj and reverse one for 0.1·iterationNumber,
add bestMove and reverse one for 0.3·iterationNumber);

}
Update iterationNumber;

}
}

Fig. 1. Pseudo code of TSA algorithm

selected from the current content of the E-JABAT common memory, and the rest
generated randomly. The individual (solution) from the E-JABAT population is
transformed into GEP individual representation. Next, the whole population is
evolved using GEP operators: one point, two point and n-point recombination,
restricted permutation, inversion, gene deletion/insertion and mutation. Each of
the operators is used to produce an offspring to the fixed percent of individuals
creating next generation. To calculate the fitness of an individual the function
fx = Tg−tx +1 is used, where x is the individual, tx is the length of the schedule
and Tg is the length of the largest schedule encoded in the chromosomes of the
current population. The best schedule is remembered and finally returned.

All optimization agents co-operate together using the E-JABAT common
memory. The initial population in the common memory is generated randomly
with the exception of a few individuals which are generated by heuristics based
on the priority rules [10]. Because it might be difficult to obtain feasible solution
for some RCPSP/max problem instances, the random drawing of an individual
could be repeated several times. If this does not produce enough feasible solu-
tions the infeasible ones are added to the population in the common memory.
All the proposed improvement algorithms can use infeasible solutions as an ini-
tial seed. Individuals in the common memory are represented as schedules of
activities. The final solution is obtained from the schedule by SGSU [10].
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CA(initialSolution1, initialSolution2, step)
{

for(each crossover point every step activities)

{
Do one point crossover on initialSolution1 and initialSolution2

and remember the result as solution;
for(all priority rules used)

{
Use SGSU to solution;
Remember the best solution;

}
}

}

Fig. 2. Pseudo code of the CA algorithm

The time and frequency an agent of each kind receives a solution or set of
solutions from the common memory with a view to improve its quality is de-
termined by the strategy. For solving the RCPSP/max problem instances the
strategy where individuals forwarded to optimization agents for improvement are
randomly chosen from the population stored in the common memory has been
used. Such individuals are sent to optimization agents ready to start searching
for a better solution. After computation the improved individual replaces the
worst one stored in the common memory.

5 Computational Experiment Results

To validate the proposed approach and to evaluate the effectiveness of the opti-
mization agents the computational experiment has been carried out using bench-
mark instances of RCPSP/max from PSPLIB [12] (test sets j10, j20 and j30).
Each set includes 270 problem instances. The experiment involved computation
with the fixed number of optimization agents representing LSA, PRA, CA, TSA,
and GEPA algorithms, fixed population size, and the limited time period allowed
for computation. To evaluate the effectiveness of agents they have been divided
into two groups with the computational complexity as the criterion: a simple
ones consisting of LSA, PRA and CA and a complex ones consisting of TSA and
GEPA.

The discussed results have been obtained using 5 optimization agents: one
of each kind. Population of solutions in the common memory consisted of 100
individuals. The computation has been stopped if improved solution has not been
found for 60 seconds. The optimization algorithms have had a fixed parameter
values described in section 4, but the number of iteration for two of them has
been chosen randomly from the interval [10, 50] in case of the LSA and from
[10, 200] in case of the TSA. The population of GEPA consisted of 50 genes
which are evaluated through 10 generations.
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Table 1. Performance characteristics of the group of simple agents

#Activities Mean RE % FS Mean total CT [s] Mean CT [s]

10 0.32% 100% 23.3 0.2
20 4.45% 100% 33.4 6.3
30 9.70% 100% 38.8 12.5

Table 2. Performance characteristics of the group of complex agents

#Activities Mean RE % FS Mean total CT [s] Mean CT [s]

10 0.32% 100% 23.2 0.2
20 4.24% 100% 29.7 2.7
30 9.34% 100% 35.1 9.4

Table 3. Performance characteristics of the group of all agents

#Activities Mean RE % FS Mean total CT [s] Mean CT [s]

10 0.32% 100% 23.2 0.1
20 4.16% 100% 31.0 3.9
30 9.24% 100% 35.3 9.4

Table 4. Literature reported results (ISES [4])

#Activities Mean RE % FS Mean CT [s]

10 0.99% 100.00% 0.71
20 4.99% 100.00% 4.48
30 10.37% 100.00% 22.68

Table 5. C-BEST results [4]

#Activities Mean RE % FS Mean CT [s]

10 0.00% 100.00% –
20 3.97% 100.00% –
30 8.91% 100.00% –

The following characteristics have been calculated and recorded: mean rela-
tive error (Mean RE) calculated as the deviation from the lower bound, per-
cent of feasible solutions (% FS), mean total computation time (Mean total
CT) and mean computation time required to find the best solution (Mean CT).
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Table 6. Percentage of the improved and best improved solutions obtained by the
group of simple agents

#Activities LSA PRA CA Any No one

Percents of improved solutions

10 38% 38% 38% 38% 62%
20 47% 47% 47% 47% 53%
30 43% 44% 44% 45% 55%

Percents of best improved solutions

10 02% 00% 0% 2% 98%
20 19% 06% 6% 25% 75%
30 21% 11% 7% 27% 73%

Table 7. Percentage of the improved and best improved solutions obtained by the
group of complex agents

#Activities TSA GEPA Any No one

Percents of improved solutions

10 38% 38% 39% 61%
20 46% 47% 47% 53%
30 44% 45% 46% 54%

Percents of best improved solutions

10 1% 2% 3% 97%
20 8% 23% 25% 75%
30 14% 28% 33% 67%

Table 8. Percentage of the improved and best improved solutions obtained by the
group of all agents

#Activities LSA PRA CA TSA GEPA Any No one

Percents of improved solutions

10 38% 38% 38% 38% 38% 38% 62%
20 47% 46% 47% 46% 41% 47% 53%
30 41% 44% 40% 41% 32% 45% 55%

Percents of best improved solutions

10 0% 0% 0% 0% 2% 2% 98%
20 7% 1% 1% 4% 19% 25% 75%
30 11% 5% 4% 9% 18% 31% 69%

Each instance has been solved five times and the results have been averaged over
these solutions. The results for each group of agents are presented in Tables 1-3.
These results are compared with the results reported in the literature (Table 4).
In Table 5 the optimal results are presented.
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Additionally, the influence of each agent on the results was evaluated as the
average percent of individuals which were improved by it and the average percent
of the current best solutions found by it. The results in terms of the percent of
solutions improved by each agent, percent of solutions improved by any agent
from the group and percent of non-improved solutions by agents in the group
are presented in Tables 6-8.

Experiment has been carried out using nodes of the cluster Holk of the Tricity
Academic Computer Network built of 256 Intel Itanium 2 Dual Core 1.4 GHz
with 12 MB L3 cache processors and with Mellanox InfiniBand interconnections
with 10Gb/s bandwidth. During the computation one node per agent was used:
3 nodes for the group of simple algorithms, 2 for complex and 5 for all.

6 Conclusions

Experiment results show that the proposed E-JABAT based A-Team implemen-
tation is an effective tool for solving instances of the RCPSP/max problem.
Presented results are better then the best solutions known from the literature.
It can be also noticed that they are obtained in a shorter time. Time comparisons
are however difficult since the discussed implementation have been using differ-
ent numbers and kinds of processors. In case of the agent-based environments
the significant part of the time is used for agent communication which has an
influence on both - computation time and quality of the results.

It can be noticed that in a small problems of 10 activities the complexity of
agents does not influence on the results obtained. In case of the problem size
of 20 and 30 activities, agents of higher quality give better results but the best
results are obtained by the group of simple and complex agents working together.

Evaluating particular agents it can be noticed that their contribution has
been almost equal. Each agent has been producing the improved solutions for
38% to 47% of solutions from the population. Only in case of GEPA working in
the group of all agents, the percent has been significantly lower for the problem
sizes of 20 and 30 activities. This can be contributed to the computation time
requirement of GEPA. Considering the best solutions found, differences became
greater. In case of the group of simple agents the most effective one is the LSA
agent but the experiment results show that the other two agents PRA and CA
could find the best solutions for different individuals then LSA so co-operation
of agents becomes quite effective. In case of the group of complex agents GEPA
turned out much more effective and group-working also improved the results.
Similarly in the group of all agents GEPA and LSA are the most effective ones.

Future research will concentrate on finding the best configuration of the het-
erogenous agents. Since the E-JABAT gives a possibility to run more then one
copy of each agent it is interesting which agents should or should not be repli-
cated to improve the results. Additionally, testing and adding to E-JABAT more
different optimization agents could be considered.
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Abstract. Cooperation as a problem-solving strategy is widely used to
build methods addressing complex hard optimization problems. It in-
volves a set of highly autonomous agents, each implementing a particu-
lar solution method. Agents cooperate during the process of solving the
problem. The main goal of the paper is to evaluate to what extent a
mode of cooperation (synchronous or asynchronous) between a number
of optimization agents cooperating through sharing a central memory
influences the quality of solutions while solving instances of the Vehicle
Routing Problem.

Keywords: cooperative search, synchronous and asynchronous search,
multi-agent systems, heuristics, vehicle routing problem.

1 Introduction

Among many approaches to solving different classes of real-world optimization
problems the dominant position have hybrid algorithms. Typically, a hybrid al-
gorithm is a combination of exact or approximate algorithms used to solve the
problem in hand. Often, such an approach outperforms methods based on a
single optimization procedure.

The hybridization of different search algorithms, possibly running in parallel,
gives the opportunity to diversify the problem-solving strategies. One of the most
important and promising ones seems to be a cooperation between algorithms.
According to Blum and Roli [2], cooperative search consists of a search performed
by agents that exchange information about states, models, entire sub-problems,
solutions or other search space characteristics.

There have been numerous cooperation mechanisms reported in the litera-
ture (see, for example [3], [8], for Vehicle Routing Problem). But although the
cooperation paradigm may take different forms, they all share two features [5]:

– a set of highly autonomous programs, each implementing a particular solution
method,
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– a cooperation scheme combining these autonomous programs into a single
problem-solving strategy.

A set of autonomous programs may include known exact methods, like for exam-
ple branch and bound, but in most cases various approximate algorithms (local
search, evolutionary algorithms, tabu search, etc.) are engaged in finding the
best solution.

A cooperation scheme, has to provide the mechanism for effective communi-
cation between autonomous programs allowing them to dynamically exchange
the important pieces of information which next is used by each of them to much
effective working in the process of searching.

As Crainic and Toulouse [5] suggest, the design of the information exchange
mechanisms is a key factor determining a performance of the cooperative meth-
ods. Important cooperation design issues include its:

– content (what information to exchange),
– timing (when to exchange it),
– connectivity (the logical inter-processor structure),
– mode (synchronous or asynchronous communications),
– exploitation (what each autonomous program does with the received infor-

mation),
– scope (whether new information and knowledge is to be extracted from the

exchanged data to guide the search).

The main goal of the paper is to evaluate to what extent a mode of cooperation
(synchronous or asynchronous) between a number of optimization agents (pro-
grams) influences the quality of the obtained results while solving instances of
one of the well known combinatorial optimization problem - the Vehicle Routing
Problem (VRP). To gain the required insight the computational experiment has
been carried out using e-JABAT - the middleware cooperative search environ-
ment [1], based on the multi-agent paradigm.

The paper is organized as follows. Section 2 describes main features of the
proposed cooperative multi-agent approach. In section 3 an implementation of
the system for solving the vehicle routing problem is described. Section 4 shows
the experiment plan and discusses its results. Finally, conclusions included in
Section 5 end the paper.

2 A Multi-Agent Cooperative Search Environment

2.1 Overview

The natural approach to cooperative problem solving is to design and use coop-
erative multi-agent systems (CoMAS), where joint behavior of agents and inter-
action between them to cooperatively solve the tasks are specially emphasized
[10].

The proposed cooperative search environment [1] belongs to the CoMAS class
and its architecture is based on the concept of an asynchronous team (A-Team),
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originally introduced by Talukdar [11]. A-Team is a collection of software agents
which cooperate to solve a problem by dynamically evolving the population of
solutions stored in the common memory. Each agent encapsulates a particular
problem-solving method, which usually is inspired by some natural phenomena
including, for example, evolutionary processes or particle swarm optimization,
as well as local search techniques like, for example, tabu search.

The ground principle of asynchronous teams rests on combining algorithms,
which alone could be inept for the task, into effective problem-solving organi-
zations, possibly creating a synergetic effect, in which the combined effect of
cooperation between agents is greater than the sum of their separate effects.

2.2 Generalized Procedure of Search for the Best Solution

Main functionality of the proposed environment is organizing and conducting
the process of search for the best solution. It is organized as a sequence of steps,
including initialization and improvement phases. At first the initial population
of solutions is generated. Individuals forming the initial population are, at the
following computation stages, improved by independently acting autonomous
agents, thus increasing chances for reaching the global optimum. Finally, when
the stopping criterion is met, the best solution from the population is taken as
the result.

The pseudo-code of such a generalized process of search is shown as the
Algorithm 1.

Algorithm 1. Generalized Search Procedure (GSP)
1: Generate an initial population of solutions (individuals) and store them in the

common memory.
2: while (stopping criterion is not met) do {in parallel}
3: Read individual from the common memory
4: Execute improvement algorithm
5: Store individual back in the common memory
6: end while
7: Take the best solution from the population as the result

The above process of search for the best solution is carried out by the two
classes of agents: SolutionManager (SMA) and a set of optimization agents -
OptiAgents (OA = OA(1), OA(2), ..., OA(n)).

SolutionManager is an agent which manages the process of finding the best
solution and is responsible for maintenance of individuals in the common mem-
ory. It generates an initial population of solutions and stores it in the common
memory (step 1), reads a particular individual from common memory and sends
it periodically to the OptiAgent, which has already announced its readiness (step
3), and update a common memory by storing in it a possibly improved solution
obtained from the OptiAgent (step 5).
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Each OptiAgent is an implementation of the improvement algorithm (local
improvement heuristics, simulated annealing, tabu search, etc.) and its main
task is to improve a solution obtained from SolutionManager and to send it
back to the SolutionManager after the improvement (step 4).

2.3 Search Parameters

In order to implement the generalized search procedure, several features need to
be defined. These include: method of creating the initial population of individuals,
criteria for managing population of individuals including selection, acceptance,
updating and stopping criterion.

Typically, an initial population of individuals (solutions) is formed randomly
or using a dedicated constructive heuristic.

Selection criterion controls how to choose solutions from the common memory.
Typically, a randomly chosen individual is forwarded to the optimizing agents
for improvement.

Acceptance criterion describes whether new individual returned by the opti-
mization agent after improvement phase is accepted or not to be added to the
common memory. A common criterion of acceptance is satisfaction of the con-
dition, that obtained solution is better than the current best solution produced
so far by all optimization agents.

Updating criterion describes how to merge the improved solutions returned
by the optimizing agents with the whole population. New individual may, for
example, replace some randomly chosen solution or the worst one.

Stopping criterion determines when to stop the process of search. It could
be expressed for example, as a given number of iterations, time after which the
process of searching will stop, or, for example, when calculations do not improve
current best solution for some length of time, etc.

2.4 Synchronous and Asynchronous Search for the Best Solution

The proposed generalized cooperative search procedure can be executed in the
synchronous or asynchronous mode. Although in both modes, all optimization
agents run autonomously and independently, the main difference between them
is the way in which optimization agents are activated. In asynchronous mode,
the communication between the solution manager and optimization agents takes
place each time some optimization agent is reedy to act. The synchronous mode
requires existence of a synchronization point in which, at the same time, all
optimization agents are activated and try to improve the same solution.

Synchronous Search. In the synchronous mode, the whole process of search
is divided into cycles. Each cycle starts when solution manager receives mes-
sages from all optimization agents about their readiness. Next, one individual
(solution) chosen from the common memory according to a predefined selection
criterion is sent to all optimization agents. They attempt to improve the received
individual, and afterwards send their solutions back to the solution manager. Fi-
nally, after collecting all the returned individuals, the solution manager chooses
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the best one and updates the common memory, according with the updating
criterion. If stopping criterion is not met the next cycle is performed.

The pseudo-code of the synchronous search procedure (SSP) including soft-
ware agents with their roles is shown as the Algorithm 2.

Algorithm 2. Synchronous Search Procedure (SSP)
1: Activate the set of software agents:

- Solution Manager Agent (SMA) and
- Optimization Agents (OA), where OA = OA(1), OA(2), ..., OA(n)

2: Generate an initial population of solutions (individuals) and store them in the
common memory.

3: while (stopping criterion is not met) do {in parallel}
4: SMA is waiting for messages from all OA about their readiness
5: After receiving messages from all OA, SMA reads an individual from the com-

mon memory according to the predefined reading criterion and sends it to all
OA.

6: After receiving the message with an individual, each OA is running own im-
provement procedure.

7: After having completed the improvement procedure the resulting individual is
returned by each OA to SMA

8: SMA holds the improved individuals in the temporal memory.
9: After all individuals have been returned, SMA selects the best one and updates

the common in accordance with acceptance and updating criteria. Temporal
memory is cleaned.

10: end while

Asynchronous Search. Opposite to the synchronous search, in the asyn-
chronous mode, the cycle of selecting-improving-updating is defined not for the
whole process and for all agents but for each optimization agent separately. Here,
solution manager sends the solution selected from the common memory to an
optimization agent immediately after receiving a message about its readiness to
act. Of course, during the whole process, the stopping criterion is verified.

The pseudo-code of the asynchronous search procedure (ASP) including soft-
ware agents with their roles is shown as the Algorithm 3.

Comparison. Both, the synchronous and the asynchronous mode of search,
guarantee the exhaustive exploration of the search space, with intensification
and diversification phases. In the asynchronous mode optimization agents act
independently of each other and improve different individuals simultaneously.
This is not the case in the synchronous mode where all optimization agents
in each cycle improve the same individual. In this mode, it is also guaranteed
that the knowledge about the current state of the search is identical for all
optimization agents at the beginning of each cycle.

Cycle length in case of the synchronous mode is determined by the longest
improvement procedure. In the parallel environment this may cause some of the
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Algorithm 3. Asynchronous Search Procedure (ASP)
1: Activate the set of software agents:

- Solution Manager Agent (SMA) and
- Optimization Agents (OA), where OA = OA(1), OA(2), ..., OA(n)

2: Generate an initial population of solutions (individuals) and store them in the
common memory.

3: while (stopping criterion is not met) do {in parallel}
4: SMA is waiting for a message from some OA(j) about its readiness
5: After receiving such message from OA(j), SMA reads an individual from the

common memory according to predefined reading criterion and sends it to OA(j).
6: After receiving the message from SMA including the individual, OA(j) is start-

ing the procedure of improving it using an improvement method build in it.
7: After finishing the procedure of improvement, an individual (improved or not)

is sent back by OA(j) to SMA
8: After receiving back a solution, SMA adds it to the common memory using

predefined acceptance and updating criteria.
9: end while

processors to stay idle. On the other hand in the asynchronous mode agents
with improvement procedures running shorter tend to be evoked more often
than the others. This can result in the increased demand for computational
resources without achieving the expected improvement in the quality of solutions,
especially when shorter procedures are not able to improve the received solutions.

3 Implementation of the Agent-Based Cooperative
Search for Solving the Vehicle Routing Problem

The presented example has been implemented as a multi-agent system instances
of the Vehicle Routing Problem. In VRP a set of customers is to be served by
the fleet of vehicles in order to minimize the service cost and satisfying several
customer’s and vehicle’s constraints: each route starts and ends at the depot,
each customer is serviced exactly once by a single vehicle and the total load on
any vehicle associated with a given route does not exceed vehicle capacity [7].

3.1 Agents

One SolutionManager and three types of OptiAgents have been implemented
using the following heuristics and local search procedures:

– OA(1) - an implementation of the 3-opt procedure.
– OA(2) - an implementation of the λ-interchange method (λ = 2).
– OA(3) - an implementation of the local search algorithm.
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3.2 Search Parameters

The initial population of individuals. The initial population is constructed
from randomly generated permutations which further are divided into routes
satisfying the problem constraints (elements in each cluster do not exceed the
capacity of the vehicle). The proposed method uses an idea originated from split
phase of the sweep algorithm of Gillett and Miller [6].

Management of the population of individuals. The system offers two
methods of selecting a solution from the population: Random (R) - random
solution is chosen from the population, and Best (B) - the best solution from
the population is selected.

Also, two methods of updating the population after receiving a solution from
optimization agent are proposed: Random (R) and Worst (W), where a random
or worst, respectively, solution from the current population is replaced by the
received solution. All solutions obtained from optimization agents (locally or
globally improved, or without any improvement) are accepted and added to the
common memory.

Stopping criterion. In the proposed implementation of cooperative search the
system stops after a given number of seconds.

4 Computational Experiment

Computational experiment aimed at evaluating how the mode of cooperative
search (synchronous or asynchronous) influences computation results, measured
as mean relative error (MRE) from the best known results. Results obtained for
all discussed combinations of the selecting and updating criteria are compared
for both modes.

Cooperative search procedure implementation for VRP (for both modes) was
tested on 5 test problems from ORLibrary benchmark set [12] containing 50-199
customers and only capacity restriction.

Each of the 5 instances of the problem was solved using each possible combi-
nation of selecting-accepting-updating strategies, in total giving 60 (5x12) test
problems for each mode. Moreover, each test problem was repeatedly solved 10
times and mean results from these runs were recorded.

All computations have been carried out on the cluster Holk of the Tricity
Academic Computer Network built of 256 Intel Itanium 2 Dual Core with 12
MB L3 cache processors with Mellanox InfiniBand interconnections with 10Gb/s
bandwidth.

The experiment results are shown in Tab. 1, Fig. 1 and 2. Tab. 1 shows mean
relative errors from the best known solution obtained by the proposed agent-
based approach working in synchronous and asynchronous mode calculated for
each strategy and for all considered instances. Fig. 1 and 2 present comparison
of averaged results of searching for both modes. Results in Fig. 1 are averaged
over all tested strategies, whereas results in Fig. 2 are averaged over all tested
instances.
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Table 1. The performance (measured as MRE) of the proposed agent-based approach
working in synchronous and asynchronous modes calculated for each strategy and for
selected instances from ORLibrary

INSTANCE
STRATEGY vrpnc1 vrpnc2 vrpnc3 vrpnc4 vrpnc5

(50) (75) (100) (150) (199)

Synchronous mode

R-R 0.00% 1.81% 1.01% 3.20% 4.85%
R-W 0.00% 1.41% 0.94% 2.80% 4.35%
B-R 0.00% 3.36% 2.01% 3.83% 4.20%
B-W 0.00% 2.91% 1.88% 3.73% 4.05%

Asynchronous mode

R-R 0.00% 3.48% 3.25% 6.58% 7.94%
R-W 0.00% 3.30% 3.87% 6.86% 8.61%
B-R 0.00% 2.90% 1.79% 4.40% 8.62%
B-W 0.00% 2.57% 2.19% 5.26% 9.03%

Fig. 1. Comparison of averaged results (measured as MRE) for all tested instances and
for synchronous and asynchronous modes of searching

By observing results presented in Tab. 1 the influence of the mode of searching
on quality of solutions is seen for almost all combinations of strategy and instance
of the problem. For two strategies (R-R and R-W) synchronous organization of
searching outperforms (or gives the same results) asynchronous one for all five
considered instances of the VRP. Other strategies guarantee that system working
in asynchronous mode produces better results only for one instance (vrpnc2 )
in case of B-W strategy or for two instances (vrpnc2, vrpnc3 ) in case of B-R
strategy. For instance vrpnc1 results obtained for all strategies are the same in
both modes and are equal to the optimal solution.
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Fig. 2. Comparison of averaged results (measured as MRE) for all tested strategies
and for synchronous and asynchronous modes of searching

Taking into account results averaged over all tested strategies (Fig. 1) and
over all tested instances (Fig. 2), one can observe the dominance of synchronous
search over asynchronous one for all cases. The differences between mean relative
errors for both modes vary from one to four percent, depending on strategy
and/or instance of the problem.

And finally, considering the proposed approach based on multiple agents as
a tool for solving instances of the vehicle routing problem, one can conclude
that its effectiveness also depends on instance of the problem. In fact, in most
cases, results obtained by the system are worse than the best solutions produced
by leading methods, like tabu search algorithms [7]. But on the other hand,
according to the goal of the paper, a set of non-complex, representative heuris-
tics (operating on single or many routes) for solving VRP had been chosen as
optimization agents.

5 Conclusions

Cooperative search procedure implementation for VRP has been presented in
the paper. During the process of solving the instances of the problem, agents
exchange messages including an information about solutions obtained till now by
them. In suggested approach messages between agents are exchanged indirectly
and using the central memory mechanism. One of the main goal of the paper was
to evaluate to what extent a mode of cooperation (synchronous or asynchronous)
between a number of optimization agents influences the quality of solutions while
solving instances of the VRP. The results of computational experiment have
shown that mode of cooperative search for the best solution may influence the
obtained results. In this context, the positive impact of synchronous search on
the results has been observed.
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An interesting direction of further research is to investigate the possibility
of combining the approach suggested in the paper with hyper-heuristic idea in-
troduced by Burke et. al. [4]. The additional motivation, strongly related to
this paper, is the fact that last time, Ouelhadj and Petrovic [9] also consid-
ered synchronous and asynchronous cooperative search, but in hyper-heuristic
framework. In author’s opinion, comparison of these approaches would bring
interesting observations.
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Abstract. In this paper, an engineering knowledge extraction framework was 
developed based on the ontology technologies. The engineering knowledge 
could be extracted from unstructured engineering documents. The ontology 
models of the target engineering knowledge are constructed by domain experts 
or automatic constructed with formal concept analysis in the first stage.  The en-
gineering document is then processed to mark the relevant semantic annotations 
with natural language process tool and domain dictionary. These annotations will 
be used to populate the ontology models with the concepts and properties in the 
ontology models. The populated ontology models can be then used for reasoning 
or other tasks requiring engineering knowledge. 

Keywords: Engineering Knowledge, Knowledge Extraction, Natural Language 
Processing, Ontology. 

1   Introduction 

Engineering knowledge is essential for product and process design [1]. How to pre-
serve the engineering knowledge is the key element in knowledge management of a 
company with product design capability. Vast amount of engineering documents are 
the sheer sources of engineering knowledge. However, the knowledge stored in writ-
ten form could only be processed and managed by people, because knowledge is 
represented in Natural and not Structured Language which is not understandable by 
the computer. Therefore, the possibility of utilizing this knowledge depository heavily 
relies on the computerization of these documents by converting them into structured 
knowledge. Ontology engineering is a well suited methodology to preserve engineer-
ing knowledge [2]. Sun etc. [2] has proposed an ontology-based knowledge manage-
ment system to assist engineers in the design processes. The purpose of this paper is 
to develop an engineering knowledge extraction framework (EKEF) in order to popu-
late this kind of ontology-based engineering knowledge base. Building ontology-
based engineering knowledge involves two major phases. The ontology model of the 
engineering knowledge must be constructed first. These ontology models can then be 
populated in the second phase. In most of the systems utilizing ontology, ontology 
models are constructed by domain experts [1, 2]. Obitko etc. [3] introduced a meth-
odology for constructing ontology with the aid of Formal Concept Analysis (FCA). 
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Formal Concept Analysis (FCA) is a method of data analysis which identifies concep-
tual structures among data sets [3]. Therefore, it can provide help to the process of 
designing Ontology because Ontology design often starts with designing taxonomy. 
In manufacturing fields, Ontology is often used to design for representing a general 
product and process which includes all similar features from group of products and 
processes respectively. Thus, in order to facilitate the process of Ontology design in 
domain of engineering, we proposed using Group Technology (GT) along with the 
support from FCA. 

After the ontology models been built, the documents can be processed with natural 
language processing techniques and populated to ontology models. In University of 
Southampton, ArtEquAKT project aims at extracting information about artists from 
webpage by employing Knowledge acquisition, analysis techniques and Ontology 
engineering [4]. Data and information involving domain of interest extracted from the 
webpage is used to populate Ontology. The ontology after being populated is put into 
Knowledge Base. ArtEquAKT makes use of that populated Ontology by accessing 
Knowledge Base to automatically generate artist personalized biographies. Arte-
quakt’s architecture consists of three key areas. First, knowledge extraction tools 
collect information items which are sentences and paragraphs from Web documents. 
Those information items are manually selected or obtained automatically by applying 
appropriate search engine technology. The tools then transfer the information frag-
ments to the ontology server along with metadata derived from the ontology’s vo-
cabulary (Populating Ontology). Second, after populating Ontology, information is 
stored and consolidated in Ontology sever so that the biography generation tool can 
query the KB using an inference engine. Third, the Artequakt server allows user to get 
artist’s narratives through a Web interface. Depending on the user, a particular style 
of biography can be selected such as a chronology or summary, or a specific focus 
such as the artist’s style or body of work. The narrative from the KB is rendered by 
the server using story templates. Although EKEF system inherited some ideas from 
ArtEquAKT project, it however focuses on extracting knowledge within an engineer-
ing domain. Thus, it requires a dictionary of domain knowledge to be constructed and 
support Information Extraction (IE) process. Basically, IE technologies depend on 
predefined template and patterns base extraction rules to identify vocabulary that 
could be found on textual document. Current approaches to IE employ Natural Lan-
guage Processing techniques however focus only on very restricted domains. There-
fore, a dictionary of engineering domain knowledge is necessary to exploit current IE 
techniques. In ArtEquAKT project, XML was used to represent Ontology. The pri-
mary goal of using XML is to facilitate the sharing of data across different informa-
tion systems via Internet. However, each system has it own predefined set of tags. The 
problem arises when trying to share data between different systems. Thus, using XML 
to represent Ontology limits the ability of sharing data, information and knowledge 
across different information systems. In OBKE system, OWL was selected to repre-
sent Ontology because OWL has been widely accepted as a standard language for 
Ontology representation. Therefore, the above problems of sharing data, information 
and knowledge across different information systems obviously were eliminated. 
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2   Methodology 

The knowledge extraction process involves activities of retrieving explicit or tacit 
knowledge that resides within people, artifacts, or organizational entities [5]. In this 
paper, the engineering knowledge will be resided in ontology models with populated 
data. The proposed extraction methodology is shown in Figure 1. The engineering 
ontology models are constructed by experts or by engineers with software assistance. 
Then, the unstructured engineering document can be processed to have semantic an-
notations. After annotations being generated, the document with annotations can then 
be analyzed by matching these annotations with ontology classes resided in ontology 
models constructed previously. These matched annotations will be populated into the 
ontology-based knowledge base. 

Ontology-based 
Knowledge Base 

Ontology
Models 

Building Domain 
Ontology

Generating 
Semantic 

Annotation 

Populating 
Ontology

Models by 
Matching 

Unstructured 
Engineering 
Document 

 

Fig. 1. Basic Engineering Knowledge Extraction Framework 

2.1   Building Domain Ontology Models 

As discussed before, ontology is a high-level abstract and a simplified view of the 
world. It also allows both human and machine to understand the explicit knowledge 
that was stored on it. Hence, tacit knowledge about domain resided in an expert can 
be elicited through the process of ontology design. However, it may take too much 
effort of experts to learn how to construct ontology model. Formal Concept Analysis 
(FCA) was used to assist the construction of ontology model of interested engineer-
ing area. FCA is a method of data analysis that takes a matrix including a set of ob-
jects and the properties as an input, and finds all the "natural" clusters of properties 
and all the "natural" clusters of objects in the input data [6]. Tools developed in 
FCA, such as ConExp [7], can assist the user to draw a ‘draft’ ontology model from 
a large number of objects (classes) and properties presented in documents. A ‘draft’ 
ontology is created by the “natural" clusters of properties and the "natural" clusters 
of objects. It will be reviewed by experts to produce a complete ontology model for a 
family of products. 

Finally, ontology alignment is needed to check for duplication or one ontology 
class is a subclass of another class. This task can be done with the aid of DL reasoner, 
for example RACER DL reasoner [8]. After the ontology of the interested domain 
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knowledge being constructed, the ontology models can be used as the key template of 
knowledge extraction from unstructured documents. 

2.2   Generating Semantic Annotations 

Most of the information extraction (IE) tools only support processes for detecting 
terms, phrases and terminologies related to pre-specific terms such as person, organi-
zation and place names. Therefore, to apply IE technology on any specific domain 
knowledge, a dictionary of the domain knowledge must be established manually as 
the first component. Dictionary of Domain knowledge will be established through a 
process of constructing Gazetteer lists in GATE [9]. When GATE runs Gazetteer on 
the textual document, it will create a type of Lookup annotation for each matching 
string. This Lookup annotations and Token annotations are used for the purpose of 
generating Semantic annotations. 

First, syntactic analysis of every sentence in the input document is carried out by a 
parser tool to provide syntactical annotation for a word found on that sentence. Basi-
cally, syntactic analysis deals with analyzing the arrangement of words in sentences, 
clauses, phrases and the relationships between words to form that sentence, clauses 
and phrases. In English, a typical sentence is formed by a standard Subject-Verb-
Object word order. Any attempt to change the word order of such a sentence would 
change the meaning or even make that sentence meaningless. We only count sen-
tence’s syntax analysis because only a complete sentence can provide at least a Sub-
ject-Verb-Object word order which is equivalent to Subject-Relationship-Object 
statement from Ontology. Sentence’s syntax analysis and syntactical annotations also 
plays an important role on later matching operation which can be found on Matching 
Ontology with Semantic Annotation part. Secondly, when facing several words refer-
encing to one meaning or nearly the same meaning, the system needs an ability to 
understand that situation. WordNet, an online lexical reference system, would be used 
to solve the problems with the variation of vocabulary. 

2.3   Populating Ontology 

With the document with semantic annotations from previous processes and ontology 
models constructed by experts, matching ontology classes with semantic annotations 
is the first step in populating ontology into knowledge base. This process of matching 
semantic annotations with ontology entities is shown in Figure 2. The ontology ob-
jects/data-type properties from ontology models are accessed one by one. Then, the 
system will get corresponding domain and range of these objects/data-types. The 
ontology annotations of these objects/data-types are used to match the semantic anno-
tations. If the content of ontology annotation property matches semantic annotation, 
information about ontology entities will be added to the semantic annotations. Infor-
mation in ontology model will be added to semantic annotations as an annotation 
feature. In case the content of ontology annotation property does not match the se-
mantic annotation, the process will be repeated from the first step with another ontol-
ogy object/data-type property. 
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Fig. 2. Algorithm of matching semantic annotations with ontology entities 

After the connection between Ontology classes and semantic annotation have been 
established, data and information inside a textual document can now be put into On-
tology as the instance of Ontology class. The role of Ontology in OBKE system is 
that it provides a way to allow data residing in terms and phrases on each sentences of 
an input textual document to be extracted when the basic Subject-Verb-Object word 
order of that natural language sentence is equivalent to a Subject-Relationship-Object 
essential statement from Ontology. Therefore, by doing so, the correctness of ex-
tracted data have been guaranteed. However, mistakes somehow still occur during the 
process of extracting data due to the complexities of natural languages. To deal with 
those mistakes, some checking SWRL rules are needed to ensure that the extracted 
data which is fed to Ontology satisfy the predefined constrained conditions. 

3   Implementation 

The process of knowledge extraction from document about TFT-LCD monitors is 
used as example to demonstrate the methodology. A group of TFT-LCD monitors 
with different the features, as shown in Table 1, was used as input for the FCA to 
construct the ‘draft’ ontology, as shown in Figure 3. The consistency of the ontology 
should be checked by DL reasoners. Figure 4 shows the ontology of TFT-LCD moni-
tor after processed by DL reasoner (RACER). 
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Table 1.  TFT-LCD monitors and their features 

 

 

Fig. 3. ‘Draft’ ontology derived from ConExp 

 

Fig. 4. Ontology for a group of LCD monitors 
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Fig. 5. An example of extracting knowledge from an unstructured document  

 

(a) ontology model before populating            (b) ontology model after populating 

Fig. 6. Ontology models before and after populating 

As an example, a sentence “Vx2255 integrated a 1.3 megapixel webcam” is used as 
an input for the system. The extracting process is shown in Figure 5. First, semantic 
annotations are created based on the vocabulary involved domain knowledge from the 
input sentence. Here, “Vx2255”, “integrated” and “1.3 megapixel webcam” is the 
name of a TFT LCD Monitor, the potential relation between objects in the sentence 
and a Webcam respectively. Therefore, semantic annotations (‘TFT_LCD_Monitor’, 
‘Relation’ and ‘Webcam’) are generated in order to annotate a words (“Vx2255”, 
“integrated” and “1.3 integrated megapixel webcam”). At the second process, beside 
semantic annotations, Ontology is another input for system. After being processed, a 
semantic annotation ‘TFT_LCD-Monitor’, ‘Relation’ and ‘Webcam’ will be matched 
to “TFT_LCD_Monitor” Ontology class, “integrated” Ontology Object property and 
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“Multimedia_Feature” Ontology class respectively. Thirdly, the output of OBKE tool 
is the populated Ontology with extracted data, information found on the input sen-
tence. In this example, “Vx2255” and “webcam” is an object of a 
“TFT_LCD_Monitor” and “Multimedia_Feature” Ontology class respectively. Fi-
nally, the output (i.e. populated Ontology) can be used by other applications such as 
Knowledge Discovery and Knowledge Sharing to obtained expected knowledge. The 
ontology models before and after the populating are shown in Figure6. 

4   Concluding Remarks 

In this paper, a framework for an Automatic Ontology-Based Engineering Knowledge 
Extraction system has been proposed. The engineering knowledge can be extracted 
from unstructured engineering documents after the ontology models of interested 
engineering domain being constructed. The extracted knowledge from the unstruc-
tured engineering document stored in Ontology can be accessed and used by other 
systems or applications such as Knowledge Sharing and Knowledge Discovery. With 
this framework, a management system to be incorporated to become an Ontology-
Based Knowledge Management system or easily integrated to current Ontology-
Based Knowledge Management systems. 

References 

1. McMahon, C., Lowe, A., Culley, S.: Knowledge Management in Engineering Design: Per-
sonalization and Codification. Journal of Engineering Design 15(4), 307–325 (2004) 

2. Sun, W., Ma, Q.-Y., Gao, T.-Y.: An ontology-based manufacturing design system. Infor-
mation Technology Journal 8(5), 643–656 (2009) 

3. May, P., Ehrlich, H.C., Steinke, T.: ZIB Structure Prediction Pipeline: Composing a Com-
plex Biological Workflow through Web Services. In: Nagel, W.E., Walter, W.V., Lehner, 
W. (eds.) Euro-Par 2006. LNCS, vol. 4128, pp. 1148–1158. Springer, Heidelberg (2006) 

4. Foster, I., Kesselman, C.: The Grid: Blueprint for a New Computing Infrastructure. Mor-
gan Kaufmann, San Francisco (1999) 

5. Czajkowski, K., Fitzgerald, S., Foster, I., Kesselman, C.: Grid Information Services for 
Distributed Resource Sharing. In: 10th IEEE International Symposium on High Perform-
ance Distributed Computing, pp. 181–184. IEEE Press, New York (2001) 

6. Foster, I., Kesselman, C., Nick, J., Tuecke, S.: The Physiology of the Grid: an Open Grid 
Services Architecture for Distributed Systems Integration. Technical report, Global Grid 
Forum (2002) 

7. Priss, U.: Formal concept analysis in information science. In: Annual Review of Informa-
tion Science and Technology, vol. 40, pp. 521–543 (2006) 

8. Tilley, T.: Tool Support for FCA. In: Eklund, P. (ed.) ICFCA 2004. LNCS (LNAI), 
vol. 2961, pp. 104–111. Springer, Heidelberg (2004) 

9. Haarslev, V., Müller, R.: RACER System Description. In: Goré, R.P., Leitsch, A., Nip-
kow, T. (eds.) IJCAR 2001. LNCS (LNAI), vol. 2083, pp. 701–705. Springer, Heidelberg 
(2001) 

10. Cunningham, H., Maynard, D., Tablan, V., Ursu, C., Bontcheva, K.: Developing language 
processing components with GATE (2002), http://www.gate.ac.uk 



 

J.-S. Pan, S.-M. Chen, and N.T. Nguyen (Eds.): ICCCI 2010, Part I, LNAI 6421, pp. 421–432, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Exploring EFL Taiwanese University Students’ 
Perceptions of a Collaborative CALL Environment 

Yen-Hui Wang1 and Chia-Nan Wang2 

1 Kainan University, Taiwan 
2 National Kaohsiung University of Applied Sciences 

ttxyhw@mail.knu.edu.tw 

Abstract. This study aimed to investigate the perceptions of EFL Taiwanese 
university students on a collaborative CALL environment. The participants were 
112 intermediate proficiency English as a foreign language Taiwanese third-year 
university students. The dataset used included the pre-and post-questionnaires on 
participants’ perspectives on the CALL environment. In addition, interview data 
was collected for more in-depth information on individual participants’ per-
ceived views on such a collaborative e-learning program. The results of the study 
provided encouraging evidence to show that the participants generally perceived 
that they benefited from the whole process of a collaborative computer assisted 
language learning program to have positive perspectives on the implemented 
CALL course itself, to advance their English linguistic knowledge, to construct 
associated content knowledge, and to foster their affective attitudes towards 
learning language via a collaborative CALL environment. The findings sug-
gested the need for Taiwanese language teachers, course writers, curriculum 
planners, policy makers, and educational authorities to consider integrating 
CALL components into English language lessons to help Taiwanese students 
improve language competence, gain content knowledge, develop cooperative 
learning, and strengthen motivation for EFL learning.  

Keywords: EFL (English as a Foreign Language), CALL (Computer Assisted 
Language Learning), perceptions of a collaborative CALL environment. 

1   Introduction 

With the utilization of computer technology in order to meet the demands of the 
younger generation of the twenty-first century, education has nowadays changed 
greatly from purely traditional face-to-face classroom teaching to computer-mediated 
mode of instruction or blended approaches that combine computer-based applications 
with face-to-face teaching. In the fields of second language acquisition (SLA) and 
pedagogy, the adoption of multimedia CALL (Computer Assisted Language Learning) 
approaches to language teaching has also grown considerably over the past decade 
(Bonk & Graham, 2006; Zapata & Sagarra, 2007). Technology-based, learner-centered 
learning is very different from traditional classroom-based, teacher-led learning. CALL 
instruction offers many advantages that traditional, didactic teaching methods may 
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lack. That is, an e-learning environment enables instant access to resources and effec-
tive communication, and allows learners to learn at their own pace as well as to be 
independent of time and place. In addition, it provides learners not only with repeated 
production opportunities or unlimited time to complete online assignments/tasks but 
also with immediate and informative feedback together with interesting reinforcement 
to promote learners’ language acquisition and learning interest (Dunkel, 1987; Murray, 
1999; Rivers, 1987). Moreover, it also alleviates teaching burden of instructors to grade 
a large number of exercises or tests, which enables more time to be spent on lesson 
planning and effective teaching (Arvan & Musumeci, 2000). Learners’ e-learning 
experience shapes their perceptions of CALL application in language learning, and in 
turn influences the results of their language acquisition and the success or failure of 
such e-course instruction. Prior research (e.g., Ginns & Ellis, 2007; Neumeier, 2005) 
that explores the relations between learners’ learning outcomes and their attitudes 
towards learning with the assistance of computer technology indicates that students’ 
perceptions of the learning environment are highly influential on their learning. Nu-
merous earlier studies dealing specifically with learners’ e-learning perceptions with 
compelling evidence have contributed to developing online teaching/learning materials 
and constructing CALL environments, but little research has been conducted in a 
Taiwanese context to investigate the perspectives of Taiwanese EFL learners on the 
e-learning format. Studies incorporating Taiwanese learners’ views on online language 
teaching and learning in a social context are, however, even fewer. As opposed to 
students’ conventional instructor-led mass language learning experiences, collabora-
tive e-learning for language is quite novel to most Taiwanese students. It is therefore 
important to examine their perceptions of CALL use in an EFL learning context for 
future CALL applications. Thus, the main research focus of this study is, from Tai-
wanese university students’ perspectives, the effectiveness of a collaborative CALL 
environment in EFL learning.  

2   Literature Review 

Hannafin and Land (1997) define a computer-based learning environment as the one 
involving four main elements: tools, resources, people and design. To be more specific, 
a computer-based learning environment should be the one where computer technology 
is used as a tool to provide access to learning resources and as a means to present and 
distribute information. In addition, computer technology also enables learners or users 
to read and post messages/comments on any topics for discussions through a syn-
chronous and/or asynchronous online communication tool. Most significantly, a 
computer-assisted learning environment should be carefully constructed so that all the 
components are well integrated to effectively support teaching and learning. Learners’ 
perceptions of the exposed learning environment which interrelate with their respon-
siveness to the particular learning context play a critical role in the learning processes 
and learning outcomes (den Brok, Brekelmans & Wubbels, 2006; Kern, 1995; Meyer & 
Muller, 1990; Ramsden, 1991; So & Brush, 2008). Computer assisted language 
teaching and learning has been applied in many educational settings and has been the 
subject of numerous L2/FL studies for decades. Up to now, there have been many 
studies that show the educational value and positive effects of CALL applications on 
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the cultivation of positive language learning attitudes (e.g., Kitao, 1995; Lin, 2009) as 
well as on the improvement of learners’ language competence in terms of vocabulary 
building (e.g., Pawling, 1999; Sun & Dong, 2004), reading and writing skills (e.g., Lin, 
2002), grammar accuracy (e.g., Peterson, 1997), and listening comprehension (e.g., 
Coniam, 2006). For instance, Ayres (2002) reports in his study that the majority of the 
subjects perceived the computer-based instruction and online activities promoted their 
language acquisition. Online environments can offer instant feedback and multiple 
opportunities for extensive and repeated practice, which facilitates learners to inter-
nalize what has been taught for effective learning. As far as affective advantages is 
concerned, previous research indicates that participating in CALL course lowers L2/FL 
learners’ anxiety about target language learning as well as technology use, and fosters 
their positive attitudes towards the use of CALL in L2/FL learning and eventually leads 
to successful language acquisition (Liou, 1997; Ushida, 2005). It is because an 
e-learning environment allows learners to learn at their own pace without competing 
with others and feeling embarrassed while making errors, learners will then gradually 
build self-confidence in both language ability and computer skills. Moreover, as ex-
isting studies have shown (e.g., Collentine, 2000; Lee, 2005; Murray, 1999; 
Stepp-Greany, 2002), language courses with an online component encourage learner 
autonomy for independent learning, and learners who are exposed to such an envi-
ronment, rather than acting as passive learners, are more actively engaged in the con-
struction and use of their knowledge and take more responsibilities for their own 
learning. This is because a computer-based language learning context allows greater 
learner control over learning process, which, in turn, enhances learners’ learning mo-
tivation and sense of achievement. In sum, all the above empirical studies show com-
puter assisted language learning application with positive results in support of language 
courses that incorporate technology.  

3   Method 

Research setting, participants, and procedures 
The research study reported in this paper aimed to explore Taiwanese university stu-
dents’ viewpoints on a particular language teaching and learning context where a 
technology-based, computer-mediated learning environment was implemented. The 
course participants did not have prior exposure to learning English as a foreign lan-
guage within a collaborative e-learning environment, their views on such a collabora-
tive CALL environment were thus worth an examination. The e-learning language 
course discussed in the present study was offered once a week for three 50-min sessions 
during the 2010 spring semester, and was implemented through the Digital E-learning 
Platform constructed by a university located in northern Taiwan. The course entitled 
Introduction to Language and Culture was an elective course for third-year university 
students and demanded two years of required English. This course intended to equip 
course participants with a fundamental understanding of the interrelations of language 
and culture along with linguistic knowledge associated with language and culture. The 
participants agreeing to take part in the research were 112 junior students from the 
School of Humanities and Social Sciences who enrolled in this course, and their Eng-
lish proficiency varied from pre-intermediate to upper intermediate. Participants were 
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informed the purpose of the study, the research procedure, and the confidentiality of the 
collected data. At the beginning of the course, the participants were given an intro-
duction to the University Digital E-learning Platform and the instructional components 
of this e-learning course including face-to-face online lectures, online interactive ex-
ercises, and collaborative group tasks. They were also offered a technical training 
session about this e-learning language course. Because this course was taught all 
through online, a paperless approach was adopted, and all teaching and learning ma-
terials distributed and collected were all in electronic form. Each of the four course 
themes in this e-learning course comprising (1) verbal communication: the way people 
speak, (2) nonverbal communication: speaking without words, (3) cross-cultural con-
flict and adjustment, and (4) education: values and expectations required two online 
lectures to be finished, and every finalized theme was followed by self-paced online 
interactive exercises specific to the course theme presented during the online lectures. 
With immediate feedback provided, students individually completed a set of web-based 
online interactive exercises created from the Hot Potatoes suite, the new online exercise 
application produced by Half-Baked Software, in order to equip themselves with the 
linguistic knowledge and content knowledge relative to the course theme. Upon the 
completion of these four course themes, course participants assigned into one of the 8 
groups consisting of 14 members were required to log in the online chat room (similar 
to IRC – Internet Relay Chat using for online synchronous communication) to have 
online group discussions about the specific task relating to English language education 
of one of the eight Asian countries. Group members were asked to work together to 
firstly search useful information from the World Wide Web pertinent to the task topic 
designated. Subsequently, through the online topic-oriented discussions, students 
processed the information found online by expressing thoughts, sharing personal  
experiences and exchanging ideas to gradually construct associated knowledge and 
develop overall understanding of the key issues. Afterwards, on the basis of the in-
formation found from the World Wide Web and the discussions made at the online chat 
room, every group jointly produced one word-format essay in response to the required 
task topic, and submitted it as an attachment to an e-mail to the instructor. At last, one 
designated student from every group made an in-class presentation displayed with 
PowerPoint format with the aid of a LCD projector. It was such the whole learning 
process that participants were engaged in a learning environment which started with 
personal involvement (i.e., online lectures and online interactive exercises) and moved 
towards meaningful and collaborative social interactions with the assistance of tech-
nology (i.e., collaborative group tasks).  

Instruments 
To probe 112 EFL Taiwanese university students’ responsiveness to the implemented 
collaborative CALL environment, the instruments employed in this study were student 
perception pre-and post-questionnaires along with a structured interview. In this study, 
both quantitative and qualitative methods of data gathering and data analysis were used. 

Pre-and post-questionnaires  
Prior to the e-learning language course, participants were required to fill in the 
self-completed pre-questionnaire (4 items with a four-point Likert scale) focusing on 
student reported perceptions of computer assisted language learning, their preferred 
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learning environment as well as their expectations about this online course. At the end 
of the semester, the post-questionnaire with similar questions to the pre-questionnaire 
was completed by the participants. The reliability of the pre-and post-questionnaires 
were (Cronbach’s Alpha) 0.81 and 0.867 respectively, and the professional content 
validity for these questionnaires were established by one TESOL professor who re-
viewed the questions and the question types to indicate that they were appropriate. 

Structured interview 
To investigate participants’ attitudes towards the technology-driven language course in 
more depth, a structured interview was conducted after the collaborative CALL pro-
gram. The face-to-face interview was based on eight guiding questions to ask partici-
pants’ perspectives on the entire CALL instruction such as:  

- whether the e-learning language course helped their learning in a more efficient 
manner, 

- in what ways the e-learning language course helped their learning,  
- the advantages of the e-learning language course,  
- the disadvantages of the e-learning language course,  
- -the part of this e-learning language course (i.e., online lectures, online interactive 

exercises, collaborative group tasks) they liked the most or disliked the most,  
- whether they enjoyed working with group members online,  
- what kind of help they received from their group mates,  
- whether they would suggest the implementation of a collaborative CALL envi-

ronment for the future courses. 

In terms of the reliability and validity of the interview schedule, the reliabilities of the 
interview question 3 (5 items with a four-point Likert scale) and interview question 4 (5 
items with a four-point Likert scale) were (Cronbach’s Alpha) 0.879 and 0.842 indi-
vidually, and the content validity for this interview schedule was achieved, again, on 
the basis of the judgments from the TESOL professor reviewing the questions and the 
question types to verify their appropriateness. 

Data analysis methods 
Paired-Samples T-Tests were applied to analyze the differences before and after 
one-semester e-learning language course shown on the pre-and post-questionnaires 
about participants’ self-perceptions of computer assisted language learning as well as 
their preferred learning environment. Then Pearson’s product-moment correlation was 
conducted to examine the correlation between participants’ expectations of this online 
course and the extent to which their expectations had been fulfilled in terms of lin-
guistic knowledge gain and content knowledge construction. Lastly, the recorded in-
terview protocols of the eight interview questions were transcribed and used to guide 
more fine-grained analysis of participants’ perceived views on the specific features of 
this collaborative e-learning environment. More specifically, in addition to running 
simple descriptive statistics based on Microsoft Excel for some interview questions 
(i.e., Interview Questions 1, 3, 4, 6, and 8), categories concerning participants’ re-
sponses or comments reported for the other questions (i.e., Interview Questions 2, 5, 
and 7) were created from the interview qualitative data and descriptively analyzed. 
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4   Results and Discussions 

Student Perception Questionnaire (quantitative measure) 
The data from the questionnaire on student perceptions about computer-based lan-
guage learning indicated that prior to the online course, all course participants in-
volved in this study had experiences in computer and Internet use, but did not have 
much prior exposure to computer assisted language learning with only 7% of the 
participants experiencing e-learning format, which implied that traditional mass 
lecture was the most common instruction mode that participants’ previous course 
instructors adopted in their teaching, and that exposing students to a collaborative 
CALL environment would confront and challenge their learning experiences as EFL 
learners. To analyze the data obtained from the student perception pre-and 
post-questionnaires, Paired-Samples T-Test was calculated to determine if these 
differences in the participants’ perceived computer-assisted EFL learning, through 
one-semester period of the whole e-learning language course, were significant. As 
can be seen from the statistical data on Table 1, there were statistically significant 
differences between the two administrations of the Student Perception Questionnaire 
at the level of p < .01 regarding student interest in CALL, the effectiveness of CALL, 
and learning environment preference. This suggested that the e-learning language 
course produced a beneficial effect on participants’ overall satisfaction in the com-
puter-based language learning environment, despite the result that the challenge level 
of CALL perceived by participants showed no significant difference between the 
pre-and post-questionnaires. The analysis of the quantitative data on Tables 2 and 3 
revealed that students’ expectations of this online course had statistically positive 
relationships with their perceptions of the extent to which their expectations in terms 
of linguistic knowledge gain and content knowledge construction had been fulfilled. 
This indicated that the students who made high expectations of the online Language 
and Culture Course tended to be more satisfied with this course when it came to 
linguistic knowledge acquisition and content knowledge learning than those who 
made low expectations of this online course. This was probably because the higher 
expectations students made for the course, the more attention they devoted to those 
expected aspects, and the more likely they would accomplish those expectations. 

Table 1. 

Paired Differences  

Mean 
Std. Devia-

tion t 
Sig. 

(2-tailed) 

pre-challenge of CALL - post-challenge of CALL -.071 1.029 -.735 .464 

pre-interest in CALL - post-interest in CALL -.295 1.079 -2.889 .005** 

pre-effectiveness of CALL - post-effectiveness of 
CALL 

-.321 1.033 -3.293 .001** 

pre-prefer conventional learning environment - 
post-prefer conventional learning environment 

.438 1.432 3.234 .002** 

pre-prefer CALL environment - post-prefer CALL 
environment 

-.821 1.344 -6.469 .000** 

N=112; *p <.05, ** p <.01 
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Table 2. 

post-expectation fulfillment-linguistic knowledge gain 

pre-expectation-linguistic knowledge gain Pearson Correlation 

Sig. (2-tailed) 

.351(**) 

.000 

N=112; ** Correlation is significant at the 0.01 level (2-tailed). 

Table 3. 

                                                        post-expectation fulfillment-content knowledge construction  

pre-expectation-content knowledge construction  Pearson Correlation 

Sig. (2-tailed) 

.341(**) 

.000 

N=112; ** Correlation is significant at the 0.01 level (2-tailed). 

 
Structured Interview (qualitative measure) 
This section mainly deals with the qualitative measure related to Taiwanese university 
students’ perceived views on the CALL course in a collaborative learning environment, 
which was explored through analyzing participants’ responses to the structured inter-
view. The responses to Interview Question 1 showed that the agreement on the view 
that the collaborative e-learning language course had facilitated effective learning was 
expressed by almost all participants (108 out of a total of 112 participants), demon-
strating they all benefited from the CALL application in their language learning. This 
was corroborated by the participants’ feedback to Interview Question 2 which required 
them to definitely specify the ways in which the collaborative e-learning language 
course had promoted their language learning. The majority of students reported that this 
online EFL course motivated their interest in what was taught about language and 
culture (78%), that the online EFL course provided more up-to-date information than 
print resources (67%), that the interactive and self-pace online exercises helped them in 
increasing their English lexical and linguistic knowledge (89%), and that the collabo-
rative group tasks helped them better construct new knowledge about the interrelation 
between language and culture (76%). For example, Participant S22’s comment dem-
onstrated her strong favor to this language course with a CALL component. She said: 
“It seems to me that the online interactive exercises are very effective and I benefited 
much and learned much from those exercises to improve my English vocabulary and 
grammatical knowledge.” Moreover, Participants S34 but also S89 appeared to have a 
similar viewpoint and mentioned that they gained more English linguistic knowledge 
and content knowledge associated with language and culture during the e-learning 
process. As for the facilitating effect of the CALL instruction on some participants’ 
learning motivation, Participant S72’s response showed her clear reflection about 
learning interest: “From my past experience, I get bored easily or fall into sleep while 
learning English via textbooks. However, learning through the computer arises my 
interest in what I am learning.” The results on Interview Question 3 which is in relation 
to the advantages of the collaborative e-learning language course revealed that slightly 
more than half (52%) of the participants agreed or strongly agreed that computer as-
sisted EFL teaching enhanced their interest in what they were learning, and almost 
two-thirds (66%) strongly agreed or agreed that it was more enjoyable to learn through 
computer assisted language teaching than through conventional mass lectures. The 
majority (77%) of participants expressed strong to moderate agreement with the 
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statement that ‘Online learning is more effective for me than textbook reading’, and 
only a small number (4%) strongly disagreed with this statement. In the words of Par-
ticipant S10: “For me, online learning is more effective. It is because I can receive 
immediate feedback from online exercises to advance my learning from my own errors 
and reinforce what I’ve learned in class.” With regard to the affective advantages of 
computer-assisted EFL learning, it was found that over two-thirds (69%) of the re-
spondents agreed that they felt less pressured to learn language through an e-learning 
environment than a conventional classroom learning environment, as referred to in 
Participant S57’s report: “I have less anxiety and pressure when learning online be-
cause I am allowed to work at my own pace and don’t need to compare results with 
others.” In addition, approximately half (51%) of the participants associated the col-
laborative e-learning process with gaining a sense of achievement. Participate S101 
said that “During online discussions, my group mates and I worked together well to 
collaboratively overcome textual comprehension difficulties. It is quite an accom-
plishment whenever the unknown parts were cleared up.” However, this was not al-
ways the case with some higher level students. The opposite response was found in the 
case of Participant S6. He noted that “In the collaborative group tasks, I helped my 
group members more than they offered assistance for me, and when I was confronted 
with some linguistic problems I was unable to sort them out, and those problems, on 
many occasions, were left as incomprehensible.” As to participants’ reported percep-
tions of the disadvantages of the collaborative e-learning language course (Interview 
Question 4), the dataset was overall positive. Only the statements No. 5 which is about 
a learner’s computer skills showed a slightly higher proportion of negative responses 
(21% agreeing with a negative statement), but the weight of opinion did not appear 
strong. It was encouraging to see that the statement ‘Learning online is unorganized or 
unsystematic’ drew disagreement from nearly all participants (108 students or 96%), 
and more than three-fourths of the students (84%) expressed strong to moderate dis-
agreement with the statement that ‘Computer assisted language learning complicates 
the process of learning’. It seemed that participants showed strong positive regard for 
computer-assisted EFL learning. This was probably because the well-designed online 
materials and activities motivated students to learn and led to effective and efficient 
learning. In addition, it was interesting to see that there was no one who felt embar-
rassed when working on the collaborative group tasks with their group mates, which 
conformed to participants’ feedback in reply to Interview Question 6 with the relatively 
high number of students (102 out of a total of 112 participants) who said that they 
enjoyed working online with their group members. Only a minority (9%) of the stu-
dents reported that they felt threatened and uncomfortable with learning English via a 
computer, and less than one-fourth (21%) moderately agreed with the statement that 
‘Computer assisted language learning requires technical skills’. Piotrowski and Va-
donovich (2000) state that a learner’s lack of computer competence will bring about 
fear to work in an online learning context. However, it is generally believed that stu-
dents nowadays have more chances to use computers and the Internet at home or 
school, which reduces their anxiety at computer-based learning, and thus learning 
through a computer will not cause great difficulty for most students in terms of com-
puter operation. Also, as mentioned earlier, students were offered, at the onset of the 
course, an introduction and a technical training session about this online language 
course, which facilitated them to be well familiar with the instructional technology and 
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to request less technical support during the whole e-learning procedure. Furthermore, 
the most frequent responses to Interview Question 5 about what participants liked and 
disliked the most about this online CALL course were respectively online interactive 
exercises (63%) and collaborative group tasks (34 students or 30%, compared to 16 
students reporting to be uninterested in online lectures, and the others (62 students or 
55%) expressing no any course elements that they disliked). The participants offered 
reasons for their favorite instructional element concerned with instant feedback pro-
vided from the online interactive exercises. Take, for instance, Participant S98’s 
reflection, who said in his response to the favorite part of this online course, “The 
exercises are interactive and I can receive immediate feedback to know what I got right 
and what I got wrong on my answers, which is good for my self-learning.” In fact, in 
CALL instruction, greater leaner control over the learning process is allotted for 
learners so that they can work independently to perform exercises in a self-paced 
manner. Most importantly, multiple opportunities as well as immediate feedback that 
online exercises or activities provide for extensive practice and improvement promote 
second/foreign language learning. As to the part of the online course the participants 
liked the least, time-consuming task completion was some participants’ justifications 
for negative feedback, but it did not appear from these responses that there were suf-
ficient problems to militate against the implementation of a collaborative CALL en-
vironment in EFL learning. For example, Participant S78’s report was typical of many 
participants: “The collaborative group project makes learning easier because you got a 
chance to share information, discuss problems, and exchange opinions. All members 
put their heads together so as to maximize comprehension.” Also, “We worked together 
quite well as a team, which not only helped us to create better sense of text but also to 
enhance our overall knowledge. I found the more I grasped from what had been read, 
the more familiar I was getting with the content area and the more overall knowledge I 
gained from it.” was mentioned by Participant S7. It was clear that the emphasis of the 
above responses was placed on peer cooperation. However, several participants’ 
comments were somewhat different. They did not show favor to the collaborative group 
tasks. Too much time spent on helping with others’ linguistic problems was noted by 
the participants as the top reason that they did not enjoy collaborative group projects. 
Take Participant S12’s explanation as an example. He reported that his motivation to 
carry out the collaborative group task with his group members was not so high because 
sometimes his group mates could not do much to help and often counted on him to 
paraphrase or explain for them when faced with reading problems in the texts found 
online. Some students, such as Participants S8, S53, and S89, also produced a similar 
view to regard time-consuming processing needed in online group discussions as a 
drawback and did not comment positively. Participant S53 noted that “During online 
discussion, it took a lot of time to discuss with my group mates about the reading texts 
relevant to the task topic because many times I had to help them with their linguistic 
problems, whereas I can read much faster when I am reading on my own.” Neverthe-
less, in spite of 34 students who said that they disliked the collaborative group projects 
the most, when asked whether grouped participants enjoyed collaborating with group 
members online while working on the assigned tasks (i.e., Interview Question 6),  
the majority (102 participants, 91%) admitted this to be the case. In addition, in terms of 
the kinds of help that individual participants were offered from their group mates while 
carrying out the collaborative group tasks (i.e., Interview Question 7), one-fourth of the 
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participants (23%) mentioned their group members helped them with technical prob-
lems, and approximately two-thirds reported they received help from group mates to 
deal with language problems (68%), to find information about the topic from the World 
Wide Web (65%), and to construct textual meaning found online (69%). As demon-
strated by Participant S49’s response, he stated that “In addition to providing lexical 
resources, whenever I had difficulty in understanding certain sentences, my group 
members with advanced English proficiency would help me with sentence meanings 
through analyzing syntactical and grammatical structures or elaborating sentence 
interpretations so that I could comprehend the text better.” Participants S2 and S66 also 
had similar viewpoints, as noted by S66 that “You learn more linguistic knowledge and 
overall knowledge during cooperative learning. Others may know what you do not 
know and everybody pools her/his wisdom, we thus know a lot more all together.” 
Obviously, based on all the verbally reported responses to these interview questions, 
we may thus conclude that such collaborative group tasks created an online 
learner-centered context where group discussion, problem solving, and collaborative 
learning were encouraged to enable students to become actively engaged in the con-
struction and use of knowledge, which has long be ignored in conventional language 
instruction in Taiwan. It is therefore that the learning environment constructed in this 
study apparently satisfied conditions for the formation of a Vygotskian zone of 
proximal development (Vygotsky, 1978) for foreign language learners. Specifically, 
the more capable participants offered scaffolding, which in turn consolidated their 
linguistic knowledge or content knowledge and firmed up their text understanding. The 
less capable peers received linguistic assistance and learned from their higher coun-
terparts, which was vital in the shaping of their language competence and probably 
enabled them to achieve more highly than they would have been able to accomplish 
alone. Finally, in response to Interview Question 8 of whether participants would be 
willing to try another online course in the future, almost all participants (109 students) 
concluded that they would take another language course with an online component and 
recommended a collaborative CALL environment being implemented in the future 
courses, suggesting that their overall experience with CALL was positive. Reasonably, 
participants’ positive evaluation about the implemented online course resulted in an 
increase in their motivation to take future courses that incorporate technology and 
language instruction.  

To sum up, the results produced from the questionnaire quantitative data with sig-
nificant differences found in student self-perceptions of computer-assisted EFL 
learning were confirmed by the findings brought about from the interview qualitative 
data concerning the overall positive attitudes of students towards the effectiveness of 
CALL use and EFL learning. Also, these findings of the research were in agreement 
with other CALL studies which report positive effects of online language learning (e.g., 
Blake & Delforge, 2006; Conolelos & Oliva, 1993; Felix, 2001).  

5   Conclusion 

In conclusion, we see that the findings drawn from both the questionnaire data and the 
interview protocols were substantially positive to demonstrate that the participants in this 
study generally supported collaborative computer-assisted EFL learning and perceived 
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its educational effect on their enhanced linguistic knowledge and language/culture con-
tent knowledge, motivation and interest in learning English via a computer, as well as 
cooperative learning. Such valuable views of participants gleaned from this research 
study can offer Taiwanese teachers and school authorities evidence regarding CALL 
application in Taiwanese students’ English language learning. Also, we can suggest that 
students’ EFL learning performance could be expected to improve when they are exposed 
to such a collaborative CALL environment. It is because, as the encouraging and  
convincing evidence provided from the study, that language learners involved in a col-
laborative e-learning environment which turned language learning into an engaging, 
interactive, and student-centered process will be likely to learn in a more efficient manner 
and to improve their linguistic competence and content knowledge accompanied with 
higher motivation. It is therefore advisable for Taiwanese English language teachers, 
course writers, curriculum planners, policy makers, and educational authorities to give 
further consideration to applying an instructional approach which incorporates an CALL 
component in a collaborative setting to immerse students in online language learning in a 
social context in order to help students with effective language acquisition and motivated 
learning attitudes.  
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Abstract. It becomes more and more difficult for a telecommunication company 
to retain a successful operational model in the highly competitive environment.  
In fact, a good performance evaluation method becomes a good management 
technique for bench marking among industry. This has become an important 
topic nowadays.  

The objective of this research is to provide an effective study to evaluate the 
telecommunication industry between China and Taiwan, as well as the analysis of 
efficiency and improvement suggestions for those companies which want to im-
prove the efficiency based on Data Envelopment Analysis (DEA). Realistic data 
are collected from both China and Taiwan published stock market. Total major 5 
companies, which are included around 90% market share, are collected. The re-
sults show that 3 companies have very good performances. Moreover, this study 
provides improvement suggestions for those companies, which performances are 
not good enough. This method and results are useful for telecommunication in-
dustry for management and bench marking between China and Taiwan. 

Keywords: Data Envelopment Analysis, Efficiency, performance evaluation. 

1   Introduction 

Communications in recent years, rapid development, its information delivery of fast, to 
replace the information delivery, most high-profile focus, one of the most distinctive 
places, as the borderless network concept, the development of the communications 
industry, along with the convenience of the flow of information and the same property, 
competition policy planning and layout, to become important in the development of the 
telecommunications industry. Therefore, in the telecommunications industry, how to 
take advantage of the upstream and downstream information sharing between manu-
facturers, from the message data in finding each other productive factors, so that all 
participants in the supply chain of mutual benefit, it is important for long. However, in 
that many of the manufacturers, to how to choose the most appropriate partners, is the 
most important single issue. 

As information technology and the fierce competition of the era, observation of the 
development of domestic telecommunication industry in recent years, found that the 
characteristics of the industry and the development track feature service is primarily for 
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the country. Although considered how to go out, the future scope of business in not 
only in this country. First, the domestic market is limited [1]. Secondly, the overall 
communications industry needs substantial economies of scale. This business must be 
globalization.  

Major equipment and technology will also come from abroad in the telecom indus-
try. In addition to the base station rentals, almost all machines are bought from over-
seas. This is huge investment. Therefore, the added value is not high in this industry. In 
addition, national and commercial market's competitive advantage is limited to the 
marketing in the fundamental technology or business model innovation. The key 
technologies could not be breakthrough, and they can only be highly dependent on 
foreign partners. 

In addition, the government opened the folk communications industry into this 
market opening from the exclusive. The telecom industry is concerned, as the market 
requirements increase, the government open investment, once had a lot of competitors 
of the State, however, in the competition and after, to join the communication market 
survive much, but in the "investment", "the creation of added value small", "market 
limited" several special features, the existing manufacturers of profitability or im-
provement. 

Also, government policies on management and profit level influences. For example: 
Telecom, the business of openness and rates are critical. You can even say, this industry 
firms are easy to earn money under government’s policies.  

In fact, the communications industry is capital intensive and knowledge intensive 
and cross counties. However, by following the world standards, the market which is set 
by the rules of government is very competitive. 

Basically the above characteristics, in order to the electronics industry, or in many 
traditional industry, never appeared, cited this the characteristics of the industry does 
not say that Taiwan's overall industry generally is limited to only, presented in the 
communications industry. These industry characteristics mean that the future devel-
opment of telecom industry in reference before can learn those lessons. More of these 
problems are valuable issues. 

The remainder of this paper is organized as follows. Literature reviews are given in 
Section 2. Methodology is introduced in Section 3. Experiment design and results 
analysis are depicted in Section 4. Finally, Section 5 provides some concluding  
remarks. 

2   Literature Reviews 

DEA was first proposed by Charnes, Cooper and Rhodes (CCR) [2]. Its original idea 
comes from the measurement model of production efficiency proposed by Farrell [3].  
DEA itself is a non-parametric method for assessing the relative efficiency of decision 
making units (DMUs) based upon multiple inputs and outputs. The primitive DEA 
model adopts the concept of production in microeconomics: efficiency = output / input.  
Banke, Charnes, and Cooper (BCC) [4] developed a new model from the CCR model to 
understand the problems of pure technical efficiency (PTE) and scale efficiency (SE). 
Both of the CCR and BCC models are summarized as below. 
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The CCR model intends to maximize the ratio of weighted outputs against weighted 
inputs.  It reduces multiple outputs to a single “virtual” output, and multiple inputs to a 
single “virtual” input for each DMU. CCR is good at analyzing the relative efficiency 
without setting the weights in prior, which makes the CCR model more objective. 

Assume that there are n DMU. Each DMU has m inputs and s outputs. Let ijx rep-

resent the ith input and rjy represent the rth output of DMU j, respectively.  Let ru  and 

iv  represent the virtual variables of rth output and ith input, respectively. Let jh  

represent the relative efficiency of DMU j. Where ε  is a relatively small positive 

number (normally set at 10
6−

). 
The relative efficiency of each DMU can be calculated by solving the following 

mathematical programming problems: 
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ε≥iv
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r =1,2,3,….,s；  i =1,2,3,…..,m；  j =1,2,3,…..,n 

The CCR input model can suggest improvement directions and the values of both 
outputs and inputs in order to achieve the desired efficiency value of 1, which can be 
done by calculating the following equations: 

** −−= iijjij sxhx
,  i =1,…,m      (5) 

** ++= rrjrj syy
,   r =1,…,s      (6) 

Where −
is  represents the lacking quantity (slack) of the output and +

rs  represents the 

redundant quantity (surplus) of the input.  ijx* , rjy* , *+
rs  and *−

is  represent the 

optimal values of ijx , rjy , +
rs  and −

is , respectively. Note that when the value of 

objective function jh ＝1, +
rs =0 and −

is =0 (for all r and i). That is, DMU j achieves 
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its optimal efficiency.  Note that CCR is the most popular DEA model for evaluation of 
the total operational efficiency. 

The difference between the CCR and BCC models is the use of returns-to-scale. For 
each DMU, BCC allows variable returns-to-scale, while CCR is characterized by 
constant returns-to-scale. The BCC model has an additional convexity condition. The 
input–oriented BCC model can be written as:  
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0u  is a real number to indicate the intercept of the production frontier. When 0u >0, 

the production frontier for this DMU is decreasing returns-to-scale (DRS). When 

0u =0, the production frontier for this DMU is constant returns-to-scale (CRS). When 

0u <0, the production frontier for this DMU is increasing returns–to-scale (IRS). In 

addition, the suggested improvement directions of the BCC input model are the same as 
the CCR input model.  

Most of DEA applications are focused on performance evaluation. The research of 
Bhattacharyya [5] et al. show that government owned banks possess more operational 
efficiency than privately owned banks, but less efficiency than foreign banks. Camanho 
and Dyson [6] enhance cost efficiency measurement methods. The results obtained in 
the case study show that the DEA models can provide robust estimates of cost effi-
ciency even in situations of price uncertainty. Lee et al. [7] discuss a description of a 
DEA model for analysis of the control performance for a specific context for electronic 
data interchange (EDI) in the context of finance and trade. Homburg investigates the 
use of DEA for activity-based management and pros and cons of DEA as applied to 
benchmark activities [8]. Mota et al. [9] provide a quantitative model for activity-based 
management (ABM). A real case study of a drill factory is used to illustrate the ap-
plication of the model. Co and Chew use DEA to analyze the performance and R&D 
expenditures in American and Japanese manufacturing firms [10]. An approach based 
on DEA is proposed by Chang and Lo [11] for measuring the relative efficiency of an 
ISO 9000 certified firm's ability to achieve organizational benefits.  Luo and Donthu 
[12] use DEA and Stochastic Frontier (SF) to show that top 100 marketers’ advertising 
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spending in print, broadcast, and outdoor media are not efficient and could bring in 
20% more sales.  Cook and Zhu [13] use DEA for productivity measurement of 
highway maintenance crews as maximum achievable by reduction in resources without 
impacting the outputs from the process.  Durand and Vargas [14] analyze the owner-
ship, organization, and private firms' efficient by DEA.  Forker et al. [15] combine 
nonlinear DEA and linear regression analyses, and then demonstrate that Total Quality 
Management (TQM) practices are related to performance.  However, DEA can not only 
be used in performance evaluation and can be extended more.  

3   Methodology 

This research department you want to take advantage of the datagram through complex 
analysis and interpretation of the case for the telecommunication industry in addition to 
innovative product development, improve product quality, reduce operating costs, for 
application integration policy, put forward a viable measure evaluation method man-
agement staff more efficient and convenient choice and discretion to enable more 
effective expansion of telecom markets, acquire new skills, improve operational effi-
ciency, etc. 

STEP1: First collection at home and abroad for the communications industry for DEA 
research data and then look for the Institute from which to explore the theme and use 
tools, and for the future can affect industry development factors for performance 
evaluation, through set of targets, to a hypothetical strategic alliances. 

STEP2: By collecting the STEP1 related literature, found in control performance and 
key performance indicators to invest in projects of select elements, and related input of 
resources and performance data can be routed through a pointer to the data to determine 
which output/input of variance for a strategic alliance to produce the maximum benefit, 
then variation the number of items through the correlation coefficient analysis verifi-
cation, if the values are negative values, you must delete the data to the number of such 
variation or select, if the value is positive, then shows the correlation coefficient is 
positive, and DEA model forward dependencies. 

STEP3: The STEP2 know correlation coefficient analysis to forward relevant and 
consistent with the DEA model forward dependencies, to form DEA software for 
evaluation, this study chose to CCR-I mode to do analysis. 

STEP4: By choosing to STEP3 CCR-I pattern analysis, this stage is to start with the 
two cases between five telecom vendor data to conduct performance appraisals, aims to 
confirm which manufacturers operating efficiency for the best.  

STEP5: From the available communication operators STEP4 manufacturers operating 
efficiency, and then to complete data, assess enterprise efficiency. 

STEP6: The conclusions obtained by STEP5, to produce a recommendation for the 
enterprise, enabling enterprises to do strategic alliance, can have a better direction, so 
that we can in this competitive environment, create the best competitive advantage. 
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4   Experiment Design and Results Analysis 

Telecom industry and research: 1996 through telecommunications law, from the tele-
communications industry from exclusive to free competition, open to Taiwan, where 
the domestic, remote telecommunications, Pacific telecom, Weibao Telecom, the 
number of operators in the telecommunications industry competition, including 
fixed-line telecommunications, mobile communications, and data communications 
provides three areas, dedicated circuits, Internet, broadband, intelligent network, en-
terprise integration services, and all kinds of value-added services, in order to meet the 
mobile phone and the Internet is widely used by sparking life action and broadband 
wave, and through alliances, cooperation, expanding the utility, telecommunications 
and the Internet to develop action-business, network applications, as well as broadband 
audio and video multimedia and other broadband services [16]. 

This paper discusses the researches focus on discussion and looking for operators in 
several industry competitions, for various companies and their respective management 
policy, according to the input and output of detail, seeking advice on the telecom in-
dustry as a whole industry of best phenomenon, as the telecom industry is back in 
operation in input, and output the reference basis. This study is based on practical 
considerations for data examined. 

According to the DEA's application, use the datagram complex method of the first 
steps, that is, select the appropriate DMU, this study of industry is the software de-
velopment industry, so pick the two case studies on target between carriers for. Ac-
cording to the report data, telecom operator, 1998 the this thesis research company 
listed in the following table 1. 

Table 1. The communications industry data [17] [18] [19] 

 Capital 
(100 

millions) 

Base stations Employees Customers Revenue 
(million) 

EPS 
(earnings 
per 
share) 

CHINA MOBILE 2436 360000 160000 314,220 452103 4.51 

China Unicom 921.2 107000 200000 276,019 153945 4.66 

ChunghwaTelecom 945 4600 24600 279,394 184040 2.83 

Taiwan Mobile 380 4000 2400 421,309 57015 4.741 

Far Eastone 340 4000 3600 213,014 53740 0.364 
 

Tables on the data provided input on the part of the input data in employment due to 
the nature of the industry is not a labor intensive high-tech industry, so the number of 
investment and the actual operational noticeable effect in terms of number of jobs 
directly and therefore have not been included in the list into the selected is used to 
output the data in the operating income and EPS after taxes due to nature, operating 
income of the High Representative and high, therefore EPS data selected only selected 
the tax data for output after EPS. This study a total of four DMU inputs and outputs 



 Performance Evaluation of Telecommunication Industry between China and Taiwan 439 

 

total four input variables: capital, base number, number of users, select EPS after taxes 
will abide by this principle pointer: input and output items may not be negative, se-
lected the following input and output of the project to a variable 

1.Input variable 1 (X1): Capital          
2. Input variable 2 (X2): base stations   
3. Output variable 1 (Y1): customers 
4. Output variable 1 (Y2): EPS 

This research used DEA-Solver software to calculate the DEA model. CCR input 
model was applied for this study.  Table 2 shows the description statistics data. 

Table 2. Data of description statistics 

 
Capital 
(100  
millions) 

Base  
stations 

Customers EPS 

Max 2436 360000 52200 4.741 

Min 340 4000 433 0.364 

Average 1004.44 95920 13732 3.421 

SD 760.42513 137912.24 20004.579 1.6827342 

The table can be learned, statistics from the most is the investment capital and base 
station with the largest number of China Mobile, the statistical data to minimum is a 
long-distance telecom, top sheet to: China Mobile related statistical data to the maxi-
mum, the reason should be regional GEO-General on the Mainland, the long-distance 
telecom investment project was put into question a lot, and in the output, China Mobile 
user number of the largest, the Chinese population inherent advantages, such as statis-
tical data on the difference between SEO analysis, statistics, minimum statistical value 
of data on behalf of sense cannot factor as far as a result of statistical assessment points, 
so the data's data interpretation, still need to take into account the relationship and 
population, statistics on comparison is not controversial. 

Table 3. Statistical correlation coefficient must be positive 

 
Capital Base  

stations 
Customers EPS 

Capital 1 0.9555006 0.9582122 0.2654588 

  Base stations 0.9555006 1 0.9998812 0.1341859 

 Customers 0.9582122 0.9998812 1 0.1483795 

EPS 0.2654588 0.1341859 0.1483795 1 
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This research applied DEA method to select variables to go on correlation analyses 
to test if each pair of all variables is positively related, which is the basic calculation 
assumption of DEA. As shown in Table 3, correlations for all variables are positive. 
Thus the principle is met. 

An analysis of the efficiency is calculated by the software of DEA-Solver. The 
CCR-I mode is used to analysis those companies. The results are show in Table 4. 

Table 4. efficiency assessment analysis tables 

Rank DMU Score 

1 ChunghwaTelecom 1 

1 Taiwan Mobile 1 

1 CHINA MOBILE 1 

4 China Unicom 0.9493572

5 Far Eastone 0.8408392

From the above table shows that: in efficiency assessment on Chunghwa Telecom. 
Taiwan's eldest brother. China Mobile's operating efficiency is no problem of 
long-distance and China but connected business efficiency is not very good, then do 
business efficiency assessment, finishing get table 5: 

Table 5. Input, output analysis table 

No. DMU Score    

 I/O Data Projection Difference % 

1 ChunghwaTelecom 1    

 Capital 945 945 0 0.00% 

 Base stations 4600 4600 0 0.00% 

 Customers 817 817 0 0.00% 

 EPS 4.51 4.51 0 0.00% 

2 Taiwan Mobile 1    

 Capital 380 380 0 0.00% 

 Base stations 4000 4000 0 0.00% 

 Customers 450 450 0 0.00% 

 EPS 4.66 4.66 0 0.00% 
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Table 5. (Continued) 

3 Far Eastone 0.8408392    

 Capital 340 285.88534 -54.114664 -15.92% 

 Base stations 4000 3363.3569 -636.64311 -15.92% 

 Customers 433 433 0 0.00% 

 EPS 2.83 2.83 0 0.00% 

4 CHINA MOBILE 1    

 Capital 2436 2436 0 0.00% 

 Base stations 360000 360000 0 0.00% 

 Customers 52200 52200 0 0.00% 

 EPS 4.741 4.741 0 0.00% 

5 China Unicom 0.9493572    

 Capital 921.2 874.54784 -46.652165 -5.06% 

 Base stations 107000 101581.22 -5418.7816 -5.06% 

 Customers 14760 14760 0 0.00% 

 EPS 0.364 2.2491085 1.8851085 517.89% 

 
The previous table may know, China Telecom, China Mobile, Taiwan Mobile, 

evaluation input-output, with its operating efficiency on its efficiency, its strong 
competitiveness, but instead return a long-distance telecom, China Unicom, a data 
analysis view on its assessment of efficiency on a long-distance telecom capital to 
reduce to $ 285.87 billion, base station number also can reduce the number 3363 bases 
and operating efficiency, with a group of telecommunications, China Unicom's oper-
ating efficiency to be promoted, in accordance with table questions on capital & base 
number to 5.06%, capital of 874.58 billion NT dollars, base station number is 101581, 
EPS after tax increased by 517.89%, $ 2.249 per share, so as to let China Unicom 
operating efficiency is better operating efficiency. 

5   Concluding Remarks 

This study provides an enterprise to measure the effectiveness of DEA's direction and 
management to improve the competitiveness of the reference method. This study of 
selected second input pointer (capital, base station number) and two output pointer 
(operating income and earnings per share) assessment 5 carrier's operating perform-
ance, analysis, a conclusion to Chunghwa Telecom, China Mobile, cell phones, Taiwan 
companies still maintain efficiency target value is 1, 2 companies transmitting tele-
communications, China Unicom, performance data on less than one, 2 companies 
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operating performance improvement and efficiency target value is 1, so to domestic 
long-distance telecom, reduce capital investment, and reduce the base number, such as 
domestic companies reduce will let business efficiency into a, but in order to operate on 
these two input reduce to practical and commercially lower number means base station 
rocket, feared that will reduce the number of users that will lead, so putting it in the 
business of reducing machine efficiency increases, but on may lead to address quality 
issues, thus reducing the number of users, to China Unicom, problem basically and 
remote telecommunications are similar, but the biggest difference is then to territorial 
size, map to reduce China Unicom's capital, means to reduce the base number, change 
the word know sacrifice quality in exchange for helping to improve the operation of 
machines, a commercial angle, and it is some problems, so China Unicom has a bit of 
improvement is to increase EPS increased this data, the number of users that will in-
crease, but the user increases the base station to reduce to clients, China Unicom would 
not be the best choice you, if we can increase the number of customers may need not 
reduce the amount of base station, increase the number of users will be able to increase 
its efficiency. 

This study only foists industry firms do business performance analysis, for subse-
quent study and put forward the following suggestions: (1) in the future for carrier 
performance evaluation, input and output should be in the project as a more extensive 
collection, where the performance impact of pointer, should be taken into considera-
tion; if a company's internal data will make research results more persuasive; (2) this 
study only one industry for business efficiency assessment, future follow-up research 
can join the upstream and downstream third-party discussion of strategic alliances in 
order to increase the diversity of topics; (3) an in-depth look at the pros and cons of the 
industry, provides enterprise key management system and information, and how to 
properly reduced corporate resources to achieve higher performance; these are come 
with future directions. 
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Abstract. This paper as a case study will first explore the stance of the National 
Museum of Marine Biology and Aquarium (NMMBA) as a venue for social 
education by promoting outsourced management of resources complement be-
tween NMMBA and private sectors. Further, this paper is completed through 
relevant literature, onsite observation and interview, followed by Analytic Hi-
erarchy Progress (AHP) for determining key success factors (KSF) as a reference 
for policy makers on other public constructions and outsourcing management. 

The findings suggested that management strategies yield the greatest impact 
upon the composite factors for the success of NMMBA’s outsourcing manage-
ment: namely, OT with BOT, public-private partnership (PPP), and willingness 
of contract renewal. In analyzing the composite factors for NMMBA’s out-
sourced managerial success, PPP demonstrates the most significant weight of 
0.424. 

Keywords: public-private partnership (PPP), analytic hierarchy progress (AHP), 
key success factor (KSF), National Museum of Marine Biology & Aquarium 
(NMMBA). 

1   Introduction  

On November 18, 1996, the Executive Yuan authorized the organization of National 
Museum of Marine Biology & Aquarium (NMMBA). In the draft it says, “For those 
education and research works that involve with great governmental investment but slow 
in achievements should be continually sustained and invested by the government; for 
those mainly for-profit and less related to the access of public right of government should 
be managed by the public-build-private-operate model or enterprises. Thus enable the 
organization, the human affairs, the finance and so on to have more elasticity and effi-
ciency.”Since, the NMMBA started to be planned towards the goal of BOT. The opera-
tion model is also innovative in the nation that the first built aquarium adopts OT, and in 
limited time, BOT the new aquarium.Through the PPC， the Ministry of Education .. so 
the feasible, in November 26,1999,Internet bulletin. (Huang Caiyun, Wen-Jie Huang, 
2003) Hoping by private team and investment, the national social educational institutions 
can break the old frames, and the willingness of operation could be increased among 
enterprises. In current diverse society, the public constructions should think about the 
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changing environment and competitors. The traditional operation model rely solely on 
governmental funds will finally be eliminated. Integrating private resources has become a 
trend.( Pei-Hsiu wu,2002) 

However, the BOT cases in process are often controversial due to lack of policies 
and experiences. Some are even away from the basic spirit of “government franchise, 
private sector funds.” Recently, there are cases claiming unfairness occurs in selection, 
politicians collude with businessmen, or doubts of false profits. These incidents post-
pone the construction and thus cause complaints. 

Christina Liu, the professor of finance department in National Taiwan University 
writes,Why BOT is worked well in South Korea but not in Taiwan? The world does not 
have a second BOT plan is the same.( Christina Liu,Wen-Yeu Wang,Huang 
Yulin,2000) It seems the issue is not on the BOT itself but the false interpretation by the 
government and private sectors. Perhaps too many people do not know how to adopt 
BOT and its value to national economic development. As a worker serving in the 
franchisee of the BOT of the NMMBA, I am honored to have participated the OT and 
BOT of NMMBA since the beginning. This case also becomes a successful example for 
other national public BOT constructions. In considering that BOT cases are not 
smoothly applied in Taiwan, I am motivated to research the success key factors of the 
NMMBA as a reference to other BOT cases which are ongoing or about to happen. 

2   Materials and Methods  

The key success factors are the best performed works of a company that seeks success. 
(Daniel, 1961) About to recognize the key success factors way. According to 
Yung-Ching Ho (1990), popular statistical methods are the as following: (1) regression 
analysis; (2) factor analysis; (3) Delphi Method; and (4) AHP.This research adopts the 
AHP as the method of recognizing key success factors.In composition of “review of the 
operation of the NMMBA” and interviews of both public and private staff members 
within the BOT plan of NMMBA, the “Frame of success key factors of the BOT of 
NMMBA” is drawn as Fig. 1. 

2.1   Brief of Analysis Method  

This research adopts Analytic Hierarchical Process (AHP) to search success key factors 
of the BOT of NMMBA and their sequence of priority. The AHP includes 3 
steps(Saaty,1970): establishing the hierarchy, pair-wisely comparing the establishment 
and operation of the matrix, and checking the consistency.Since AHP theory has been 
in use for years, many assisting computing programs have also been in shape. However, 
the AHP has both strength and weakness in its application. Ossadnik and Lange (1999) 
mentions in “AHP-based evaluation of AHP-Software,” 3 dominant software applying 
AHP are Auto Man, Expert Choice, and HIPRE. They all base on 12 structures, such as 
the graphical display of outcomes, the convert of particular AHP, numbers of hierar-
chical elements, the offering of sensitivity analysis, easy learnability,  problem struc-
ture adjustment, supplies, understandable manipulate commands, related assistance and 
explanation of false message, and the initial investment. After analyzing these software 
through AHP, it is concluded that the Expert Choice is better than the Auto Man, which 
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is better than the HIPRE. Thus this research chooses the Expert Choice as the applied 
software to analyze recycled questionnaires. 

2.2   Frame of Success Key Factors of the BOT of NMMBA 

y

 

Success of BOT of NMMBA 
 

Integrating OT and BOT public-private partnership 

Financial-engineering strategy 
 

M a r k e t i n g  s t r a t e g y Team integration strategy Internal and external conditions Manage and operate strategy 

Media relations 

Ticket rates strategy 

Innovative package 

Marketing events 

Combining-industry, officials, and 
university 

Science education 

Social on-profit activity 

Industry news 

Leadership 

Mutual value 

Complementary advantaged resources 

Positive communica-ti  

Mutual trusts and commitment 

Complementary side industries 

National park 

Planning of parking 

Environment 

Planning of hinter land 

Content diversity 

Planning of exhibits 

National ranked facility 

Equipment and space 

Introduce of star creatures 

Integrate corporation resources 

Define and divide market 

Collaborate inter- and intra- 
 

Political-business relations 

Re-develop new value of exhibit 

Low ticket rates 

Develop Niche Market 

Scale of economy 

Bank recognize fund-raising 

Cash flow transaction 

Low initial funds 

Low financial risk 

Willingness of continuing the contract 

 

Fig. 1. Frame of success key factors of the BOT of NMMBA 

3   Review of the Build-Operate-Transfer of the MMBA 

3.1   Brief of Plan Content( Wen-Been Chang, 2002) 

3.1.1   The Range of Operation and Duration of Permission  
A.  Range of Operation as Permission  
(a) OT(Operate-Transfer): Whale Plaza, Waters of Taiwan (1st exhibit), Coral Kingdom 
(2nd exhibit), parking lot and related maintenance. 

(b) BOT(Build-Operate-Transfer): Waters of the World (3rd exhibit), parking lot C, 
tourist center, green lands, other facilities.  

B.  Duration of Operation as Permission: 25 years from July 4th, 2000 to December 
31, 2024. The franchised company may propose by before 3 years the contract is due to 
extend the contract if evaluated to be qualified.  

3.1.2   Key Money  
A.  During the period of building the Waters of the World (from July, 2000 to 
December, 2005): 50 million of Taiwanese dollars should be collected each year to 
decrease manufacturer’s pressure of funding.  
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B.  After the NMMBA is wholly completed (from January, 2006 to December, 
2024): 8.5% of operation income is collected as the base of key money after the Waters 
of the World starts running (; such a key money is also called proportioned key money 
with a bottom line). 

3.1.3   Deposit  
A.  Deposit for fulfilling the contract: 200 million TWD. 

(a) Guarantee the fulfilling of the BOT contract. 
(b) According to the deposit and other guarantee law No.15, do not exceed 15% of the 
total of purchase. 

B.  Deposit for construction: 300 million TWD. 

(a) Guarantee the complete of building the Waters of the World.  
(b) The basis is the accumulated net profit after tax financially calculated upon building 
the Waters of the World (July, 2000~December, 2005).  

3.1.4   Attempt Financial Calculation Basis  

A.  Self-liquidation ratio: 100% (all funds are raised by the private investor)  
B.  Stock structure: dept/interests=60：40 

C.  Permission duration: 25 years starting with the contract is signed.  

D. The government does not invest or subsidize, nor lower the amount of private 
investment. 

3.1.5   Promises 
As the contract, the franchisee promises that if the exact construct fees of Waters of the 
World, parking lots, tourist center are lower than 29,780,000 TWD, the fall short part 
should be unconditionally invested in other NMMBA constructions. The exact con-
struct fee is listed below in Table 1: 

Table 1. Fees of side facilities development of franchisee. (NMMBA offers, this research  
reorganizes). 

Facilities Built with 
Investment 

Construct Fee in 
Contract 

Exact Construct Fee 
implementation of 
the case 

Waters of the World 2,840,000,000 2,705,970,000 Completed 

Parking Lot 64,072,000 65,497,000 Completed 

Tourist Center 73,928,000 187,769,388 Completed 

Green Plaza  65,846,000 Completed 

Total 29,780,000 3,025,082,388  
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3.2   Circumstances of the OT of NMMBA 

It has been 7 years since the carrying out of the contract at July, 2000. The number of 
entrance is approximately 6,000~7,000 people per day. The greatest number was over 
40,000 people in one day. The public sector estimated to reach 10 million of entrance in 
5 years. But in reality, the exact number of entrance has reached 12.2 million, 22% 
exceeding the estimation. The NMMBA public sector has assisted the franchisee 
(Hi-Scene World Enterprise CO. LTD.) to earn a good yield of investment. The goal of 
“profiting the private company” is to bring out the bigger public benefits, which is the 
essence of “public build-operate-transfer.” However, the public-private collaboration, 
the mutual trust, and accumulated experiences of interactions between the NMMBA 
(public sector) and the Hi-Scene Enterprise (private sector) come from repetitive steps 
of “conflicts, argues, compromises, and revision.” Instead of “supervise,” the public 
sector has also shifted its management to “integrate.” The national BOT policy thus 
have its new broad way. 

3.2.1   The OT of NMMBA 
A.   Strategy that separate “Operation” and “Research”: The public sector has 
adopted the energy and capacity of private company to operate and market the exhibi-
tion of the aquarium. The professional private sectors are responsible for the breeding, 
raising, and guiding of marine creatures, in addition to advertisement. The public 
professionals on the other hand execute education and researches, focusing on “exploit 
new science education” and “e-learning of digital museum” by developing Chinese 
marine ecology learning website to enhance Taiwan’s international science status. Well 
suited in each own position, the franchised company is in charge of operation and the 
public sector is in charge of research. 

B.   Establishing the Specialties of Collaboration: Only by during the early short 
period of opening (February, 2000~July,2000), the NMMBA was built and operated 
publicly. The exhibits were later transferred to the private sectors to operate and de-
velop. In the signed contract between the public NMMBA and the private Hi-Scene 
World Enterprise, the public sector requests to achieve at least 350 days per year 
(yearly operate days >95%) of operation to best efficiently respond to government’s 
early investment and construction.  In the real situation, the private company based on 
its own profit of investment, achieves the request and even alternates staff members’ 
shifts, making NMMBA the first educational site that runs 365 days per year in Taiwan. 
Throughout the 6 years of BOT-ing NMMBA, whether the government sectors or the 
public may both acknowledge that the NMMBA has exactly create its own special 
marketing strategies and characteristics.  The following is the brief of them through 
organization and analysis.（Lin, 2005） 

(a)   Expectation of Weeding through the old to bringing forth the new. There have 
been 12,200,000 visitors since the opening of NMMBA in February 2000 till now (end 
of 2005). In the beginning of 3 years, there are more than 2 million of visitors on av-
erage each year. In the early 5 years, about 1/4 of Taiwanese population ever visited the 
NMMBA. The 2-day-weekend and domestic travel promotion have stirred up higher 
visitation in 3 years. The public sector keeps sending a clear message to visitors that 
what they see today is not the whole of NMMBA, so they may have expectations for 
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more, as if assembling collections. The visitors would also subconsciously know and 
pass on to others such a message. Almost half of all visitors are aware of the 3rd exhibit, 
Waters of the World, will be finished and opened in 2006. 

(b)   Establishing star creatures 

(1) The NMMBA contacted Russia to introduce the Beluga Whale in 2002. The 
public sector and the mass media have successfully given rise to a fever of Beluga 
Whale in Taiwan. The fever lasts even till now. 

(2) The Whale Shark—the biggest fish of the world—came to NMMBA in 2004 
made NMMBA the 3rd aquarium in the world raising such a fish. This movement 
has caused another wave of visitation nation-wide.                                                  

(3) In the summer of 2005, groups of penguins including King Penguins arrived from 
New Zealand. Visitors increased because all these star creatures are rare in Tai-
wan, but can be seen altogether within one museum. 

(4) The 3rd exhibit, Waters of the World officially operated in April, 2006. The vir-
tual tour of sea life and interactions with digital creatures brought in another wave 
of visitation. 

(c)   Exposure on the mass media. Introducing the Beluga Whale from Russia was 
originally a business contract of NMMBA. When the fever of the 2nd exhibit Coral 
Kingdom was almost over in 2003, the beluga whale became the new selling point. To 
promote the exposure on the mass media is part of the strategy. (The mass media in-
troduced the 30 more hours of transferring beluga whales in different airports, changing 
sea water, checking shipping equipments in customs, and staff arrangement, and so on. 
The wisdom of the public sector and managers is challenged.) Through media expo-
sure, more people in Taiwan care, understand, and learn to respect and love creatures; 
making the NMMBA the star on news, and also increasing the earnings. For years, the 
NMMBA continues on its cooperation with electric media to promote and socially 
educate so that NMMBA has always been the first choice of travel plan among the 
Taiwanese. 

(d)  Day or night makes different tours. The biggest difference of NMMBA and 
common museums is the part of ecological aquarium that introduces living marine 
creatures. Since each creature behaves differently by day and by night, the NMMBA 
organized a 2-day-1-nigh tour. This tour is well planned and designed by the profes-
sionals to be expected to achieve the best environmental learing effects. 

(e)   Allying with the hotel and travel services. In order to prolong the management, 
the NMMBA does not satisfy with the internal profits only. In the aquarium, the in-
formation desk helps visitors to consult or register to hotel services in around 
Heng-Chen Peninsula. All hotels also include NMMBA within their packages. Adding 
with discounts and convenient services, the companies and visitors assist, profit, and 
benefit each other to goal in a win-win situation. 

(f)   Promoting both the front and the back. The aquarium feeds all kinds of rare 
creatures. The heart makes NMMBA runs well is the most complicated system in the 
nation. In the 2nd floor of the basement, there are various huge pipes and running ma-
chines. When the visitors finish the tour of front marine creatures, the tour of behind the 
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scenes is also available. The visitors may see the system and facilities that sustains the 
lives of creatures. This is another selling point different to other museums. 

(g)   Card networking surpassing the Heng-Chuen Peninsula. The NMMBA is 
located in remote Heng-Chuen Peninsula, but its market is not limited geographically. 
For example, there is cooperation with Pan Asia telecom to give whale backpack when 
purchasing a cell phone, or the All Pass card for cash refunds with Cathay United Bank 
and Jih Sung International Bank bring recognition to card members and returns of 
visitors, and package tour with EZ-Travel, and the public travel card cooperation with 
China Trust. Such cooperation also increases the awareness and visitation of NMMBA. 

(h)   Educating both students and teachers. The NMMBA assist private invested 
sectors to develop seed teacher camp, educational worksite, marine elementary school, 
ocean exams, coral camp, and many other camps or trainings along with varying edu-
cational tools and materials. Besides training groups of school teachers who are the 
experts of marine ecology preservation, the NMMBA also makes all schools pay at-
tention to realize marine ecology education. In few years, all schools in Taiwan have 
included NMMBA in their field trips. This investment in education is the secret weapon 
bringing more visitors.  

(i)   Emphasizing the advantages of specialty. NMMBA is special in knowing 
everything about marine creatures. NMMBA has the marine ecology information 
learning site which includes the most complete and abundant marine creature infor-
mation in the database. The information is also printed and published on paper or 
digitally, such as biological diagrams, technical books, brochures, and disks. The pub-
lic sector is also entrusted by the Council of Agriculture, Executive Yuan, to be the only 
shelter for marine creatures in Taiwan. All wild-life protect laws under every munici-
palities can send the illegal or mistaken caught rare creatures to the NMMBA for cure 
and release.  

(j)   Clear vision, innovative future. NMMBA is the only OT integrating BOT, and 
the only institution that opens to visitor everyday restlessly. The franchise fee is around 
100 million since 2006. The manage team strive on developing bio technology and 
artificial coral breeding system, and actively train related talented people, opening up a 
new goal and achievement by public funds. 

3.2.2   BOT (Building Waters of the World) 
The Waters of the World(The Waters of the World is planned with 4 major themes: 
Ancient Sea, Kelp Forest, Deep Sea, and Polar Seas; including 4,000 ㎡ of digital 
exhibition. In addition to demonstrating living creatures, the digital exhibition sup-
plements the ocean where people have never seen, reached, or hardly experienced.) is 
built with private participation and funds. The franchisee started the construction on 
February 26, 2004 until the completion on December 16, 2005, and opened to operation 
on April 28, 2006. The total construction fee is 2,900,000,000 Taiwanese dollars. 
Under the collaboration of public and private sectors, the Waters of the World is 
quickly completed in 2 years as the plan, the quality, the budget, and without accidents. 
Except for satisfying the request on the contract, the NMMBA also opens to a new era.  
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4   Results and Discussion 

This chapter analyze questionnaires by Expert Choice 2000 in 4 parts: the 2nd rank is 
the analysis of the importance of success factors of the BOT of NMMBA; the 3rd rank is 
the analysis of impacts of the strategies to success factors of the BOT of NMMBA; the 
4th rank is the analysis of the importance of bottom-level and overall effective strategies 
included in the success factors of the BOT of NMMBA. 

4.1   Analysis of Importance of Assemble Factors 

In this analysis through AHP, the most important factor is the public-private partner-
ship, with weight as 0.424; followed by the integration of OT and BOT, with weight as 
0.379, and finally, the willingness of continuing the contract with weight as 0.197. See 
Fig. 2. 

 
CI＝0.00342 

Fig. 2. Analysis of importance of assemble factors 

4.2   Analysis of the Impacts of Assemble of Strategies to Success Factors of the 
BOT of NMMBA 

A.   Impacts to integrating OT and BOT. In this analysis, the success factor of the 
BOT of NMMBA is the upper-level criteria, and the lower-level one is the assembly of 
strategies to success factors of the BOT of NMMBA. The assembly of strategies in-
clude: financial engineering strategy, operation strategy, internal and external condi-
tions, team integration strategy, and marketing strategy. The outcomes through AHP 
analysis show that most remarkable impact is the marketing strategy with 0.284 weight, 
then the team integration strategy with 0.233 weight, the operation strategy with 0.200 
weight, the internal and external conditions with 0.174 weight, and finally the financial 
engineering strategy with 0.100 weight. See Fig. 3. 

 
CI＝0.04 

Fig. 3. Analysis of the impacts to integrating OT and BOT 

B.   Impacts to the public-private partnership. Through AHP analysis, the operation 
strategy is found most remarkable to impacting the public-private partnership with a 
0.296 weight; then the marketing strategy with weight 0.243, the team integration 
strategy weight 0.222, the internal and external conditions with weight 0.175, and 
finally the financial engineering strategy with weight 0.063. See Fig. 4. 
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CI＝0.04 

Fig. 4. Analysis of impacts to the public-private partnership  

C.   Impacts to the willingness of continuing the contract. Through AHP analysis, it 
is known that the most remarkable impact is the operation strategy with a 0.276 weight. 
Then the team integration strategy with weight 0.236, the internal and external condi-
tions weight 0.226, the financial engineering with weight 0.135, and finally the strategy 
marketing strategy with weight 0.128. See Fig. 5. 

 
CI＝0.03 

Fig. 5. Analysis of impacts to the willingness of continuing the contract 

4.3   Analysis of the Importance of Bottom-Level and Overall Effective Strategies 
Included in the Success Factors of the BOT of NMMBA 

A.   Financial engineering strategy. In this analysis, the financial engineering strategy 
is the upper-level criteria, and be compared with included bottom-level strategies. The 
bottom-level strategies include scale of economy, recognition of bank fund raising, 
cash flow transaction, low initial funds, and low financial risk. The results indicate the 
low initial fund is the most important (0.251), and the least important is the recognition 
of bank fund raising (0.131). See Fig. 6. 

 
CI＝0.04 

Fig. 6. Analysis of the importance of the financial engineering strategy and included  
bottom-level strategy 

B.   Operation strategy. In this analysis, the operation strategy is the upper-level 
criteria, and be compared with included bottom-level strategies. The bottom-level 
strategies include, defining and dividing the market, collaborations between inter- and 
intra-industries, well usage of political and business relations, re-development of new 
values of exhibition, low ticket rates, and development of Niche Market. The results 
indicate the development of Niche Market is the most important (0.270), and the least 
important is the integration of corporation resources (0.072). See Fig. 7. 



 Discuss and Analyze by AHP Techniques the KSF of Managing the NMMBA 453 

 
CI＝0.04 

Fig. 7. Analysis of the importance of the operation strategy and included bottom-level strategy 

C.   Internal and external conditions. In this analysis, the internal and external con-
ditions is the upper-level criteria, and be compared with included bottom-level strate-
gies. The bottom-level strategies include complementary side industries, national park 
area, planning of parking, environment, planning of hinter land, content diversity, 
planning of exhibition, nationally ranked facilities, equipment and space, and intro-
duction of star creatures. The results indicate the introduction of star creatures is the 
most important (0.204), and the least important is the complementary side industries 
(0.048). See Fig. 8. 

 
CI＝0.03 

Fig. 8. Analysis of the importance of internal and external conditions and included bottom-level 
strategy 

D.   Team integration strategy. In this analysis, the team integration strategy is the 
upper-level criteria, and be compared with included bottom-level strategies. The bot-
tom-level strategies include the leadership, mutual values, complementary advantaged 
resources, positive communication, mutual trusts and commitments. The results indi-
cate the mutual trusts and commitments is the most important (0.234), and the least 
important is the mutual values (0.123). See Fig. 9. 

 
CI＝0.01 

Fig. 9. Analysis of the importance of team integration strategy and included bottom-level  
strategy 

E.   Marketing strategy. In this analysis, the marketing strategy is the upper-level 
criteria, and be compared with included bottom-level strategies. The bottom-level 
strategies include the media relations, ticket rates strategy, innovative packaging, 
marketing events, and collaboration of industry-officials-university, science education,  
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CI＝0.03 

Fig. 10. Analysis of the importance of marketing strategy and included bottom-level strategy 

social non-profit activities, and industrial news. The results indicate the most important 
factor is the social non-profit activities (0.228), and the least important is the media 
relations (0.067). See Fig. 10. 

4.4   Overall Importance Comparison of Bottom-Level Strategies 

In this nalysis, every priority ratio of bottom-level element is multiplied by the priority 
ratio of the criteria to receive the overall evaluative weight of factors. Among all fac-
tors, the top 10 are: development of Niche Market (0.060), social non-profit activities 
(0.055), mutual trusts and commitments (0.054), complementary advantaged resources 
(0.051), leadership (0.050), positive communication (0.046), introducing star creatures 
(0.043), low ticket rates (0.042), re-development of new value of exhibition (0.036), 
defining and dividing market (0.034). See Fig. 11. 

  
CI＝0.03 

Fig. 11. Analysis of the overall bottom-level strategies 

5   Conclusions 

This chapter discusses the reasons of the success factors of the BOT of NMMBA in the 
results and makes conclusions. 
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5.1   The Collaboration between Public and Private Sectors Is the Most Important 
Factor 

In the analysis of the success factors of BOT NMMBA, we find the most important and 
highest weight as 0.424 is the public-private partnership. What makes it so? Generally, 
mutual trust, understanding, and respect come through positive team atmosphere and 
shared vision. BOT can also be interpreted as “Build on Trust,” There is no success 
without trusts.(LS Sung,2006) The NMMBA realizes the importance of the contract. 
And only through contract can the mutual trusts be strengthened. The success of BOT 
contract relies on the public-private partnership to solve tough issues. Otherwise, no 
matter how excellent the attractions and conditions for investment are, the results may 
be bad for the government. 

 

5.2   The Operation Strategy Has the Greatest Impacts on the Assembly of Success 
Factors of BOT, But the Financial Engineering Strategy Is Least Important 

In the results according to chapter 4, The operation strategy has affected mostly to 
factors: integrating OT and BOT, public-private partnership, willingness of continuing 
contract, followed by the team integration strategy, marketing strategy, internal and 
external conditions, and finally the financial engineering strategy. 

5.3   The Core of Operation Strategy Should Be the Development of Niche Market 
and Low Ticket Rates 

According to the analysis outcomes in chapter 4, the core of operations strategy is the 
development of Niche Market and low ticket rates, supplemented by defining and 
dividing the market, collaboration of inter- and intra-industries, application of political 
and business relations, to upgrade the achievements of operation. However, integrating 
corporation resources is least effective. 

5.4   The Most Important Factor of Team Integration Strategy Is Mutual Trusts 
and Commitments 

According to the analysis outcomes in chapter 4, the most important factor of team 
integration strategy is mutual trusts and commitments, since the team can only work 
successfully and smoothly with clear game rules and unconditional dedication of 
leaders. In addition to countless communications and negotiations to reach consensus 
and mutual values, team members can offer trust and commitment without any doubts.  

5.5   The Most Important Comparison of Internal and External Conditions Is the 
Introduction of Star Creatures, Followed by the Content Diversity 

Within the internal and external conditions of NMMBA, the most important is the 
introduction of star creatures, followed by the content diversity, which is also an ad-
vantage that can be well exercised. However, planning of parking, environment, plan-
ning of hinter land, complementary of side industry do not impact much. 
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5.6   The Most Important Marketing Strategy Is Social Non-Profit Activities, 
Supplemented by Science Education and Innovative Packaging 

Based on the analysis in chapter 4, the social non-profit activity is the most important 
among the marketing strategies, followed by science education and innovative pack-
aging. However, the industrial news and media relations are less important. 

5.7   The Most Important Factor among Financial Engineering Strategies Is the 
Low Initial Funds, Followed by the Scale of Economy 

According to chapter 4, the most important factor in financial engineering strategy is 
low initial funds, then the scale of economy, low financial risk, and cash flow transac-
tions. The recognition of bank fund raising is less important. 
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Abstract. Chip resistor is widely applied in various kinds of electronic products 
nowadays. Almost as long as there are electronic products, chip resistor will be the 
existence with them. But extensive use of the market created a chip resistor indus-
try expansive development. Because of competitors competing into the ranks of 
chip resistor manufacturing, leading to oversupply the market and caused strict 
competition. In order to survive, the same industries sacrifice getting profit and 
start a price war. And finally show operating losses of the state. To make products 
reduce costs in a competitive market is to hold competition advantage.  

This research as a individual example, based on the data envelopment analysis 
(Data Envelopment Analysis, referred to DEA), provide a set of systematic 
model to assess the each process between the input of manpower, working hours, 
fees and other manufacturing costs. And then to provide the best permutation 
combination of improvement, the purpose can be reducing manufacturing costs 
and also upgrade operational efficiency, and improve industry competitiveness. 
The results demonstrated that the proposed model can be applied to in-
ter-industry analysis of the manufacturing cost and provide effective assessment, 
improvement and recommendations.  

Keywords: Data Envelopment Analysis, Efficiency, Chip Resistor. 

1   Introduction 

1.1   Industry Introduction 

Resistance is divided into fixed, variable type and nonlinear three categories, is one of 
the three passive components, widely used in electrical, home appliances, information, 
communication and other kinds of electrical appliances on, its use is mainly to adjust 
the circuit voltage can also be used to protect components, as snubber or temperature 
control and sensing purposes. 

Chip resistors are fixed resistors, for the past 15 years China began to develop 
products. As the volume of electronic products meet the characteristics of compact size, 
SMD type plug-in resistance than the more traditional production advantages, it de-
veloped rapidly. Taiwan makers account for about 6 percent of global production, as 
the world's largest supplier of chip resistors. 
                                                           
* Corresponding author. 
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Domestic manufacturers in the chip resistor assembly technology costs the country 
more competitive in Japan, low, but some more for the import of raw materials, in-
cluding porcelain, ceramic body and ceramic substrates, are all controlled by the hands 
of foreign companies, domestic firms can provide the substrate in only nine high one, 
the other Japanese manufacturers are the majority, this year the economy had begun to 
turn the financial tsunami will be substantial expansion. 

Table 1. The main raw material supplier details 

 Substrate Resistive Paste Package Material 

Description Function  material Screen printing Paper tape 

supply import import import 

local  

Company 
Jiu hao  zhong you 

Taiwan electron  
material 

Overseas 
Company 

Maruwa、 Nippon 

Carbide、 Kyocera、

Kyoritsu、Meiwa及

Ceramtec 

dupont、
sumitomo、 

Ferro、Shoei 

Japan printing  

1.2   Product Manufacturing Process 

Thin film chip resistors are generally divided into thick film chip resistors and chip 
resistor, the current thin film chip resistors for higher costs than the thick film, the small 
market at present, but the future of electronic products in response to the trend of slim 
and light, thin film resistors have a small size, low temperature coefficient high preci-
sion, high stability factor advantages, will be the next mainstream product. 

 

Fig. 1. Thick film chip resistor manufacturing flow chart 
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Chip resistor product specifications mainly 2512, 2010, 1210, 1206, 0805, 0603, 
0402, 0201, at present, the minimum size has grown to 01,005, the substrate size is 60 * 
60 * 49.5 size 70 and two substrates. Although large substrates because the available 
area, yield 30% less substrate. 

Chip resistors manufactured by domestic manufacturers, most of the thick film chip 
resistors is mainly based, also produced by screen printing. The process mainly through 
the screen printing, the first conductive ink (material for the silver or silver palladium) 
on alumina ceramic substrates are printed on the back of lead and guide, then print 
resistance value of resistor ink, and brush on the glass as protection, through the silver 
coating or vacuum coating printed on the side of the guide way, the final plating method 
using nickel layer and tin-plated, after testing, packaging paper tape embedded within 
the storage can be shipped. 

2   Concept of the DEA Methodology 

DEA was first proposed by Charnes, Cooper and Rhodes (CCR) [19]. Its original idea 
comes from the measurement model of production efficiency proposed by Farrell [20].  
DEA itself is a non-parametric method for assessing the relative efficiency of decision 
making units (DMUs) based upon multiple inputs and outputs. The primitive DEA 
model adopts the concept of production in microeconomics: efficiency = output / input.  
Banke, Charnes, and Cooper (BCC) [21] developed a new model from the CCR model 
to understand the problems of pure technical efficiency (PTE) and scale efficiency 
(SE). Both of the CCR and BCC models are summarized as below. 

 
A. CCR Model 
The CCR model intends to maximize the ratio of weighted outputs against weighted 
inputs.  It reduces multiple outputs to a single “virtual” output, and multiple inputs to a 
single “virtual” input for each DMU. CCR is good at analyzing the relative efficiency 
without setting the weights in prior, which makes the CCR model more objective. 

Assume that there are n DMU. Each DMU has m inputs and s outputs. Let ijx rep-

resent the ith input and rjy represent the rth output of DMU j, respectively.  Let ru  and 

iv  represent the virtual variables of rth output and ith input, respectively. Let jh  

represent the relative efficiency of DMU j.  Where ε  is a relatively small positive 

number (normally set at 10
6−

). 
The relative efficiency of each DMU can be calculated by solving the following 

mathematical programming problems: 

Max  

∑

∑

=

==
m

i
iji

s

r
rjr

j

xv

yu
h

1

1       (1) 
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subjected to 1

1

1 ≤
∑

∑

=

=
m

i
iji

s

r
rjr

xv

yu
     (2) 

ε≥ru ＞0        (3) 

ε≥iv ＞0       (4) 

r =1,2,3,….,s；  i =1,2,3,…..,m；  j =1,2,3,…..,n 
The CCR input model can suggest improvement directions and the values of both 

outputs and inputs in order to achieve the desired efficiency value of 1, which can be 
done by calculating the following equations: 

** −−= iijjij sxhx
,  i =1,…,m     (5) 

** ++= rrjrj syy
,   r =1,…,s     (6) 

Where −
is  represents the lacking quantity (slack) of the output and +

rs  represents the 

redundant quantity (surplus) of the input.  ijx* , rjy* , *+
rs  and *−

is  represent the 

optimal values of ijx , rjy , +
rs  and −

is , respectively.  Note that when the value of 

objective function jh ＝1, +
rs =0 and −

is =0 (for all r and i).  That is, DMU j achieves 

its optimal efficiency.  Note that CCR is the most popular DEA model for evaluation of 
the total operational efficiency. 

 
B. BCC Model 
The difference between the CCR and BCC models is the use of returns-to-scale. For 
each DMU, BCC allows variable returns-to-scale, while CCR is characterized by con-
stant returns-to-scale. The BCC model has an additional convexity condition.  The 
input–oriented BCC model can be written as:  

Max  

∑

∑

=

=
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=
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i
iji
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1
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ε≥ru ＞0       (9) 

ε≥iv ＞0      (10) 

r =1,2,3,…,s；  i =1,2,3,…,m；  j =1,2,3,…,n 

0u  is a real number to indicate the intercept of the production frontier.  When 0u >0, 

the production frontier for this DMU is decreasing returns-to-scale (DRS).  When 

0u =0, the production frontier for this DMU is constant returns-to-scale (CRS).  When 

0u <0, the production frontier for this DMU is increasing returns–to-scale (IRS).  In 

addition, the suggested improvement directions of the BCC input model are the same as 
the CCR input model.  

3   Decision Analysis 

3.1   Analytical Framework 

The performance analysis framework for light Jie company chip resistor manufacturing 
process for the production of all relevant data and DEA literature, and to be analyzed to 
provide a basis for managers to improve the decision-making, analytical framework is 
as follows: 

Performance analysis steps:  
Step 1: collect process information:  
 

      1: The process of collecting data.  
      2: The process by collecting data to analyze order to find relevant information.  
      3: Select rating unit (DMU).  

Step 2: Select set of input / output variables:  

      1: Select how to choose a set of input / output variables of the rules.  
      2: Correlation Analysis of selected suitable input / output variables.  
      3: According to the input / output variables to describe the understanding of 

statistical analysis of preliminary data of the picture.  

Step 3: A DEA analysis of the ownership process unit (DMU) Performance:  

      1: CCR-I model first of all make the ranking process.  

Step 4: conduct performance RANK DMU classification:  

1: RANK RANK mode to conduct performance do sort classification.  

Step 5: The overall performance for the center to find the best DMU:  

      1: find the best performance of DMU  

Step 6: The good performance of the DMU is not selected and set to improve the 
data:  
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Fig. 2. Performance analysis flowchart  
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1: Performance is not good the good performance of the DMU DMU and to conduct 
comparative analysis of input variables  

Step 7: Analysis of DMU performance evaluation and improvement of the expected 
direction:  

      1: Analysis of the performance expected after the best performance  
      2: the difference between the variables using analysis of future development to 

improve the program.  

Step 8: Analysis and Discussion:  

      1: Analysis and discussion of results.  
      2: suggestions for future research.  

3.2   Empirical analysis  

3.2.1   The Sample Selection  
The performance assessment of the case to the chip resistor factory light Jie Tech-
nology Co., Ltd. of the production process as units of analysis, process flow consists 
of: printing process, conduction process, electroplating process, PQC process,  
test packet process of five process units (DMU ), choose the Performance Evaluation 
of a critical assessment of factors into inputs and outputs of the relevant data are as 
follows: 

Table 2. The process of basic information 

 

3.2.2   Project Selection and Input-Output Correlation 
Variables selected using the principles of DEA to conduct relevant points, so as to 
verify compliance among the variables are related, that is, the increase of investment 
shall not be reduced to the reverse output characteristics, can be found among the 
variables a correlation coefficient values are positively related, consistent with the 
principles of the use of DEA. 
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Table 4 for each process variable data for statistical analysis and description of the 
distribution variables. Variables can be found in the descriptive statistics in the data 
gaps, this is because the processes are designed to use equipment and materials caused 
by different factors. 

Table 3. Correlation coefficient analysis table  

  
Person 

qnty 
Overtime 

Manufacturing 
costs 

Production 
quty 

Person qnty 1 0.8051 0.7106 0.2997 

Overtime 0.8051 1 0.8793 0.3869 

Manufacturing 
costs 

0.7106 0.8793 1 0.0184 

Production 
quty 

0.2997 0.3869 0.0184 1 

Table 4. Variable data analysis table of descriptive statistics 

  
Person 

qnty 
Overtime 

Manufacturing 
costs 

Production 
quty 

Max 26 1828.0 371340 1008 

Min 11 483.5 20456 833 

Average 17.60 1236.0 234176 913 

SD 5.95 559.2 140638 56 

3.2.3    Performance Analysis of the Production Process  
In this study, DEA-Solver software, using CCR-I model to do assessment work, the 
first assessment of five production process and the efficiency of using RANK dis-
charged through the entire front of the DMU manager conclusion the following table: 

Table 5. The process efficiency rating table 

  Rank DMU Score 

1 PLATING 1 

1 PQC 1 

3 
TERMINATION 

COATING 

0.7041  

4 PRINTING 0.4738  

5 
TESTING 

PACKING 

0.4425  
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Table 6. The difference between the variables of the process  

DMU Score 

 I/O Data 
Projection Difference   % 

PRINTING 0.4738       

Person qnty 26 12 -14 -52.62% 

Overtime 1828 542 -1286 -70.38% 

Manufacturing 
costs 

296882 132001 -164881 -55.54% 

Production quty 1008 1008 0 0.00% 

TERMINATION 

COATING 

0.7041       

Person qnty 16 11 -5 -29.59% 

Overtime 1764 495 -1268 -71.92% 

Manufacturing 
costs 

371340 120698 -250641 -67.50% 

Production quty 922 922 0 0.00% 

PLATING 1.0000       

Person qnty 11 11 0 0.00% 

Overtime 484 484 0 0.00% 

Manufacturing 
costs 

117860 117860 0 0.00% 

Production quty 900 900 0 0.00% 

PQC 1       

Person qnty 12 12 0 0.00% 

Overtime 665 665 0 0.00% 

Manufacturing 
costs 

20456 20456 0 0.00% 

Production quty 902 902 0 0.00% 

TESTING PACKING 0.4425       

Person qnty 23 10 -13 -55.75% 

Overtime 1441 447 -993 -68.95% 

Manufacturing 
costs 

364341 109047 -255294 -70.07% 

Production quty 833 833 0 0.00% 
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In the analysis of the relative efficiency of decision-making unit, the inefficient 
process for the workstation, through the DEA model to understand the difference be-
tween the input variables of resource use to identify sources of inefficiency and the 
corresponding unit of input values should improve the size of the volume level. 
Analysis of the difference between the variables through the input and output variables 
in the project view the distribution of resources out whether the phenomenon of ex-
cessive or insufficient for the allocation of resources when the variables are not a basis 
for improvement, this research will analyze the results of process efficiency, to the 
difference variables analysis, efficiency is not good for manufacturing processes and 
workstations can increase or decrease the input / output variables convenient to achieve 
efficiency value of 1, Table 6 for the difference between the variables of the process to 
provide its participants the overall efficiency improvement test. 

4   Conclusion 

DEA using the process according to the system input and output data, analyze the 
performance of each process level, then the difference between the variables based on 
analysis, can provide a value of 1 less than the efficiency of the DMU, the improve-
ments; Table 6 to break grain processing, for example, the efficiency value of 0.7041, 
clearly below the efficiency standard value of 1 may be coming to understand the 
difference between the variables of the efficiency is 1 less than the cause, we can see 
the need to invest variables to be cut on, to achieve the efficiency value of 1, while the 
reduction of the Range were: input variables: the number reduced by about 5 to reduce 
the proportion of 29%, overtime working hours reduced by about 1268 hours, reducing 
the proportion of 71% manufacturing cost reduction of about 250,641 yuan, 67.5% 
reduction of the proportion of such information, managers can clearly provide an im-
portant basis for decision-making, to achieve maximum effect. 
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Abstract. “Fix your Mobile Phone within 30 minutes” is a commitment of mo-
bile phone repair business in Taiwan. Enhancing repair speed and successful 
repair ratio is the prerequisite of success. However, quantifying repair perform-
ance is not easy because customers’ focuses not only on repair speed and repair 
ratio, but also on the frequency of repeated repair claims.  This study applied 
the Contradiction Matrix and Problem Hierarchy Analysis of the TRIZ (Teoriya 
Resheniya Izobretatelskikh Zadatch) theory to analyze the issues of mobile 
phone repair business and propose a strategy for improving repair speed and re-
pair ratio and decrease the frequency of repeated repair claim. 

Keywords: TRIZ Theory, Contradiction Matrix, Problem Hierarchy Analysis. 

1   Introduction 

Owing to popular communication technology, nearly everyone is equipped with a 
mobile phone, a well-accepted necessity to daily life. Mobile phone popularity also 
creates a remarkable after service market scale. Versatile brands, multi-functions, and 
various interface specifications have made mobile phone repair problems increasingly 
more complicated. Consumer expectation for repair quality and speed has also be-
come higher. Faced with the booming creation of new mobile phone models, repair 
companies must update service engineer technology soon. The above-mentioned 
problems highlight repair and administration capability of repair companies. 

Two promises provided by Company A; one of leading mobile companies in Taiwan, 
“Delivery Tonight, Get it the Day After” and “Fix your Mobile Phone within 30 min-
utes”, make a remarkable impact on the mobile phone service market, forcing other re-
pair companies to pay more attention to maintenance efficiency and accelerate repair 
speed to provide the same repair performance as Company A. Consumers expect quick 
and reliable mobile phone repair. If mobile phone problems are not resolved after  
repeated repairs, consumers will lose confidence in the phone manufacturer and switch to 
another maker for their next phone purchase. After-service operation is very complicated 
and involves several aspects, such as original maker regulations, agent cooperation, parts 
preparation, and repeated maintenance claims etc. Some cases, including requests from 
remote out of logistic districts, repair claim delay from agents, non-standard procedure 
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claims, customer confirmation is needed if repair fee higher than the high limit of list 
price, and non-authorized service items as well as pc board damage needing to be for-
warded to the original maker, cause maintenance delay. The efficiency of maintenance 
cases needing to be forwarded to the original maker rely on original maker efficiency. 
The shortage of parts or part production termination and long testing periods for assur-
ing repair performance definitely decrease efficiency. Dealing with the above obstacles 
and organizing the standard operation procedure to enhance maintenance efficiency and 
countermeasures to offer more convenient and faster service are essential to maintaining 
operation management. 

A detailed and systematic analysis of repeated claims for exploring countermea-
sures also lowers repeated claims. Guaranteed maintenance quality makes mainte-
nance speed and the repair ratio meaningful. 

This project focuses on the maintenance procedure, service items, warranted items, 
and maintenance efficiency of service points of the top four service groups of mobile 
phones in Taiwan, including companies A, B, C and D. This project applied the Con-
tradiction Matrix and Problem Hierarchy Analysis of the TRIZ theory to analyze the 
causes and problems of mobile phone repair claims. This work also proposes an im-
provement strategy for enhancing maintenance speed and repair ratio to decrease re-
peat repair claims for increasing maintenance quality. 

Woo and Fock (1999) suggest that network providers should focus more on trans-
mission quality and network coverage as the core attributes of their service offerings 
and formulate appropriate pricing policy, rather than competing on customer services 
and other supplementary services. With the rapid growth in the size of the cellular 
phone market, performance standards are emerging as the strategic imperative for the 
service providers in ensuring customer satisfaction. Sharma and Ojha (2004) develop 
and validate a psychometrically sound multi-item measure of service performance in 
mobile communications. 

The concept is also derived from a Russia inventor, as early as the 1940’s; G. Alt-
shuller refused to accept an unreliable unrepeatable psychological personality-
dependent approach to creativity. He instead on choosing another way, which is based 
on an analysis of the results of creativity in technology, that is, inventions. This  
approach allowed Altshuller to make his conclusion on the basis of information docu-
mented the human innovative experience. It is so-called “TRIZ” (Theory of the Solu-
tion of Inventive Problems) (Zlotin & Zusman, 1999). 

The innovation of interpretation of history and method of TRIZ (The theory of 
solving inventor's problems) was first proposed by Genrich Altshuller. In the paper, 
“Suddenly the Inventor Appeared TRIZ, the Theory of Inventive Problem Solving”, 
Genrich Altshuller suggests a very unique point of view to materials and substance-
field analysis (Mann, 2002; Fey & Rivin, 2005). 

Shulyak, the first scholar to teach children to use TRIZ, suggested three steps for 
solving a technical contradiction by using a lot of figures and documentations (Alt-
shuller, 1998; Altshuller, 2000). Rantanen proposed the analysis of TRIZ common 
tools and obtained the ideal final result (IFR) and pointed out nine steps to the Inven-
tive Problem solving (Altshuller, 1999; Mann, 2007; Fey & Rivin, 2005). A detailed 
explanation to 40 principles of inventions, problem definition and discussion, innova-
tion trend, resource and substance-field analysis was proposed by Mann (Livotov, 
2004; Savransky, 2000).  



470 Y.-L. Chang, S.-C. Lai, and C.-N. Wang 

 

TRIZ is a methodology for solving problems that relies on logic and mass informa-
tion rather than on hunch, thus accelerating teamwork to innovatively solve problems 
(Altshuller,1996; Barkan, 2000). The article, “40 Inventive Business Principles with 
Examples” (Mann & Domb, 1999), presents a good paragon for business management 
using inventive TRIZ principles. For example, the “Segmentation Principle”, is asso-
ciated with autonomous profit centers or product centers; the “Local Quality Princi-
ple” is associated with empowerment, change in salary structure or flexible working 
hours; the “Asymmetry Principle”, is associated with 360 appraisals or avoiding Peter 
Pyramid; the “Merging Principle”, is associated with JIT; the “Universality Princi-
ple”, is associated with setting up mutual performance to eliminate the need for other 
parts; the “Equipotentiality Principle” is associated with making horizontal career 
changes to broaden skills; “The Other Way Round Principle”, is associated with home 
shopping or the park-and-ride scheme in busy cities; the “Spheroidality-Curvature 
Principle”, is associated with mobile commerce; the “Feedback principle”, is associ-
ated with electronic bulletin boards or CRM; the “Copying Principle”, is associated 
with virtual product service manuals; the “Homogeneity Principle”, is associated with 
co-located project teams or product branding/product families, et cetera. 

Judging from the above, this study infers generalizing business behaviors by forty 
TRIZ principles. By developing and redefining business parameters in TRIZ, this 
work links a relationship between business strategies and forty Inventive Business 
Principles to behaviors in companies and industries. Companies and their clients want 
innovation and impressive business solutions to overcome problems in a severe busi-
ness environment (Ishida, 2003). This study set up a Matrix of Business Strategy by 
creating thirty-nine parameters and offering some concrete practice phenomena in the 
void left by the case study. 

This study uses TRIZ as a methodology to establish an originality-evaluated busi-
ness creativity system, including a knowledge database and a comparable mechanism. 
The methodology helps the company practice innovation by evaluating the feasibility 
and value of creativity. 

2   The TRIZ Methodology 

TRIZ is a romanized acronym for the Russian “Теория решения изобретательских 
задач” (Teoriya Resheniya Izobretatelskikh Zadatch), meaning “the theory of solving 
inventor's problems” or “The theory of inventor's problem solving”. The Soviet  
engineer and researcher Genrich Altshuller and his colleagues developed this meth-
odology starting in 1946. Altshuller concluded forty principles of inventions and de-
veloped the Contradiction Matrix for solving Technical Contradiction. Contrasted to 
techniques such as brainstorming (based on random idea generation), TRIZ creates an 
algorithmic approach to inventing new systems, and refining old systems. 

It firstly discovers factors needing improvement (problem), and then characterizes 
the problem by parameters based on the TRIZ method. Finally, it applies the standard 
solution to obtain the innovation principle or solving direction to work out the prob-
lem rather than using a compromised solution. TRIZ applies four steps to proceed 
systematic innovation, ie. (1) Define problem → Select tools → Generate Solutions 
→ Evaluate, as shown in Figure 1. 
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Fig. 1. Steps of systematic innovation 

Problem Hierarchy Analysis 
Problem Hierarchy Analysis is one of the TRIZ tools, a normal tool used for contrac-
tion management and consensual collection. The creative thinking obtained using 
Problem Hierarchy Analysis pushes all the attendees to collect the best solution. The 
Problem Hierarchy Analysis result is similar to that of the limited theory, but  
 

 

Fig. 2. Problem hierarchy analysis tool 
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obtaining the consensual collection is easier and the execution barrier is lower, mak-
ing it easier to execute innovation (Mann, 2007). Figure 2 shows the main hierarchy. 

Contradiction Matrix 
Contradiction consists of two categories, including (1) technology contradiction and 
(2) physics contradiction. Two parameters in this system that contradict represent 
technology contradiction. Scholars often use the contradiction matrix to solve the 
technology contradiction. The Contradiction matrix is a two dimensional matrix, 
where the row represents the characteristic parameters needing improvement, and the 
column represents the deteriorated characteristic parameters of the system. The corre-
sponding column of two contradicted parameters is the innovation principle proposed 
by TRIZ. 

The current investigation used solution mapping of five stages to analyze the situa-
tion, contradiction matrix and innovation principle in this study. 

Step 1: Find the parameters needing improvement. 

Step 2: Finding out the correspondent improving factors of parameters in the contra-
diction matrix. 

Step 3: List directions for all possible solution. 

Step 4: Then, confirm whether the solution direction is associated with contradiction 
or not. 

Step 5: Compare the parameters to find out possible innovation principles. 

3   Case Example 

The current work analyzed the top four after service groups of mobile phones in Tai-
wan, companies A, B, C and D. This project applies the Contradiction Matrix and the 
Problem Hierarchy Analysis of TRIZ theory to analyze the causes and problems of 
mobile phone repair claims, and proposes an improvement strategy for enhancing 
maintenance speed and repair ratio and decreasing repeat repair claims. 

Major Service Centers Introduction 
(1) Company A  
Company A, a thirty-year-experienced group of logistics channel and supply chain, 
offers thirty direct repair centers, 150 maintenance agents, and 9,000 sales agents. The 
company integrates sales, logistics channels, and repair service. She became a public 
utility logistics company in 1995 and offers several innovative services such as a ”two 
year warranty for mobile phones,“ and ” Repair Network” etc. She has built five lo-
gistics centers, including centers in Linkou Taiwan, Taichung Taiwan, Melbourne 
Australia, Bangkok Thailand and Shanghai China. The company provides highly effi-
cient performance, such as placing an order within six minutes, completing an order 
within fifteen minutes, assembling a CTO computer within six minutes, on-site repair 
for mobile phones at the repair spot within thirty minutes, and two-day repairs for 
mobile phones, etc. In 2007, the company processed more than 0.9 million operation 
orders, delivered 5.6 millions of packed boxes and performed 1.4 million repairs. 
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(2) Company B  
The service centers of Company B include; (1) 200 operation centers associated with 
a telecom operation counter to establish island-wide distributed agent logistics in 
Taiwan for providing convenient and instant service, (2) eighty-two direct store 
shops, and (3) twenty-three repair service centers in Taiwan. The service concepts 
upheld by the company are “We are everywhere, nothing impossible, in search of 
excellence”. 

(3) Company C.  
The company has (1) twelve repair service centers, focusing on professional repair, 
detailed explanation before sales, instant and firm after-service, original certificated 
repair technology, self-established professional repair centers, service warranty for 
reassurance and convenience, and (2) 300 chained stores providing customers the 
convenience of “a purchase service everywhere”. She has been an experienced mobile 
communication service for many years. Compared to other logistics channels, she 
exhibits more professional and plentiful experience and logistics superiority, not only 
gaining customers’ satisfaction but also helping customers obtain maximum extra 
added value of mobile communication products. ” We Care, Customers Trust” is not 
only a slogan but also a belief that pushes her to purchase forever operation devoted 
to best customer service.  

(4) Company C  
The company offers six repair centers, 194 communication agents, and six logistics cen-
ters. Retailing and acting as an agent for various hot mobile phones, and offers commu-
nication and service 24 hours, 365 days a year. The stores of the company directly  
provide all these services since March 2005. Company C merging with a big communi-
cation company is a milestone for integrating a logistics channel and system house.. 

4   Technology Contradiction Analysis 

Contradiction is the core of the TRIZ method. When the contradiction presented in 
this system causes a harmful or imperfect function, the method requests improving 
such a system. The work lists the problems encountered in mobile phone repair in the 
existing systems. By exploring the improved items and the designed keys associated 
with five-stage solution mapping, the current work analyzes the relationship between 
the present situation, the contradiction matrix and innovation principles. 

The work draws a summary according to repair operation procedures and repair 
features of companies A, B, C and D which account for the majority of Taiwan’s after 
service market. Besides, the authors’ actual repair claim experience to these compa-
nies inspired the authors about repair service operation, including acceptance and 
forward procedures. This study summarizes the problems that might be encountered 
during mobile phone repair as follows: 

 
(1) Incoming unit for repair cannot be registered in time, causing repair delay. 
(2) Spare parts shortage. 
(3) Repair items not authorized by original maker, taking longer repair time. 
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(4) Insufficient experiences and technology. 
(5) High percentage of repeat repairs. 

The improvement items expected are as follows: 

(1) Strengthen the collaboration of the repair organization to reduce the wasted 
time.  

(2) Supply the spare parts and tools for repair spots more frequently and efficiently.  
(3) Efficient tracking mechanism for repair claims to the original maker. 
(4) (4)Establishing a training and knowledge database for experience sharing and 

accumulation. 
(5) Clear description and confirmation of damage cause and providing accessories 

for testing simultaneously. 
 

The key points of this design focus on the following conditions (1) whether the repair 
spot delivers within a specified time period, (2) whether the number of spare repairs is 
sufficient or not, (3) whether the tracking control of repaired mobile phones is sent 
back to the original makers, and (4) whether service offers the user a tentative phone. 
Since repeated repair claims take a long time to clarify whether the problem involves 
accessories or is an accidental case, the repair center should consider a tentative 
phone service. Training maintenance engineers in repair technology requires a train-
ing program and assessment system, a well-documented repair brochure, and a 
knowledge-sharing database. Table 1 lists the five-stage solution mapping, based on 
the previous design. Table 2 shows the details. 

Table 1. Analysis table for five-stage solution mapping 

Problems / 
stage 

No delay to 
repair claim 

Shortage of 
lack of spare 

parts 

Time consuming for 
sending back to 
original maker 

Insufficient 
Repair 

experience 

Repeated 
claims 

Stage1 Time wasted No. of quantity 
of materials Time wasted Information 

loss 
Problems 
confirm 

Stage2 25 26 26 24 29 

Stage3 
Increase the 

degree of 
adaptability 

Ease to repair Efficient tracking 
Capability to 

judge 
problems 

Problems 
confirm 

Stage4 9 34 9 28 25 

Stage5 X 2,32,10,35 X X 32,26,28,1
8 

 

Improving one of the parameters or characteristics, deteriorates another parameter 
or characteristic, then causing contradiction. Once contradiction occurs, a compro-
mised countermeasure should be considered. Since no innovation principle offers an 
efficient solution, finding the root cause of contradiction reduces the number of inno-
vation principles. The regression method finds common innovation principles. Com-
paring the relationship of all the above parameters, the high feasibility of innovation 
principles are: 
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Table 2. Results of technology contradiction analysis 

Method Content 
Improvement 

Technology 
contradiction 

39 parameters 
40 invention  
principles 
Contradiction  
matrix table 

*Decrease the time-consuming once the 
retailing agent deliver the repair claim 
within specified period 
*Accelerate repair speed if parts are suffi-
cient 
*Decrease the frequency of repeated repair 
claim if the problems can be confirmed, 
especially for occasional malfunction and 
accessory-related  problems 
*Establishment of database, publishing of 
repair handbook, set up of inheritance and 
learning platform can enhance the repair 
speed 

 
 

 (1) Mechanics substitution (28) 

     Practice: (A) use alternative to mechanical system,  

            (B) use electromagnetic field in some suitable cases. 

 (2) Color changes (32) 

     Practice: (A) change the color of the body or its surroundings,  

            (B) use color or brightening agent to complete this case 

 (3) Copying (26) 

     Practice:  (A) use copies to replace the actual one,  

           (B) use mechanical or photoelectrical skill to complete enlarging |
      or shrinking a copy. 

 (4) Parameter changes (35) 

     Practice:    (A) change the physical or chemical status of materials,  

             (B) use tools to change the characteristics of materials 

 (5) Taking out (2) 

    Practice:  (A) extract (remove or separate) the expected part or property  
 from the body,  

           (B) Extract (remove or separate) the unwanted part or property  
 from the body 

 (6) Preliminary action (10) 

     Practice:    (A) pre-finish all or part of movement,  

                           (B) Pre-set body which is beneficial to the whole movement. 
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Based on the above discussion, the analysis results of technology contradiction are as 
follows,  

 
(1) Non-instant repair claim, resulting in time delay, is obtained from the experience 

of retail stores and agents. 
(2) Shortage of spare parts, can be realized from the fact that shortage of parts or 

spare parts often occurs in the mobile phone brand-new model or out of date 
model.  

(3) Re-transfer to original maker, causes time-delay, can be anticipated from real 
cases with repeat claims resulting from problem confirmation for avoiding acci-
dental malfunction or the problem related to accessories. 

(4) Insufficient experience and technology, can be known from the experience that a 
higher efficiency and lower repair cost can be obtained in a repair center which 
has good repair experience, and a well-established database. 

(5) Repeated repair claims, can be known from practical experience and internal repair 
statistic data that repeated repair claims can be lowered by information anarchy, and 
systematic division of work, which increase repair speed and end repair quality. 

 
Using the TRIZ method, this study works out the above-mentioned items for improv-
ing repair speed and the repair ratio, based on innovation principles obtained from 
technology contradiction analysis and transfer procedure from characterizing prob-
lems to a standard problem, and a contradiction matrix. 

These concepts, transferred using the thirty-nine characteristic parameters, are still 
not as specific as those standard solutions provided by innovation principles. Since no 
specific solution direction can be followed, this study applied the contradiction matrix 
and problem hierarchy analysis for problem analysis. 

5   Problem Hierarchy Analysis of TRIZ Method 

The key points for repairing mobile phones are speed and quality. During the repair 
procedure, repair management problems must be solved. The contradiction matrix and 
problem hierarchy analysis are useful tools to explore and solve these kinds of prob-
lems through problem analysis.  

To enhance repair speed and repair ratio, the current investigation analyzed the  
repair procedure and relationship between agents and repair centers using problem 
hierarchy analysis (the TRIZ method), shown in Figure 3. Through this analysis, the 
upstream and downstream hierarchy are described as follows: 

The downstream repair center has 4 important items: 
(1) consolidate internal management of the repair procedure to establish a standardized 
repair procedure, (2) provide extra training for new engineers and settle evaluation  
standards, (3) control spare parts tightly to obtain parts for the new model, and get parts 
from spare phones, (4) track the retransfer process to the original maker and assign peo-
ple to track and report progress who instantly report encountered problems. Achieving 
the above targets could start by consolidating the training of repair engineers, followed 
by establishing a database for experience accumulation and the evaluation system. Fol-
lowing such an approach the repair company achieves, (1) standardization of the repair 
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claim procedure, (2) control of repair timing and speed, (3) increase of repair quality to 
decrease the frequency of repeated claims, (4) establishment of an evaluation system, 
and (5) setup of information database for experience accumulation. 

For an upstream dealer center.  Three items are important: 
(1) enhance cooperation; (2) deal with the repair claim within the specified time pe-
riod; (3) keep in touch with the repair centers to get new information. 

To maintain excellent repair ratio of every repair center, 90% of repeated claims 
should be finished within one month. To reach this target, the company should request 
monitoring people to check repair speed and the repair ratio randomly. This approach 
results in innovative thinking by the retail agents and repair centers. The top four re-
pair centers for mobile phones in Taiwan approve this approach. Company A case in 
the next section shows the success of performance evaluation of this approach. Senior 
repair engineers of mobile phones compile their repair experience into a technical 
manual and hold a discussion workshop and conduct a technology training course. 
From the collection of specific problems, self-provided solutions to such problems 
can be drawn. Repair engineers recognize the solutions obtained through repair engi-
neers with the internal manager in the workshop. 

 

Fig. 3. Repair procedure and relationship between agents and repair centers 

6   Performance Evaluation 

Company A repair service demonstrates that the approach proposed by the authors is 
the same as her real practice. This example also proves the innovative research direc-
tion of repair operation matching the actual repair situation.  
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(1) Improvement of repair operation procedure 
The repair operation procedure starts from customer delivery of defective mobile 
phones to the repair of the Company Repair Network. The repair spot requests the 
customer to explain the defect details. This repair claim is then sent to the repair man-
agement system. 

(2) Instant Repair Efficiency 
Based on the repair conditions, the claim location and the related repair conditions, 
repair efficiency differs, as follows.  

 
(a) Onsite repair of mobile phone: some mobile phones can be instantly repaired on-

site at the direct repair center of Company A. Onsite repair efficiency depends on 
the defective situation and the service request.  

(b) Onsite parts replacement of communication products: some unique communica-
tion products or consumables can be instantly repaired onsite in the direct repair 
center of Company A. Onsite repair efficiency also depends on the defective situa-
tion and the service request. 

(3) Instant repair service of Company A 
 

Based on the statistics gathered by Company A, nearly 90% of instant repair service 
claims can be finished within two days, fulfilling the standard of her instant repair. 
Such high service efficiency is attributed to the highly efficient logistics channel, con-
sisting of three repair headquarters in Taipei, Taichung, and Kaohsiung, Taiwan. 
Once the damaged equipment is delivered to the direct repair center, it deserves in-
stant repair service. Even though it does not belong to the on-site repair scope. 

(4) Cases of non-instant repair efficiency 
There are 4 cases and listed below. 

(a) Service in a remote area, outside the logistics service area. 

(b) Delay associated with the repair not claimed by the acceptance agent to the re-
pair center or claimed by a nonstandard procedure. 

(c) The repair fee exceeds the standard price table, needing consumer confirmation. 
(d) The damaged item is not authorized by the original maker, and needs to be sent 

to the original maker. The repair of some pc board damages is transferred to the 
original maker when the consumer requests an original maker service. Repair 
efficiency depends on the original maker. 

(e) Shortage of spare parts. 
(f) The repair needs a longer test time to ensure repair quality.  

(5) Standard Repair Fee 

The customer is only charged for cases of sabotage, parts consumption, and out of 
warranty repair according to the damage case. Within warranty, all functional failures 
are free of charge. The following lists the charged items as follows: 

(a) Collection service charge: when the repair shop collects other brand products, the 
collection service charge is 100 NTD (New Taiwan Dollars, tax included). Such a 
claim collected by the direct repair center of Company A is free of charge. 
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(b) Materials cost: if the claim matches the warranty scope, it is free. If it is out of the 
warranty scope or is not a natural damage and out of the warranty scope, Com-
pany A applies a service charge according to the repair conditions. 

(c) Examination cost; claim for out of warranty products: when the consumer aban-
dons the repair or the repair cannot be completed due to parts shortage, Lemel 
charges 300 NT dollars for the examination. The examination charge for personal 
computer notebooks, and monitors might be higher. The actual charge follows the 
Company A’s charge regulation or the original maker. 

(d) Administration charge: non-Company A products delivered by the original maker 
will be rejected and returned to the delivery unit and the customer will be charged 
a 300 NT administration fee.  

(6) Table 3, 4, and figure 4 show the communication growth rate result for Company A. 
(7) Miscellaneous charge 

In addition to the repair service charge, Company A will not regulate the service 
charge for the extra service provided by the retailing agent to the customers, and 
agreed to by the agent and consumer. 

Table 3. 2008 Annual Growth Rate Unit: Hundred millions of New Taiwan Dollars 

2007y 2008y Year growth rate 
Communication 

166 221 ＋33% 

Table 4. 2009 January to May Growth Rate Unit : Hundred millions of New Taiwan Dollars 

2008Year 
January to May 

2009 Year 
January to May 

Year growth rate 
Communication 

83 119 ＋44% 
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According to the repair operation procedure, Company A’s present performance is: 
(a) CTO computer assembly within six minutes, (b) on-site repair of mobile phone 
within thirty minutes in the repair center, and (c) the mobile phone repair within two 
days in the repair center. More than 0.9 million orders, 5.6 million delivery cases, and 
1.4 million repair cases have been completed by her, proving that the principles pro-
posed by this study effectively enhance repair speed and fixing ratio of the mobile 
phone. Company A’s performance data reveals that controlling repair numbers and 
repair timing of mobile phones improves repair quality and decreases the number of 
repeated repair claims. 

7   Conclusion 

Mobile phone repair operation problems cover a wide range of issues. Some problems 
are accidental; some relate to users or intrinsic characteristics of mobile phones. Some 
are associated with repair technology and delay due to the repair delivery procedure 
and management, such as original maker regulations, the extent of cooperation with 
the retailing agent, spare parts preparation, repeated repair claims, etc. This study en-
hances repair speed and the repair ratio, in the mean time maintains repair quality. 
The current study uses TRIZ tools, such as the Contradiction Matrix and Problem 
Hierarchy Analysis to identify problems and proposes an improvement method for 
effectively solving problems. 

This paper demonstrated the procedure for using TRIZ methods including thirty-
nine Parameters, forty Inventive principles, the Contradiction matrix and Problem 
Hierarchy Analysis to find out problems and proposes improvement measures for 
avoiding recurrence of problems. The main contributions are: 

(1) Solving the problems for repeated mobile phone repair claims and reduce the 
problems of repair speed and quality. 

(2) Reaching systematic improvement, and establishing a standardized repair opera-
tion procedure, including preliminary examination, and evaluation system per-
formance for repair engineers, thus reaching comprehensive improvement and 
upgrading.  

(3) Effectively controlling repair performance and reducing internal repair cost. 
(4) Fast learning and development under a systematic and well- structured mode, 

for saving training fees, shortening the learning curve, and avoiding the occur-
rence of severe repair mistakes.  

(5) Establishing a knowledge database for sharing experiences and effective learning. 

Based on the above, the current work suggests directions for further study: 

(1) Collecting and reorganizing repair engineer experiences and the solutions to 
prepare a repair manual. Establish a more comprehensive information inquiring 
system for repair solutions. 

(2) Effectively transforming the repair engineers’ experience into a knowledge data-
base through sharing, inheritance, and learning experiences to effectively control 
internal repair performance and reduce repair expenditure. Significantly reduce 
training cost and the learning curve for new engineers through a systematic and 
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well-structured system. Avoid severe repair mistakes of new repair engineers for 
repair cost-saving. 

(3) Finding the proposed improvement parameters by combining TRIZ methods and 
tools, to establish standard repair operation procedures for mobile phones and 
consolidating repair quality confirmation. Collecting repair problems and solu-
tions and editing them as a handbook, to intensify repair technology and execute 
training. Besides, holding regular evaluation meetings and creating a perform-
ance index are vital. 
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Abstract. This paper studies a simplified pursuit-evasion problem. We assume 
that the evader moves with constant speed along a trajectory that is well-defined 
and known a priori. The objective of steering control of the pursuer modeled as 
a nonholonomic unicycle-type mobile robot is to intercept the moving evader. 
An adaptive learning approach of fuzzy logic controller is developed as an in-
verse kinematics solver of unicycle to enable a mobile robot to use the evader 
trajectory to adapt its control actions to pursuit-evasion game. In this proposed 
approach, GA evolves the parameter values of the fuzzy logic control system 
aiming to approximate the inverse kinematics of pursuer so as to generate a tra-
jectory capturing the evader. Simulation results of pursuit-evasion game illus-
trate the performance of the proposed approach. 

Keywords: Fuzzy logic control, Pursuit-evasion, Inverse kinematics, Genetic 
algorithm. 

1   Introduction 

Pursuit-evasion games have become the increasingly important issues in robotics 
security and surveillance recently. There are many types of pursuit-evasion games, 
such as rule-based fuzzy system for pursuit-evasion games [10], pursuit-evasion 
games with searching the nodes of a graph [11], visibility based pursuit-evasion 
games [13]. [12] presented a time-optimal control strategy of pursuer for the pursuit-
evasion game. The authors [14] proposed a new method based on hierarchical rein-
forcement learning to study multi-agent pursuit-evasion problem, and the experimental 
result has also showed that based on the option algorithm of hierarchical reinforcement 
learning, the algorithm efficiency can reduce the complexity of the pursuit-evasion task, 
avoiding traditional reinforcement learning curse of dimensionality. 

Fuzzy system possesses characteristics of linguistic information and logic control, 
while neural networks have characteristics of parallelism, fault tolerance and associa-
tion. Therefore, fuzzy systems and neural networks are applied to several control 
problems [1-2] with satisfactory results and possess the characteristics of universal 
approximation [3-4]. Traditionally, the fuzzy systems and neural networks are trained 
by using the gradient descent method. However, such techniques may lead to local 
optimum. Some researchers have been trying to use evolutionary algorithms, such as 
genetic algorithms (GAs), to overcome such difficulties [5-7]. 
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In this paper, our objective is to develop an adaptive learning approach of fuzzy 
logic controller with evolution to enable a unicycle-type wheeled mobile robot adapt 
its actions to pursuit-evasion game, assuming the evader trajectory is well-defined and 
known. The motion control of pursuer is to intercept the evader. The weighting pa-
rameters and membership functions of the fuzzy logic controller are tuned via evolu-
tionary method such as GAs. In addition, experimental results of pursuit-evasion 
games illustrate the performance of the proposed approach. 

This paper is organized as follows. In Sec. 2, statement of the pursuit-evasion game 
that this paper deals with is formulated as an inverse kinematics problem.  A fuzzy 
logic control algorithm of evader trajectory tracking is proposed in Sec. 3. In Sec. 4, 
the fuzzy logic controller parameters are tuned by genetic algorithm. In Sec. 5,  simu-
lation results of pursuit-evasion are shown to demonstrate the effectiveness of our 
proposed approach. In Sec. 6, we conclude this paper. 

2   Problem Statement 

A simple structure of two circular-shape mobile robots in pursuit-evasion game is 
shown in Figure 1.The kinematic equations of the pursuer robot modeled as a non-
holonomic unicycle mobile robot [12] are written as:    
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where ),( pp yx  denotes the position of the pursuer robot, θ  is the orientation, v  is 

the velocity, u  is the steering angle and R  is the  wheel base.  

We assume that the evader moves with constant speed along a trajectory ),( ee yx  

that is well-defined and known a priori. We consider a simplified control problem: v  
is constant and the only control is the steering angle u .Alternatively, for control 
purpose, define the reference signal to be the visibility line an-

gle )(tan 1

pe

pe
d xx

yy

−
−

= −θ , and the relative distance between pursuer and evader 

22 )()( pepe yyxxd −+−=  as the evader information. 

The control objective is to design an intelligent controller, specifically an adaptive 
fuzzy controller for (1) such that by controlling the orientation angle θ  of pursuer to 

guarantee that the pursuer can follow the direction of the evader, i.e. θ  = dθ  . Since 

the nonholonomic pursuer (1) can’t change its orientation θ  without changing its 

position ),( pp yx , the capture occurs when the pursuer can touch (or intercept) the 
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evader such that the distance d  is less than or equal to the sum of radius of pursuer 
and evader:  

pe rrd +<=                           (2) 

θ

),( pp yx

),( ee yx

pr

er

 

Fig. 1. Two mobile robots in pursuit-evasion 

Formally, the pursuit-evasion problem that we deal with in this paper can be stated 

as follows. Given a well-defined evader trajectory ))(),(( tytx ee ,  an initial location 

),( 00 yx of pursuer, find a u that generates a trajectory ),( pp yx of pursuer passing 

through ),( 00 yx , such that the error θθ −= de  along this trajectory approaches 

zero and d approaches a value within an accuracy tolerance defined in (2) eventually. 
The solution to this problem requires that the inverse of the velocity kinematics (1) of 
pursuer must be solved approximately to find control u that steers the pursuer in the 
direction aligning to the reference signal and catch the evader. This is achieved by the 
fuzzy logic control in this paper. 

3   Fuzzy Logic Controller for Pursuer Motion 

3.1   Description of Fuzzy Logic System 

The basic configuration of fuzzy logic systems consists of fuzzy IF-THEN rules and a 
fuzzy inference engine. The fuzzy inference engine uses the fuzzy IF-THEN rules to 
perform a mapping from input linguistic variables to output linguistic variables. 

Given the input data ,qx nq ,,2,1= , and the output data py mp ,,2,1, = , the 

i th fuzzy rule has the following form: 
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where i  is a rule number, i
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where )( qi
qA

xμ is the membership function of i
qA , h is the number of the fuzzy 

rules. Th
pppp wwww ][ 21= is a weighting vector related to the p th output 

)(xy p . 

3.2   Fuzzy Control as Inverse Kinematics Solver  

Now we proceed to fuzzy control design of pursuer motion. Let the output tracking 

error θθ −= de . The fuzzy logic controller has two inputs TT eeee ),(),( 21 ==e  
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By using centroid of area for defuzzifier, the steering angle u  is the output, where 
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where h  is the number of rules (3) to guarantee a rich enough space of controls, and 

)(ejB  is a membership function defined as Gaussian basis function 
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4   Tuning of the Fuzzy Logic Controller Parameters via 
Evolutionary Method 

4.1   Genetic algorithm 

GA is a stochastic search and optimization technique that imitates natural evolution 
with Darwinian survival. Traditional GAs performs on the coding of the parameters, 
therefore, the coding method allows GAs to handle multiparameters or multimodel 
type of optimization problems easily. The mechanism of a GA, shown in Fig. 2, can 
be divided into four parts: first, keep a population of solutions coded as artificial chro-
mosomes. Second, choose the better solutions (in terms of fitness) for recombination. 
Third, perform crossover and mutation on the chromosomes. Fourth, use these off-
spring to replace original chromosomes and obtain a new generation. Much work has 
shown that GAs lead to nearly global optimum solutions in many problems, such as 
control system, image recognition, path planning, and robot learning, etc. For optimal 
design of fuzzy systems, theoretical and empirical results have demonstrated that GAs 
are good candidates for selecting and generating fuzzy rules [8-9]. 

 

Fig. 2. The process of the adaptive learning approach shows the mechanism of the offline tuning 

1m 1σ w1
2m 2σ w2

3m 3σ w3
4m 4σ w4

5m 5σ w5
6m 6σ w6 w9w7 w8  

Fig. 3. The set of parameters of control, encoded as the chromosome, consists of weighting 
parameters and membership functions of the fuzzy logic system 
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4.2   Controller Parameters +Tuning via GA 

An adaptive learning approach for controlling pursuer motion is to find such a set of 
parameters of control that steer the pursuer motion (1) in the desired direction. First, 
the weighting parameters and membership functions of the fuzzy logic controller (7) 
shown in Fig. 3 are encoded as a chromosome to be evolved by GA. We compute the 
output action of each chromosome, and perform the action. Next, a fitness function 
defined by  

                       

1
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L

k
kdfitness                                             (9) 

where 22 )()( pepe yyxxd −+−=  and L  is the step number. Finally, based 

on the fitness function, the operations of GA are performed according to Fig. 2, in-
cluding reproduction, crossover and mutation. This process is repeated until the ter-
mination criteria are met. The overall scheme of the proposed controller is shown in 
Figure 4. 
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Fig. 4. Block diagram of the adaptive learning control system for pursuer, where the parameters 
of fuzzy logic controller are tuned via GAs. The evader information is in terms of the range and 
direction between the pursuer and evader. 

5   Simulation Results 

Consider the kinematics equations of the pursuer model in (1). The radius of the pur-

suer and evader are assumed as mrp 6.0= and mre 4.0= , respectively. Simulation 

are performed with evader trajectory represented by a cir-

cle )sin(15),cos(15 tytx ee == , where ]2,0[ π∈t  is a parameter. The initial 

position of the pursuer and evader are assumed as )10,20(),( −=pp yx  and 

)0,15(),( =ee yx , respectively.  The initial orientation rad0=θ  and the tricycle 
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wheel base mR 2.0= . The speed of the pursuer and evader is equal 
smVV ep /6.0== .  

For the fuzzy membership functions, we choose three gaussian membership func-
tions. Each membership function has two parameters m and σ , respectively. The 
fuzzy controller has 2 inputs, so we have 9 rules. Thus, we obtain a chromosome with 
length 21 genes, as shown in Figure 3. The population consists of 30 chromosomes 
which are all randomized initially. The crossover and mutation probability are as-
sumed as 65% and 2%, respectively. 

The tracking results of the pursuer and evader are shown in Figure 5. One can ob-
serves that the proposed controller can steer the pursuer robot to successfully capture the 
evader. Once the pursuer captured the evader, the pursuer will follow the evader after-
wards. Figure 6 shows the control input represents the steering angle of the pursuer, and 
the capture time is 71 seconds. Figure 7 is the fitness function of the evolution, showing 
the decrease of distance between pursuer and evader, thus convergence. The capture 
time of equal speed is tabulated in Table 1. The capture time is monotonically decreased 
at low speed, but is not necessarily decreased as the speed is higher. 

Table 1. 

speed ( ep VV = ) Capture time 

0.1m/s 291 s 
0.2m/s 288 s 
0.3m/s 179 s 
0.4m/s 179 s 
0.5m/s 127 s 
0.6m/s 71 s 
0.7m/s 80 s 
0.8m/s 68 s 
0.9m/s 53 s 
1m/s 80 s 
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Fig. 5. The tracking results in xy plane shows  that
the pursuer can capture the evader successfully 

Fig. 6. The control input u shows that the 
capture time is 71 seconds 
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Fig. 7. The fitness function shows the decrease  of relative distance between pursuer and evader 

6   Conclusion 

In this paper, an adaptive learning approach of fuzzy logic controller using evolution 
is developed as an inverse kinematics solver of unicycle for steering constant speed 
pursuer motion to capture an evader with well-defined, a priori known trajectory for 
pursuit-evasion games. GA is employed to tune the set of parameters of control con-
sisting of weighting parameters and membership functions of the fuzzy logic control-
ler using evader trajectory. The applicability and feasibility of the proposed technique 
is demonstrated by the simulation results. 
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Abstract. Magnetic Resonance Imaging (MRI) has become a widely used mo-
dality because it produces multispectral image sequences that provide informa-
tion of free water, proteinaceous fluid, soft tissue and other tissues with a variety 
of contrast. The abundance fractions of tissue signatures provided by multispec-
tral images can be very useful for medical diagnosis compared to other modali-
ties. Multiple Sclerosis (MS) is thought to be a disease in which the patient  
immune system damages the isolating layer of myelin around the nerve fibers. 
This nerve damage is visible in Magnetic Resonance (MR) scans of the brain. 
Manual segmentation is extremely time consuming and tedious. Therefore, fully 
automated MS detection methods are being developed which can classify large 
amounts of MR data, and do not suffer from inter observer variability. In this  
paper, we propose two intelligent segmentation methods, fuzzy c-mean and Geo-
desic Active Contours of Caselles level set method to do the MR image segmen-
tation jobs so as to find the effect they yield. The results show those intelligent 
methods both do a pretty job than other common image segmentation algorithm. 

Keywords: Magnetic Resonance Imaging (MRI), medical image segmentation, 
multispectral image sequences, fuzzy c-mean (FCM), Caselles level set method. 

1   Introduction 

Nuclear magnetic resonance (NMR) can be used to measure the nuclear spin density, 
the interactions of the nuclei with their surrounding molecular environment and those 
between close nuclei, respectively. It produces a sequence of multiple spectral signals 
of tissues, which represents a variety of contrast on images, using three magnetic 
resonance parameters, spin-lattice (T1), spin-spin (T2) and dual echo-echo proton 
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density (PD). Here we utilize those three different spectral image which we call them 
as patient1_T1, patient1_T2 and patient1_FLAIR. Here, FLAIR means fluid attenuat-
ing inversion recovery to do our demonstration. 

The anatomical structures that appear in magnetic resonance (MR) or computed to-
mography (CT) scans are often explicitly extracted or segmented from the image for use 
in surgical planning, navigation, simulation, diagnosis, and therapy evaluation. By seg-
mentation, we refer to the process of labeling individual voxels in the volumetric scan by 
tissue type, based on properties of the observed intensities as well as anatomical knowl-
edge about normal subjects. Segmentation is often performed using automated tech-
niques and semi-automated techniques. With CT data, segmentation of some structures 
can be performed just using intensity thresholding or other low-level image processing. 

Brain parenchyma classification and segmentation of normal and pathological tis-
sue is the first step of addressing a wide range of clinical problems. Using the infor-
mation of volumes, shapes and region distributions of brain tissues, one can find those 
abnormalities. 

Over the past years many computer-assisted methods for MR image classification 
have been reported in the literature[1]-[6], such as principle component analysis 
(PCA) in [2], eigenimage analysis in [3], neural networks in [4], fuzzy c-means meth-
ods in [5], knowledge-based techniques in [6] etc. For example, eigenimage filter-
based approach has shown a promise in segmentation and feature extraction.  Hybrid 
methods combine imaging processing and model-based techniques to improve seg-
mentation. Knowledge-based techniques further allow one to make more intelligent 
classification and segmentation decisions. As an alternative, neural networks are also 
proposed to demonstrate their performance in segmentation of brain tissues to classi-
cal maximum likelihood methods. 

Multiple Sclerosis (MS) is thought to be a disease in which the patient immune 
system damages the isolating layer of myelin around the nerve fibers. This nerve 
damage is visible in Magnetic Resonance (MR) scans of the brain. For instance, in 
MRI FLuid Attenuation Inversion Recovery (FLAIR) damage is visible as small 
bright spots called lesions or plaques. In both clinical trials and every day diagnostic 
use, the MR scans are manually read and marked by a human expert. This manual 
segmentation is extremely time consuming because of the large number of MR slices 
of each patient. Therefore, fully automated MS detection methods are being devel-
oped which can classify large amounts of MR data, and do not suffer from inter ob-
server variability. Therefore, in this paper, we propose two intelligent segmentation 
method to do the MR image segmentation. 

For the first method, we select the Fuzzy C-Mean method have two reasons. One is 
that it allows to generate background signatures in an unsupervised manner for classi-
fication. Another is that it is basically a spatial-based pattern classification technique. 

For the second method, we choose Geodesic Active Contours of Caselles Method 
[7] to do the image segmentation. Geometric active contour is a recent image segmen-
tation method that overcomes previous problems with “snakes” [8]. It is an attractive 
method for medical image segmentation as it is able to capture the object of interest in 
one continuous curve. It involves minimizing a so-called energy function which is 
based on certain properties of the desired object boundary, for example the smooth-
ness of the boundary curve and local gradient of the image. 

In recent years, techniques of active contours and curve evolution have been 
widely investigated and applied to the image segmentation problem. Compared to 
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other methods such as thresholding and edge-based methods, the active contour 
model has the advantage of being less sensitive to blurred edges and also avoiding 
broken contour lines. In general, active contour models are based on deforming an 
initial contour C towards the boundary of the object to be detected, through minimiz-
ing a functional designed such that its minimum is obtained at the boundary of the 
object. Energy minimization involving components controlling the smoothness of the 
curve and one for pulling the curve closer to the boundary is a common technique.  

2   Methodology and Implementation 

2.1   Fuzzy Clustering – What Is Data Clustering 

Clustering of numerical data forms the basis of many classification and system mod-
eling algorithms. The purpose of clustering is to identify natural groupings of data 
from a large data set to produce a concise representation of a system’s behavior. 

For MATLAB, its Fuzzy Logic Toolbox tools allow you to find clusters in input-
output training data. You can use the cluster information by several kinds of methods.  

2.2   Fuzzy C-Means Clustering Method 

Fuzzy c-means (FCM) is a data clustering technique wherein each data point belongs 
to a cluster to some degree that is specified by a membership grade. 

This technique was originally introduced by Jim Bezdek in 1981[9] as an im-
provement on earlier clustering methods. It provides a method that shows how to 
group data points that populate some multidimensional space into a specific number 
of different clusters. 

Fuzzy Logic Toolbox command line function fcm starts with an initial guess for 
the cluster centers, which are intended to mark the mean location of each cluster. The 
initial guess for these cluster centers is most likely incorrect. 

Additionally, “fcm” function assigns every data point a membership grade for each 
cluster. By iteratively updating the cluster centers and the membership grades for each 
data point, fcm iteratively moves the cluster centers to the right location within a data 
set. This iteration is based on minimizing an objective function that represents the 
distance from any given data point to a cluster center weighted by that data point’s 
membership grade. 

The command line function fcm outputs a list of cluster centers and several mem-
bership grades for each data point. You can use the information returned by fcm to 
help you build a fuzzy inference system by creating membership functions to repre-
sent the fuzzy qualities of each cluster. 

2.3   Steps of Implementation 

The steps used in our method are described as follow: 

Step 1:  Load first image for one sub-band of Patient1_T1 MRI phantom image as 
row1(:) for every pixel as shown in Fig. 1. 

Step 2: Read their image pixel information and adjust its image intensity values or 
colormap. 
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Step 3: Load second Patinet1_T2 image file for another sub-band of MRI phantom 
image as row2(:) for every pixel as shown in Fig. 2. 

Step 4: Combine them  to a data array. 

Step 5: Use following fcm function with 7 clusters. 

 
fcm Syntax : [center,U,obj_fcn] = fcm(data,cluster_n)  
Description 
[center, U, obj_fcn] = fcm(data, cluster_n) applies the fuzzy c-means clustering 
method to a given data set.  
 
The input arguments of this function are 
data: data set to be clustered; each row is a sample data point 
cluster_n: number of clusters (greater than one) 

 
The output arguments of this function are described as followed: 
center: matrix of final cluster centers where each row provides the center coordinates 
U: final fuzzy partition matrix (or membership function matrix)  
obj_fcn: values of the objective function during iterations 
Step 6: Finding the pixels for each class 
Step 7 : Reshapeing the array to a image 
Finally, we get a pretty good result as shown in Fig. 3.  

 

Fig. 1. Load first image for one sub-and of MRI T1 phantom image 

2.4   Caselles Method 

An important problem in image analysis is object segmentation. It involves the isola-
tion of a single object from the rest of the image that may include other objects and a 
background. 

Here, we focus on boundary detection of one or several objects by a dynamic 
model known as the “geodesic active contour” 
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Fig. 2. Load Second image for another sub-band of MRI T2 phantom image 

 

Fig. 3. The Result after fcm with 7 classification 

Geodesic active contours were introduced as a geometric alternative for “snakes”, 
mentioned previously. Snakes are deformable models that are based on minimizing an 
energy along a curve. The curve, or snake, deforms its shape so as to minimize an 
“internal” and “external” energies along its boundary. The internal part causes the 
boundary curve to become smooth, while the external part leads the curve toward the 
edges of the object in the image. 

Actually, a simplified snake model yields the same result as that of a geodesic ac-
tive contour model, up to an arbitrary constant that depends on the initial parameteri-
zation. Unknown constants are an undesirable property in most automated models.  
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Here, we give some definition and formula first to be a base to implement them. 

Energy criterion 

( ) ( )( )( ) ( ) dqqqIgE '1

0
ΓΓ=Γ ∫ ,                                      (1) 
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( ) 2
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1

IG
Ig

∇+
=

,                                          (2)  

( )⋅I  corresponds to the image intensity, Γ  is the parametric curve and G  is a gaus-

sian filter of variance 1. 

Evolution equation 
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.                    (3)  

where 
( )
( ) ⎟
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⎞
⎜
⎜
⎝

⎛

∇
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x

x

φ
φκ  corresponds to the curvature of the evolving contour and c  

is a constant that acts as a balloon force. 

2.5   Steps of Implementation 

The implementation steps are: 

Step 1: This algorithm is a contour-based method i.e. the gradient of the image is used 
to compute the force function. The curve will thus be driven to regions with high 
gradient. 

Step 2: This method does not require any regularization term as it is intrinsic to the 
method. 

Step 3: φ  is implemented as a signed distance function and is reinitialized at each 
iteration. 

This algorithm has one specific parameter that can be modified by the user, the 
propagation term c , it is as a constant that acts as a balloon force pushing the contour 
either inward or outward (default value is set to 1). Therefore, we got a result as 
shown in Fig. 4 Gray matter segmentation in a MRI brain image. The white contour 
converges to the outer cortical surface and the black contour converges to the inner 
cortical surface. 
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Fig. 4. Gray matter segmentation in a MRI brain image. The white contour converges to the 
outer cortical surface and the black contour converges to the inner cortical surface. 

3   Conclusion 

Fuzzy c-means based approach has been successfully applied to remotely sensed images 
in target detection and classification. It views an MR image sequence as a multispectral 
image cube and models each pixel vector as a linear mixture of tissue substances resident 
in the MR pixel vector.  Unlike traditional image classification techniques which are 
carried out on a pure pixel basis, fcm-based classifiers are mixed pixel classification 
techniques. They use the linear mixture model to generate a fractional image for each 
object required for classification. The advantages of mixed pixel classification have been 
demonstrated in the experiment. The experimental results show that the cerebral tissue 
was classified accurately. As opposed to other approach which only classifies objects of 
interest, the fcm method classifies all MR image pixel vectors including background 
pixel vectors into pattern classes. In future, we consider to apply new method to different 
types of medical images and to compare its effectiveness over other clustering methods. 
Also, we consider doing segmentation based on the mixture of our method with different 
methods like active control, Multi scale FCM, Statistical methods and mix the results to 
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have more accurate segmentation in abnormal diagnosis or different important matters in 
medical images. Also we consider adding useful aspects of other methods to this method.  

For Caselles level set method, we just give a short description of the implemented 
algorithms as mentioned above. For further details about this method, the reader is 
invited to refer to the cited algorithms. For this method, we give the energy criterion 
which is minimized, the derived evolution equation and the main properties of the 
method.  
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Abstract. This paper presented a prediction model of Pressure-Volume-
Temperature (PVT) properties of crude oil systems based on type-2 fuzzy logic 
systems. PVT properties are very important in the reservoir engineering compu-
tations, and its accurate determination is important in the primary and subse-
quent development of an oil field. Earlier developed models are confronted with 
several limitations especially in uncertain situations coupled with their charac-
teristics instability during predictions. In this paper, an interval type-2 fuzzy 
logic based model is proposed and implemented to improve PVT properties 
predictions. Comparative studies have been carried out and empirical results 
show that the newly proposed approach outperforms others in general and par-
ticularly in the area of stability, consistency and the ability to adequately handle 
uncertainties. Another unique advantage of the proposed model is its ability to 
generate prediction intervals without extra computational cost. 

Keywords: Type-2 fuzzy logic system, Feedforward neural networks, Empirical 
correlations, PVT properties, Formation volume factor, Bubble point pressure. 

1   Introduction 

Characterization of reservoir fluids plays a very crucial role in developing a strategy 
on how to produce and operate a reservoir. PVT Properties are very crucial for  
geophysics and petroleum engineers, namely for the utilization in material balance 
calculations, inflow performance calculations, well log analysis, determining reserve 
estimates and the amount that can be recovered, the flow rate of oil or gas and nu-
merical reservoir simulations [1, 2].   

PVT properties are part of the important properties for oil and gas industry. The 
phase and volumetric behavior of petroleum reservoir fluids is referred to as PVT 
(pressure-volume-temperature). PVT properties include Formation volume factor 
(FVF), Solution gas-oil ratio (GOR), Solution oil-gas ratio (OGR), Liquid specific 
gravity, API specific gravity, Gas specific gravity, Bubble-Point pressure, Saturation 
pressure and the likes, [3]. Among those PVT properties, the bubble-point pressure 
(Pb) and the Oil formation factor (Bob) are the most important, because they are the 
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most essential factors in reservoir and production computations [3]. The more the 
preciseness of estimating these properties, the better the calculations involved in res-
ervoir simulation, production, and field development. Bubble-point pressure (Pb) is 
the pressure at which gas first begins to come out of the solution at constant tempera-
ture, while Oil Formation Volume Factor (Bob) is defined as the volume of reservoir 
oil that would be occupied by one stock tank barrel oil plus any dissolved gas at the 
bubble point pressure and reservoir temperature as stated in [1, 4-6]. 

To overcome the shortcomings associated with the earlier correlation methods, re-
searchers have utilized artificial intelligence based methods foremost of which is the 
classical artificial neural network (ANN) and its variants. However, the developed 
neural networks correlations often do not perform to expectations and are bedeviled 
with several shortcomings that include; ANN is a black box modeling scheme that is 
based on the trial-and-error approach with its architectural parameters having to be 
guessed in advance, such as, number and size of hidden layers, learning rate, training 
algorithm parameters, initial random weights and most importantly the tendency to be 
stocked at the local minima, and its inability to handle uncertainties. Among the major 
problems of ANN is instability and inconsistency, with its non-homogeneous nature 
such that very different learning curves were obtained for different repeat of the same 
experiment. Therefore we proposed type-2 FLS to resolve these shortcomings. 

The rest of this paper is organized as follows. Section 2 provides a summarized  
literature review. Section 3 presents the proposed intelligence framework based on 
type-2 FLS. Section 4 provides data acquisition, statistical quality measures used, and 
empirical study based on the provided real-world industry data and deep comparative 
studies. Results and discussions are also presented in this section. The conclusion and 
future work recommendations are provided in Section 5.  

2   Literature Review  

The development of correlations for PVT calculations has been the subject of exten-
sive research, resulting in a large volume of publications.  

2.1   Common Empirical Models and Evaluation Studies 

Standing in [7] presented correlations for bubble point pressure and for oil formation 
volume factor. Glaso in [8] developed the Glasoempirical correlation for formation 
volume factor using 45 oil samples from North Sea hydrocarbon mixtures. Al-
Marhoun in [9] published his second correlation for oil formation volume factor. For 
more empirical correlation-related work, discussion, applications, and comparative 
studies, interested readers can see [10-15].The authors in [16] used neural network 
with non-iterative approach for predicting the complete PVT behavior of reservoir 
oils and gas condensates, while in [17], two neural networks are trained separately to 
estimate the bubble point pressure (Pb) and oil formation volume factor (Bob). The 
authors in [4] used the feedforward learning scheme with log sigmoid transfer func-
tion in order to estimate the formation volume factor at the bubble point pressure, 
while the authors in [18] developed two new models to predict the bubble point pres-
sure, and the oil formation volume factor at the bubble-point pressure for Saudi crude 
oils. For further related works, see [1, 6, 19-20].  
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3   The Proposed Type-2 Fuzzy Based Scheme 

In this work, type-2 fuzzy logic systems framework is investigated, developed and 
then utilized for predicting PVT properties, specifically, bubble point pressure (Pb) 
and Oil Formation Volume Factor (Bob), being the most important and essential fac-
tors in reservoir management and production computations [3]. The proposed type-2 
FLS framework that has the ability to take care of all types of uncertainty and impre-
cision is presented as follows. Thegoal is to completely specify the FLSs using the 
training data, which is a unique characteristic ofadaptive fuzzy systems. The core 
structure of the newly proposed framework is shown in fig. 1, and the functioning of 
each component is briefly described shortly.  

 

Fig. 1. Schematic diagram of type-2 FLS based framework to build PVT properties models: 
where the “crisp PVT input parameters data” include the four input parameters of solution gas-
oil ratio, reservoir temperature, oil gravity, and gas relative density, while the final output will 
be Bob / Pb 

The fuzzifier takes the four input parameters, namely, solution gas-oil ratio, reser-
voir temperature, oil gravity, and gas relative density values as inputs. The output of 
the fuzzifier is the fuzzified measurements which will be the input to the inference 
engine. The resultant of the inference engine is type-2 fuzzy output sets which can be 
reduced to type-1 fuzzy set by the type reducer. This type reduced fuzzy set, in this 
model, is an interval set which gives the predicted external attribute measurement as a 
possible range of values. The defuzzifier calculates the average of this interval set to 
produce the predicted crisp external attribute measurement (which could be bubble 
point pressure (Pb) and Oil Formation Volume Factor (Bob) as the case may be). 

3.1   Inferencing in the Proposed Type-2 Fuzzy Logic System 

Fuzzy inference engine combines the fired fuzzy rules and maps inputs into type-2 
output fuzzy sets. Generally a type-2 FLS is a fuzzy logic system in which at least one 
of the fuzzy sets used in the antecedent and/or consequent parts and each rule inference 
output is a type-2 fuzzy set. Consider a type-2 Mamdani FLS  having n inputs 
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1 1,....... n nx X x X∈ ∈  and one output y Y∈ . The rule base contains L   fuzzy rules 

expressed in the following form: 

Rl: IF x1 is 
1

l

F and x2 is 
2

l

F and … ……and xn is l

pF THEN y is l

G  
Where l=1,2……L,  l

iF   and l

G  are type-2 fuzzy set. 

This rule represents a Type-2 Fuzzy relation between the input space X∈X1 x X2 x 
… x Xn and the output space Y of the system. We denote the membership function of 
this Type-2 relation as:  

1
...

( , )l l l
n

x x G
x y

F F
μ

→
    (1) 

where 1

l

F x …x 
l

pF denotes the Cartesian product of 1

l

F , 2

l

F ,……. 
l

nF and x = {x1, 

x2, …, xn}. 
The antecedents in the fuzzy rules are connected by using the meet operation, the 

firing strength of the input fuzzy sets are combined with output fuzzy sets using the 
extended sup-star composition, and the multiple rules are combined using the join 
operation. 

However, the computing load involved in deriving the system output from a gen-
eral type-2 FLS model is high in practice, and the general practice is to use the inter-

val type-2 FLS in which the fuzzy sets  
l

iF  and 
l

G are interval fuzzy sets through 

which the computing of type-2 FLS can be greatly simplified. The membership grades 
of interval fuzzy sets can be fully characterized by their lower and upper membership 
grades of the footprint of uncertainty (FOU) separately. 

Without the loss of generality, let ( ) [ ( ) , ( )]lll
iii

x x xFFF
μ μ μ=  and 

( ) [ ( ), ( )]lll y y yGGG
μ μ μ=  for each sample ( , )x y . The firing strength of interval 

type-2 FLS 
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lF i
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i
x x

F
μ μ

=
=∩  is an interval  i.e., ( ) [ ( ), ( )]l

iiX f X f X
F

μ = .  

In the proposed interval type-2 FLS, the meet operation under product t-norm is used, 
so that the firing strength is an interval type-1 set as shown below: 

( ) [ ( ), ( )] [ , ]
i ii iif X f X f X f f= =    (2)  

Where ( )if X  and ( )
i

f X  can be re-written as follows with * representing the t-

norm product operation: 

1
1( ) ( ) * ....... * ( )j j

p

i
nF F

f X x xμ μ=     (3) 

1 1( ) ( ) * .. . . . . . * ( )j j
p

i

F F nf X x xμ μ=     (4) 

3.2   Type Reduction 

The results from the inference engine are type-2 fuzzy sets.  There is then the need  
to reduce the type-2 fuzzy sets from 2 to type-1fuzzy sets in order to give room for 
defuzzification in order to generate the final crisp outputs. Centre-of-sets (COS) type-
reducer algorithm is made use of in this study because it has reasonable computational 
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complexity compared to others like the expensive centroid type reducer. COS type 
reducer is made up of two stages, viz: (i) calculating the centroids of type-2 fuzzy rule 
consequences and (ii) calculating the reduced fuzzy sets. 

3.3   Computing the Centroid of Type-2 Fuzzy Rule Consequences 

Suppose the output of an interval type-2 FLS is represented by type-2 fuzzy sets t

G , 

where t=1, ….., T. T is the number of output fuzzy sets. In this first stage, the cen-
troids of all the T output fuzzy sets are calculated and they will be used in calculating 
the reduced sets in the next stage. The centroid of the ith output fuzzy set yt is a type-1 
interval set which can be expressed in the following formula: 

1 1

1 1

1
[ , ]  

/y z yz

t t t
l r Z ZJ J

z z z zz z

y y y
y yθ θ θ θ∈ ∈

= =

= =∫ ∫ ∑ ∑
   (5) 

Where t
ly  and t

ry  are the leftmost and rightmost point of ty  respectively. 

3.4   Computing the Reduced Type-1 Fuzzy Sets 

To calculate the type-reduced set, it is sufficient to compute its upper and lower 

bounds of the reduced set ly  and ry and can be expressed as follows: 

1 1

1 1

                      

M Mi i i i
l l r ri i

l rM Mi i
l ri i

f y f y
y y

f f
= =

= =

= =∑ ∑
∑ ∑                  

(6)      

where i
lf  and i

ly  are the firing strength and the centroid of the output fuzzy set of 

ithrule (i=1,…,M) associated with ly  respectively. Similarly, i
rf  and i

ry  are the 

firing strength and the centroid of the output fuzzy set of ith rule (i=1,…,M) associated 

with ry  respectively. 

3.5   Defuzzification 

We defuzzify the type-reduced set to get a crisp output from the type-2 FLS. The final 

output of type-2 FLS is thus set to the average of ly  and ry  as shown below: 

( )
2

l ry y
y x

+=     (7) 

3.6   Training the Model with Type-2FLS Learning Procedures Using Steepest 
Descent Approach  

Consider a FLS with Gaussian membership functions, center of sums type-reducer, 
average defuzzification, ma-product composition, and product implication, it could be 
expressed by the equation: 
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whereM is number of rules, p is number of antecedents and N is number of data 

points. Given an input-output training pair ( ( ) )(: ii yx ) also known as data point, we 

wish to design an FLS so that the error function is minimized. The Steepest Descent 
approach can be applied to obtain the following recursions to update all the design 
parameters of this FLS in order to minimize the error function. 
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Now, the back propagation algorithm can be applied as follows: 

Algorithm 1. Back propagation algorithm for FLS 

 

4   Empirical Study, Discussion, and Comparative Studies 

In order to carry out an empirical study, two distinct databases were acquired and neces-
sary preprocessing done on all of them for quality control. To evaluate performance of 

1. Initialize the parameters of all the membership functions for all the rules, )0(l
kF

m , 

)0(
l

y and (0)l
kF

σ . 

2. Set an end criterion to achieve convergence. 
3. Repeat 

i. for all data points ( ( ) )(: ii yx ) Ni ,...,1=  

a) Propagate the next data point through the FLS. 
b) Compute error. 
c) Update the parameters of the membership functions using 9, 10, and 11. 

ii. end for(*end for each input-output pair*) 
iii. Compute the root mean square relative error (RMSRE) as  in(12). 
iv. Test the end criterion. If satisfied break. 

Until(*end for each epoch*) 
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each modeling scheme, the entire database was divided using the stratified sampling 
approach. 70% of the data was used for training and building Type-2 fuzzy model (in-
ternal validation) and the remaining 30% was reserved for testing/validation (external 
validation or cross-validation criterion).  Generally, once the type-2 fuzzy inference 
system has been trained, the calibration model becomes ready for testing and evaluation 
using the cross-validation criterion. For testing and evaluation of the newly developed 
framework, and to carry out effective comparative studies  viz-a-viz the standard neural 
networks and the three common published empirical correlations: namely, Standing [7]; 
Glaso[8]; and Al-Mahroun[9] empirical correlations, the most common statistical qual-
ity measures that are utilized in both petroleum engineering and data mining journals 
were employed in this study.  

The acquired databases were earlier utilized in distinct published research articles. 
They include; (a) 160 observations –database, (b) 782-observations. Details of each 
are as follows: 

 

a. 160-dataset: This database was drawn from the article of [20].  
b. 782-dataset: This database was obtained from the works of [5, 20]. 

4.1   Results and Discussions 

The results of comparisons using external validation checks have been summarized in 
Tables 1 and 2. It could be easily observed from these results that the type-2 fuzzy 
modeling scheme outperforms the neural network and the three most common pub-
lished empirical correlations reported, especially in terms of stability as indicated by 
its lowest standard deviation throughout the reported results. The proposed model 
showed a high accuracy in predicting both Bob and Pb values with a stable and accu-
rate performance, and achieved the lowest standard deviation all through, lowest ab-
solute percent relative error and the highest correlation coefficient in most cases 
among all the presented correlations for the two distinct data sets used. 

Table 1. Testing results for 160- dataset when predicting Bob and Pb. R2 = Correlation 
coefficient, SD=Standard deviation, Ea=Average absolute percent relative error (AAPRE) 

 Bob Pb 
Methods R2 SD Ea R2 SD   Ea 
Standing (1947)  0.974 2.5823 2.724 0.867 25.159 67.73 
Glaso (1980)  0.972 2.673 3.374 0.945 25.171 18.52 
Al-Marhoun (1992) 0.981 1.2842 2.205 0.906 12.839 20.01 
ANN Model  0.993 0.89835 1.209 0.943 4.744 22.68 
Type-2 FLS  0.994 0.09166 1.493 0.931 2.461 20.65 

Table 2. Testingresultsfor 782- datasetwhenpredicting Bob and Pb.   R2 = Correlation Coeffi-
cient, SD=Standard Deviation, Ea=Average absolute percent relative error (AAPRE) 

 Bob Pb 
Methods R2 SD Ea R2 SD   Ea 
Standing (1947)  0.9953 5.7655 2.7202 0.8657 13.696 24.684 
Glaso (1980)  0.9959 5.2274 0.9821 0.9675 25.27 26.551 
Al-Marhoun (1992) 0.9935 5.0028 2.0084 0.9701 25.015 8.9416 
ANN Model  0.9968 4.7402 1.4592 0.9765 22.73 6.7495 
Type-2 FLS  0.9998 0.1625 0.1 0.9894 2.347 0.3432 
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From the tables presented, it could be easily observed, for instance in estimating Pb 
based on the 782-dataset used in [5, 25], that type-2 fuzzy based model has the small-
est standard deviation, SD =2.347, the highest correlation coefficient, R2 = 0.9894, 
and the smallest absolute percent relative error, Ea = 0.3432%, while the neural net-
work is below type-2 FLS scheme with SD = 22.73, R2 =0.9765, Ea = 6.7495%. The 
other empirical correlations indicates higher error values and standard deviation with 
lower correlation coefficients as Standing (1947) has SD = 13.696, R2 =0.8657, and 
Ea = 24.684%, Glaso correlation has SD = 25.27, R2 =0.9675, and Ea = 26.551%, and  
Al-Marhoun (1992) correlation has SD = 25.015, R2 =0.9701, and Ea = 8.9416%. 
Thus from this particular case, type-2 FLS had 97.6% improvement over the best 
among the other models and 90.7% over the model with the least performance in 
terms of standard deviation (SD) which is a measure of stability and consistency of 
the models. While in terms of correlation coefficient (R2), type-2 FLS had 1.32% 
improvement over the best among other models and 14.3% over the least model. As 
for the average absolute percent relative error (Ea), type-2 FLS had 94.9% improve-
ment over the best among other models (i.e. ANN) and 14.3% over the method with 
the least performance. Similar result patterns are also obtained for other cases. 
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Fig. 2. Prediction intervals for Bob based on type-2 FLS 

4.2   Estimation of Prediction-Intervals Using Type-2 FLS 

One important additional benefit of type-2 FLS worth mentioning at this point is, 
compared with existing models, is that the model based on type-2 fuzzy logic will 
generate not only the PVT properties predictions, but also prediction intervals without 
incurring extra computational cost. Fig. 2 showsa sample containing the prediction 
intervals for Bob as generated in this work.  

5   Conclusion 

In this study, type-2 fuzzy logic system has been investigated, developed and imple-
mented, as predictive solutions that take care of all forms of uncertainties, for predicting 
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both bubble point pressure and oil formation volume factor using the four input vari-
ables of solution gas-oil ratio, gas relative density, oil gravity and reservoir temperature.  
It is an established fact in the petroleum engineering communities that these two pre-
dicted properties were the most important PVT properties of crude oil systems[3-5].In-
depth comparative studies have been carried out between this new framework and the 
standard neural networks and the three common published empirical correlations pre-
sented in [7], [8] and [9]. Empirical results from simulations show that Type-2 fuzzy 
logic based model outperformed all the compared models or at least compete favorably 
with the best, while in terms of performance stability and consistency, type-2 fuzzy 
based model has no rival, as indicated by its lowest standard deviation, all through, 
compared to others. Another advantage of the proposed approach is the ability to gener-
ate not only the target forecast but also prediction intervals without incurring additional 
computational cost.  
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Abstract. If some values of fuzzy density function are negative, none of 
non-negative fuzzy measure can be used, the signed fuzzy measures with real 
valued fuzzy density function are needed, a univalent signed fuzzy measure sat-
isfying Liu’s revised monotonicity, called signed Rho-measure, was proposed by 
author’s previous work. In this paper, for any real valued fuzzy density function, 
it is proved that the well-known signed additive measure is a signed fuzzy 
measure satisfying the Liu’s revised monotonicity, and a multivalent signed 
fuzzy measure with infinite many signed fuzzy measure solutions satisfying 
Liu’s revised monotonicity, based on signed Rho-measure, called extensional 
signed Rho-fuzzy measure, is proposed, this new signed fuzzy measure is an 
generalization of not only signed Rho-fuzzy measure but also signed addition 
measure, obviously, it is more useful than above mentioned two signed fuzzy 
measures, some related properties are also discussed. 

Keywords: Fuzzy measure, revised monotonicity, signed fuzzy measure, signed 
additive measure, signed L-fuzzy measure. 

1   Introduction 

The most important key issue in the application of Choquet integral [1-3, 6-9] is how to 
decide an adequate fuzzy measure with the determination of fuzzy density function. 

If the given fuzzy density function is a non-negative function, then some useful meas-
ures satisfying the monotone condition, called fuzzy measures or monotone measures, 
may be used, such as the well-known fuzzy measure; Sugeno’s λ-measure [3], the smallest 
fuzzy measure; Zahda’s P-measure [4], the largest fuzzy measure; the author’s B-measure 
[7], and the multivalent fuzzy measure with infinite many fuzzy measure solutions in-
cluding all of above mentioned fuzzy measures; the author’s L-measure and completed 
L-measure [8-9 ], obviously, the last one is more useful than others. Some times, if the 
given fuzzy density function is no more a non-negative valued function, then all of above 
mentioned non-negative fuzzy measures can not be used, and Choquet integral with re-
spect to signed fuzzy measures based on some signed fuzzy density functions are needed 
[ 2, 8-12], a univalent signed fuzzy measure satisfying Liu’s revised monotonicity, called 
signed ρ-fuzzy measure, was proposed by author’s previous work [8-9]. 
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In this paper, for any real valued fuzzy density function, it is proved that the 
well-known signed additive measure is a signed fuzzy measure satisfying the Liu’s 
revised monotonicity, and a multivalent signed fuzzy measure with infinite many 
signed fuzzy measure solutions satisfying Liu’s revised monotonicity, based on 
signedρ-fuzzy measure, called extensional signedρ-fuzzy measure, is proposed , this 
new signed fuzzy measure is an generalization of signedρ-fuzzy measure including 
not only signedρ-fuzzy measure but also the signed additive measure, some related 
properties are also discussed. 

This paper is outlined as follows:  Signed fuzzy density function, signed fuzzy 
measures, and revised monotonicity are introduced in section 2. Signedρ-fuzzy 
measure is introduced in section 3, The signed additive measures and its property are 
introduced in section 4. the new signed fuzzy measure; extensional signedρ-fuzzy 
measure, and its some theorems are provided in Section 5. Finally, conclusions are 
summarized in Section 6. 

2   Signed Fuzzy Measures 

A generalization of fuzzy measures by allowing that the measure function can take 
negative values, leads to the notion of signed measures for using to non- homogeneous 
interactions among independent variables, a strict signed measures, called signed fuzzy 
measure, was introduced by B. Jiao [10], investigated and modified by X. Liu [11], E. 
Pap emphasized the revised monotonicity of Signed fuzzy measure [12]. In this paper, 
we emphasize the Normalizing properties. 

2.1   Signed Measures 

Definition 1. Signed measure [2, 5] 

A signed measure, μ -measure, on a finite set X, if its measure function  
( ): 2 ,Xgμ → −∞ ∞  satisfying the following axioms:  

                     ( ) 0gμ φ =   (vanishing at the empty set)                   (1)  

2.2   Signed Fuzzy Density Function 

Definition 2. Signed fuzzy density function 

A signed fuzzy density function of a signed measure μ  on a finite set X is a signed 
fuzzy density function [ ]: 1,1d X → −  satisfying:   

1)                                              ( ) { }( ) ,d x g x x Xμ= ∈                                     (2) 

2)                                X n n n+ −= = + , { }, , 0n n N n N+ −∈ ∈ ∪                 (3) 

( )d x
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3)                           ( )
( )
( )

0, , 1,2,...,

0, , 1,2,...,

i i

j j

d x x x i n
d x

d x x x j n

+ +
+

− −
−

⎧ > = =⎪= ⎨
< = =⎪⎩

                         (4) 

( )d x  is called the signed fuzzy density of singleton x  

Definition 3. Normalized signed fuzzy density function 

A normalized signed fuzzy density function of a signed measure μ  on a finite set X is 
a signed fuzzy density function [ ]: 1,1d X → −  satisfying:   

                     ( ) ( )1, 1 0
x X x X

d x d x
+ −∈ ∈

= − ≤ ≤∑ ∑                                (5) 

where  ( ){ } ( ){ }| 0, , | 0,X x d x x X X x d x x X+ −= ≥ ∈ = < ∈  
Note that if 0n− = , then 

1) The signed fuzzy density function is just a fuzzy density function. 
2) The normalized signed fuzzy density function is just a normalized fuzzy density 

function 

2.3   Signed Fuzzy Measure 

Definition 4. Signed fuzzy measure [10-12] 

A signed measure, μ -measure, on a finite set X, is called a signed fuzzy measure, 

if its measure function : 2Xg Rμ →  satisfying the following axioms:  

1)     ( ) ( ) ( )0, 1, 1 0g g X g Xμ μ μφ + += = − ≤ ≤   (Boundary conditions)                 (6) 

where    { }( ){ } { }( ){ }| 0, , | 0,X x g x x X X x g x x Xμ μ+ −= ≥ ∈ = < ∈  

  

2) , ,A B X A B φ∀ ⊆ =∩    (Liu’s revised monotonicity) 

i)   ( ) ( ) ( ) ( ), 0, 0g A g B g A g Bμ μ μ μ≥ ∨ > ( ) ( ) ( )g A B g A g Bμ μ μ⇒ ≥ ∨∪    (7)  

ii)   ( ) ( ) ( ) ( ), 0, 0g A g B g A g Bμ μ μ μ≤ ∧ <         

            ( ) ( ) ( )g A B g A g Bμ μ μ⇒ ≤ ∧∪                                           (8) 

iii)  ( ) ( ) ( ) ( ) ( )0g A g B g A g A B g Bμ μ μ μ μ< < ⇒ ≤ ≤∪                                                               (9) 

Note that signed fuzzy measure is a special case of signed measure. 
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Theorem 1.  

1) A Signed fuzzy measure is a generalization of a fuzzy measure 

2) A normalized signed fuzzy measure is a generalization of normalized fuzzy measure 

Proof: if n− =0 then the signed fuzzy measure is just a non-negative fuzzy measure, and 
the normalized signed fuzzy measure is just a normalized non-negative fuzzy measure. 

3   Signed Additive Measure 

For any given signed fuzzy density function [ ]: 1,1d X→ −  on a finite set 

{ }
1 2 1 2
, ,... , , ,...n nX x x x x x x

+ −

+ + + − − −= , where X n n n+ −= = + , { }, , 0n n N n N+ −∈ ∈ ∪  

To construct a normalized signed fuzzy measure on X, satisfying Liu’s revised 

monotonicity, we need to specify 2 1n n− −  coefficients satisfying 

( )1 12 1 2n nn n+ −− −
+ −

⎡ ⎤+⎣ ⎦ revised monotone conditions, it is more difficulty than the case 

of fuzzy measure. The signed additive measure is the well-known one. 

Definition 5. Signed additive measure [5 ] 

For any given signed fuzzy density function, 

[ ]: 1,1d X → − , The signed additive measure, denoted as aS -measure, its measure 

function: : 2
a

X
Sg R→  satisfies 

( ) ( ) { }( ),
a aS S

x A x A

g A d x g x A X
∈ ∈

= = ∀ ⊆∑ ∑                                (10) 

Theorem 2. Signed additive measure is a signed fuzzy measure 

Proof:  

1)  To prove ( ) 0
aSg φ =  

( ) ( ) 0
aS

x

g d x
φ

φ
∈

= =∑  

2)  To prove the revised monotonicity 

Let     , ,A B X A B φ∀ ⊆ ∋ =∩ , then we have 
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              ( ) ( ) ( ) ( ) ( ) ( )
a a aS S S

x A B x A x B

g A B d x d x d x g A g B
∈ ∈ ∈

= = + = +∑ ∑ ∑
∪

∪                        (11)  

i)   if     ( ) ( ) ( ) ( ), 0, 0
a a a aS S S Sg A g B g A g B≥ ∨ > ⇒  then 

         ( ) ( ) ( ) ( ) ( ),
a a a a aS S S S Sg A B g A g B g A g B= + ≥ ⇒∪ ( ) ( ) ( )

a a aS S Sg A B g A g B⎡ ⎤≥ ∨⎣ ⎦∪                    (12) 

ii)   if       ( ) ( ) ( ) ( ), 0, 0
a a a aS S S Sg A g B g A g B≤ ∧ <   then 

( ) ( ) ( ) ( ) ( ),
a a a a aS S S S Sg A B g A g B g A g B= + ≤ ⇒∪ ( ) ( ) ( )

a a aS S Sg A B g A g B⎡ ⎤≤ ∧⎣ ⎦∪                  (13) 

  iii)  if      ( ) ( )0
a aS Sg A g B≤ ≤   then 

                ( ) ( ) ( ) ( )
a a a aS S S Sg A B g A g B g A= + ≥∪  and ( ) ( ) ( ) ( )

a a a aS S S Sg A B g A g B g B= + ≤∪  

We obtain         ( ) ( ) ( )
a a aS S Sg A g A B g B≤ ≤∪  

The proof is completed. 

Definition 6.  Normalized signed additive measure  

For any given normalized signed fuzzy density function, [ ]: 1,1d X → − , satisfying 

( ) ( )1, 1 0
x X x X

d x d x
+ −∈ ∈

= − ≤ ≤∑ ∑
 

where  ( ){ } ( ){ }| 0, , | 0,X x d x x X X x d x x X+ −= ≥ ∈ = < ∈ , 

Its signed additive measure is called a normalized signed additive measure, denoted 

as NaS -measure. 

Theorem 3. Normalized signed additive measure is a normalized signed fuzzy measure 

Proof: It is trivial. 

4   Signed ρ-Fuzzy Measure 

A signed fuzzy measure satisfying Liu’s revised monotonicity rather then signed ad-
ditive measure, called signed ρ-measure, was proposed by author’s previous work 
[8-9], its formal definition is listed as below; 

Definition 7. Signed ρ- fuzzy measure 

For a given signed fuzzy density function [ ]: 1,1d X → −  on a finite set X, the set 

function : 2Xg Rρ → is called a signed ρ-measure, if it satisfies 
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1)   ( ) ( ) ( )0, 1, 1 0g g X g Xρ ρ ρφ + −= = − ≤ ≤  (Boundary conditions)     (14)  

where        ( ){ } ( ){ }| 0, , | 0,X x d x x X X x d x x X+ −= ≥ ∈ = < ∈  

     2)         , 2 , ,XA B A B A B Xφ∀ ∈ = ≠∩ ∪              

( ) ( ) ( ) ( ) ( )g A B g A g B g A g Bρ ρ ρ ρ ρ⇒ = + −∪                            (15) 

   3)                       ( ) ( )( )2 , 1 1X

x A

A g A d xρ
∈

∀ ∈ = − −∏                                 (16) 

Definition 8.  Normalized signed ρ- fuzzy measure 

For a given normalized signed fuzzy density function [ ]: 1,1d X → −  on a finite set X, 

its signed ρ- fuzzy measure is called a normalized signed ρ-measure,   

Theorem 4. Signedρ-fuzzy measure and normalized signed ρ-fuzzy measure are 

signed fuzzy measures satisfying Liu’s revised monotonicity. [9] 

5   Extensional Signed ρ-Fuzzy Measure 

In this paper, a generalization of both signed additive measure and signedρ-fuzzy 

measure, called extensional signedρ-fuzzy measure, is proposed as follows; 

5.1   Definition of Extensional Signed ρ-Fuzzy Measure 

Definition 9. Extensional signed ρ- fuzzy measure 

For a given signed fuzzy density function [ ]: 1,1d X → −  on a finite set X, 0 1ρ≤ ≤ , 

the set function : 2Xg Rρ → is called an extensional signed ρ-measure, if it satisfies 

1)       ( ) ( ) ( )0, 1, 1 0g g X g Xρ ρ ρφ + −= = − ≤ ≤  (Boundary conditions) 

where ( ){ } ( ){ }| 0, , | 0,X x d x x X X x d x x X+ −= ≥ ∈ = < ∈  

2)   , 2 ,XA B A B φ∀ ∈ =∩  ( ) ( ) ( ) ( ) ( )g A B g A g B g A g Bρ ρ ρ ρ ρρ⇒ = + −∪    (17)    

3)      , 0 1A X ρ∀ ⊂ ≤ ≤ ⇒  
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( )
( )

( ) ( )1

0

0 1

x A

B

B A x B

d x if

g A
d x if

ρ

ρ

ρ ρ

∈

−

⊂ ∈

⎧ =
⎪⎪= ⎨ ⎡ ⎤⎪ − < ≤⎢ ⎥⎪ ⎣ ⎦⎩

∑

∑ ∏
                    (18)  

where     ( ) { }( ) ,d x g x x Xρ= ∈  

ρ is also called the determine parameter of this measure.  

5.2   Important Properties of Extensional Signedρ-Fuzzy Measure 

Theorem 5. Extensional signed ρ- fuzzy measure is well defined. 

Proof: We need only to prove that Formula (17) is the necessary and sufficient condi-

tions of Formula (18), if 0ρ = , it is trivial, now we suppose 0 1ρ< ≤  

1) First to prove the necessary condition by using the mathematical induction, that is, 

let { }1 2, ,..., 2X
m mA x x x= ∈ , using the condition (17), to prove that 

                  ( ) ( ) ( )1B

B A x B

g A d xρ ρ −

⊂ ∈

⎡ ⎤= −⎢ ⎥
⎣ ⎦

∑ ∏                         (19) 

  i)  Let 2m = , { }2 1 2, 2XA x x= ∈ , then    

( ) { }( ) { }( ) { }( ) { }( ) { }( )

( ) ( )
2

2 1 2 1 2 1 2

1

,

B

B A x B

g A g x x g x g x g x g x

d x

ρ ρ ρ ρ ρ ρρ

ρ −

⊂ ∈

⎡ ⎤= = + −⎣ ⎦
⎡ ⎤= −⎢ ⎥
⎣ ⎦

∑ ∏

              (20) 

ii)  Let m k= , 

{ } ( ) ( ) ( )1
1 2, ,..., 2

k

BX
k k k

B A x B

A x x x satisfies g A d xρ ρ −

⊂ ∈

⎡ ⎤
= ∈ = −⎢ ⎥

⎣ ⎦
∑ ∏ ,                   (21) 

{ } { } { }1 1 2 1 1 1 1, ,..., , 2 , ,X
k k k k k k k kA x x x x A A x A x φ+ + + + += ∈ = =∪ ∩                    (22) 

then          ( ) { }( ) ( ) { }( ) ( ) { }( )1 1 1 1k k k k k k kg A g A x g A g x g A g xρ ρ ρ ρ ρ ρρ+ + + += = + −∪  

             ( ) ( ) { }( ) { }( ) ( ) ( )1 1
1 1

k k

B B
k k

B A B Ax B x B

d x g x g x d xρ ρρ ρ ρ− −
+ +

⊂ ⊂∈ ∈

⎡ ⎤ ⎡ ⎤
= − + − −⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦
∑ ∑∏ ∏                (23) 
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( ) ( )
1

1

k

B

B A x B

d xρ
+

−

⊂ ∈

⎡ ⎤
= −⎢ ⎥

⎣ ⎦
∑ ∏ ,                                            (24) 

iii) From i) and ii), it completed the proof 

2) Second to prove the sufficient condition by using the mathematical induction, that 

is, let { }1 2, ,..., 2X
m mA x x x= ∈ , using the condition (19), to prove that formula (17) is 

true. 

i)  Let 2m = , { }2 1 2, 2XA x x= ∈ , then    

{ }( ) ( ) ( ) ( )

{ }( ) { }( ) { }( ) { }( )
{ }( ) { }( ) { }( ) { }( )

2

1

1 2 2

1 2 1 2

1 2 1 2

,
B

B A x B

g x x g A d x

g x g x g x g x

g x g x g x g x

ρ ρ

ρ ρ ρ ρ

ρ ρ ρ ρ

ρ

ρ

ρ

−

⊂ ∈

⎡ ⎤= = −⎢ ⎥
⎣ ⎦

⎡ ⎤= + −⎣ ⎦
= + −

∑ ∏
 

   ii) Let m k= , 

{ } { }1 2 1 1 2 1, ,..., , , ,..., , 2X
k k k k kA x x x A x x x x+ += = ∈ ,   satisfies                     (25) 

          ( ) ( ) ( ) ( ) ( ) ( )
1

1 1
1 ,

k k

B B
k k

B A B Ax B x B

g A d x g A d xρ ρρ ρ
+

− −
+

⊂ ⊂∈ ∈

⎡ ⎤ ⎡ ⎤
= − = −⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦
∑ ∑∏ ∏  

Since  ( )( ) ( ) ( ) ( )
1

1
1 1

k

B
k k k

B A x B

g A x g A d xρ ρ ρ
+

−
+ +

⊂ ∈

⎡ ⎤
= = −⎢ ⎥

⎣ ⎦
∑ ∏∪  

             ( ) ( ) { }( ) { }( ) ( ) ( )1 1
1 1

k k

B B
k k

B A B Ax B x B

d x g x g x d xρ ρρ ρ ρ− −
+ +

⊂ ⊂∈ ∈

⎡ ⎤ ⎡ ⎤
= − + − −⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦
∑ ∑∏ ∏               (26) 

{ }( ) { }( ) { }( ) { }( )1 1k k k kg A g x g A g xρ ρ ρ ρρ+ += + −  

iii) Not lose the generality, from i) and ii), it completed the proof. 

 

Theorem 7. For any [ ]0,1ρ ∈ , extensional signed ρ- fuzzy measure is a signed fuzzy 

measure 

Proof: We need only to prove that it satisfies Liu’s revised monotonicity as below; 

Let       , 2 , ,XA B A B A B Xφ∀ ∈ = ≠∩ ∪  

1) If      ( ) ( ) ( ) ( ), 0, 0g A g B g A g Bμ μ μ μ≥ ∨ > ,  then form (17), we can get 
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1g A B g A g B g A g B g A g B g A g Aρ ρ ρ ρ ρ ρ ρ ρ ρρ ρ⎡ ⎤= + − = + − ≥⎣ ⎦∪
     

(27) 

( ) ( ) ( ) ( ) ( )1g A B g A g B g B g Bρ ρ ρ ρ ρρ⎡ ⎤= − + ≥⎣ ⎦∪                           (28) 

Then             ( ) ( ) ( )g A B g A g Bρ ρ ρ⎡ ⎤≥ ∨⎣ ⎦∪  

2) If ( ) ( ) ( ) ( ), 0, 0g A g B g A g Bμ μ μ μ≤ ∧ < , then form (17), we can get 

( ) ( ) ( ) ( ) ( )1g A B g A g B g A g Aρ ρ ρ ρ ρρ⎡ ⎤= + − ≤⎣ ⎦∪  and ( ) ( ) ( ) ( ) ( )1g A B g A g B g B g Bρ ρ ρ ρ ρρ⎡ ⎤= − + ≤⎣ ⎦∪  

Then             ( ) ( ) ( )g A B g A g Bρ ρ ρ⎡ ⎤≤ ∧⎣ ⎦∪  

3) If ( ) ( )0g A g Bμ μ< < , then 

( ) ( ) ( ) ( ) ( )1g A B g A g B g A g Aρ ρ ρ ρ ρρ⎡ ⎤= + − ≥⎣ ⎦∪  and ( ) ( ) ( ) ( ) ( )1g A B g A g B g B g Bρ ρ ρ ρ ρρ⎡ ⎤= − + ≤⎣ ⎦∪  

Hence               ( ) ( ) ( )g A g A B g Bρ ρ ρ≤ ≤∪  

The proof is completed. 

Theorem 8 

1) Extensional signed ρ- fuzzy measure is a multivalent signed fuzzy measure with 

infinite many signed fuzzy measure solutions. 

2) The measure function of extensional signed ρ-fuzzy measure is a deceasing and 

continuous function ofρon [0,1]. 

3) Ifρ=0, then extensional signed ρ-fuzzy measure is just a signed additive measure. 

4) Ifρ=1, then extensional signed ρ-fuzzy measure is just a signed ρ-fuzzy measure. 

5) If ,X X X φ+ −= = , then extensional signed ρ-fuzzy measure is just a fuzzy measure. 

Proof: Omitted for lack of space. 

5.3   Extensional Normalized Signedρ-Fuzzy Measure 

Definition 10. Extensional normalized signed ρ- fuzzy measure 
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For a given signed fuzzy density function [ ]: 1,1d X → −  on a finite set X, 0 1ρ≤ ≤ , 

an extensional signed ρ- fuzzy measure is called an extensional normalized signed 

ρ-measure, if it satisfies    

( ) ( )1, 1 0
x X x X

d x d x
+ −∈ ∈

= − ≤ ≤∑ ∑  

Where      ( ){ } ( ){ } ( ) { }( )| 0, , | 0, , ,X x d x x X X x d x x X d x g x x Xρ+ −= ≥ ∈ = < ∈ = ∈  

Theorem 9.  

1) Extensional normalized signed ρ- fuzzy measure is a multivalent signed fuzzy 

measure with infinite many signed fuzzy measure solutions. 

2) The measure function of extensional normalized signed ρ-fuzzy measure is a de-

ceasing and continuous function ofρon [0,1]. 

3) Ifρ=0, then extensional normalized signed ρ-fuzzy measure is just a normalized 

signed additive measure. 

4) Ifρ=1, then extensional signed ρ-fuzzy measure is just a normalized signed ρ

-fuzzy measure. 

5) If ,X X X φ+ −= = , then extensional signed ρ-fuzzy measure is just a normalized 

fuzzy measure. 

Proof: It is trivial. 

6   Conclusion 

In this paper,  first, the author proves that the well-known signed additive measure is 
a university signed fuzzy measure satisfying the Liu’s revised monotonicity, and 
points out that the signed Rho-fuzzy measure proposed by author’ previous work, is 
also a university signed fuzzy measure satisfying the Liu’s revised monotonicity. 
Second, a multivalent signed fuzzy measure with infinite many signed fuzzy measure 
solutions also satisfying Liu’s revised monotonicity, called extensional signed 
Rho-fuzzy measure, is proposed, this new signed fuzzy measure is an generalization 
of not only signed Rho-fuzzy measure but also signed addition measure, obviously, it 
is more useful than above mentioned two signed fuzzy measures.  Third, some related 
properties are also discussed. In the future, Chquet integral with respect to this new 
signed fuzzy measure will be considered to analysis multi-criteria decision making 
problems. 
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Abstract. This paper presents an intelligent automatic landing system that uses 
adaptive fuzzy neural network controller to improve the performance of con-
ventional automatic landing systems. Functional fuzzy rules are implemented in 
neural network. In this study, Lyapunov stability theory is utilized to derive 
adaptive learning rate in the controller design. Stability of the control system is 
guaranteed. Simulation results show that the fuzzy neural network controller 
with adaptive learning rate has better performance than PID controller in guiding 
aircraft to a safe landing in turbulence condition. 

1   Introduction 

According to the report of NTSB (National Transportation Safety Board) [1], in 2008, 
there were a total of 1559 aircraft accidents that occurred in the United States. Of these 
1559 accidents, 275 were fatal events and fatalities were 495. An accident survey of 
1,300 aircraft accidents from 1950 through 2008 categorized the causes [2]. Weather 
was a contributing factor, the percentage of weather related to total accidents is 12%. 
The atmospheric disturbances affect not only fly qualities of an airplane but also flight 
safety. An inadvertent encounter with a low-altitude wind disturbance can be a serious 
problem even for a skilled pilot. In some cases, pilots will try to abort landing or escape 
the disturbance [3-4]. For those pilots that are unable to abort landing must face the 
disturbance and handle the aircrafts manually. It is therefore desirable to develop an 
intelligent Automatic Landing System (ALS) that expands the operational envelope to 
include more safe responses under severe wind conditions. The earliest automatic pilots 
could do no more than maintain an aircraft in straight and level flight by controlling 
pitch, yaw, and roll movements; and they are still used most often to relieve the pilot 
during routine cruising. Modern automatic pilots can, however, execute complex ma-
neuvers or flight plans, bring aircraft into approach and landing paths. Conventional 
automatic landing systems can provide a smooth landing which is essential to the 
comfort of passengers. However, these systems work only within a specified opera-
tional safety envelope. When the conditions are beyond the envelope, such as turbu-
lence or wind shear, they often cannot be used.  

Most conventional control laws generated by the ALS are based on the gain 
scheduling method [5]. Control parameters are preset for different flight conditions 
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within a specified safety envelope which is relatively defined by Federal Aviation 
Administration (FAA) regulations. According to FAA regulations, environmental 
conditions considered in the determination of dispersion limits are: headwinds up to 
25 knots; tailwinds up to 10 knots; crosswinds up to 15 knots; moderate turbulence, 
wind shear of 8 knots per 100 feet from 200 feet to touchdown [6]. If the flight 
conditions are beyond the preset envelope, the ALS is disabled and the pilot takes 
over. An inexperienced pilot may not be able to guide the aircraft to a safe landing. 
Recently, many researchers have applied intelligent concepts such as neural net-
works, fuzzy systems, and genetic algorithms to flight control to adapt to different 
environments. For ALS, most of the improvements have been on the guidance  
instruments, such as the GNSS Integrity Beacons, Global Positioning System, Mi-
crowave Landing System and Autoland Position Sensor [7-10]. By using improve-
ment calculation methods and high accuracy instruments, these systems provide more 
accurate flight data to the ALS to make the landing more smooth. However, these re-
searches did not include weather factors such as wind disturbances. There have been 
some researches on the problem of intelligent landing control [11-17] but most of them 
do not consider wind disturbances. Here, we present a learning scheme, which uses 
adaptive fuzzy neural network controller, to guide the aircraft to a safe landing and make 
the controller more robust and adaptive to the ever-changing environment.  

2   Flight Control 

To make the ALS more intelligent, reliable wind profiles are necessary. Two wind 
disturbance models are most common in aircraft flight paths. They are turbulence and 
wind shear. In this paper, we put focus on turbulence since it is the most encountered 
condition to deal with during aircraft landing. In this study the Dryden form [9] was 
used for its demonstration ease. The model is given by 
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b = . The parameters are: gu is the 

longitudinal wind velocity (ft/sec), gw is the vertical wind velocity (ft/sec), U0 is the 

nominal aircraft speed (ft/sec), u510 is the wind speed at 510 ft altitude, uL  and wL are 

scale lengths (ft), σu and σw are RMS values of turbulence velocity (ft/sec), Δt is the 



522 J.-G. Juang and L.-H. Chien 

 

simulation time step (sec), N(0, 1) is the Gaussian white noise with zero mean and unity 
standards deviation, ugc is the constant component of ug, and h is the aircraft altitude 
(ft). Figure 1 shows a turbulence profile with a wind speed of 20 ft/sec at 510 ft altitude. 
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Fig. 1. Turbulence profile 

 The pilot descends from the cruise altitude to an altitude of approximately 1200 ft 
above the ground. The pilot then positions the airplane so that the airplane is on a 
heading towards the runway centerline. When the aircraft approaches the outer airport 
marker, which is about 4 nautical miles from the runway, the glide path signal is in-
tercepted (as shown in Figure 2). As the airplane descends along the glide path, its 
pitch, attitude and speed must be controlled. The aircraft maintains a constant speed 
along the flight path. The descent rate is about 10 ft/sec and the pitch angle is between 

5−  to 5 degrees. As the airplane descends 20 to 70 feet above the ground, the glide path 
control system is disengaged and a flare maneuver is executed. The vertical descent rate 
is decreased to 2 ft/sec so that the landing gear may be able to dissipate the energy of 
the impact at landing. The pitch angle of the airplane is then adjusted, between 0 to 5 
degrees for most aircraft, which allows a soft touchdown on the runway surface. 

1200 ft

50 ft 

Altitude

Runway

touchdown

glide path 

flare path

0 ft 

 

Fig. 2. Glide path and flare path 
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A simplified model of a commercial aircraft that moves only in the longitudinal and 
vertical plane was used in the simulations for implementation ease [9]. Since the air-
craft maintains a constant speed along the flight path, we assumed that the change in 
throttle command is zero. The aircraft is thus controlled solely by the pitch command. 
Detailed descriptions can be found in [9]. A complete landing phase is divided into 
several stages (intervals). Each stage uses the same fuzzy neural network controller. 
Wind disturbances are added to each stage in the simulation. The learning process is 
shown in Figure 3, where FC is the fuzzy neural network controller and AM is the 
aircraft model. Every learning cycle consists of all stages from S0 to Sk. The controller 
is trained by a modified learning-through-time process. The linearized inverse aircraft 
model (LIAM) calculates the error signals that will be used to back propagate through 
the controller in each stage [18]. The error 1−Δ kC  is back propagated through the FC to 

obtain the weight change. The ek-1 is used to further derive 2−Δ kC  and ek-2. The error 

continues to be back propagated through all k stages with weight changes computed for 
the controller in each stage. The weight changes from all of the stages obtained from the 
delta learning rule are added together for the overall update. The FC generates new 
commands to the AM and the AM responds to new flight conditions in return. This 
process is repeated until the aircraft is safely landed. The inputs for the fuzzy controller 
are: altitude, altitude command, altitude rate, and altitude rate command. The output of 
the controller is the pitch command.  

 

Fig. 3. Learning through time process 

3   Adaptive Functional Fuzzy Neural Network Controller 

The functional fuzzy neural network is similar to the linguistic fuzzy neural network in 
network structure. The difference lies in the consequence. The linguistic fuzzy rule has 
scalar value output, but the functional fuzzy rule is a polynomial function, which makes 
the resulting defuzzification approach a nonlinear system. The network consists of six 
layers, and the network structure is shown in Figure 4. The network realizes the fol-
lowing inference method: 

iR : IF 1x is
11i

A and 2x is
22i

A and… and 4x is
44i

A then y is ),,,( 4321 xxxxiϕ       (3) 

where i1, i2, i3, and i4 is from 1 to 2; i is from 1 to 16. The function in consequence of 
the fuzzy rule can be any polynomial. In here we use first order linear equation: 
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443322114321 ),,,( xaxaxaxaxxxxi +++=ϕ                                (4) 

where ai is a scalar and adjusted during network training. The connection weights are 
modified to identify fuzzy rules and tune the membership functions in the premises 
using the following rules: 

  

Fig. 4. Fuzzy neural network with functional rule 
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1. at sixth layer 
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Let iη  be the learning rate for the ith weight or the parameter of the neural network 

controller and let ,maxPL be defined as max ( ),maxP P qL L
q

= , where ( )
( )

y qLP qL WL

∂=
∂

, 

yL  is the output of neural network, [ ]...1 2
TW w w wL n=  represents a change in an 

arbitrary weighting vector in nR , and  ⋅  is the Euclidean norm in nR . Then con-

vergence is guaranteed if iη  is chosen as 2
0

2
,max

i
PL

η< <  [19]. 

The varying range of the learning rate aη  of wa can be obtained by letting 
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( )
y q
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μ
∧∂= =

∂
                                         (15) 
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where 1,2, ,16i= … , 0,1,2,3,4j= , 0w i  is the bias, ˆiμ  is the normalized value of rμ . Let 
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where R is the normalized numbers of rμ . Let 
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Similarly, the varying range of the learning rates gη  of wg  and cη  of Wc can be  

obtained as 
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In the FFNN, we choose a Lyapunov function expressed as: 

1 2( ) ( )
2

V q e q=                                                  (20) 

thus, the change in Lyapunov function is obtained by  
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The error difference due to learning can be represented by  
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using the gradient descent method, we have 
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Then we know the asymptotic convergence is achieved if iη  are chosen to satisfy 
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From (18) and (19) we know the learning rates satisfy the above condition. Thus 
0VΔ < and VΔ are negative definite. The tracking error e(q) is asymptotically stable, 

guaranteeing convergence of the learning process. 

4   Simulations 

In the simulations, initial flight conditions are: h(0)=500 ft, )0(x =235 ft/sec, 

x(0)=9240 ft, and 0γ = –3 degrees. With the wind speed of turbulence at 60 ft/sec, the 

horizontal position at touchdown is 997 ft, horizontal velocity is 234.7 ft/sec, vertical 
speed is –2.3 ft/sec, and pitch angle is 0.7 degrees, as shown in Figure 5 to Figure 7. 
Table 1 shows the comparison of using different controllers.  
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Fig. 5. Aircraft pitch and pitch command 
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Fig. 6. Aircraft vertical velocity and velocity command 
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Fig. 7. Aircraft altitude and altitude command 

Table 1. Simulation results under different turbulences 

Controller PID [17] 
Neural  

Network [17]
Fuzzy Neural 
Network [20] 

Adaptive Fuzzy 
Neural Network 

Maximal 
wind speed 

(ft/sec) 
30 40 55 60 
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5   Conclusion 

The purpose of this study is to investigate the use of adaptive fuzzy neural network in 
automatic landing systems and to make it more intelligent. Current flight control law 
was adopted in the intelligent controller design. Tracking performance and robustness 
were demonstrated through software simulations. For the safe landing of an aircraft 
with a conventional PID controller, the wind speed turbulence limit is 30 ft/sec. From 
our previous study, a neural network controller can reach 40 ft/sec. The drawback is 
that the number of required neurons in the hidden layer is uncertain. In general, the 
number of the hidden neurons must be large enough to form a decision region as 
complex as required by a given problem. However, if the decision region is too large, 
then “over-fitting” occurs. In this study, the adaptive fuzzy neural network controller 
can overcome turbulence to 60 ft/sec without the problem on selecting the number of 
hidden neurons. The proposed fuzzy controller can successfully expand the controlla-
ble environment in severe wind disturbances. 
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