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Preface

The Human–Computer Interaction & Usability Engineering Workgroup (Ar-
beitskreis HCI&UE) of the Austrian Computer Society (Österreichische Com-
puter Gesellschaft, OCG) has been serving as an international platform for
interdisciplinary exchange, research and development since February 2005. While
human–computer interaction (HCI) traditionally brings psychologists and com-
puter scientists together, the inclusion of usability engineering (UE), a software
engineering discipline ensuring the appropriate implementation of applications,
has become indispensable. Because of the fast developments in information and
communication technologies (ICT), the fields of application of HCI and UE are
broader than ever. Therefore, USAB 2010 had, in comparison to past USAB
conferences, quite a broad focus on all potential aspects of HCI in work en-
vironments, learning, private life and leisure activities. Each of these areas of
application includes various challenges for HCI and UE, which go far beyond
the classical desktop interface as well as usability norms and definitions postu-
lated in the late twentieth century.

The contributions for USAB 2010 provide important insights on the actual
research activities in the field and support the interested audience by presenting
the state of the art in HCI research as well as giving valuable input on questions
arising when planning or designing research projects. Because of the increasing
propagation of the field of HCI research, it is not possible to address all areas
within a small conference; however, this is not the goal of USAB 2010—it should
be seen as a metaphorical counterpart of a wholesale, an HCI delicatessen shop
providing a tasting menu with different courses (hopefully) catering to all tastes.

As a kind of appetizer, the session “Psychological Factors of HCI” puts a
focus on psychological and social aspects to be considered in the development
of end user applications. Based on the example of the participatory design of
visual analytics, Mayr et al. illustrate the importance of human problem solving
strategies. In their first paper Pommeranz et al. show how the quality of decision
support systems can influence the elicitation of user preferences. Arning et al.
focus their contribution on usage motives and usage barriers related to the use
of mobile technologies. In their second contribution, Pommeranz et al. address
the relevance of context and subjective norm on the acceptance of a mobile
negotiation support system.

The session “e-Health and HCI” illustrates that although the health of the el-
derly is a central issue in today’s discussion on demography, they are not the only
group who can benefit from ICT research. Holzinger et al. sketch an alarming
picture of the health status of the youth in Austria, but also show possibili-
ties how to combine the hype of mobile devices and Web 2.0 to change health
awareness within youths. Wilkowska et al. focus their contribution on the role
of gender in the acceptance of medical devices and show that there are indeed
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differences in specific situations. The health system of Western countries is pro-
totypical for high public expenditure; therefore financing usability engineering
activities seems to be a difficult task. Verhoeven and Gemert-Pijnen show that
discount usability methods can even be applied to health care settings with very
low costs (which, invested in usability, exhibit a high return on investment, as
illustrated by Bias & Mayhew1). Another way of efficient HCI application is
the re-use of existing knowledge, e.g., on the basis of HCI patterns. Doyle et al.
present an approach to share knowledge in the health care sector by establishing
a customized pattern language structured on the needs of the area of application.

Since the group of the elderly plays an important role in today’s HCI research,
it is considered also in USAB. The session “Enhancing the Quality of Life of
Elderly People” is motivated by the fact that current and future generations of
the elderly are more active than the generations of elderly in the past. To support
their activity, HCI and UE research has to focus on their needs. Schaar and Ziefle
show how e-travel services could be enhanced for this special target group. To
enhance the activity of elderly at home, Harley et al. present the possibilities
of game playing based on the Nintendo Wii console in a sheltered home. But
even when activity is already reduced, there are possibilities to support elderly
with technology, which, however, has to fulfill certain usability requirements.
Otjacques et al. present the system SAMMY, which supports the daily life of
elderly in a retirement home.

Not only the elderly, but all user groups not optimally supported by ICT are
in the focus of HCI research in order to make e-inclusion not an empty phrase.
The session “Supporting Fellow Humans with Special Needs” is therefore de-
voted to this heterogeneous group of users. Kranjc and his colleagues address
the possibilities to apply the user-centered design approach to enhance mobile
devices for visually impaired people, whereas Debevs et al. focus on the respec-
tive possibilities for hearing-impaired people. Finally, Curatelli and Martinengo
address motor-impaired users and present a keyboard with a specific layout based
on pseudo-syllables.

Besides e-health for different groups of people, e-learning includes various
challenges for HCI researchers. The authors’ contributions to the session “Teach-
ing and Virtual/Mobile Learning” face these challenges. Safta and Gorgan an-
alyze the characteristics and structure of the teaching process and show how
to implement these into a system for computer-based learning. De Troyer et al.
discuss the possibilities of adaptive virtual learning environments. Gil-Rodriguez
and Rebaque-Rivas focus their contribution on online learning with mobile de-
vices while commuting.

Another variation of HCI is presented in the session “Enhanced and New
Methods in HCI Research.” Stickel et al. as well as Stork et al. focus their
contributions on visual aspects and show possible enhancements to existing ap-
proaches. Stickel et al. propose a metric which can be used for measuring the

1 Bias, R. G. and Mayhew, D. J. 2005 Cost-Justifying Usability: an Update for the
Internet Age. Morgan Kaufmann Publishers Inc.
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visual complexity of websites and can therefore be used as some kind of auto-
mated evaluation criterion, whereas Stork et al. show how contextual cues can
support the quality and efficiency of visual search. Schrammel et al. illustrate
an extraordinary approach and propose body motion to be included in HCI
research.

The dessert of our menu can be chosen between the special thematic sessions
UXFUL2 and WIMA3, which put a focus on the cutting edge research topics user
experience and multimedia applications, respectively. The program is rounded
up by a tutorial given by Ebner et al. on the usage of iPad, iPhone & Co.

USAB 2010 received a total of 55 submissions. We followed a careful and
rigorous review process, assigning each paper to a minimum of three and max-
imum of five reviewers. On the basis of the reviewers’ results, 10 full papers
and 10 short papers were accepted in the main track of the conference. The two
special thematic sessions, UXFUL and WIMA, were established with the inten-
sive support of the organizing colleagues and contributed a further 13 papers to
the program. Additionally, to give a selected authors the opportunity to show
their work in progress, a poster presentation section was created. The scientific
program, the vicinity to the melting pot of ICT research, development and ap-
plication (Lakeside Science and Technology Park) and the involvement of the
local industry, made USAB 2010 a platform that brought together the scientific
community focused on HCI and usability with interested people from industry,
business, or government as well as from other scientific disciplines. The final
product can be seen as a valuable piece of the mosaic of further development of
the HCI & UE community. The credit for this belongs to each and every person
who contributed to making USAB 2010 a great success: the authors, reviewers,
sponsors, organizations, supporters, the members of the organization team, and
all the volunteers, without whose help this deli would never have been built.

November 2010 Gerhard Leitner
Martin Hitz

Andreas Holzinger

2 Enabling User Experience with Future Interactive Learning Systems.
3 Interactive Multimedia Applications.
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André Calero Valdez, and Martina Ziefle

A Small but Significant Difference – The Role of Gender on Acceptance
of Medical Assistive Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

Wiktoria Wilkowska, Sylvia Gaul, and Martina Ziefle

Discount User-Centered e-Health Design: A Quick-but-not-Dirty
Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

Fenne Verhoeven and Julia van Gemert-Pijnen

Towards a Pattern Language Approach to Sharing Experiences in
Healthcare Technology Evaluations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

Julie Doyle, Aaron Quigley, Paddy Nixon, and Brian Caulfield

Enhancing the Quality of Life of Elderly People

Potential of e-Travel Assistants to Increase Older Adults’ Mobility . . . . . 138
Anne Kathrin Schaar and Martina Ziefle



XVI Table of Contents

Making the Wii at Home: Game Play by Older People in Sheltered
Housing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

Dave Harley, Geraldine Fitzpatrick, Lesley Axelrod,
Gareth White, and Graham McAllister

Designing for Older People: A Case Study in a Retirement Home . . . . . . 177
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Matjaž Debevc, Primož Kosec, and Andreas Holzinger

Enhancing Digital Inclusion with an English Pseudo-syllabic
Keyboard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

Francesco Curatelli and Chiara Martinengo

Teaching and Virtual/Mobile Learning

LDS: Computer-Based Lesson Development System for Teaching
Computer Science . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228

Daniel Safta and Dorian Gorgan

Enhancing Virtual Reality Learning Environments with Adaptivity:
Lessons Learned . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244

Olga De Troyer, Frederic Kleinermann, and Ahmed Ewais

Mobile Learning and Commuting: Contextual Interview and Design of
Mobile Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266
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Dalibor Mitrović, Stefan Hartlieb, Matthias Zeppelzauer, and
Maia Zaharieva

Issues in Designing Novel Applications for Emerging Multimedia
Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 411

Hyowon Lee

Metadata Aggregation for Personalized Music Playlists:
A Multi-layered Architecture for an In-Car Prototype . . . . . . . . . . . . . . . . 427
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Abstract. Especially in ill-defined problem spaces, more than one exploration 
way leads to a solution. But often visual analytics methods do not support the 
variety of problem solving strategies users might apply. Our study illustrates 
how knowledge on users’ problem solving strategies can be used in the partici-
patory design process to make a visual analytics method more flexible for dif-
ferent user strategies. In order to provide the users a method which functions as 
a real scaffold it should allow them to choose their own problem solving strat-
egy. Therefore, an important aim for evaluation should be to test the method’s 
flexibility.  

Keywords: Problem solving strategies, information visualization, visual  
analytics, evaluation. 

1   Introduction 

“The goal of visual analytics is to create software systems that will support the ana-
lytical reasoning process” [19]. Following this rationale, we are currently engaged  
in a research project which aims to support the daily work processes of business con-
sultants by means of novel visual analytics methods. To ensure that the methods suc-
cessfully support data exploration, prototypes are iteratively evaluated in real-world 
settings with real users and refined based on evaluation results. 

A successful visual analytics method allows users to generate insights and supports 
exploratory data analysis. Therefore, evaluation techniques building on task comple-
tion time and number of errors were criticized as restricted in the past [2]. In more 
recent evaluations researchers code and count the insights gained [13][17]. Though 
insights are an outcome of cognitive processes during exploratory data analysis, they 
are not directly linked to the task at hand. To understand the users’ cognitive proc-
esses while they are completing a task (or failing to do so) we proposed to analyze the 
problem solving processes [10]. Problems are the users’ subjective representations of 
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an objectively given task [11]. Therefore, analyzing problem solving strategies can 
help us to understand how individual users approach the tasks in evaluation studies. 

To gain meaningful results from evaluations, it was proposed that users have to 
solve ecologically valid tasks during the evaluation procedure [12]. Therefore, we 
asked experts to provide not only real-world data sets, but also real-world tasks of 
different complexity for the evaluation in our research project DisCō. During earlier 
stages in the participatory design process of two visual analytics methods, we ob-
served that users apply many different strategies to solve these tasks. There was not 
one single problem solving strategy that led to a correct solution – as many ways lead 
to Rome, users reached a solution via different paths. Still, some of the strategies that 
were applied did not yield a sufficient solution. Interestingly, the question of how 
problem solving strategies interact with characteristics of the method/visualization 
and task completion was not addressed in prior research. 

In this paper we argue that though some users may have taken a wrong path, for 
others the method probably impeded a successful strategy. In our view a successful 
information visualization allows for a variety of different problem solving strategies. 
By analyzing users’ problem solving strategies we can understand how a visual ana-
lytics method supports or impedes the problem solving processes – better than by 
coding and counting insights alone. In addition, we can generate ideas how the 
method should be improved to allow for frequently used problem solving strategies. 
By looking more deeply into the problem solving processes, the evaluation produces 
results beyond task completion, number of insights, time, and errors. 

To prove our point, we first give some background information on problem solving 
and discuss how an information visualization or visual analytics method can act as a 
scaffold. To show how the flexibility of a method can be evaluated and improved we 
present results from our experimental study. 

2   Problem Solving 

“Research in situated and everyday problem solving (e.g., Lave, 1988) makes clear 
distinctions between convergent problem-solving thinking and the thinking required 
to solve everyday problems” [7]. Therefore, it is important to distinguish between 
different types of problems and identify which problem solving strategies are applied 
to solve them.  

2.1   Problem Types 

In cognitive psychology, two major types of problems are distinguished [7]: Well-
defined problems have one correct solution and provide all information needed to 
solve them. Typical locating- (e.g., finding a date) or identifying-tasks (e.g., finding 
the maximum) [20] can be associated with such kind of problems. In contrast, ill-
defined problems have more than one solution and often include only fragmentary 
information. Exploratory data analysis only seldom converges in one single correct 
solution; therefore, it can be classified as ill-defined. 
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2.2   Problem Solving Strategies 

These two types of problems not only differ in the number of correct, respectively 
plausible solutions, but also in the processes needed to get to a solution. A problem 
solving strategy is “a technique that may not guarantee solution, but serves as a guide 
in the problem solving process” [5]. 

Ill-defined, everyday problems can be solved in different ways, probably leading to 
different solutions. This is a very creative process [7]. Therefore, it is difficult to pre-
dict either solutions or strategies applied for such problems. 

People who are able to successfully solve well-defined problems cannot necessar-
ily solve ill-defined problems, too [14]. To solve well-defined problems, one has to 
know rules and strategies and know when to apply which. For ill-defined problems 
one has to generate different solutions and evaluate them based on one’s own knowl-
edge and opinions. 

This could be explained by different kinds of problem solving strategies applied to 
well-defined and ill-defined problems: In well-defined problems, users are more 
likely to have a schema (including knowledge on procedures, relevant information, 
and goals) which can be applied to solve the problem. In contrast to these schema-
based problem solving strategies [5], ill-defined problems might require a search-
based problem solving strategy [5] to reach a solution. Users have to search for  
relevant information, decompose the problem into sub-problems (which can again be 
more well- or ill-defined), and identify goals. Which strategy is applied, depends to a 
great extent on the expertise of the user (does he have a schema available?) and the 
problem at hand. 

2.3   Scaffolding Problem Solving 

The aim of visual analytics is to support the problem solving process [19]. From the 
view of situated cognition, the visual representations serve as scaffolds [3] for the 
problem solving process. By visualizing and pre-processing the information, these 
methods reduce the need to process and store data in memory. 

Experts are more suited to solve problems, as they can faster and better identify the 
type of problem at hand and have a bigger repertoire of problem solving strategies [7]. 
To serve as real scaffold, the visual analytics method should consequently allow for 
multiple problem solving strategies to support the creative process of solving ill-
defined problems at work.  

Let us exemplify our point with an example from everyday life: You want to 
tighten a screw, but do not have a screwdriver at hand. With good skills and strength, 
you might be able to tighten it with a simple coin, a key, or a pocket knife. But if you 
are provided a Swiss army knife, you will solve this problem more easily. 

To ensure that a visual analytics method is such a flexible scaffold, we evaluated 
how many different problem solving strategies our method supports and which strate-
gies it impedes.  

3   Identifying Problem Solving Strategies in Participatory Design  

In a study within the research project DisCō we compared two different prototypes, 
GROOVE [9] and a variant of the Multiscale visualization [16]. Whereas GROOVE 
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allows users to interactively fold and unfold time scales, the Multiscale visualization 
shows all temporal granularities one below the other. 

3.1   The Aims of and Visualizations Used in the Project DisCō 

The project DisCō1 aims at designing novel interactive Visual Analytics methods that 
support users to discover temporal patterns and their relationships. In doing so, a large 
number of time-related aspects need to be considered [1]. One aspect that is especially 
worth exploring is the calendar aspect. The structures of time strongly determine 
phenomena which can be found in time-oriented data. For instance, the patterns of 
monthly sales vary strongly due to differences in the arrangement of workdays, week-
ends, and holidays. 

Our target users handle application scenarios of data analysis in different industrial 
or service sectors (e.g., transportation, call centers, retail, health care) and in the pub-
lic sector. Users reported that they are often confronted with ill-defined problems 
[18]. To solve such problems, temporal analysts have to identify temporal patterns of 
different time granularities in the data. Consequently, our users have to (1) gain an 
overview of the data set, (2) identify relevant and define specific time granularities 
(e.g., one business day can last from 6am to 6pm, from midnight to midnight), and (3) 
find anomalies and relevant patterns, trends, and relations within this data set. To 
provide visualizations that suit these requirements, we researched various advance-
ments on the basis of pixel-based visualizations.  

Pixel-based visualizations [8] use position in two dimensions and color to encode 
data. For time-oriented data, the position within a two-dimensional grid can be deter-
mined by the timestamp of a data element. In such visualizations, it is necessary to 
find a way to encode the value of single data points, as both axes are used for time 
granularities. One way is using different colors for different values.  

The tripartite Multiscale visualization [16] (see figure 1) is a further development 
of pixel-based visualizations. It uses a parallel overview of average values as a guid-
ance and information source as well. The daily scale data area shows squares for each 
month. Each square contains a small pixel-based visualization in itself, arranging the 
data using week of month and day of week as coordinates. The monthly scale data 
area shows the same squares filled with a single color based on the monthly average. 
The yearly scale data area shows only one square per year, with the color based on the 
yearly average. However, the overview is not optimal as guidance, as it is spatially 
apart from the details. The eye of the beholder constantly has to jump between the 
two parts, which is rather a long distance, comprising the danger of mistakes and 
straining working memory. 

We have developed a visualization called GROOVE that contains several ad-
vancements compared to the Multiscale visualization [16] [9]. The central advance-
ments are overlay techniques that provide an overview which is integrated with the 
details more closely and interactive methods for changing the view. For the study 
described in this paper, we excluded the overlay possibilities in order to get a clear 
comparison between parallel views and interactive change of detail level. The interac-
tive visualization (see figure 2) we compared to the Multiscale visualization works as 
follows: Users are shown an overview with large areas coloured based on average  
 

                                                           
1 http://www.donau-uni.ac.at/disco (accessed on May 4, 2010). 
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Fig. 1. Multiscale visualization of meteorological data set with yearly, monthly, weekly and 
daily views  
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months 
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days 
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values. By clicking left on such an area, they can show more details consisting of 
smaller pixels. By clicking right inside an area, the detail level is reduced. It is also 
possible to align the detail level for the whole visualization using a double-click.  

 

Fig. 2. Our interactive test environment of the traffic dataset: For most of the years, only an 
average value is shown. For the first two years 1995 and 1996, a more detailed view for the 
months has been opened. For 2001, average daily values are displayed. 

3.2   Experimental Setting: Material  

We used five different datasets of similar complexity from different domains in our 
study: meteorology, economy, traffic, education, and finance. The data values are 
presented in quantiles, with temporal granularities ranging from hours up to decades. 

The meteorology dataset shows gauging data from the Traisen, a river in Lower 
Austria for the time-range of several years. The economy dataset shows turnover data 
from the business area of gastronomy for one year. The traffic dataset shows traffic 
accidents of novice drivers in Austria between the ages of 18 and 30 for several years. 
The education dataset contains total access statistics for infovis-wiki.net, a wiki for 
Information Visualization which is heavily used for e-learning purposes. Finally, the 
finance dataset shows the exchange rates of the Euro and the US Dollar over the last 
two decades. For these datasets, our users had to solve up to seven tasks, for example 
“What's the quantile value on Christmas Day in 2007?”, “Are there clues for errors in 
the data?”, “When looking at separate days, are there several typical trends over the 
hours of day?”, or “Which global and local trend can you identify?”. 

3.3   Experimental Setting: Participants  

Twelve people who are experienced in the exploration and analysis of time-oriented 
business data participated in our study. They had to solve the above mentioned well- 
and ill-defined problems with five temporal data sets (one for familiarisation, two 
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using GROOVE, two using Multiscale visualizations, compare table 1). Participants 
were randomly assigned to versions A and B. For each data set, users solved two 
general tasks and a set of three to five domain-specific tasks. 

Table 1. Research design  

Data Set meterology economy traffic education finance 
Method Version A GROOVE GROOVE GROOVE Multiscale Multiscale 
Method Version B Multiscale Multiscale Multiscale GROOVE GROOVE 

 
A problem solving process includes different cognitive [7] and perceptual [6] proc-

esses. Therefore, we used multiple process measures to study the participants’ prob-
lem solving strategies. We logged participants’ interaction with the method, tracked 
their eye movements, observed their behaviour, and asked them to think aloud during 
the experiment [17]. We integrated these data sources, segmented them according to 
the tasks, and documented the users’ strategies and success levels. 

In the context of data visualizations and visual analytics methods, three levels of 
graph comprehension can be differentiated [4]: (1) reading the data (i.e. extracting 
data, locating), (2) reading between the data (i.e. finding relationships, integrating), 
and (3) reading beyond the data (i.e. extrapolating from the data, generating). Well-
defined problems require level 1 and sometimes level 2, whereas ill-defined problems 
require all three levels to be solved successfully. In the following we will present two 
exemplary problems – one from level 1, reading the data, and one from level 3, read-
ing beyond the data. 

3.4   Well Defined Problem: Extracting a Concrete Value 

For each data set and method, our users had the same task to solve: to name the data 
value on Christmas day in a concrete year (the other tasks compare Section 3.2). This 
is a rather narrow and well-defined task, as it has a single correct solution. But despite 
this fact, we observed a variety of different strategies that were applied.  

Two excerpts from one participant shall illustrate the variance of strategies: 
 
Economy data set (Groove): 

“Christmas Day 2007, okay. […] now I’ll try to find Christmas. Oh, there are 
weeks, not month. I have to calculate back. It has to be 51 or 52. […] Oh, when 
Monday ends earlier on this day, it has to be Christmas. […] And I assume that 
this orange is somewhere in the range of 365.” 

Finance data set (Multiscale visualization): 
“Christmas Day 2007. There is 2007. Mostly it’s the end of the year. Okay I 
assume this is the 31st of December. Actually it does not matter, somewhere 
here. Everything is the same colour, and it’s the darkest. […] about 1.36, okay.” 

Problem Solving Strategies. To solve this problem, users had to identify the location 
of this date and to associate a value to the data point. We analyzed the different proc-
ess measures described above and observed seven problem solving strategies which 
were applied either individually or in combination with each other: (1) count days 
from the beginning of December or (2) from the end of December; (3) map specific 
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data characteristics (e.g., shop closes earlier on 1 day, less activity) onto the character-
istics of Christmas day (see the economy excerpt above for an example); (4) use ex-
ternal scaffold (e.g., calendar on mobile phone) to determine the associated day of 
week; (5) remember the correct day of week from a prior dataset; (6) approximate the 
location by searching for week 51; (7) estimate roughly (see the finance excerpt above 
for an example). 

The strategies applied differed highly between participants, but also within partici-
pants. No one used one single problem solving strategy consistently. A more detailed 
look at the variations showed that participants applied problem solving strategies 
differently in dependence of the method and the data set at hand (see figure 3).  

 
 

Fig. 3. Percentage of users applying different problem solving strategies for 5 data sets  

Obviously some data sets suggest specific strategies. For example, the financial 
data set had only little variance within weeks. Therefore, approximating the location 
and roughly estimating the correct value was a highly efficient strategy, leading to 
correct solutions in 82 % of all cases. The economic turnover data set, on the other 
hand, was only solved correctly by 17 % of the participants. It has high variance 
within the data and is visualized on a weekly rather than on a monthly basis. There-
fore, only participants who counted from the end of the year solved this problem. 
Every fourth participant was not able to generate any solution at all. 

A clear difference exists also between the two methods, GROOVE and Multiscale 
visualization, in the problem solving strategies applied. This can be seen clearly in the 
traffic accidents data set, where all Multiscale visualization users counted from the 
end of the year, whereas the GROOVE users applied a variety of problem solving 
strategies. This difference also results in different solution probabilities: When par-
ticipants used the GROOVE, they solved the task in 50 % of the time; whereas when 
they used the Multiscale visualization, only 27 % solved the task. With the Multiscale 
visualization, they often experienced problems to find the data point (33 %), but also 
for the second step in solving the problem: to differentiate between colours (10 %) 
and to associate the colour to the scale (10 %).  
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Design Implications. To improve the two methods, participants made some remarks 
which can be turned into suggestions for improvements directly: 

• Labelling the figure on both sides 
• Showing date and value on mouse over 
• Ease making the association of data points with the legend 

Besides, many users experienced problems to locate the Christmas day. Therefore, the 
methods should be improved, for example, by providing a tooltip or a search function 
for specific dates (e.g., with a calendar overlay). 

With the Multiscale visualization, users experienced many problems in identifying 
a specific data point and in differentiating between the colours used. This problem 
could be solved by providing an optical zoom function and (a user-customized) colour 
scale to increase the contrast for specific scale segments. 

3.5   Ill Defined Problem: Drawing an Inference from the Data 

For the economy data set, participants were asked from which gastronomic business 
these data are from (e.g., snack restaurant, bakery, or coffee house). This is a clearly 
ill-defined problem as it allows for different plausible answers (even though the data 
stem from one concrete business) and as a wide range of information sources is rele-
vant. To make this conclusion, users had to build on the different features of the visu-
alization and draw inferences from their insights. They had to identify patterns and 
compare them to patterns from their own prior knowledge, raise hypotheses and test 
them against the patterns found. 

An excerpt from one participant (female, Multiscale visualization, implausible so-
lution) shall illustrate the nature of this task. She does identify the daily and weekly 
sales patterns, but ignores the opening hours, the annual sales pattern, and the amount 
of turnover. 

 “They sell a lot in the afternoon, mostly. Which kind of business? Nonsense, it’s 
not afternoon, but rather evening. I would say: after-work. But also in the 
morning. I would say a café. No it’s too late for a café. They are already eating. 
But also earlier, about 10 am or 9 there is a lot. That’s strange, it does not fit. 
Evening restaurant. Especially on Saturday there is nearly anyone there. Yes, 
it’s a café-restaurant.” 

 

Fig. 4. Percentage of participants who used a specific information source  
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Problem Solving Strategies. For this very open task, users relied on six different 
information sources to infer the problem solution (see figure 4): Whereas the sale 
patterns (circadian, weekly, and annual) were used by most participants, only some 
also took the opening hours (weekly and daily) into account. Only one participant 
considered the amount of the turnover as a relevant information source. 

No difference existed between the two methods, GROOVE and Multiscale visuali-
zation, in the information sources used and the quality of the solution gained. Overall, 
17 % of the users were not able to generate any solution for this task. Half of the re-
maining participants generated a plausible, near-to-correct solution (42 %), the other 
half no plausible solution (42 %).  

We compared the problem solving strategies used by these three groups and found 
that the quality of the solution correlated with the number of information sources 
participants took into account (see figure 5): If they considered only two or three 
different kinds of information they were likely to generate a wrong solution. If they 
considered three to four information sources, they did not generate any information 
(“I give up. I’ve no idea what this could be.”). Only if they considered a higher num-
ber of more than four different information sources, were they likely to generate a 
plausible, correct solution. 

 

Fig. 5. Number of information sources used in dependence of the solution quality  

When we look at these kinds of information more qualitatively, we see a tendency 
that those participants who considered the weekly and daily opening hours were more 
likely to come to a correct solution. A frequent wrong solution neglected the informa-
tion that the business closed before 8 pm and, therefore, could not be a dinner restaurant. 

The difference cannot be explained by a motivational deficit as participants took a 
similar amount of time, independent from the quality of their solution (correct: 3.1 
min, incorrect: 2.1 min). Only those, who did not come to a solution at all, took more 
time (8.3 min). 

Design Implications. A crucial factor to generate a plausible solution for this task is 
to take into account not only the temporal patterns of the data set, but also the tempo-
ral boundaries of the visualization. Many participants failed because they did not take 
the daily and weekly opening hours into account. To make the daily opening hours 
more salient, one could highlight the closing hours by showing not only labels for 
those hours of the day where data exist, but also for those where no data exist. An-
other possibility would be to increase the size of the labels. 
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Another question (that remains to be solved) is how participants can be encouraged 
to test their hypotheses against more information sources and thereby become more 
likely to discover wrong assumptions. 

A possibility within the GROOVE would be to lead users through all granularities 
step by step and thereby make it easier to check possible solutions against all tempo-
ral granularities. A disadvantage of such a solution is that the user looses freedom of 
action. 

4   Conclusions 

In this paper we presented two examples of how users’ problem solving strategies can 
be analyzed and how this knowledge be used to improve a visual analytics method 
during the participatory design process. For the well-defined problem (finding a date 
and naming the associated value) users applied various strategies. We observed that 
for different data sets different problem solving strategies led to a correct solution. 
Similarly the two visual analytics methods afforded different strategies – and different 
success rates. But there was no single strategy, nor a combination of strategies that 
always led to a correct solution. 

For the ill-defined problem we identified a concrete information source as neces-
sary prerequisite to generate a plausible solution. In ill-defined problem solving, it 
seems to be important that users do not abort the search-based problem solving proc-
ess too early, but engage in multiple rounds of generating and testing hypotheses 
against the data at hand.  

Our results confirm that the best problem solving strategy varies from data set to 
data set and from visual analytics method to method. Especially expert users are more 
likely to select the most appropriate strategies for the situation at hand [15]. Because 
experts are more likely to adjust their strategies and use them more flexibly, a visual 
analytics method should enable the application of a variety of problem solving strate-
gies. Even within the short time frame of the experiment (1 to 1.5 hours) we observed 
that some users adjusted their problem solving strategies to the possibilities provided 
by the visual analytics method. Such adaptive behaviour is even more likely when the 
visual analytics method is used over a longer time period (even though method-
specific schemata for problem solving are likely to be built up over time as well). 
Despite the possibility to open new ways to solve a problem, the method should not 
impede established and successful problem solving strategies. Therefore, we propose 
to let users cut their own path and provide them with the visual analytics methods 
required to find their own way to the problem’s solution. 

In the field of information visualization and visual analytics, different assumptions 
exist concerning the effectiveness of a visualization [1][12][13][19]. We argue that an 
effective information visualization or visual analytics method allows for multiple 
ways to solve a problem. Our results confirm that different problem solving strategies 
are applied in dependence of the user’s expertise, the task, the data set, and the 
method at hand. To develop a successful visual analytics method, users should be 
allowed to choose between different ways to the problem’s solution. In the participa-
tory design process of novel visual analytics (but also other) methods, we can enhance 
a method by analyzing the users’ problem solving strategies and by mapping them 
closely in the next design phase. 
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Abstract. A crucial aspect for the success of systems that provide decision or ne-
gotiation support is a good model of their user’s preferences. Psychology research
has shown that people often do not have well-defined preferences. Instead they
construct them during the elicitation process. This implies that the interaction be-
tween the system and a user can greatly influence the quality of the preference
information and the user’s acceptance of the results provided by the system. In
this paper we describe a user-centered approach to design preference elicitation
interfaces. First, we extracted a number of criteria for successful design of pref-
erences elicitation interfaces from literature and current systems designs. Second
we constructed four new intermediate designs that are compositional with re-
spect to different criteria and, furthermore correspond to different thinking styles
of the user. Last, we offer first insights from an initial formative evaluation of our
designs.

Keywords: Preference Elicitation, Prototypes, User-Centered Design,
Evaluation.

1 Introduction

Knowing what a user likes and dislikes, i.e., his preferences, is important for intelli-
gent systems in many domains. A user’s preferences are part of an accurate user model,
which is needed to create system responses that are adapted to the user, e.g. his learning
style in an eLearning system, and for the creation of personalized content. We focus our
work on preference elicitation for decision or negotiation support systems. These sys-
tems are similiar to Recommender Systems which support people to find right products
and services online. Decision support systems, however, focus more on the decision
process itself. This includes helping the user to discover and enter their preferences,
understand the link between preferences and decision outcomes and analyzing the steps
taken in the process. Particularly in negotiation support, the quality of the outcome de-
pends to a large extent on the quality of the preparation of the negotiators and their in-
teraction. Both preparation and interaction should focus on discovering the preferences
of both parties [15]. Often decision support systems are used in difficult and important
decision situations, that have serious consequences, e.g. in health care [18].

Existing interfaces aiming at eliciting preferences from users range from systems that
explicitly ask their users to fill in a long list of values for all the attributes of a certain
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product to systems that implicitly learn preferences from the user’s ratings and compar-
ison to other users of the system [28]. Both extremes are not likely to be successful if
we want the user to stay engaged with the system and trust the system’s advice. First of
all it is not sensible to ask a large number of elicitation questions that are cognitively
demanding to the user. Using implicit techniques to get a preference model on the other
hand bears the danger that the elicited model is not accurate [5]. This might lead to the
problem that the users cannot comprehend the advice from the system.

Recently, researchers in the AI [5] and HCI [27] communities have already pointed to-
wards the constructive nature of human preferences and the implications for intelligent
systems. Preference models based on economists’ views of stable and known prefer-
ences might not always be accurate since people do not possess stable preferences that
reside in their heads. Often they construct their preferences during the elicitation pro-
cess. Therefore, it is important to design that process carefully, so that the user is able to
construct an accurate model. We believe that a major factor in the process is the interac-
tion between the system and its user via a preference elicitation interface. Therefore, in
order to create more successful systems that can elicit accurate preferences we have to
focus on the design of the user interface. Even the best underlying algorithms and rea-
soning frameworks do not give successful results if the user has problems interpreting
information presented by the system and entering his preferences [25].

Our goal is to design interfaces that help users build their own preference profile in a
way that is intuitive and comprehensible to them. To achieve that goal we set up a list of
criteria for the design of such interfaces extracted from social sciences, psychology and
HCI literature on human preferences. Next, we created a number of interface elements
addressing the different criteria and combined them into four first prototypes. They also
take into account people’s different styles of perceiving and processing information.
Last, we evaluated the different interface elements with people using the prototypes
and held a creative session where the same participants combined the elements to new
interfaces. The data collected in the evaluations informed our further design process.

2 Related Work

People’s preferences have been the interest of researchers in many fields including psy-
chology, behavioral science, consumer research, e-commerce, intelligent (interactive)
systems, as well as decision support. We do not aim to give a complete overview of
the work in all these fields, but focus on topics relevant for designing user interfaces
for preference elicitation for intelligent systems. Many algorithms and interaction tech-
niques have been proposed in current systems to elicit and model the users’ preferences.
Before giving an overview of the state-of-the art systems, we would like to give the
reader insights into how people construct their preferences, since this is the process we
want to support the user in with adequate interfaces. Last, we will give a short intro-
duction into Participatory Design, since it is relevant for our evaluations and creative
design sessions described later on.
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2.1 Constructive View on Preferences

Carenini and Poole [5] describe a conceptual shift for classical decision theory towards
constructive preferences [24] and the implications for AI research. Opposing the pre-
vailing economist view of rational and stable preferences, see e.g. [10], psychology
studies have confirmed that preferences are not stable but constructive. This means that
people do not have well-defined preferences in most situations but rather construct them
when necessary, i.e., in the decision making context. This allows people to re-construct
their preferences whenever they get new information that is important for the decision.
There are different views on how people construct their preferences.

Simon and colleagues [32], for instance, found in their experiments that while peo-
ple processed the decision task, their preferences of attributes in the option that was
chosen increased whereas those for attributes of rejected options decreased. Similar ef-
fects have been found in negotiation settings reported by [8]. This is in line with one
of the meta-goals named by Bettman and Luce [1], i.e. trying to maximize the ease
of justifying a decision. Another aspect of constructing preferences has been brought
forward by Fischer et al. [14] focusing on the goals of the decision task in relation to a
so-called prominence effect. This effect occurs when people prefer an alternative that is
superior only on the most important attribute. They confirmed in three studies that the
prominent attribute will be more heavily weighted when the goal was making a choice
between alternatives than when the goal was to arrive at a matching value. Johnson and
colleagues [18] found anchoring effects and effects that occur when complicated infor-
mation is presented in the choice task. They conclude that different ways to measure
preferences can lead to different results, which is not the intention of eliciting prefer-
ences. To help people to construct their preferences in health care scenarios, the authors
suggest presenting defaults choices that have led to the best outcome for most patients
and presenting information in a way that helps the patient to understand the outcomes
of each choice. Another view is the so-called PAM (preferences-as-memory) framework
[36], which assumes that “decisions (or valuation judgments) are made by retrieving rel-
evant knowledge (attitudes, attributes, previous preferences, episodes, or events) from
memory in order to determine the best (or a good) action.”

Consumer research looked at the interplay between affect and cognition on decision
making [31]. They investigated the influence of available processing resources when
confronted with a decision task. In cases where people have only few resources avail-
able affective reactions tend to have a greater impact on choice, whereas with high
availability of resources cognitions related to the consequences of the choice are more
dominant. This finding can be influenced by personality and by the representation of
the choice alternatives.

In conclusion, we can record that there are many factors influencing preference con-
struction and elicitation. To avoid unwanted effects we have to think carefully about the
way we pose a preference elicitation task to the users.

2.2 Preference Elicitation - Current Systems

Chen and Pu [7] provide an overview of existing systems that elicit user preferences.
They mention techniques commonly used, e.g. knowledge-based find-me techniques
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[2], example critiquing and tweaking [11,29], active decisions and clustering or collab-
orative filtering [28]. Collaborative filtering and clustering techniques are used mainly
to create profiles for new users of recommender systems based on clusters of existing
users and similarity. For an overview see [28]. There are also hybrid systems combin-
ing different approaches [3]. In knowledge-based systems, preferences are elicited by
example-similarity; the user rates a given item and requests similar items. Tweaking
can be used to limit the similar items to only those satisfying the tweak. In example-
critiquing approaches [29] the user is presented with a set of candidates (e.g. products)
that can be critiqued. The user can either choose one of them or critique some of their at-
tributes. An interesting example-critiquing interface is the Apt Decision Agent [29]. In
this system people initially provide a small number of criteria for an apartment. Based
on those they get a number of sample apartments. They can react to any attributes of
any apartment. Interesting here is that the preference feedback by the user gets more
and more detailed during the interaction. At the same time the user is not forced to go
into more detail, but is free to give only the feedback the user wants to give.

Not all techniques mentioned are relevant for decision support systems due to a lack
of user-involvement. The user will be less likely to trust the advice by the system, if
the system has created a user profile implicitly. A majority of the literature presenting
these systems focuses on technical implementations rather than the user. Therefore, it
is not always clear how the interface designs support the constructive nature of human
preferences. Lately, some researchers have acknowledged this gap and made attempts
to set up guidelines for user-involved preferences [23,27].

2.3 Participatory Design

Participatory design (PD) is a design approach where the user is involved not only as an
experimental subject or someone to be consulted but as an active member of the design
team [9]. PD can be seen as a form of user-centered design (UCD). For a more detailed
description of the relation between PD and UCD see Caroll [6]. PD originated in Scan-
dinavia, in the 1980s and has since then been growing rapidly in terms of numbers of
practices, extent of theoretical development, numbers of practitioners etc. [21]. To give
practitioners guidance in which techniques are best applicable in which circumstances
Muller and colleagues provide taxonomy of PD practices. It is based on the dimensions
of point of time in the design cycle and who is participating with whom (designers in
user’s world or vice versa). In addition, they give an indication of optimal group size for
every PD technique. Techniques range from ethnographic methods and contextual in-
quiry [17] to various forms of cooperative prototyping, e.g. paper prototyping [22] and
evaluation. One interesting PD technique, that inspired our approach, is PICTIVE [20],
which makes use of low-tech objects of system functionality (plastic icons, post-its,
colored pens etc.) which are used in a brainstorming session to express the participant’s
ideas.

3 Design Criteria for Preference Elicitation

From the related literature presented above the following design criteria are derived,
which appear to be influential to the success of a preference elicitation interface.
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(1) Support of human process of constructing preferences

A major outcome from the studies presented in the related work section is that people
do not possess stable preferences, but construct their preferences when confronted with
a decision task. This construction process is highly influenced by the decision context
and the way the preference questions are posed. The work of [27] provides a number of
more detailed guidelines addressing this criterion:

(1.1) show decision context, that also allows people to see the consequences of their
decisions.

(1.2) provide examples that can be critiqued by the users to refine their preferences.
(1.3) give immediate visual feedback.

(2) Affective feedback

The role of affect in preference construction was explored in consumer research. As
described above, there is an interplay between cognition in affect when people construct
their preferences. Therefore, combining cognitive (e.g. choosing from a list of values)
and affective (e.g. emoticons) elements in an interface might lead to more insights into
the user’s preferences.

(3) Value-Focused Preferences

In opposition to the traditional approach of alternative-focused thinking, Keeney pro-
posed [19] value-focused thinking. In this approach the decision-maker should focus on
fundamental values that are relevant for a decision before identifying possible decision
alternatives and assessing their desirability. Generally, values are seen as more stable
than preferences over attributes [30]. This idea has been used in a small number of pref-
erence elicitation interfaces, e.g. Personal Choice Point, a financial aid system showing
consequences of a decision in terms of lifestyles [12] and Teaching Salesman [34], a
product recommender focusing on needs and features.

(4) Transparency

A major aspect influencing the success of decision support systems is the user’s trust
in the system [26]. System transparency is one aspect that can enhance the user’s trust
[33]. Take a recommender system that implicitly learns your preferences and then rec-
ommends a product to you. Often you wonder ‘why this product’? You do not under-
stand the relation between the product and your preferences since you do not know the
preference profile the system created. Furthermore, you did not get the chance to con-
struct your preferences in the first place. If the recommendation was a movie, you might
watch it anyway. However, if the system gave you advice on buying a house you might
be more reluctant. To avoid this situation it is important that the system is transparent
for the user, i.e. the user knows what the system is doing, why it asks certain elicitation
questions and how the current profile looks.
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(5) User-System Interaction/Collaboration

For a long time already designing user interfaces is not only about graphical designs
but much more about designing the interaction between the system and the user. For
decision support it is important that the user and the system collaborate in establishing
a good user profile. We define three criteria for the interaction:

(5.1) Natural Interaction

Natural interaction refers to the usual way in which the users act in the physical world
[35] applied to computer systems. People use gestures, expressions, speech and move-
ment to communicate.

(5.2) Real World Metaphors

Part of designing the interaction with a system as natural as possible is using real-world
metaphors. Users know them and can relate to them easily, e.g. the trashcan on the
windows desktop. In the physical world preferences of people show by what people
say, their emotional reaction to something or the way they order things or actions.

(5.3) Mixed-Initiative

An aspect often studied with regard to user-system interaction is the level of initiative.
For collaborative problem solving (e.g. constructing a preference profile) between user
and system mixed-initiative is a popular approach [13].

4 User-Centered Prototype Design

As part of our design of a novel negotiation support system we are in the process of
designing prototypes for the preference elicitation interface. Our domain is job contract
negotiations. Given the set of design criteria in the previous section we selected appro-
priate existing interface elements (e.g. ValueCharts [4], a virtual job agent) and created
new ones (e.g. job offer clusters, post-it notes with preference information). Next, we
combined these elements into four interfaces. There are, of course, many combinations
of elements possible, which would lead to an exponential number of prototypes. In-
stead of creating this high number of prototypes we combined the elements in a way
that each prototype differs in the way the system interacts with the user. Each way of
interaction supports a different thinking style based on the theory by Gregorc [16]. By
this we can create meaningful combinations, each supporting a different user group. In
the evaluations we did not try to find the best prototype to choose and develop further,
but rather evaluate the different design elements used. In the following creative session
we then gave the participants the chance to combine them in different ways that they
preferred and found more usable. We implemented the designs as hi-fi prototypes be-
cause this was the best way to ensure that the users get a feeling for the interaction with
the system. In the following we describe the four prototypical interfaces highlighting
the interface elements used (italic font).
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4.1 Conversation: Abstract-Random Style

This prototype (Figure 1) focuses mainly on design criterion 5 and in particular the nat-
ural interaction (5.1) between the user and the system employing mixed-initiative (5.3).
A natural way of building a preference model is being questioned by an expert, who
can understand what you want by asking the right questions. In real life this could be
a job agent. Since this is a known and intuitive way for people to express their prefer-
ences we designed a very simple interface based on a conversation with a virtual agent.
Another design criterion used in this prototype is criterion 4. We tried to reach trans-
parency of the system by two means: the affective state of the agent and the “thoughts”
of the agent regarding the user’s preferences. In the first simple version there are three
states of the agent implemented, speaking with positive expression, thinking and con-
fused. The second feature is a thought bubble above the agent’s head. In the beginning
of the conversation it is empty. It gets filled with tags (forming a tag cloud) whenever
the agent could retrieve an interest or issue from the chat that seems to be important to
the user. To ensure natural interaction during the evaluation sessions the prototype was
implemented as a client-server application for a Wizard-of-Oz testing, i.e. the role of
the agent was taken by a real person.

Fig. 1. User interface for conversation with intelligent agent

4.2 Post-its: Concrete-Random Style

This prototype uses different design elements based on criteria 1, in particular 1.1 and
1.3, and 5.2. The focus lies on supporting the constructive nature of human preferences
(1). Two things inspired the interface shown in Figure 2. First, preferences are rather
unstructured to begin with. They are not necessarily linked to each other. Second, pref-
erences change dependent on the context.
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We used post-it notes as a real-world metaphor (5.2). The interface allows dragging
as many post-it notes onto the so-called preference view as the users want. They can
then write the important issues on the notes, add a value and specify whether they
like, want, dislike or do not want these issues. At any time they can remove, add or
drag around the post-its to structure their profile. More important issues can be dragged
further up and less important ones down.

At the same time we provide the users with the needed context (1.1) to make their
choices of how to structure the notes. The context is a number of job offers in the
outcome view that get arranged into clusters according to good fit to the current pref-
erence profile. This could be done in real-time while the user is interacting with the
notes to give immediate visual feedback (1.3). For simplicity reasons the arrangement
takes place after pressing the “update offers” button. In the evaluation we discussed
both options.

Fig. 2. Visual construction of preference profile

4.3 Comparison: Abstract-Sequential Style

This prototype (Figure 3) employs criteria 1.1 and 1.3 as well as 3. Based on the value-
focused thinking approach (3) the user chooses from a list of interest profiles: family-
oriented, money-oriented, career-oriented, or self-fulfillment. We chose these profiles
because they represent life goals that are linked closely to jobs. In a real system this
needs to be scientifically proven. In order to help people choose a profile we added
a visual stimulus to each profile. We chose a moodboard-like collection of images as
often used in advertising to convey a certain feeling or style. Each moodboard consists
of a collection of images that represent the particular profile at a glance. The selection of
images aimed at giving a diverse view of the profile (e.g. career profile: doctor, model,
business man etc.) in order to avoid that users focus too much on a particular image. In
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Fig. 3. Choosing and adjusting a default profile

the second step, the user received a filled-in list of preferences that fit the chosen profile.
To give the user context to understand their preferences and refine the preselected ones
we also present a list of job offers (1.1).

The data is presented in form of a decision matrix similar to the ones often used
on product comparison websites. Both the preferences and the offers are ordered by
importance, from top to bottom and left to right respectively. By hovering over the job
offer with the mouse the user gets a description of the jobs. Since we are not expecting
that people fit perfectly into a profile the users have the chance to adjust the preference
values as well as the ordering. As soon as they enter a new value or drag and drop the
rows around the job offers get ordered based on the new input to give visual feedback
of the consequences (1.3). We use a lexicographic ordering. During the evaluations we
also discussed the possibility for the user to drag the job offers, which will result in
adapted preferences.

4.4 Stepwise: Concrete-Sequential Style

Our fourth prototype addresses criteria 1, 2, 3 and 4. The interaction is similar to the
APT Decision agent [29] following three steps: (a) letting the user give only a small
number of preferences, (b) then receiving a list of offers to compare and (c) giving
feedback to attributes that appear in the offers. We adapted this approach and ask the
users in the first stage about their three most important interests (e.g. work-life balance
or professional development) instead of negotiable issues. By that we follow the value-
focused thinking approach [19] (3). After choosing the interests the user enters the
interface depicted in Figure 4. The interface aims at helping the user explore several job
offers (1.1) with regard to the user’s interests and by that construct his preference pro-
file. To compare the offers we used ValueCharts, developed by Carenini and Loyd [4].
The user can adjust the (initially equal) importance of the interests. He receives immedi-
ate visual feedback (1.3) on how well the job offers match his interests, while adjusting
the importance by growing or shrinking of the job offer bars. By double clicking on an
interest the job offers get ordered according to good fit. The interface also offers the
possibility to critique any attribute of a job offer (1.2). Once the user chooses to look
at a job offer in more detail the table on the right gets filled with all values for exist-
ing attributes in the job offer. The users are free to give affective feedback (2) on any
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Fig. 4. Preference elicitation using ValueCharts and affective feedback

issue-value pair they want, but are not forced to rate all of them. We included “musts”
and “no-goes” as hard constraints in the system, i.e. a job that does not comply with
either will not be an option to the users. When the user is done exploring his options,
the interface reveals an overview over elicited preference profile, which supports the
transparency of the system (4).

5 Formative Evaluation

As a first step in our iterative cycle of designing new preference elicitation interfaces
we conducted eight evaluation sessions with one participant at a time and one creative
session with all eight participants. In the individual sessions the participants had the
chance to interact with all four prototypes and give verbal feedback.

5.1 Individual Sessions

Participants. We included 5 male and 3 female participants. The participants were
people with different backgrounds, i.e. computer science, artificial intelligence, agent
technology, affective computing, design, linguistic and visual perception. We intended
to have a mixture of people with diverse backgrounds in order to get different views on
the interfaces.

Procedure. The sessions were carried out in a lab setting. The participants were first
briefed about the background of the evaluation and the intention. We emphasized that
we would like to receive constructive feedback on the different elements of the proto-
types that we can feed back into the design process rather than focusing on usability
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issues. After the briefing we provided the participants with the scenario described in
the following subsection. We chose using a scenario rather than the participants’ real
job preferences for two reasons. The first is of practical nature: Since our interfaces are
limited regarding their domain knowledge, we wanted to make sure that the issues and
interests people want to express preferences over were available in the system. The sec-
ond reason was trying to get participants to use the interfaces in a very similar way to
be able to compare the feedback. The participants then interacted with each of the four
prototypes for about 10 minutes on average. The order of prototypes was changed per
participant. Their task was to fill in preferences about jobs that would fit the person de-
scribed in the scenario. During the interaction the participants were asked to think aloud.
The actions and the voices of the participants were recorded by the help of the Cam-
tasia Studio software (http://www.techsmith.com/camtasia.asp). Each prototype saved
the preferences to a log file. The person leading the evaluation intervened whenever par-
ticipants seemed to be lost, asked for help or forgot to think aloud. Often the evaluator
and the participant already got into discussions about new ideas and problems with the
interfaces during the interaction. After the interaction with the prototypes we conducted
an informal interview to get a grasp of the user’s experiences, constructive critique and
new ideas. We used printed screenshots of each interface to remind the participant what
they looked like. Together with the evaluator new ideas were developed and discussed
and drawn onto the printed screenshots.

Scenario. “Bob, a 35 year old programmer with some experience in consulting and
project management, is searching for a new job. He and his wife recently moved into a
new house because they are going to have a baby soon. It will be their second child- their
daughter is 5 years old. Bob likes to spend time with his family. He enjoys playing with
his daughter and is excited about the new baby. Generally, he is a very social person,
involved in many activities besides his work that he values highly. Having luxury is
not one of his concerns. However, in the current situation regarding the new house and
baby, it is important for him to earn a decent salary and to have a secure job. In his
current job he earns about 2850 EUR (before taxes) monthly. He thinks it is okay for a
programmer, but since the working hours are long and overtime is unpaid he wants to
change jobs.”

Wizard of Oz set-up. The prototype based on a conversational approach was imple-
mented for a Wizard of Oz testing. Instead of implementing an intelligent agent that
could interact with the user we developed a client-server chat application. The partici-
pants in our evaluation used a Java client which included a chat window, a virtual agent
and a thought bubble above the agent’s head (Figure 1). The wizard was sitting in a
different room and was thus not visible to the participant. He received an SMS from
the evaluator about 3 minutes before the chat started in order to get ready. The connec-
tion between the server and client applications was made before the evaluation session
started. Within the server application used by the wizard, he could reply in text form,
change the agent’s state between talking, confused or thinking, and put in tags that ap-
peared in the thought bubble on the user side. The participant initiated the conversation
by talking to the agent. The wizard followed a script while talking to the participant.
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The script included greeting and ending of the conversation as well as a number of
questions that he could pose fitting the scenario. He also had a number of tags that he
could use. However, since the user input could be arbitrary the wizard was free to adapt
to the conversation.

5.2 Collaboration Session

After the individual sessions we held a creative session with all eight participants. Goal
of this session was to create new ideas for preference elicitation interfaces. The session
consisted of two parts, a group discussion and participatory design session aimed at
creating new paper prototypes.

Fig. 5. Interface Elements for Creative Session

Material. We created paper versions of all interface elements we had used in the four
hi-fi prototypes (Figure 5), e.g. the virtual agent, the post-its, the value charts or the tag
cloud, as well as standard interface elements such as text fields, check boxes, sliders,
comboboxes, etc. Additionally, we had a number of blank papers, pens and scissors to
give the participants the chance to create their own interface elements. These materials
were used by the participants in the second part of the session to design their own
preference elicitation interfaces.

Procedure. After a short introduction to the meeting including a reminder of all four
interfaces and the agenda, we started a general discussion about the interface elements.
The discussion took part with the whole group and took about 20 minutes. After that we
split all participants into two groups of four participants each. Each group was provided
with the same set of materials described above and instructed to use the material to
create their own version of a preference elicitation interface. They were encouraged not
only to combine the elements existing in the four presented prototypes but also create
new ones. This part of the creative session was planned for about 30 minutes. However,
since both groups were not done within that timeframe, the session went longer (ca. 1
hour). The creative session was concluded with a presentation of the two groups’ results
to each other. During the presentation new discussions arose about design decisions.
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6 Informing the Design Process

We gained detailed feedback on the four prototypes as well as new ideas, including
tips and new combinations of the prototypes’ elements. We will use this data to inspire
our further design process. Therefore, the analysis was focused on extracting ideas in-
stead of drawing general conclusions about the four different prototypes. In order to
extract ideas we annotated the recordings from the individual sessions using NVivo
(www.qsrinternational.com). Based on the annotations we created a table with feed-
back on each prototype per participant. In addition, we made a list of observations of
how users used the prototypes and a list of new ideas that were discussed in the indi-
vidual and the collaborative session. In the following we will give a detailed account
of the feedback we got per prototype element. We will combine data coming from the
individual sessions and the group discussion, because the same issues were discussed
in both settings. Finally, we will describe the new designs that came out of the creative
session.

6.1 Feedback from Individual and Collaborative Sessions

Virtual agent (Conversation prototype). From observation we can say that the con-
versational prototype with the virtual agent was engaging and straight forward. The
opinions of whether it is a useful interface for eliciting preferences, however, were
rather diverse. Whereas some participants doubted mostly the feasibility, others thought
of it as a natural way to enter preferences. Main critique points were that it was gener-
ally too slow in getting to a complete preference profile, it is rather vague, the profile
that is saved by the system is not clear and it does not offer any comparison of job offers.
Positive points mentioned were the ease of use, the fact that it is open, that the user does
not need to work within the programs constraints and that it is easier than giving each
issue a number. A few times the idea was mentioned that this could be a nice interface
for eliciting underlying interests from the participants. Another point mentioned often
was that the success of this kind of interface depends on how good the agent is and how
much the user can trust her.

Tag Cloud/ Thought bubble (Conversation prototype). Most participants, regard-
less of positive or negative attitude towards the complete interface, liked the tag cloud
because it gave them a hint of what the system was ”thinking”.

Post-it notes (Post-its prototype). The post-it notes were discussed both in the indi-
vidual and collaborative sessions. The majority of participants had a positive attitude
towards them. Only one participant thought it was too difficult to operate and another
said there were too many hidden things. From the other participants we got a lot of feed-
back regarding improvements of this prototype. Besides smaller usability issues like the
way you drag the post-it notes on the preference view or that the ”best”-cluster should
not be red, we received feedback about the visualizations and ideas for combinations
with other interfaces. Most participants agreed that the process of dragging the post-
it notes and filling them takes quite long. Therefore they suggested that this interface
could be combined with a profile selection, either with pictures or a short chat. In the
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next step the relevant preferences for the chosen profile could already be in place. The
user just needs to ’fine-tune’ them. One idea for fine-tuning was using scenarios, i.e.,
job offers that people have to decide between. This is similar to the example critique
approach mentioned in the related work section. An easier way to represent the post-its
would be on a horizontal line, where the more important preferences would be further
right. The line could be colored with a gradient from red to green, indicating the impor-
tance from low to high. The colors would help people to judge the importance better
than in the current version. Equally important preferences could be stacked onto each
other. The outcome view could be enhanced, e.g., by aligning the offers in a diagonal
line from bottom left to top right, whereas the best option would be on the top right.

Outcome view/ clusters of offers (Post-its prototype). Participants generally liked
seeing and exploring the offers in the outcome view. One participant in the individual
sessions mentioned the importance of the ”tie between what you are doing (prefer-
ences) and the consequences (job offers)”. This was also an aspect that most partici-
pants agreed on in the group discussion. Many ideas arose to improve the interaction.
One participant had the idea that when you mark one preference it should be highlighted
in the outcome view how well the offers fit regarding just that preference. Generally,
participants agreed that the offers should be dragable and trigger an update in the issue
preferences. Several participants mentioned that when the user wants to drag a worse
offer to a better cluster the user needs to give a reason to the system why he likes this
offer. In turn the user should also have the possibility to ask the system why a partic-
ular job offer scores badly with the current preferences. One participant suggested the
possibility to zoom into the cluster view and see more details the further you zoom in.
Furthermore, the offers themselves could be colored according to how well they match
the preferences.

Interest Profiling (Comparison prototype). In general, participants liked the idea of
choosing a profile. However, most had trouble deciding on one profile that fits them
best. Different ideas were mentioned to overcome the problem, e.g., allowing combi-
nations of profiles, using a chat to understand which profile the user fits in or already
showing the default preferences of each profile. In addition, after choosing a profile the
user should still have the chance to remove and add issues from the pool of all issues.
This was also an element discussed a lot with the whole group of participants. It was
discussed to give people the choice of choosing a default or starting with an empty
profile. In order to choose a profile different ways were mentioned, e.g. using a set of
questions or pictures. An idea that appealed to a number of participants was the com-
bined use of pictures and sliders for each profile. The users can select with the slider
how important each profile is to them. This solves the problem of fitting into exactly
one profile.

Decision matrix (Comparison prototype). One participant liked the matrix with pref-
erences and job offers, because it reminded her of the product comparison websites on-
line. The other participants had a negative attitude towards the matrix. One main critique
point of the interface was the visualization. Most participants had trouble understanding
that issues and jobs were ordered and that it was possible to drag them around to adjust
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the preferences. One user said that the table gives a static impression. Instead we could
show the rows as free-floating bars or the selected row could be overlaying the other
ones to make it clear that they are not fixed. Another option would be to use arrows
behind each row indicating that it can be moved up or down. Another point mentioned
was that most of the interface is occupied by the checkmarks and not by the prefer-
ences, although the latter are what it is all about. One participant mentioned that the
user should maybe have the chance to select a couple of offers and compare them in
detail instead of all five offers.

ValueChart (Stepwise prototype). The ValueChart got a lot of positive feedback and
was also a major discussion point in the group session. People needed a first period of
understanding how to operate it. Most participants found it appealing since it gives an
overview of how the job offers fit the profile but without losing the detailed information
of how well each interest/issue scores in an offer. This is something that is, e.g. not visi-
ble in the clustering (outcome view in constructive prototype). Participants particularly
liked the immediate visual feedback while interacting with them. One participant had
the idea to use the chart for profile selection. Another idea was to attach ValueCharts
to the job offers in the constructive prototype to enhance the visual feedback of how
good a job is. A major critique point of the whole interface was that there is no link
between the ValueChart on the left and the table with issue ratings on the right side. Al-
most all participants were expecting that when you rate the issues it will have an effect
on the bars in the ValueChart. One participant mentioned that if there is no connection
there should be a clearer distinction, e.g., between your life goals (ValueChart) and your
current job preference (table).

Affective feedback (Stepwise prototype). A problem that occurred with the affective
feedback was that the must-have smiley was not interpreted as a hard constraint but
rather for something that is liked a lot but not a must. One participant suggested using
smileys with a continuous scale with clear extremes instead of static ones. This could
help avoiding misunderstandings of the static smileys.

Summary (Stepwise prototype). Another element that was liked was the summary of
preferences in the last step. However, it was also mentioned that this summary should
already appear while you are adjusting your preferences and that it needs more inter-
activity (dragging issues into different categories, adding new ones, etc.). This element
could, generally, be combined with any other prototype to give the users a clear picture
of their preferences.

6.2 Overall Feedback

From the individual evaluations we could discover a tendency towards the post-it notes
interface but combined with other approaches, e.g. having pre-set default profiles. Other
ideas that came up besides the ones mentioned above were: including standards in the
interface, e.g. the typical number of holidays based on the user’s age or typical salary for
a certain position; and giving people the option to choose only a few job offers that they
want to compare (instead of a fixed number). In general, it seemed that the participants
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were exploring the options and the link between their preferences and job offers a lot.
In the group discussion most participants generally agreed, that the visual and real time
feedback is important for to get an understanding of their preference adjustments and
the consequences. They played around to figure out how the job offers’ order changed
when they adjusted their preferences. Some even emphasized that they wanted to be in
control of the process. One participant aptly formulated that ”it is better when you feel
involved in the process. If it is your own creation you feel more attracted than when the
computer says: ’this is your profile’”.

6.3 New Interfaces

After the discussion we split the participants into two groups of four people to each
design their version of a preference elicitation interface. The results are depicted in
figure 6. Group 1 designed an interface consisting of three parts (views). In the upper
left is a profile selection. Each of the four profiles is presented with an image. The user
can give both an affective rating with a smiley as well as an importance rating with a
slider for each profile. The lower left part of the interfaces shows based on the profile
input a small number of filled-in preferences in form of an ordered list. The user can
add new ones (presented by the post-it in figure 6) or manipulate the existing ones. At
the same time the user gets an outcome view on the right side of the interface which
shows a number of offers including a full description of all issues. To each job offer a
ValueChart is attached consisting of two rows. The first shows the fit of the different
profiles for the offer and the second one the fit of a number of issues that can be selected
by the user in the preference view. In turn the user can also directly drag an interesting
issue from a job offer to the preference list on the left. The idea of the group was that
all three views are connected and manipulation of one affects the other two. In addition,
each view can be minimized or maximized (lines in the upper right corners of each view
in figure 6). Some users might prefer not to see all views at the same time and should
be able to choose.

Fig. 6. Design proposal group 2 (left) and group 1 (right)



30 A. Pommeranz, P. Wiggers, and C.M. Jonker

Group 2 decided to start the process with a so-called profiles wizard, a separate
screen where the user decides on a profile that fits him. Pictures help to visualize the
four profiles and the importance of each profile to the user is put in by positioning a
slider. A colored bar from red to green helps the user, red indicated low importance,
green high. Once the user clicks a ’next’ button the screen is closed and the user gets
to a new screen. This one is split into two parts similar to the constructive prototype.
In the top half the user already gets a number of post-it notes with preferences. These
are arranged in a 2D space according to importance on the y-axis and the four profiles
on the x-axis. The user can still adjust the preferences by changing the values, adding
or removing issues. The bottom part of the interface contains a visualization of how
good five job offers score according to the current preferences using a ValueChart. The
job offers are only described in short summary here. By selecting one and clicking the
’detail’ button the user can get a table (pop-up) that shows all issues and values of the
selected offer. The users can interact with the preferences and job offers, as they wish,
and the respectively other view gets adjusted automatically.

6.4 Design Implications Leading to Current Work

This first formative evaluation provided us with insights into how people would like to
enter their preferences, what they find important and which elements support the pro-
cess. Regardless of the interface elements used, an important aspect for people was to
understand and explore the link between the preference input and the order or fit of job
offers. An element that the participants found highly useful for this exploration were the
ValueCharts, because they give immediate visual feedback while keeping details about
the selected interests/issues. Another well-liked element supporting the construction of
preferences was the post-it note. Furthermore, using default profiles was anticipated

Fig. 7. Design for Preference Elicitation Interface for NSS Prototype
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since it gets the elicitation process started more easily. Based on a given profile a num-
ber of common preferences can already be displayed. Carefulness needs to applied with
designing the interface in this case. Most people had trouble fitting themselves into one
of the four given profiles.

Based on these findings and the created interface proposals (Figure 6) we designed
a preference elicitation interface for our first prototype of a novel NSS (Figure 7). We
picked up the idea of having three panels: (1) one where people can specify their inter-
ests, (2) one for entering preferences using the post-it notes and (3) one for showing job
offers with ValueCharts indicating how they fit the interests. Each panel can be mini-
mized if not needed. We are currently in the process of defining the concrete interaction
between the three views, i.e. how changes in one view affect the other two. As a follow
up we will test the interface in the context of our NSS prototype with real users in a
preparation for a negotiation.

7 Conclusion and Future Work

We presented the first stages of our approach to designing new preference elicitation
interfaces for decision/negotiation support systems. Unlike many existing systems we
put the focus on how to involve the user in the process of constructing his preference
profile. Our scientific contribution is a number of design criteria based on the litera-
ture about human preferences and a number of design elements combined to four new
interfaces. Our user-centered design process involving users actively in designing new
interfaces provided insights into how people perceive the interface elements and envi-
sion complete interfaces. We noticed that participants in the creative session focused
only on existing elements although we encouraged them to create their own new ones.
Therefore, having separate creative sessions with other potential users that have not
seen the prototypes could help more to facilitate creation and inclusion of new elements
for preference elicitation.

Our work on evaluating, combining and improving the interfaces in an iterative way
is still in progress. Therefore, we cannot give any generalizations on which interface
would work the best. Certainly this is also dependent on the characteristics (e.g. think-
ing styles) of the user and the goal of the system. However, we believe, the work we
have done so far, offers a new view on designing preference elicitation interfaces fo-
cusing more on the users and their cognitive abilities. We hope to be able to moti-
vate researchers from diverse fields dealing with preferences to put more focus on the
constructive nature of human preferences and acknowledge the importance of well-
designed interfaces supporting the users in that process. Our work can be seen as a
starting point for further research in the following directions: (a) the influence of initia-
tive between the user and the system, (b) how to achieve system transparency (e.g. by
the system’s explanation based on reasoning with the preferences), (c) intelligent inter-
action between the user and a virtual agent eliciting preferences, or (d) the influence of
different thinking styles of people on the accuracy of the elicited preference profile.
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Abstract. As wireless technologies evolve, mobile technologies and services 
will increasingly affect our lives, accompanied by positive and negative effects. 
This development requires a high acceptance of users to the presence of mobile 
services in various usage contexts. In an exploratory focus-group-interview ap-
proach (n = 63), this research investigates usage motives as well as barriers, 
which are perceived by users of wireless mobile technologies. In order to un-
derstand the impact of specific usage contexts, in which mobile services are ap-
plied, an ICT context was contrasted to a medical service context. Outcomes 
show that acceptance factors are neither static nor independent from the specific 
usage or service context in which a technology is applied. Rather, acceptance 
reveals to be a product of individual usage motivations, situation-specific 
evaluations, and individual user profiles.  

Keywords: Usage motives, usage barriers, acceptance, ICT, medical technolo-
gies, system design. 

1   Introduction 

The distribution of mobile devices represents one of the fastest growing technological 
fields ever. Mobile information and communication technologies (ICT) have inter-
penetrated all professional and private fields in last decades. According to recent 
statistics, 4 billions of GSM connections exist worldwide [1]. Mobile information is 
delivered by different device types (mobile or smart phones, navigation or medical 
devices), which provide increasing functionalities. Also, continuously diverse service 
options are available [2], ranging from control services for technical processes (e.g., 
programming TV), mobile computing, social networks, entertaining and gaming, 
Internet access up to administrating personal concerns (e.g., managing accounts). It is 
predicted that by 2013, over 445 million people will be regularly using their mobile 
phone to purchase goods and electronic services [3]. Beyond their ubiquity, these 
technologies have fundamentally changed the nature of social, economic and commu-
nicative pathways in modern societies and they will bring essential changes to our 
lives [e.g., 4, 5, 6, 7]. Communication and information are present everywhere and at 
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any time and they overcome physical as well as mental borders [e.g., 8]. Mobile tech-
nology is increasingly incorporated in smart homes, (walls, furniture or clothes, 
[9,10]) and might overstep personal intimacy limits, raising concerns about privacy, 
data security and loss of control [11, 12]. Sensitive and detailed information regarding 
various topics is available everywhere and anytime. Decision makers in education, 
politics, and business may use this information in real time. This may implicate both 
positive effects (productivity, mobility and growth) but also negative effects (viola-
tions of privacy, security concerns [6], infrastructure constraints and user distrust in 
mobile applications). Current developments require a high acceptance and impose 
high responsibility to all persons and organizations involved: users, decision makers, 
technical designers, but also industry, economics and legislation.  

Over the last years, a lot of research activities were carried out and a solid body of 
knowledge is prevalent regarding the design of mobile systems as well as technical, 
socioeconomic and usability issues [e.g., 13, 14, 15]. Though originating from differ-
ent disciplinary backgrounds and perspectives, all research approaches pursue the 
same goal: to develop a successful product, which is adopted and accepted by  
the user. Technical disciplines focus on technical feasibility and safety, as well as the 
planning, deployment and implementation of wireless technologies [e.g., 16, 17]. 
Marketing research focuses on the economic potential of new market segments, ser-
vices, customer profiles, as well as adoption determinants [e.g., 18, 19, 20, 7]. Cogni-
tive ergonomists and human-computer-interaction experts examine usability issues 
[e.g., 21, 21, 23] and interface designs that are easy to use and learn. Also, the impact 
of user diversity [e.g., 24, 21, 25] on the interaction and communication with technol-
ogy receives broad attention as well as the determinants of technology acceptance 
[e.g., 26, 24, 27].   

Technology acceptance has become a key concept for the successful rollout of 
technical devices [e.g., 26, 27]. On the long run technical products are only successful 
if users perceive them as useful, and easy to use [e.g., 11, 27, 28]. Both criteria, ease 
of use and usefulness, are the key determinants of technology acceptance, a concept 
originating from the 1980s [27], in which personal computers entered offices area-
wide. Though research has made significant efforts in explaining and predicting tech-
nology acceptance of ICT, the knowledge about factors, determinants and situational 
aspects affecting acceptance is still limited. Due to the increasing diversity of users, 
technical systems (visible vs. invisible, local vs. distributed) and usage contexts (fun 
and entertainment, medical, office, mobility), more aspects are relevant in understand-
ing users' acceptance – beyond the ease of using a system and the perceived useful-
ness. In addition, studies dealing with technology acceptance mostly considered ICT 
within the work context [e.g., 29], and it is highly disputable if outcomes are transfer-
able to other technologies and using contexts. Furthermore, most studies are limited to 
technology acceptance of young, experienced and technology-prone persons, thus a 
user group, whose acceptance towards technology might not be prototypical for the 
broad variety of users nowadays confronted with technology [e.g., 30].  

Yet, comparably few studies concentrated on the diversity of users and their accep-
tance patterns [e.g., 31, 11, 32, 15, 33], even though it is obvious that people may 
have different adoption behaviours due to individual characteristics (etc. age, gender, 
abilities, beliefs). In addition, only limited knowledge is available regarding the ac-
ceptance of mobile services and service-enabling technologies [e.g., 5, 21, 34]. Still 
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more important, there is a considerable knowledge gap [e.g., 21], in which respect and 
to which extent the specific usage context, in which a specific technology is used, 
affects acceptance patterns. If we want to learn about the impact of technology adop-
tion as well as its consequences for people’s social lives, a deeper understanding of 
technology acceptance is needed, in combination with a more differential approach. 

Our assumption is, that mobile technology acceptance is neither static, nor inde-
pendent from the specific usage context. Rather, we assume mobile technology accep-
tance to be a product of individual usage motivation (using motives as well as  
perceived barriers) and situation-specific evaluations, driven by individual needs and 
demands. A mobile device once used as a communication device in the ICT context 
(e.g. communication with others) should evoke different perceived benefits and costs 
or barriers than the same device (and technology) in a medical context (e.g. monitor-
ing of vital parameters, [e.g., 28]). The acceptance pattern for the same device in two 
different usage contexts could also be different, if persons evaluate the usefulness of 
the device for themselves, or for others [e.g., 11]. Thus, a motivation “cartography” is 
needed, in which acceptance and technology adoption of mobile services are consid-
ered in relation to the underlying motivational structure, and usage contexts.  

2   Methodology 

In the following, the methodological approach of this study is detailed. 

2.1   Research Aims 

Following an exploratory approach, the studies’ goals were: (1) an identification of 
peoples’ utilization motives and perceived utilization barriers for and against using 
mobile technology in two differing service contexts. One service scenario was an 
ICT-scenario, i.e. the usage of mobile technologies such as mobile phones, handhelds, 
smart phones, or netbooks for information exchange and communication purposes. 
The other service scenario was taken from the medical technology context (MedTec), 
where mobile communication networks are used for transferring patient data to and 
from, e.g. medical caring centers or physicians. Examples of these kinds of medical 
technologies are monitoring devices like a cardio messenger (a device that monitors 
heart activity in risk patients) or devices for controlling vital parameters like blood 
pressure levels. (2) The second aim was to contrast usage motives and barriers in both 
contexts in order to gain deeper insights into the specificity of acceptance patterns 
regarding ICT and MedTec service contexts. (3) As third aim, we strived for an inves-
tigation of the impact of user characteristics such as age, gender or technical experi-
ence on acceptance patterns. 

2.2   Variables 

In order to learn more about usage motives and barriers of mobile technologies in an 
ICT and MedTec service context, two independent variables were investigated by 
conducting semi-structured interview sessions. The first independent variable was 
“service context”, which consisted of the two levels “ICT” and “MedTec”. As second 
variable the within-factor “target person” with the two levels “oneself” and “others” 
was under study (Table 1). 
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Table 1. Independent variables “service context” and “target group”  

Target group Service 
context oneself others 

ICT   
MedTec   

 
As dependent variables, Likert-scale ratings of an introductory screening part of 

the interview guideline were analyzed. In order to analyze participants’ motive struc-
ture, their undirected and spontaneous statements regarding (1) usage motives for 
oneself and others (in the following referred to as “pro’s”), (2) usage barriers (in the 
following referred to as “con’s”) as well as (3) “no-go’s”, (indicating a barrier which 
hinders persons to use the technology at all) for oneself and others were qualitatively 
analyzed and numerically recoded into a category system. The category system will 
be presented in the results’ section.  

2.3   Materials and Procedure 

Focus group interviews were run in order to identify usage motives and barriers. Inter-
view sessions were conducted in form of single or group interviews, depending on the 
availability of participants. Interviewers (n=5) were professionals from social sciences 
(psychologists, sociologists) and received an interview training in order to guarantee a 
standardized interviewing procedure. An interview workbook was developed and given 
to participants, in which they could write down their statements. The workbooks were 
collected after they were filled in and were used for data documentation. 

In the beginning of the interview session, participants were informed about the gen-
eral goals of our study and about the procedure of the interview. Also, the interview 
guideline was presented and participants were asked to answer the screening ques-
tions. In a next step, the interviewer presented the ICT- respectively the MedTec ser-
vice scenario. Participants had to write down personal statements regarding usage 
motives and barriers on small cards (green cards for usage motives, red cards for 
usage barriers). In case of group interviews, participants were allowed to discuss their 
statements after writing them down. Questions to the interviewer were also answered 
in order to ensure a full understanding of the ICT or MedTec service scenarios. The 
interview sessions lasted between 30-60 minutes, depending on the responsiveness to 
discussion. 

2.4   The Interview Guideline 

The first part of the semi-structured interview guideline (1 – 3) was assessed for 
screening purposes (demographics, previous technical experience, literacy regarding 
mobile technologies as well as individual proneness to health concerns due to mobile 
technologies); the second part (4 – 5) was assessed in order to get insights into par-
ticipants’ motive structure regarding the usage of mobile technologies. The interview 
guideline (Figure 1) was structured as follows: (1) demographic questions (age, gen-
der, education, profession, family status, children); (2) technical experience with ICT 
or MedTec (duration of mobile phone or medical device usage, usage frequency and 
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intensity), interest, level of information and knowledge about mobile technologies in 
the ICT or MedTec context, respectively; (3) perceived threat by mobile technologies 
and risk perception [35]; (4) utilization motives (“pro’s); (5) utilization barriers 
(“con’s”) and absolute “no-go’s” for oneself and others. 

 

Fig. 1. Interview guideline structure  

The interview guideline contained a mixture of open and closed questions. Ques-
tions in the screening part (demography, technical experience and interest, level of 
information, knowledge and risk perception) had to be answered on six-point Likert 
scales. For the ratings of perceived threat by mobile technologies a visual analog scale 
was used, where participants had to mark the degree of perceived threat with a cross 
on a line between the end poles “very low and very high” [35]. Questions in part 4 
and 5 (utilization motives and barriers) were open questions, where the brainwriting-
method was applied. Participants were asked to think about pro’s and con’s of ICT or 
MedTec utilization for oneself and for others and had to write them down. The num-
ber of possible statements regarding usage motives and barriers was not limited.  

2.5   The Sample 

Participants in the current study were recruited by announcements in newspapers and 
open places in which they were invited to take part in a structured interview about the 
perception of mobile technologies either in an ICT- or in a medical context.  

A total of 63 participants took part in the study with an age range from 21 to 75 
years. Participants were randomly assigned to either the medical context, or to the 
ICT context (independent study design). The sample allocated to the medical scenario 
consisted of 32 users (M = 42 years, 72% women), the ICT scenario sample consisted 
of 31 people (M = 39 years, 42 % women).  

In order to assess expertise with mobile technologies, participants were asked 
whether they own a mobile phone respectively a medical device, how long they own 
it and how frequently they use it. Table 2 gives an overview of participants' expertise 
with mobile technology (ICT and MedTec). 
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Table 2. Expertise with ICT and MedTec devices and services  

  ICT  
(100% owner) 

MedTec  
(21.9% owner) 

  Total N Mean SD Total N Mean SD 

Years 31 9.2 2.6 6 11.2 10.3 

Usage frequency* 31 3.2 1.05 6 1.8 1.3 

*scale ranging from 0 = “rare” to 4 = “several times a day”. 

3   Results 

In the following section, the results concerning the two different service contexts (ICT 
vs. MedTec) as well as the impact of user factors on perceived utilization motives and 
barriers are presented. Data was non-parametrically analyzed. In order to determine 
differences within and across the two different service contexts, nonparametric testing 
was complemented by parametric testing procedures (ANOVAs). Bivariate correla-
tions were also calculated. The level of significance was set at 5%; results reaching a 
level of 10% are referred to as marginally significant.  

3.1   Effects of Service Context (ICT vs. MedTec) on Usage Motives and Barriers 

Quantitative Analysis of Usage Motives and Barriers. First, perceived utilization 
motives and barriers for the two service contexts (ICT and MedTec) were contrasted 
quantitatively. Summarized over the number of all statements (pro’s and con’s) par-
ticipants made 32% more statements in the ICT service context than participants in 
the MedTec service context (F(1,61) = 12.6; p < 0.001; ICT: in total 377 statements, 
12.1 statements per person, SD = 4.5; MedTec: in total 257 statements, 8.0 statements 
per person, SD = 4.7). In a further step, the different statements (number of con’s, no-
go’s and pro’s) were analyzed according to differences within service contexts (ICT 
vs. MedTec) or target group (oneself vs. others). Overall, participants made signifi-
cantly more statements about usage motives for (pro’s: F(1,61) = 11.3, p < 0.001) and 
against (con’s: F(1,61) = 4.9, p < 0.05) mobile device usage within the ICT service 
context compared to the MedTec service context (Table 3). Moreover, participants 
made more pro-statements for themselves than for the usage of mobile technology for 
others in both service contexts (F(1,61) = 20.7, p < 0.001). An interaction between 
service context and target groups for pro-statements did not exist. For no-go-
statements, no effects of service context or target group were found. 
 
Qualitative Analysis of Usage Motives and Barriers. Detailing participants’ motive 
structure regarding mobile technologies, two independent experts qualitatively ana-
lyzed motive and barrier statements. A category system for usage motives and barriers 
regarding the usage of mobile technologies in the ICT and MedTec service context 
was developed and applied, i.e. participants’ statements were numerically recoded. 
The category system for both service contexts was identical in most parts. Due to 
context-specificity, some categories were added either in the ICT- or MedTec-
Scenario, or categories received a context-specific phrasing.  
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Table 3. Mean number of pro, con and no-go statements for service contexts and target groups 
(n = 63)  

 ICT MedTec p 

Pro’s oneself 3.0 2.3 p < 0.001 

Pro’s other 2.3 1.0 p < 0.001 

Con’s 3.5 2.6 p < 0.05 

No-go oneself 1.7 1.3 n.s. 

No-go other 1.7 0.9 n.s. 

 
Overview over Usage Motives and Barriers. The first research question of this 
study was directed towards an identification of utilization motives (“pro’s”) and barri-
ers (“con’s”) for respectively against using mobile technologies in two differing ser-
vice contexts (ICT vs. MedTec). In the following, the extracted categories for usage 
motives and barriers, which were reported by participants, are described (in alphabeti-
cal order). The categories, which are marked with an asterisk, where only reported as 
potential motives or barriers for others, not for participants themselves. 
 

Usage motive categories (“pro’s”)  
Availability to be able to reach someone anytime at any place and, in turn, 

be reachable by others 
Communication information exchange with other persons 
Documentation precise and “seamless” documentation of (health) parameters  
Economic reasons cost reduction in health care budgets (e.g. the decrease of 

doctor’s appointments due to MedTec usage)  
Facilitation of daily life organization, reduced frequency of doctor appointments, relief 

for medical practices 
Flexibility to act flexibly 
Functions specific functionality, and applications provided by mobile 

devices (such as SMS, MP3 player) 
Improved medical care better and quick diagnosis, higher quality of medical care  
Information to get information everywhere quickly, to get information 

about one’s own health status (MedTec) 
Mobility to be independent of place 
Surveillance monitoring gives certainty about someone’s health status and 

well-being (MedTec), or localization (e.g. knowing where 
your child is) 

Other statements, which could not be allocated to a specific category 
Safety feeling more safely by using the technology 
Social aspects facilitation of social networking, staying in touch with friends, 

family, etc. 
Status symbol* design, brand or price of a specific device to indicate  

someone’s status 
Warning emergency calls or alarm signals in case of critical health 

parameters (MedTec) (in contrast to the “feeling of safety” the 
motive “warning” refers to an action or function) 
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Usage barrier categories (“con’s and no-go’s”) 
(Data) Privacy concerns about violations of data protection and privacy,  

protection of personal rights and loss of privacy 
Annoyance noise “pollution” or disturbance due to loud ringtones or phone 

talks 
Availability  feeling uncomfortable due to permanent reachability  
Costs hidden or unnoticed costs while using ICT (roaming costs) 
Dependency of technology 
 

the feeling of being dependent from technology (e.g. the usage 
of ICT devices is indispensable for someone, or the belief the 
usage is vital (MedTec)) 

Health damage 
 

fears of physical threat, cancer, heart diseases, brain damages 
and tumors were subsumed 

Manipulation 
 

fear of data manipulation, criminal misuse of personal data and 
of active manipulation through someone else 

Others statements, which could not be allocated to a specific category 
Radiation  fear of radiation emitted by mobile technologies 
Social aspects  
 

loss of personal communication and contacts, loss of personal 
care (MedTec), lower extent of commitment 

Surveillance 
 

localization of someone’s’ position (ICT context), the feeling 
of being constantly controlled and observed 

Technical alternative* 
 

especially mentioned for No Go’s – “I never would use this 
technology if I would have alternatives” 

Unaesthetic cell phone 
towers 

refers to the visual appearance or design of cell phone towers 

Usability* 
 

problems while interacting with a technical device due to a 
lack of competence on the user side and the “non-user-
friendly” design of a device and its interface on the device side 

 
After introducing the category system, the results regarding the total distribution of 

usage motives and barriers, which perceived participants for themselves, are pre-
sented. As the number of possible statements regarding usage motives and barriers 
was not limited, i.e. multiple responses were allowed; participants’ statements were 
aggregated in a “multiple response set procedure”. The following figures (Figure 2 
and Figure 3) and results provide an overview over the total proportion of usage mo-
tives and barriers (for themselves), which where stated by participants, combined over 
the two service contexts. 

The most important usage motive for mobile technologies, which perceived par-
ticipants for themselves, was the facilitation of daily life activities, followed by an 
improved availability of oneself and others (Figure 2). The third-important usage 
motive was functions or applications provided by mobile technologies such as SMS, 
MP3 player, camera function, etc. Improved mobility and flexibility were further 
perceived advantages of mobile technologies, followed by a facilitation of informa-
tion, i.e. sending and retrieving data. An improved medical care, i.e. diagnosis, ther-
apy and long-term care was a frequently mentioned usage motive, as well as warning 
functions such as emergency calls or alarm in case of critical health conditions, and 
safety aspects. Further, but less frequently mentioned usage motives, were communi-
cation, documentation, i.e. the seamless recording of data, surveillance, i.e. knowing 
the location of one’s child, social aspects and economic reasons. 
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Fig. 2. Usage motives for participants themselves in % (multiple responses)  

 
Fig. 3. Usage barriers in % (multiple responses)  

The most prominent usage barrier of mobile technologies for participants them-
selves (Figure 3) refers to health damage, i.e. the fear of damages caused to some-
one’s health. Some examples for negative health consequences are cancer, infertility 
or reduction of cognitive abilities such as concentration. The second most important 
usage barrier was technical unreliability such as faulty connections with the conse-
quence of data loss. The fear of radiation was also a frequently made statement, which 
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has a strong association to the aspect of negative health consequences. Further usage 
barriers of mobile technologies were surveillance, i.e. the positioning of a persons’ 
location or the tapping of telephone conversations; data privacy, i.e. the fear that the 
access to personal data is uncontrolled and unprotected; availability, manipulation of 
data and costs. Less frequently named usage barriers were social aspects, i.e. negative 
effects on social relationships due to the usage of mobile technologies; annoyance by 
acoustic “noise”, (ringtones or telephone conversations of others); dependency of 
technology and unaesthetic visual appearance of cell phone towers.  
 
Service Context-Specific Differences in Usage Motives and Barriers. The second 
aim of the study was to learn more about the service’ context-specificity of users’ 
acceptance patterns of mobile technologies. Therefore, usage motives (“pro’s”) and 
barriers (“con’s” and “no-go’s”) for the ICT and MedTec service context were con-
trasted. As dependent variable the number of statements per single usage motive or 
barrier was calculated and used for statistical analyses (ANOVAs).  

Table 4. Average no. of statements per person for a specific usage motive in the ICT and Med-
Tec service context  

Usage motive ICT MedTec p 

flexibility 0.4 0.1 p < 0.05 

communication 0.2 0.0 p < 0.01 

availability 0.6 0.0 p < 0.05 

functions 0.6 0.0 p < 0.001 

warning 0.3 0.0 p < 0.05 

documentation 0.0 0.1 p < 0.05 

facilitation of daily life 0.1 0.7 p < 0.01 

improved medical care 0.0 0.3 p < 0.01 

 

 

Fig. 4. Pattern of usage motives in the ICT- and MedTec service context  
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Regarding usage motives (“pro’s”) significant differences between the ICT and the 
MedTec service context were found, indicating that users perceive different patterns 
of motives and barriers in a specific service context. In the ICT service context (black 
area in Figure 4) participants significantly more strongly pronounced the following 
motives: flexibility, communication, availability, functions and warning function 
(Table 4). In the MedTec service context (grey area in Figure 4), the usage motives 
documentation, facilitation of daily life, and improved medical care were significantly 
named more frequently. For other motives no differences between the two service 
contexts were found. 

The contrast of service contexts (ICT vs. MedTec) for usage barriers (“con’s”) 
also revealed highly significant differences (Figure 5). The usage barriers of surveil-
lance, cost and availability were more frequently stated in the ICT service context 
(black area in Figure 5). In contrary, the fear of technical unreliability and of data 
manipulation was more strongly present in the MedTec service context (grey area in 
Figure 5). 

Table 5. Average no. of statements per person for a specific usage barrier in the ICT and Med-
Tec service context  

Usage barrier ICT MedTec p 

surveillance 0.4 0.1 p < 0.05 

costs 0.3 0.0 p < 0.05 

availability 0.4 0.0 p < 0.05 

technical unreliability 0.2 0.8 p < 0.01 

manipulation 0.0 0.3 p < 0.05 

 

Fig. 5. Pattern of usage barriers for the ICT- and MedTec service context  
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For the no-go-statements (“I would never use the technology, if…”), service-
specific differences were also prevalent. Interestingly, they only referred to a limited 
number of usage barriers. In the ICT service context (black area in Figure 6) partici-
pants more often mentioned the fear of damage to someone’s health and overcharged 
costs (Table 6). The no-go “technical unreliability” was more dominant in the Med-
Tec context (grey area in Figure 6). 

Table 6. Average no. of statements per person for no-go statements in the ICT and MedTec 
service context  

No-go ICT MedTec p 

health damage 0.8 0.3 p < 0.01 

costs 0.3 0.0 p < 0.05 

technical unreliability 0.0 0.4 p < 0.01 

 
Summarizing the findings so far, we can conclude that the same technological base 

of devices and services, i.e. mobile technologies, rises different advantages and con-
cerns in potential users.  

 

Fig. 6. Pattern of no-go statements in the ICT and MedTec service context  

3.2   Effects of User Factors on Usage Motives and Barriers 

In a further step the impact of certain user factors on specific using motives and barri-
ers was analyzed. Besides prevalent factors like age and gender, knowledge of and 
interest in technology, using frequency, average years of using the device and the 
perceived threat (caused by a specific technology) as well as risk perception were also 
considered as user factors.  
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In order to analyze age effects, participants were divided in three age groups (Table 
7). Participants were also assigned to three different risk perception groups: those who 
tended to be unconcerned about possible risks, those who were undecided whether or 
not risks exist and those who tended to be concerned about possible risks of mobile 
technologies. Two participants in the ICT condition and four in the MedTec condition 
could not be assigned to any group because of missing responses. 

By differentiating participants according to the perceived threat extent, three 
groups were formed according to their score on the 10-point scale: high threat (>4.6), 
medium threat (2.6 - 4.5) and low threat (<2.5). 

 
Overview of the Total Sums of Con’s and Pro’s. First, it was analyzed whether user 
groups differ in their number of statements. While there were no significant differ-
ences for age, gender and risk perception, the extent of perceived threat affected the 
number of usage barriers in the MedTec service context. People with a high degree of 
perceived threat reported significantly more usage barriers (F(2,29) = 4.33; p < 0.05; 
3.7 statements per person; SD = 0.82) than people with a medium (1.9 statements per 
person; SD = 1.6) and a low degree of perceived threat (2.3 statements per person; SD 
= 1.7). The second user factor that revealed a significant difference was the using 
frequency in the ICT service context. Participants, which use their devices more than 
once a day reported more usage motives for others (F(1,29) = 4.62; p < 0.05; 2.9 
statements per person; SD = 1.85) than people who use their device less frequently 
(1.7 statements per person, SD = 1.1). 

Impact of Age and Risk Perception. In a second step the impact of user factors on 
the total distribution of usage motives and barriers in both contexts was analyzed. As 
shown in table 7, only for the ICT service context significant age effects were found.  

Within the usage motives, the enhanced feeling of safety and the simple fact to 
communicate with people was more often reported by the youngest group (< 30 
years). In contrast to that, it was the oldest group (50+) that stated much more the 
usage barrier annoyance as reason against using an ICT device. 

Table 7. Mean number of motive and barrier statements for service contexts and age groups  

age 

ICT 0-30 
(N = 11) 

31-50 
(N=10) 

51+ 
(N=10) p 

safety 0.6 0.2 0 p < 0.05 

communication 0.73 0.1 0.2 p < 0.05 

annoyance  0 0.1 0.7 p < 0.05 

 
Moreover, effects of risk perception on motive patterns were found (Table 8). 

Within the ICT service context, the usage motive flexibility was mostly named by 
concerned persons. Within the usage barriers, cost was more often named by uncon-
cerned people, and not at all by concerned persons. For the undecided group it is the 
usage barrier of permanent availability, that distinguishes this group from the other 
two, because they named this kind of argument more frequently. Within the MedTec 
context, radiation as usage barrier is significantly more often reported by concerned 
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users than by undecided and less concerned user groups. The usage barrier technical 
unreliability is mostly reported by undecided people but also by the concerned group. 

Table 8. Mean number of statements for service contexts and ‘risk groups’  

‘risk groups’ 

ICT No concern
(N = 17) 

Undecided 
(N = 9) 

concerned 
(N = 3) 

p 

flexibility 0.2 0.4 1.6 p < 0.05 

costs 1.0 0.3 0 p < 0.05 

availability (barrier) 0.4 1.2 0.7 p < 0.05 

MedTec N = 18 N = 7 N = 3  

radiation 0.3 0.3 1.7 p < 0.01 

technical unreliability 0.6 2.9 1.0 p < 0.05 

Impact of “Technical Expert” Factors and Perceived Threat. Finally, the scores 
on the perceived threat scale, as well as all technical experience factors (knowledge, 
interest, using frequency, mean years of device use) were correlated with the number 
of statements in each category, separated by service context and separated by target 
group (usage for themselves or others). For a better understanding of the correlation 
results: Higher values indicate a higher level or frequency of the variable (e.g. high 
values in interest ratings express a high level of interest). 

Figure 7 shows a correlation model for the ICT service context. At first sight, it be-
comes evident that more usage barrier statements show significant correlations to user 
factors than positive usage motive statements. Among all user characteristics consid-
ered, the degree of perceived threat as well as the using frequency showed the strong-
est associations to motives and especially usage barriers -meaning they are correlated 
to a greater amount of arguments. 

Correlation patterns show, that the higher the degree of a perceived threat by tech-
nology, the higher the fear of possible health risks. On the other hand, people who do 
not report to perceive any threat have greater fears of high (and also unknown) costs 
and fear of (data) privacy loss. People with a low degree of perceived threat also state, 
that they would only refrain from using their mobile device if costs will be too high 
(no-go). 

Experience-related using factors (domain knowledge, interest and using frequency) 
were found to be predominately related to positive usage motives, indicating that the 
active handling of technology leads to a more positive perception of technology. 
Though, participants, who use their device very often (more than once a day), also 
complained about technical unreliability (usage barrier), apparently recurring to  
frequent experience with this problem. The barrier social aspects – loss of personal 
contact due to technology usage – is negatively correlated to the level of domain 
knowledge, technical interest and years of using the device. Thus, frequent device 
users and technically experienced persons deny fearing that mobile technology usage 
leads to a decrease in social contact. 
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Fig. 7. ICT service context: Correlation of arguments and user factors differentiated by argu-
ments for themselves and for others (“barriers” in squared boxes, “motives” in circles; *p<0.05; 
**p<0.01)  

Concerning arguments, which militate in favor for usage of the respective technol-
ogy for others, there were two prominent factors among assessed user characteristics, 
which show significant correlations. The usage motive communication was negatively 
correlated to the level of interest and the usage barrier annoyance was negatively 
related to using frequency. We conclude, that especially older people, who use their 
device less frequently, react very sensitive to “noise pollution” (annoyance) by mobile 
devices (e.g., ringtones). 

In Figure 8 (previous page), the correlation pattern for the MedTec service context 
is depicted. As can be seen, about the same number of statements were given as posi-
tive usage motives for oneself and for others. Within the MedTec context, additional 
and different motives and barriers were associated to user factors in comparison to  
the ICT service context. In the MedTec context, the level of domain knowledge was 
the most relevant user factor, which showed associations with usage motives and 
barriers. Moreover, the usage barriers radiation, fear of data manipulation and fear of 
being controlled (surveillance) were positively correlated with perceived threat in the 
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MedTec service context. In contrast to the ICT service context, there were much more 
correlations of arguments in the MedTec service context, which militate in favor of 
usage the technology for others. Finally, it is noteworthy, that in both service contexts 
expertise-related factors were more strongly correlated to positive usage motives, 
meanwhile usage barriers were more strongly related to the degree of perceived 
threat.  

 

Fig. 8. MedTec service context: Correlations between usage arguments and user factors, differ-
entiated by arguments for themselves and for others (“Con’s” are given in squared boxes, 
“pro’s” in circles). *p<0.05; **p<0.01 

4   Discussion 

In the following sections the findings and implications of our study are discussed. 

4.1   Identification of Usage Motives and Barriers 

The analysis of user statements regarding pro’s and con’s of ICT and MedTec device 
usage revealed an comprehensive image of usage motives and barriers – which is 
especially valuable for the development and marketing of technical service systems. 
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These motives and barriers are involved or cognitively activated when users think 
about using or adapting to a specific technical service. We identified different types of 
factors, which affect the adoption of specific technologies or services: a) usage mo-
tives, which can be seen as “benefits” or “promoters” of technology usage, b) usage 
barriers, which reduce the probability of a product’s success on the market, and c) no-
go’s, which should be seriously considered in system design, because they can “kill” 
the acceptance of a product in the market. 

Interestingly, some categories regarding motives or barriers had a high similarity or 
even congruence with regard to their content. An example for a category, which was 
present “on both sides” (pro’s and con’s), was availability, which was either per-
ceived positively (in terms of improved reachability of oneself and others) or nega-
tively (in terms of annoying permanent availability). Another “Janus-faced” category 
was social networks or relationships. On the one hand users appreciated the facilita-
tion of staying in touch with family members or friends due to ICT services, but on 
the other hand they also complained about a growing superficiality and low commit-
ment in social relationships. For the aspect surveillance we also uncovered diverging 
“Janus-faced” statements: One the one hand, users made positive statements about the 
improved certainty about someone’s health status (MedTec), well-being or localiza-
tion (e.g. knowing where your child is); on the other hand users disliked the feeling of 
being of constantly controlled or localized. The aspect health awareness was also 
mentioned ambiguously: on the one hand participants appreciated - especially in the 
medical service context – the positive effects on someone’s health awareness, but, on 
the other hand, they stated that they did not want to be permanently reminded of their 
health status. After identifying these “Janus-faced” usage motives and barriers, one 
central question emerges: What are the underlying factors or mechanisms of these 
“double-sided” motives? We assume that one important moderator is “perceived con-
trol”, i.e. behavioral situation control and not “affective” control of a technology. 
However, future studies will have to investigate the effects of potential moderators 
such as control on these specific “Janus-faced” usage motives and barriers. 

The overall high number of motive and barrier statements suggests, that users seem 
to integrate several motives when forming usage decisions and to balance benefits and 
risks against each other. This corroborates previous findings and approaches [10], 
where the acceptance and intention to use technologies is explained in terms of a cost-
benefit analysis. It is assumed that users weigh individually expected benefits and 
costs (e.g. investment of money and energy, personal efforts and frustration while 
learning to use the system) before adopting a new technology. Future studies will 
have to provide a deeper insight in the genesis of acceptance decisions. To this end, a 
research approach is necessary, which allows the analysis of the interaction between 
different usage motives and barriers, i.e. the determinations of their relative impor-
tance by using conjoint analyses. The findings of the present study will provide a 
sound basis for conjoint analyses and the identification of critical and potent decision 
criteria. 

4.2   Is There a Service-Specificity in Motive Patterns? 

The contrast of usage motives and barriers in the ICT- and MedTec service context 
convincingly confirmed our assumption of the presence of service-specificity in  
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motive patterns. Motive patterns in the two service contexts revealed to be quantita-
tively and qualitatively different.  

Referring to quantitative differences, participants made over one third fewer state-
ments for the MedTec service context. We assume, that due to the smaller diffusion 
rate of MedTec in comparison to ICT, participants had not yet enough concrete ex-
perience with the MedTec service context to produce a comparable number of usage 
motives and barriers. Therefore, in following studies a bigger group of actual MedTec 
users should be recruited. Another interesting finding was that potential users made 
more statements about usage motives and barriers for themselves than they claimed 
for others. Especially in the MedTec service context, we expected more statements 
directed to the usage of medical technology for others. This expectation was based on 
the effect of “comparative optimism” [36], according to which (health) risks for oth-
ers are perceived to be higher than for one self. Hence, we assumed that “others” 
would be perceived as the main target group of MedTec services rather than oneself. 
On the other hand we cannot exclude, that the (cognitive) change of perspective was 
difficult to realize, which is necessary to find usage motives and barriers for others. 
With regard to user factors, this might also explain the contradictory finding of a 
larger number of correlations between user factors and arguments for others in Med-
Tec service context than in the ICT service context. We assume that participants’ 
lower personal experience with medical technology might have activated more unspe-
cific public opinions, rather than arguments based on own experience, which in turn 
results in a more uniform picture of correlations in MedTec service contexts. 

Regarding qualitative differences it was revealed, that potential users in fact per-
ceive different patterns of motives and barriers in a specific service context. For exam-
ple in the ICT service context the motives of flexibility, communication, availability, 
functions, and warning function were more dominant, whereas aspects of documenta-
tion, facilitation of daily life, and improved medical care were more important in the 
MedTec context. One finding is especially noteworthy in this context. Although both 
service types are based on the same (mobile) technology, the fear of health damage as 
a consequence of electromagnetic radiation is considerably more prominent in the ICT 
service context than in the MedTec service context. The critical question is, why poten-
tial users of MedTec services do not think about potential negative effects on their 
health. We assume that users make a “trade-off” between costs (usage barriers) and 
benefits (usage motives) in their decision process and that specific usage motives in the 
MedTec service context have a higher relevance (i.e. improved medical care, facilita-
tion of daily life) in this decision process. Hence, further research is necessary in order 
to find out, why the very same usage barrier is evaluated differently in two differing 
contexts.  

4.3   The Role of User Factors 

This study pointed out, that in the context of mobile (wireless) technologies the ‘ex-
pert’ factors and perceived risk respectively perceived threat are appropriate factors to 
differentiate between user groups. The most important user factors with regard to ac-
ceptance patterns in both technical service contexts were “perceived threat” and “risk” 
as well as ‘technical expertise’ factors (e.g. domain knowledge, using frequency or 
interest). For example, people who use their mobile device not that frequently, who are 
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not that interested in the topic or report to have less technical knowledge, stated more 
usage barriers, especially regarding social aspects. Interestingly, positive usage motives 
were correlated with ‘expert’ factors; perceived threat was more strongly correlated 
with usage barriers. It is not sufficient to consider just one sort of user factor for classi-
fying but to take both factors into account in order to get an understanding of both 
sides of acceptance - this is especially important with regard to the identified “Janus-
faced” usage motives. Gender had no effect on motive patterns, in contrast to age, 
which revealed some significant effects. However, we assume, that age effects were 
moderated by expertise effects. Therefore, in future studies age should always be con-
sidered in combination with other user factors such as expertise. 

4.4   Limitations of the Present Study and Future Research 

As the present study had a strong exploratory character, a number of research ques-
tions were uncovered. Future studies will therefore have to address more aspects in 
acceptance-relevant motives as well as further mobile service contexts, e.g. social 
software services, such as Facebook, or telemedical assistants in the MedTec context. 
Also, future work should integrate broader user groups (i.e. older users and frail per-
sons) and more actual users of MedTec devices (i.e. patients, which already use mo-
bile medical devices) in order to supplement the investigation of “anticipated usage 
scenarios” by “actual usage experience”. Apart from the assessment of motives and 
barriers of users in structured interview situations, one research focus should be laid 
on the analysis of user’s behavior in real usage situations. Future research activities 
should finally investigate the interaction of acceptance-relevant usage motives and 
barriers in more complex decision situations, where several motives and barriers have 
to be integrated at the same time by the user. Accordingly we will apply conjoint 
analyses in a next research step.  
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Abstract. We investigate people’s attitudes towards the possible use of mobile
negotiation support systems (NSS) in different social contexts and the conse-
quences for their design. For that purpose we developed an online survey based
on existing models of technology acceptance. In the questionnaire we showed five
filmed scenarios of NSS use contexts. The data collected from 120 respondents,
showed (a) that subjective norm is an important factor influencing the intention
to use the system and (b) that the acceptance of NSS depends on the use con-
text. Therefore, we argue that NSS should be designed not merely as tools being
used in the actual negotiation but as social devices harnessing social networks to
provide support in all negotiation phases.

Keywords: Negotiation Support Systems, Social Settings, Technology Accep-
tance, User Study.

1 Introduction

A skillful negotiator has to carefully balance the issues at stake, have a good under-
standing of his own and the opponent’s needs and since negotiation is a social activity,
manage relationships and handle emotions [22]. Often negotiating involves overlooking
a vast amount of options, deciding on strategies and evaluating bids with multiple at-
tributes. Computational power can facilitate these processes. Within different research
areas, e.g. management science, e-commerce and artificial intelligence [11,18,19,23],
researchers have been dealing with supporting people electronically in negotiations.
Existing negotiation support systems (NSS) can significantly improve the human perfor-
mance in negotiations and increase the number of win-win outcomes if the negotiation
space is well-understood [7,10].

Most existing NSS have been developed either as stand-alone applications [11] or
Web-based applications [10] and are currently used for training and research rather than
in real-life negotiations. The advance of mobile technology, however, opens up a whole
new range of possibilities for NSS. Since negotiation is an activity that can take place
in almost any setting instead of being tied to, e.g., an office, mobile technology enables
people to have their NSS at hand at any time they are involved in a negotiation. Current
mobile devices such as mobile phones, PDAs, handheld computers etc., offer among
other things the opportunities to store and compute large amounts of data, access online
sources and show graphical data on color screens. In addition, the number of people
using portable Internet devices is rapidly growing [8]. We would like to take advantage
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of these trends and develop a new kind of NSS for mobile use, a so-called Pocket Nego-
tiator (PN) as described by [7]. Our vision is to develop a mobile system that is able to
collaborate with its users in order to reach win-win outcomes in negotiations. The PN

will enhance the negotiation skills and performance of the user by increasing the user’s
capacity for exploration of the negotiation space, i.e. possible bids and deals, reducing
cognitive task load and preventing mental errors. The functionality of the device will be
focused on handling computational complexity issues and providing bidding- and inter-
action advice. Our idea is to cover all negotiation phases (preparation, joint exploration,
bidding and closure) [22] with the support from the system.

The mobile nature of the system will allow users to refer to this support not only
when they prepare themselves at home, but also when they are on the move or even
during the face-to-face situation with the other negotiation partner. This entails several
advantages. The users can, e.g., collect relevant information for the negotiation and en-
ter it immediately into the NSS or update information about their preferences in case
they change due to new information. They can practice the different negotiation steps
and review tips and strategies at any time. In a face-to-face situation it might also be
useful to enter information, e.g., revealed by the opponent (i.e. spoken words or infor-
mation about the opponent’s behavior, emotions etc.). Based on this input the NSS will
be able to give context-relevant advice or it could just serve as a reminder for informa-
tion entered by the user during earlier preparation. Also the possibility of connecting to
a wireless network enriches the functionality of the NSS, e.g. by providing online mar-
ket information. With this new freedom mobile NSS offer, new questions and problems
occur. Besides technical restrictions like the small screen size or short battery times
the question of social implications arises. When putting NSS into the social setting of a
face-to-face negotiation or using it in public spaces, we have to consider appropriateness
and acceptance regarding the user, the opponent or bystanders. Entering information or
consulting the NSS during a negotiation might interrupt the flow of the communication
or bother the opponent for other reasons. Furthermore, the user might be concerned
about his or her image when using a mobile NSS in public. These are issues worthwhile
investigating.

Therefore, we conducted an online survey (a) to find out in which situations peo-
ple consider a mobile NSS socially acceptable, (b) to find the factors and relationships
that influence this acceptance in the different situations and social contexts and (c) to
investigate the consequences of people’s attitudes towards NSS for their design.

We would like to stress at this point that the system has not been implemented yet.
Before designing the concrete functionality of a Pocket Negotiator and implementing it
we would like to investigate the social acceptance of mobile NSS in different situations.
This will enable us on the one hand to inform the further design process and on the
other hand find answers to why current NSS are not used in real negotiations.

2 Related Work

The majority of existing NSS has been used for training and research purposes, but has
not been applied to real life negotiations [9]. A recent study on user acceptance of Web-
based NSS [23] predicts that 80 percent of the users would use the system to prepare
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and train for negotiations but only 61 percent would use it in the negotiation. Why is
the acceptance for real cases so low? One possible answer is that NSS development is
too focused on the technical aspects and disregards human concerns. Bui [3] points out
that research on NSS concentrates on technological solutions, while the social problems
they intend to solve are secondary or completely neglected. Swaab and colleagues [21]
argue for a careful analysis of social and psychological processes in order to design
good NSS and claim that the success of an NSS depends on the understanding of the
activity that the system will support.

Negotiation is inherently a social activity, since it involves communication between
at least two parties and is influenced by the social setting in which it takes place. Lit-
erature on business science [6] has, e.g., emphasized the influence of relationships on
negotiation processes. Moreover, based on results from expert focus groups [17] we
know that people’s attitudes towards NSS differ widely and that social contexts might
play a role when choosing to use a system or not. Therefore, we believe that in order
to design NSS that will be successfully used we first need to investigate whether people
are willing to accept the use of NSS in different social settings.

Researchers focusing on the adoption of mobile technology in general have recently
included social context into their models. Social impacts of mobile technology have
been widely studied [12,13,14,15], especially the pervasive nature of mobile phones in
public places. Most of the literature in this area focuses on the distraction of bystanders
by people talking loudly on the phone or by the mix-up of geographic spaces (current
physical space the mobile phone user is in and the space created by a phone conversa-
tion) [12,13,20]. In the case of using a mobile NSS, distraction is, of course, especially
an issue when the NSS user is in an active, ongoing communication with the other ne-
gotiation party (face-to-face or on the phone). The interaction with the device might
disrupt this communication and therefore be less socially acceptable. Furthermore, the
other party might not accept the interaction with the NSS because it allows the user to
have an advantage and other party might feel excluded. In other situations where the
NSS is used for preparation, social acceptance might be less of an issue.

3 Research Questions

We looked at several detailed research questions. RQ 1: Is there a relationship between
the user characteristics and (perceived) usefulness, attitude towards negotiation, behav-
ioral control and social acceptance? The user characteristics include demographic data
and experience in computer usage and with negotiations. We expect that age and pos-
sibly gender influence the acceptance of a mobile NSS in different situations. In focus
groups with negotiation experts we conducted [17] it was anticipated that younger peo-
ple are more open to technology use in public places and social situations than older
people because younger generations grow up with technology around them. This is re-
flected in RQ 1a: Is there a negative impact of the user’s age on the acceptance of a NSS

in a face-to-face situation?
Based on the results of focus groups we did with end-users (5 groups with 3 high

school students each, aged 15 to 18 (M = 16.73, SD = 0.88), 6 groups with 6 highly-
educated women each, aged between 31 and 70 (M = 49.86, SD = 9.16)), we expect
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that people with low negotiation skills and a negative attitude towards negotiation are
more likely to use an NSS. Due to their own lack of knowledge about negotiations or
insecurity they might find an NSS more useful than people, who enjoy negotiating and
consider themselves good at it. This leads to the questions: RQ 2: Is there a negative
relation between a person’s attitude towards negotiations and the attitude towards NSS?
RQ 2a: Is there a relationship between on the one side negotiation skills and experience
and on the other side the attitude towards negotiations?

We believe that the acceptance of a NSS in a social context has an impact on the
intention to use it. The social acceptance is measured by two variables, one describing
how acceptable people find it to use an NSS in a situation (SN1) and the other describing
in how far they believe that the opponent would find it acceptable (SN2). Whereas in a
face-to-face situation it might play a big role what the opponent thinks, it might become
less influential in a phone scenario. Therefore, our last research questions are: RQ 3: Is
there a relationship between the social acceptance of an NSS and the intention to use it?
RQ 3b: Does the negotiation situation determine the social acceptance?

4 The Model

The relations between usefulness, attitude towards a system and intention to use as well
as the influence of subjective norm and behavioral control that we are interested in are
well-studied for information systems within the scope of the Technology Acceptance
Model (TAM) [5] and the Theory of Planned Behavior (TPB) [1]. Both models are ex-
tensions to the Theory of Reasoned Action introduced by Martin Fishbein and Icek
Ajzen [2].

Based on our research questions we created a model to explain possible factors in-
fluencing the social acceptance and use intention of an NSS in different situations that
combines both models and extends them with a number of factors that we think are
influential specifically for mobile NSS.

Fig. 1. NSS Social Acceptance Model
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4.1 TPB and TAM Model

The TPB is a well known model in social psychology to explain the link between at-
titudes and behavior. It identifies the attitude towards a behavior, subjective norm (an
individual’s perception of others’ beliefs whether he or she should perform the behav-
ior) and perceived behavioral control (an individual’s perceived ease or difficulty of
performing the particular behavior) as indicators for the intention to use. The perceived
behavioral control and the intention to use determine together the actual behavior re-
garding the use of a system.

The TAM has been widely used to explain people’s attitude towards the use of tech-
nological systems. It identifies perceived usefulness and perceived ease of use as two
independent factors that influence the intention to use a system and its actual use.

Since our study takes place before the implementation of the system, we are not
able to measure the actual use of a system or the ease of use. To be able to measure
usefulness and behavioral control we showed either videos or storyboards of NSS use
cases. We kept the attitude towards NSS influencing the intention to use, but added the
general attitude towards negotiations as an influential factor of attitude towards NSS.
As mentioned earlier the use of such systems might depend on different situations and
how socially acceptable it is to use a system in that situation. Therefore, we added
social acceptance as an extra factor influencing the intention to use. Last, we added a
number of user characteristics including: age, gender, nationality, education, computer
and negotiation skills and experience.

5 The Survey

To give respondents an idea about the contexts and type of functionality that an NSS

could perform we identified, together with a negotiation coach, five distinct situations
for NSS use: face-to-face with the boss with concealed use of the NSS, face-to-face with
open use at a car dealer, distant negotiation on the phone, collaborative preparation of
a couple and short preparation being mobile on a train (Figure 2). For each situation
we wrote and filmed a scenario (see e.g. http://mmi.tudelft.nl/video/scenario1/, Dutch
voiceover, for other scenarios change the 1 to a number between 1 and 5) to be shown
in the questionnaire.

5.1 Scenarios

Scenarios are useful in the design process since they capture the consequences and
trade-offs of designs [4]. The narrative nature of scenarios enables users to imagine
the use situations and contexts of new or existing technology. For each of the five use
contexts we wrote a scenario presented in the following in summary. Italic text is taken
from the original texts of the scenarios. In the project we currently focus on two exam-
ple domains for NSS use: job contract and real estate negotiations. We chose to write
two scenarios illustrating a job negotiation, two with real estate content and one about
buying a car. All scenarios were checked by a professional negotiation coach to make
sure that they were sufficiently realistic. Each scenario is briefly discussed below.
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Fig. 2. Scenarios (Screenshots from videos) from left to right, top row: open use at car dealer,
collaborative preparation before buying a house, on the phone with real estate agent, ; bottom
row: evaluation talk with boss, preparation for job interview on the train

Mobile Preparation with Time Constraints (train). Preparation is one of the negotia-
tion phases stressed in the literature, e.g. [6]. In this scenario we describe a preparation
situation with special constraints. The job applicant Martin is already on his way to
the interview. Therefore, he has limited time to prepare himself. In addition, the mo-
bile setting constitutes another constraint, namely limited resources. Both constraints
require special regard when it comes to the functionality of the device. Just before get-
ting on the train Martin has received a mobile NSS from a friend. He uses the device’s
speed preparation function to prepare himself in the short time he has left. Among other
functions the device allows him to receive knowledge about the job negotiation domain.

He wonders how much money he could ask for. He chooses ’expert opinion’ on the
interface and types in ’salary’. The PN suggests a website that has a forum where you
can discuss current average salaries for IT consultants with an expert in the field. After
reading through the forum Martin has a quite good idea what he can ask for with his
kind of educational background and experience. With that knowledge he feels more
secure and relieved.

Later in the scenario Martin makes use of the training module of the NSS which
enables him to go through a simulated interview with a virtual agent. He receives on-
the-fly advice about his and the opponent’s actions. The scenario ends with Martin being
more relaxed, knowing what to expect in the upcoming negotiation.

Face-to-Face Negotiation, Secret Use (F-2-F). The situation described in this scenario
is a negotiation between an employee, Bianca, and her boss. Bianca is using a mobile
NSS. The emphasis in this scenario is the concealed use of the NSS. Bianca is hiding the
fact that she has support from an NSS by telling her boss she is using her device only to
take notes.

Bianca has been working for a big telecommunication company in The Hague for 2
years now. Today her annual evaluation with her boss is due. Bianca wants to take this
meeting as an opportunity to re-negotiate some parts of her contract. Since her husband
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got a new job in another city, they decided to move further away. Therefore, she wants
to discuss opportunities with her boss to handle the new situation. She knows that she
worked hard and well in the last year and should get what she wants, but she does
not consider herself a good negotiator. Therefore, she recently got the PN and prepared
herself for this negotiation with the device.

Throughout the negotiation described in the scenario Bianca receives help from the
device. Several functions are described in this scenario including, e.g., the management
of emotions, generating new options, and receiving advice from the system. The sce-
nario ends with a deal in which both parties gain something and are satisfied with.

Collaborative Preparation (Coll. Preparation). Negotiation involves a lot of emo-
tions on both sides of the bargaining table, but also within one party, e.g., between two
partners buying a house together. In this case the first step is to merge the demands and
preferences of both partners before starting a negotiation with the opponent side. Our
scenario describes a couple that is planning to buy a house together and uses the NSS

during the preparation to sort out their preferences and to download domain knowledge
about real estate.

The ’collaborative preparation’ module starts up. After a short introduction the PN

asks each of them to put in their preferences for a house separately. Since they also have
the PN software installed on their laptop they put in their preferences in parallel. From
both preference profiles the PN creates a matching profile and shows the clashes of their
preferences. It advices the couple discussing the clashes and trying to find trade-offs
between them that suit both.

During this process of compromising the couple gets into a quarrel in which both
insist on their own wishes without even communicating the underlying reasons in detail.
In this case our device takes on a proactive role and interrupts the couple to give advice
on how to handle the conflict.

The PN senses the noise and the angry voices in the room and assumes an argument.
The PN suggests calming down [and] prompts them to put in an emotional value on
a scale from ’I don’t care at all’ to ’I would die for this’ for each variable they have
different preferences on.

After having sorted out all their preferences they start looking for houses. In the last
scene of the scenario the couple visits a house and takes advantage of the PN’s feature
of taking pictures and storing them together with other information about the house in
a database.

Negotiation on the phone (Phone). A negotiation in which both parties are not sit-
uated in a face-to-face setting, but are distant from each other offers different design
challenges for a NSS. First of all one party does not see the other party and therefore
the use of a NSS can take place without each others’ notice. Especially in real estate
situations, e.g. when buying a house another aspect to consider is that the negotiation is
split into a number of phone calls. This gives the user time in between the calls to use
the system in each step of the negotiation. Our scenario describes a couple negotiating
for a house. Before the interaction with the opponent they prepare themselves with the
help of the NSS.
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Furthermore, the PN has downloaded housing domain knowledge, such as contracts
and legal issues and the prices of similar houses in the neighborhood to take into ac-
count. Before Mary came to work this morning she had decided with Piet to set a first
bid around 450.000 Euro.

At work Mary calls the agent and starts negotiating. Before and during the phone
calls she uses the NSS on her laptop to receive advice about different steps in the ne-
gotiation, e.g. the PN advises her to not start the negotiation with offering a price, but
instead talk about other issues and options.

The bidding goes on for a while and the PN shows a visualization of the bids in the
outcome space based on the preferences of Piet and Mary and the estimated preferences
of the agent. After a while the PN detects that the bidding is not reaching a win-win
situation.

After finding new variables to include in the negotiation to reach an agreement that
suits both parties they finally close a deal.

Face-to-Face Negotiation, Open Use (Car Dealer). We decided to include another
scenario that has a face-to-face setting, but showing an open use of the NSS meaning
that the other party is aware of the use. This scenario is about a couple buying a car. Our
belief is that the car dealer’s setting enables people to use the NSS more openly. When
buying a car it is usually not necessary to stick to one specific car dealer. No long-term
relationship needs to be considered. Therefore, the couple in the scenario openly states
that they will be using the NSS and explain what they can do with it.

The focus of the scenario lies in the advice of time-outs at strategic points during
the negotiation. During the process of looking at cars and refining their preferences for
the new car, they enter information about the state of the negotiation into the NSS. They
receive strategic advice on how to proceed and when to take the time to recapitulate.

He [the car dealer] shows them a range of more sporty looking family cars and the
couple chooses their favorite. They enter that into the PN. The PN advices them to take
a time-out and check whether they have considered all their preferences and whether
all the information they need has been disclosed.

After they have found an interesting car the bidding starts in the car salesman’s office.
The NSS assists the couple by comparing prices with similar cars online. They disclose
to the salesman that the market price is lower than his offer. The salesman drops his
price. They negotiate about a few extras and finally leave with a new car and a deal they
are satisfied with.

5.2 The Questionnaire Structure

The questionnaire is based on the model shown in Figure 1. For details about the con-
structs and questions, see Appendix A. After a short introduction we collected the user
characteristics. The factors intention to use (IU), subjective norm (SN) and social ac-
ceptability (SA) were measured after each scenario presented to the respondent. At the
end of the survey we collected more general information about the attitude towards
NSS (PNA), including behavioral control (BC) and usefulness (USE). For the majority of
questions we asked the respondents to rate their agreement with a number of statements
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on a 7-point Likert scale and for an explanation for the ratings after each scenario to
explore why people might accept the system in one scenario but not in another.

Fig. 3. Model with (partial) correlations, 5 numbers: per scenario, cf = controlled for, ns = not
significant, nv = no value

5.3 Versions

We setup a Dutch version with short videos (3 min) and a Dutch and English version
each with screenshots from the videos and text explaining the situation. The version
with videos took about 45 minutes to fill in and the picture versions 10-15 minutes. To
avoid order effects we shuffled the order of scenarios and statements.

5.4 Survey Distribution and Response

With NetQuestionnaires (www.netquestionnaires.com) we administered and distributed
the survey online. We used an opportunity sample strategy to select participants for
the study. We took advantage of personal networks and online forums to invite peo-
ple to participate. We also asked each invited participant to motivate other friends and
colleagues to participate. The questionnaire was approached by 365 people, and 178
started filling it in. In the following statistical analysis we included 120 (74 male, 46 fe-
male) from 18 countries, who completed the questionnaire. From these 120 participants
72 completed the English, 31 the Dutch version with videos and 17 the Dutch version
with pictures. The most represented countries were the Netherlands (48), Sweden (19),
Germany (15) and Greece (10). The age span ranged from 20 to 68 (M = 32.28, SD =
10.36). Participants are mostly familiar with computer usage, with the average number
of hours spent at the computer being 44.86 (SD = 20.14) and highly educated (102 with
university degrees). The negotiation experience of the sample is rather low. Only about
a fourth of the participants are regularly engaged in negotiations in their jobs (31 par-
ticipants). On average participants have bought 0.65 (SD = 0.97) and sold 0.47 houses
(SD = 2.43) and have had less than seven job interviews (M = 6.65, SD = 10.33).
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6 Results

6.1 Measurements of Contructs

For an overview of all constructs used in the questionnaire see Appendix A. We used
Cronbach’s alpha to test the reliability of the constructs usefulness (USE) (.95), and
behavioral control (BC) (.72) and calculated aggregated measures for both including all
original items. The Cronbach’s alpha for attitude towards negotiation (NAT) including
all four original items is very low (.04), but increases to .69, if the items NAT 1 and
NAT 4 are deleted. Therefore, we decided to keep only the items NAT 2 and NAT 3 and
combined them to an aggregated measure. For the construct negotiation skills (NSK) we
keep the three items NSK 1, NSK 4, NSK 5 reaching a Cronbach’s alpha of .71, while
removing NSK 2 and NSK 3. The reliability of social acceptance (SA) was measured per
scenario (Cronbach’s alpha between .81 and .94). We did not calculate an aggregated
measure for the acceptance, but kept them separate in the further analysis.

Table 1. Results of regression analysis for each scenario

Scenario R R2 Adj. R2 SE dfreg dfres F p

Train .684 .467 .453 1.341 3 116 33.90 <.001
F-2-F .762 .580 .569 1.143 3 116 53.39 <.001
Coll. Preparation .674 .455 .439 1.434 2 69 28.78 <.001
Phone .764 .584 .577 1.151 2 117 82.15 <.001
Car Dealer .577 .333 .327 1.521 1 118 58.83 <.001

6.2 Data Analysis

We used correlation analysis to check our hypotheses. Significant correlation coeffi-
cients can be found in Figure 3.

User’s background. We found a positive correlation between age and usefulness and
a negative one between gender and usefulness. Computer skills and negotiation expe-
rience were not correlated with usefulness, attitude towards negotiation or behavioral
control. We removed the item education from the model, since our data was not hetero-
geneous enough to draw any conclusions on the effects of education level. We also re-
moved nationality because the data was not equally distributed. Interestingly, we found
that negotiation skills are negatively correlated with the attitude towards negotiation op-
posing our initial hypothesis. However, negotiation skills were rated subjectively by the
respondents themselves, which might not correspond to their actual negotiation skills.
This issue needs further research.

Usefulness, Subjective Norm and Social Acceptance. We found a positive correla-
tion between usefulness and the attitude towards NSS, which confirms the relationship
predicted by TAM. We found that social acceptance, (personal (SA 1) and opponent
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Table 2. Estimated coefficients of regression models for each scenario

Scenario B SE β t p VIF

Train
Constant -.77 .644 -1.19 .24
SN .46 .111 .394 4.10 <.001 2.01
BC .38 .126 .237 3.04 .003 1.33
SA .22 .105 .188 2.11 .04 1.73
F-2-F
Constant -1.25 .523 -2.39 .02
SN .52 .097 .441 5.33 <.001 1.89
SA .36 .088 .339 4.08 <.001 1.91
BC .24 .095 .157 2.56 .01 1.04
Coll. Preparation
Constant -.41 .794 -.51 .61
SN .67 .102 .595 6.53 <.001 1.05
BC .34 .144 .215 2.36 .02 1.05
Phone
Constant -.37 -.71 .48
SN .82 .076 .704 10.88 <.001 1.18
BC .21 .102 .131 2.03 .05 1.18
Car Dealer
Constant 1.01 .383 2.63 .01
SN .70 .092 .577 7.67 <.001 1.00

(SA 2) view), is correlated with the attitude towards NSS and the intention to use for
all scenarios. However, when controlled for usefulness in the first case and subjective
norm in the second, the correlations are either weaker or not significant. This suggests
that the attitude towards an NSS is mainly influenced by how useful people consider it.
The intention to use the system depends mainly on the subjective norm, i.e. whether
others relevant to the respondent believe he or she should use it.

The dominance of subjective norm was further analyzed by regression analysis
(Table 1) for each individual scenario. We used a stepwise method with the dependent
variable intention to use NSS in a particular scenario and the following independent
variables: attitude towards negotiation (NAT), behavioral control (BC), subjective norm
(SN) and social acceptance (SA). Table 2 gives an overview of the regression models
with included variables and coefficients. We can see that subjective norm has the major
influence in predicting intention to use in all scenarios. In the car dealer scenario it is
even the only variable included in the model (β= .58, t(118) = 7.67, p < .001). In the
collaborative preparation and the phone scenarios behavioral control were also included
in the model. In the face-to-face and the train scenario behavioral control as well as so-
cial acceptance was included in the model. Whereas face-to-face the social acceptance
is the second strongest indicator before behavioral control, in the train scenario it is
the other way around. This is not surprising since in the situation with the boss social
rules are much more important and can have stronger consequences than when sitting
on a train. People using mobile devices on a train are a common sight and therefore
social acceptance has less influence. More interesting is that in the other three scenarios
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social acceptance is not included in the model. In the phone and collaborative prepara-
tion scenario this might be due to the lack of a public setting.

Looking at the comments respondents gave voluntarily, we get deeper insight into
how people see social acceptance considering the opponent’s view in the different sce-
narios. People tend not to care whether the opponent accepts the NSS if they are not in
eye contact (”This [on the phone] seems like the best application of the NSS, because
it is invisible to the ’opponent’.”) In the face-to-face scenarios people value the oppo-
nent’s opinion highly. In the car dealer scenario some respondents doubt the acceptance
of the NSS by the opponent. However, usefulness, the competitive situation (”I think the
opponent will accept it because otherwise people would go to the competitor.”) or the
ability to put pressure on the opponent (”I like the secret weapon!”) cause people to care
less about the opponent. In the job scenario between an employee and her boss, most
respondents are worried about the opponent’s opinion on the use of an NSS. The com-
ments show different views considering not being honest (”I think it is not acceptable
because she lies about using an NSS.”), impolite (”Its very impolite to use an electronic
device during a face-to-face negotiation.”), embarrassed (”I would be embarrassed to
use an NSS in this situation.”), nervous (”Stealth mode would make me extremely ner-
vous.”) or appearing weak (”In a face-to- face negotiation this would make you look
like you cannot think for yourself.”). A dominant opinion was that the interaction with
the device will interrupt the communication flow (”The boss could get angry for not
paying attention, the communication would be disturbed”).

As shown in Figure 4, the social acceptance generally depends on the situation in
which the NSS is used. Whereas most scenarios have an average rating above the scale’s
mean (4), the face-to-face situation with the boss got a low rating (3.06) lying signifi-
cantly below the average (t(119) = -6.25, p < .001). This means, in the latter scenario
people do not accept the use of an NSS. The situations which are most favorable for
NSS use are negotiations on the phone and preparation on the train. At the car dealer or
during the collaborative preparation NSS are accepted, but the average rating is closer
to the neutral value.

7 Design Implications

Bringing the results of the data analysis into perspective of NSS design, we learned that
not only functionality and usefulness play a role, but also social aspects like the subjec-
tive norm and social acceptance. An NSS is not only a tool people use to fulfill a certain
task but it is a social device depending on the use context. Therefore, the designer has
to determine in which context the device should be used and fit the design to the con-
text and its social norms. Furthermore, our survey has shown that the respondents value
the opinions of close friends or family highly, both for deciding whether to use an NSS

and when taking decisions during the negotiation. Some respondents mention explicitly
that they consult others before an important negotiation. (”I would take others’ opin-
ions into consideration as well, [. . . ]”, ”In buying something like a car [. . . ] I get advice
for prices online, from friends.”) This behavior made us contemplate about the idea to
create NSS that are connected to social networks. Friends using the same type of NSS

could be connected to each other, and whenever one needs to take a decision they could
provide help or generally comment on each others’ actions.
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Fig. 4. Mean social Acceptance ratings (1=low to 7=high)

Another idea is storing negotiations within this network in a database that every
NSS can access. This will enable users to see what strategies friends used in similar
negotiations. These ideas fit social computing trends [16] by bringing mobile informa-
tion spaces to the user and using social networks to enhance the system’s functionality.
Also, if people like to ask friends for advice when negotiating, a good NSS should be
designed to behave in a similar manner. Surely, there are more ways designers can think
of to make NSS more social devices.

8 Limitations

The study presented in this paper has a few limitations. First of all, the participants
were not offered the chance to interact with an implemented system. Since we are at
the beginning of the development of a novel NSS there is no implementation at hand
yet. Furthermore, this study intended to inform the design process of this new NSS,
instead of evaluating an existing design. On purpose we tried to focus rather on the
use situations than the functionality the NSS could offer. We believe that by showing
scenarios of use contexts in the questionnaire we found a good way to give participants
a vision of what the system could be able to do, but on such a level that it does not
distract from the focus on the situation. We think that people could get a feeling for the
usefulness of the system and judge whether they would be able and willing to use it.
Since the TAM model is based on constructs which can be perceived by the user when
interacting with a real system, we excluded variables from the model that could not be
perceived by only watching videos or seeing pictures, e.g. perceived ease of use.

Further limitations concern the number of participants in the study and the oppor-
tunistic sample. Unfortunately, these aspects did not allow us to make any general
claims about the acceptance of NSS with regard to cultural or educational backgrounds
or differences depending on age groups. Despite this, we believe that we offer inter-
esting results that put NSS into a different light. The fact that both subjective norm and
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situation dependency were major influential factors needs to be taken into consideration
when designing new NSS, especially for mobile use.

9 Conclusion

We presented and analyzed data from an online survey with 120 respondents with little
negotiation experience to investigate attitudes people have towards an envisioned mo-
bile NSS in different use contexts. We learned that when designing NSS social issues
cannot be neglected. Our survey shows that the use context of an NSS is an important
factor influencing its social acceptance. The survey’s respondents would not accept the
use in face-to-face situations when the relationship to the opponent was important, i.e.
with one’s boss, but when the relationship is less important, i.e. with a car dealer. In
situations in which the opponent is not aware of the NSS, e.g. on the phone, it is most
accepted. Surprisingly, the subjective norm is the most dominant factor influencing the
intention to use a mobile NSS. People value opinions of their close ones high when
deciding whether to use an NSS and they also ask them for advice when negotiating.

We were able to obtain these results by giving people a vision of how a new kind of
mobile NSS could be used by the help of filmed scenarios. This enables us to inform
the design process of our envisioned system in an early stage. After implementing first
prototypes in the near future we will be able to investigate more factors, which can only
be perceived during the interaction with a prototype, e.g. ease of use. Other aspects to be
considered for future research are the influences of educational and cultural background
of the user on attitudes towards negotiation and NSS.

Overall, when designing novel, mobile NSS we should aim for creating NSS not
merely as tools but as social devices considering the use context and social networks.
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A Questionnaire - English Version

(Unless otherwise specified in the footnotes the answers were measured by a 7-point
Likert scale)

Item/Construct Question Item included

Before all scenarios

GEN What is your gender? (male/female)
COU What is your nationality? (open)
EDU What is your level of education?

(No degree, vocational training, university degree)
AGE How old are you? (open)
CSK How many hours do you spend using computers per week? (open)
(NEX)
NEX 1 How many houses have you sold? (open)
NEX 2 How many houses have you bought? (open)
NEX 3 How many job interviews have you had? (open)
NEX 4 Is negotiation an important part of your job? (yes/no))
(NAT)
NAT 1 Negotiation is a game.
NAT 2 I try to avoid negotiations. *
NAT 3 I enjoy negotiations. *
NAT 4 Negotiations are a necessary must.
(NSK)
NSK 1 I am a good negotiator. *
NSK 2 I would rather negotiate myself if the negotiation task is simple.
NSK 3 I would let someone else negotiate for me if the negotiation task is simple.
NSK 4 I would rather negotiate myself if the object of the negotiation is important for me. *
NSK 5 I would let someone else negotiate for me if the object of the negotiation is important for me. *

After each scenario

IU I would use the Pocket Negotiator (PN) in the situation shown in the video/picture.
SN Most people who are important to me would think a Pocket Negotiator is useful in this situation.
(SA)
SA 1 I think it is socially acceptable to use a PN in this situation. *
SA 2 I think the opponent would think it is socially acceptable to use a PN in this situation. *
Specific
train I expect a PN to prepare me in a short (1-2 hours) time before a negotiation.
f-2-f A PN would be useful to propose new options for the negotiation.
coll.prep. I expect a PN to help me organizing data (e.g. information from the Internet).
phone I expect from a PN to give me a clear overview of the negotiation process.
car dealer I believe the advice that the PN gives is useful for the negotiation.
Comment
COM Could you please explain what you based your ratings on? (open)

After all scenarios

PNA My attitude towards using a PN is positive.
BC

BC 1 I would probably feel comfortable using a PN on my own. *
BC 2 Learning to operate a PN would probably be easy for me. *
BC 3 I would probably understand how to use a PN. *
USE

USE 1 A PN would help me to reach a better outcome in a negotiation. *
USE 2 I would feel more confident in the negotiation while using a PN. *
USE 3 I will learn how to negotiate better through using the PN. *
USE 4 Using a PN would increase my productivity. *
USE 5 Using a PN would increase my negotiation performance. *
USE 6 Using a PN would enhance my effectiveness in negotiations. *
USE 7 Using a PN would make negotiations easier for me. *
USE 8 Overall, I find the PN useful for house/job negotiations. *
OCM Please feel free to enter comments here: (open)



G. Leitner, M. Hitz, and A. Holzinger (Eds.): USAB 2010, LNCS 6389, pp. 71–81, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Chances of Increasing Youth Health Awareness through 
Mobile Wellness Applications 

Andreas Holzinger1,2, Stefan Dorner1,2, Manuela Födinger3,  
André Calero Valdez4, and Martina Ziefle4  

1 Medical University Graz, A-8036 Graz, Austria  
Institute for Medical Informatics (IMI), Research Unit HCI4MED  

2 Graz University of Technology, A-8010 Graz, Austria  
Institute for Information Systems and Computer Media (IICM) 

andreas.holzinger@medunigraz.at, 
sdorner@student.tugraz.at 

3 Kaiser Franz Josef Spital, A-1100 Wien, Institut für Labordiagnostik 
manuela.foedinger@wienkav.at 

4 RWTH Aachen University, D-52056 Aachen, Human Technology Centre (Humtec) 
{ziefle,calero-valdez}@humtec.rwth-aachen.de 

Abstract. The poor general state of health of the Austrian youth – which is pos-
sibly representative for the western industrial world – will have dramatic effects 
on our health care system in years to come. Health risks among adolescents, in-
cluding smoking, alcohol, obesity, lack of physical activity and an unhealthy 
diet, will lead to an increase in chronic diseases. A preventive measure against 
such a development could be to reinforce health awareness through the use of 
web and mobile applications supporting self observation and behavior change. 
In this paper, we present an overview of the latest developments in the area of 
mobile wellness and take a look at the features of applications that constitutes 
the current state of the art, as well as their shortcomings and ways of overcom-
ing these. Finally, we discuss the possibilities offered by new technological  
developments in the area of mobile devices and by incorporating the character-
istics that make up the Web 2.0. 

Keywords: Wellness, Health, mobile computing, self-observation, behavior 
change, Web 2.0, prevention. 

1   Introduction and Motivation for Research 

The poor general state of health of Austrian youths will have dramatic effects on our 
health care system in the future. According to Chini & Dorner from the Austrian 
Medical Association [1] we will have to face additional costs of 1.6 billion Euros in 
2030, increasing to 3.7 billion Euros in 2050.  

This will be mainly due to smoking, alcohol, obesity, lack of physical activity and 
insufficient consumption of fruit, leading to common diseases such as diabetes, hyper-
tension, myocardial infarction, stroke, renal insufficiency, osteoporosis and chronic 
back. “Today’s unhealthily living youths will be tomorrow’s chronically ill”, as  
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Dr. Walter Dorner, president of the Austrian Medical Association pointed out. This 
trend will not only lead to increased costs in health care, but it will also result in a 
lack of available manpower in the job market. As suggested by Chini, these costs 
should better be reallocated to preventive costs. Through successful prevention, health 
care costs arising from people older than 65 can be reduced significantly. 

A preventive measure against such a development can be by enforcing a permanent 
change in the lifestyle and health-awareness of adolescents by the use of wellness 
management and self-observation. Such measures fit well into the description of the 
health continuum by Saranummi [2], who emphasizes the advantage of proactive 
management of health and illness compared to reactive action. Saranummi also states 
that the provision of knowledge and tools for self-management is another important 
part of the health continuum. This can be achieved through the use of wellness appli-
cations that offer their end users assistance in performing self-observation and moti-
vate them to improve their lifestyle over a long-term period. Mobile applications offer 
some important advantages for this task such as pervasive and permanent availability. 
In this paper we take a look at the current state of the art in the area of mobile well-
ness supporting applications.  

We describe some features of current applications, the technologies used, as well 
as the shortcomings these applications may hold and ways of overcoming these. We 
also take a look at new technological developments in the area of mobile devices and 
the possibilities they provide, combined with the characteristics that make up the Web 
2.0, they offer in the invention of new wellness supporting applications. 

2   Related Work: Applications Supporting Health Awareness 

During the last years several web and mobile applications have been developed with 
the aim of supporting self-care. Most of these applications were intended to be used 
by chronic disease patients, but the main goal of motivating their users to a healthier 
lifestyle can also be applied to young, healthy individuals. The technologies used for 
these applications ranged from web services and web applications using RIA (rich 
internet application) methods to client side technologies such as the Java2 Micro 
Edition (J2ME) and native client device applications. 

2.1   Personal Health Applications 

Personal Health Applications (PHAs) allow users to store and manage their personal 
health information, thereby supporting patient empowerment and facilitating the flow 
of information between patients and health care providers.  

Along with the users’ personal data the application can store a variety of health re-
lated data like laboratory medical conditions, test results, medications and allergies. 
Amongst the most prominent of these applications are Google Health, Microsoft 
HealthVault or LifeSensor. Microsoft’s solution puts special effort on the possibility 
to connect to external health devices inclduding blood pressure monitors, pedometers, 
glucometers. The main strengths of Google Health are it its ability to connect to ex-
ternal health providers such as hospitals in order to integrate their data as well as the 
possibility for external applications to access Google Health functions through the 
Health Data API. 
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Andry et al (2008), [3] created LifeSensor Diabetes, a web application which is 
built atop the LifeSensor Personal Health Record (PHR) and the ICW eHealth 
Framework. Users can start using the application by filling in basic profile informa-
tion (gender, age, height, weight). They can also specify personal targets for specific 
diabetes markers. Data that already exist in the user’s PHR on LifeSensor can be 
imported, new data are entered regularly. Since the ICW eHealth Framework supports 
device integration, the project is working on implementing automatic data gathering 
from glucometers. The application aims to motivate its users to access their applica-
tion regularly, so much effort is put into high interactivity und good usability features. 
To achieve this, modern web technologies including AJAX and FLEX were used for 
implementing the client application [4], [5]. Another motivating feature is the possi-
bility for users to define action plans that provide them the possibility to plan and 
track their progress towards achieving defined personal goals. 

Analyzing the granularity of the visualized observations showed, that data differed 
in both the frequency of measurement and the types of values [6]. Some data has to be 
measured several times a day, while other data will be measured on a yearly basis. 
The different types of values were assigned to two different types of graphs: health 
targets (e.g. blood glucose or cholesterol) can be represented using 2D line charts and 
candle-like charts, activities (e.g. exercise, diet or medication) were assigned ordinal 
values (poor, fair, good, very good) and displayed using histograms. The visualization 
itself is handled by a generic graph container which can display one or two modules 
out of eight currently implemented modules (exercise, diet, medication, blood glu-
cose, weight, cholesterol, HbA1c, blood pressure / heart rate). By displaying two 
modules inside the same container and synchronizing their time axis, data correlations 
can be discovered visually. 

2.2   Mobile Applications Supporting Wellness 

The rapid improvement of mobile devices regarding their usability and their techno-
logical abilities as well as their high pervasiveness and availability makes them a 
popular platform for wellness supporting applications. The Wellness Diary as de-
scribed by [7], [8] is a mobile application that can be used for recording and manag-
ing personal health data. The system is able to monitor weight, exercise, diet, alcohol 
usage, sleep, smoking, stress and step data per default, but it is also customizable, so 
users are able to adapt the data model to their needs and preferences. The mobile 
application is no web application but a standalone application storing the data, which 
is manually entered by the user, on the mobile device itself.  

The developers also created a web service counterpart to the mobile application 
that allows for data synchronization between the mobile device and a central server. 

iBody [9] is a commercial iPhone application and makes use of the GPS function-
ality provided by the iPhone. The application allows to monitor various sportive ac-
tivities including running or cycling. GPS is used in order to track the covered route 
and distance. The measured distance combined with information about the type of 
activity and the user’s weight can then be used to calculate the calorie consumption. It 
is also possible to view the route covered in Google Maps. Similar to other wellness 
supporting applications, one can enter health related data, e.g. body weight, adipose, 
blood pressure, pulse or blood-test results and offers graphical reports of these. 
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2.3   Mobile Applications for People with Chronic Diseases 

The majority of mobile health supporting applications found, are not aimed at sup-
porting healthy people in their daily wellness related activities but rather in supporting 
people with chronic diseases and people recovering from certain illnesses. Despite the 
different target groups, their goals, namely patient empowerment and motivation, are 
largely the same. 

Walters et al. (2010) [10] developed a mobile application, based on Wellness Diary 
used for home-based care of cardiac rehabilitation patients. The application is able to 
monitor blood pressure through an external device and to estimate physical activity 
through a step counter provided by the mobile phone. Additionally to these automati-
cally measured data the patients can manually enter other parameters like weight, 
body fat percentage, additional exercise information, stress, sleep times and tiredness 
as well as nutritional, smoking and alcohol consumption information. Weekly consul-
tations with their mentor who is able to access all entered data helps in setting reason-
able goals and discuss the progress toward recent goals. The project also makes use of 
motivational and multimedia messages provided by the mentor through the mobile 
phone. The mentored phase lasts for 6 weeks but the patients are encouraged to keep 
using the application for self management. 

The Confidant system by [11] is another mobile application used for chronic dis-
ease management. Similar to the cardiac rehabilitation application by [10] it combines 
collected (blood glucose, blood pressure, weight) and manually entered (count, cus-
tomized questions) data with the informative messages provided on a daily basis. The 
application consists of two communicating modules, a native client-side program and 
a server application running on a web server. 

A rich internet application (RIA) developed by [12] and usable on handheld de-
vices aims to bring modern RIA technology into the fields of telemedicine and mobile 
health. Their web based application enables a communication path between handheld 
devices and hospital information systems.  

Some of their main aims for this system were to enable access to medical data, to 
tele-consultation as well as to educational means.  

By creating a web based application suited to be used by mobile devices, no instal-
lation on the client side was required and the application was independent of platform 
and hardware. Due to the outsourcing of application logic to the mobile client less 
network traffic was needed and the server side application gained higher scalability. 
The main technologies used were a content management system (CMS) using Adobe 
Flex and a mobile application using the Flash Lite platform. 

The Diabetes Living Assistant by Calero-Valdez et al. [13], [14] is a diabetes man-
agement program developed with Java2ME for mobile devices. 

It includes a diabetes diary, health parameter-tracking, BE-calculator and a re-
minder tool for medical intake. It also includes graphical analyses for key health fac-
tors. The diabetes diary goes beyond simple tracking and logging of glucose readings 
and food intake by suggesting adjusted insulin dosages in regard to current glucose 
measurement, activity level and planned eating, thus simplifying the patients tedious 
calculations for everyday insulin administration (see Fig. 1).  
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Fig. 1. Screenshots of the Diabetes management program showing the “Favorite Dishes” (left) 
and “Graphical Analysis” (right) function of the device 

BE-calculations are also simplified by allowing users to store and retrieve favorite 
dishes and use them in the diary. In order to ease switching from paper-based tracking 
to a mobile device, user interface layouts are based on the commonly used paper-
based diabetes diaries. Acceptance testing of a prototype of the Diabetes Living As-
sistant yielded good acceptance rates [15]. 

3   Potential for Improvement 

3.1   Results from User Studies on Wellness Applications 

A number of user experience studies on Wellness Diary [16], [17], [18] and [19] have 
been performed and [20] present concepts to improve the application based on  
the received feedback. One of their main improvement aims was to increase the long-
term motivation of their users. Furthermore, many users did not use the application 
regularly due to forgetfulness or during their holidays. According to the authors, long-
lasting motivation could be achieved by making the application generally more enjoy-
able to use. Another flaw of current wellness applications was the users’ effort of 
entering wellness data that was by far too high as compared to the results obtained 
from the application. Features that could increase the motivation of the users might be 
alarms, rewards and detailed analysis of the user data. A high level of interactivity is 
also regarded as a good means of motivating users to continue using the wellness 
application. 

Regarding user support by mentors, the study done by [17] showed two different 
user positions. While some users preferred to use the application privately, others 
would welcome professional feedback on their data. Considering this result, wellness 
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supporting applications should allow the possibility of professional feedback but not 
force it onto its users.  

3.2   Impact of New Technologies 

Considering the rapid advancement in mobile technologies, using a web application 
instead of an application running on the client device will increase the number of 
applicable mobile devices to all offering a supported browser. By using rich internet 
application (RIA) technology the application can offer the look and feel of a pure 
client side application. Another advantage of this approach is that no installation on 
the mobile device by the user will be necessary. As opposed to this approach is the 
concept of apps, offered by modern smart phones such as the iPhone or phones run-
ning Google’s Android – native applications that can be easily acquired through 
online app stores. Developing such native apps allows the application to better utilize 
the mobile device’s abilities but makes porting it to other devices more difficult. 

As described by [21], new emerging interface technologies including multi-touch 
and low priced sensors will make user interaction a much more enjoyable feature of 
new developments. Gesture-based devices including the Nintendo Wii, built-in pe-
dometers and GPS enabled mobile devices offer new possibilities of integrating 
physical activity into future wellness applications. Similar to the utilization of a step 
counter by the application developed by [10], new tools may use GPS to track the 
user’s running activity, including speed and distance. The W3C Geolocation API [22] 
provides support for retrieving and working with location information inside web 
pages using JavaScript and is already supported by the major browsers.  

This location information can not only be retrieved from IP addresses but can also 
utilize GPS data as provided by many mobile devices. Employing these new ways of 
gathering activity data can significantly decrease the effort of entering wellness rele-
vant data into a mobile device. 

In March 2010 Nintendo released two games (Pokémon HeartGold and Pokémon 
SoulSilver) for their mobile gaming platform Nintendo DS that require the usage of a 
pedometer for game success and is aimed at the younger audience (ESRB-Rating: E). 
The player takes out one of his virtual pets on a walk in order to train the pet to be-
come stronger inside the game and to earn virtual currency within the game. Players 
can also engage in competition with each other comparing the strength of their virtual 
pets. Bayer also released a Nintendo DS game, which in conjunction with a special 
glucosemeter, teaches children with diabetes good glucose testing habits. Regular 
testing is rewarded with in-game bonus points that can be redeemed both inside the 
game and on a social networking site for kids with diabetes. Effectiveness of educa-
tional gaming has been studied with stationary gaming consoles for teaching health 
related topics in general [23] and for diabetes in particular [24] leading to positive 
changes in behavior, self-efficacy and communication with parents. 

Web 2.0, often also called the “social web”, is described by several characteristics 
[25] including collaborative activity, greater levels of participation and high interac-
tivity as well as high applicability in educational settings [26]. These attributes can be 
seen in applications including wikis, blogs, podcasts, social bookmarking, collabora-
tive tagging, social networking and online social gaming. These applications can play 
a significant role in providing more motivational features in wellness supporting  
applications.  
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While wikis, blogs, podcasts or social bookmarking can be employed in order to 
give the user access to information about all aspects of their personal wellness, social 
networking allows them to share their experience and efforts with other same minded 
users. Several studies suggest, that peer groups can have a significant effect on the 
weight of adolescents, especially of females [27], [28]. Social networks could utilize 
this effect in order to support a healthier lifestyle. Online social gaming can increase 
the fun effect of their activities while offering a good opportunity to include a system 
of goals and rewards, thereby offering strong incentives for a long-term use of the 
application. A social game with a competitive character about the accomplishment of 
goals can offer very high motivation to its users. 

The combination of the possibilities of modern mobile devices including GPS, 
cameras or step counters with aspects of Web 2.0 like social networking or social 
gaming offers very interesting possibilities for future wellness supporting applica-
tions. [21] describes Geocaching, an outdoor sport similar to a paper chase game 
which combines GPS with social gaming in order to create a game encouraging 
physical activity together with like-minded people. 

3.3   Abilities, Motivation and Cognitive Mindsets for Health Awareness 

So far, this paper discuss new mobile applications, and devices, which had been de-
veloped to support health-related behaviors. The availability of mobile technical solu-
tions is definitively an important way to increase the general health awareness.  

However, there is also another component, which should be considered and ade-
quately addressed when designing and developing new health applications and inter-
faces. However, from a psychological point of view, we should be aware that the 
usage of (mobile) technology, their success and sustainability, strongly depends on 
the extent to which human properties -cognitive, affective and motivational aspects- 
are taken into account. Even though mobile technology and mobile applications are 
one of the fastest growing industrial sectors ever, considerable friction losses with 
respect to usability concerns are to be noticed [29], [30], [31]. Users often get stuck 
and overwhelmed when using technical devices and need to be supported to come to 
terms with sophisticated technology [32]. The still-present gap between technological 
genius and usability demands might represent a serious obstacle for the acceptance of 
technology by a broad user group if not adequately addressed by designers and manu-
facturers [33]. Devices must meet the demands and cognitive abilities of a broad user 
group and respond to users’ diversity likewise. As long as mobile interface and in-
formation designs are not easy to use, technical innovations will not have sustained 
success. One may argue that the usability problem will vanish whenever the old tech-
nically inexperienced generation died off, relying on the idea that children and teens, 
which have a different technical upbringing and used to technology from early on 
might less affected by a low interface usability. Even though technical experience is 
definitively advantageous for device handling, see e.g. [34] it could be shown that 
especially children and teenagers are highly sensitive for suboptimal user interface 
design [35], [36]. Facing an increase in the usability of functions announced by manu-
facturers, this is of central interest. Independently of which and how many functions 
will be implemented in future devices, Coopers’ (1999), [37] warning will have to be 
exigently followed: ‘You can predict which features in any new technology will get 
used and which not. The usage of features is inversely proportional to the amount of 
interaction needed to control it’ (Cooper, 1999, p. 33). 
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In addition to the ease of using aspect, mobile health applications should be devel-
oped in a way that users want to use it. This seems of specific impact in the context of 
disease management and health behaviours. Within public perception, the prevalent 
image of medical technology still is stigmatizing, intrusive, and difficult to use. Also, 
using medical technology is seen as a necessary evil, and only tolerated when patients 
do not have any alternatives. In this sense, medical technology is functional, but asso-
ciated with disease and health deficits [38]. Especially, the implementation of mobile 
wellness applications requires a broadening of the classical focus and should include 
emotional or affective designs. In this perspective, the quality of “good interfaces” 
relies on more than the orientation on mere functional aspects, but the inclusion of 
hedonic aspects emphasizing individuals’ well-being, pleasure and fun [39]. Accord-
ingly, studies show that users desire more than the mere functioning of technology, 
but prefer interfaces with a high social or hedonic value. Hedonic functions are pro-
viding stimulation, identity, and valuable memories [40], [41], [42]. 

A medical application or device, which is joyful to use, which is elegant and 
“cool”, would definitively increase the motivation for using it and the compliance 
behaviors regarding health and disease management.  

By combining positive characteristics and human desires with medical engineering, 
the medical application would be redefined from being a marker of shortcomings and 
deficits to a driver of individual quality of life decisions [38]. 

A vivid and very convincing example for such an approach can be seen is the piano 
staircase (http://www.thefuntheory.com/piano-staircase). The grounding question of 
this showcase was whether we can we get more people to choose the stairs over the 
escalator by making it fun to do. The on-site scene is at a Swedish underground stop 
over, at which the stairs were transformed to huge piano keys. Each step on these keys 
resulted in a tone. The question whether hedonic interfaces would motivate people to 
behave „healthy“ by choosing the stairs over the escalator can be clearly answered. 
66% more people chose the stairs, and the video clips taken from there show that the 
enthusiasm about choosing the stairs was high, independently of the age and culture 
of the pedestrians. 

4   Conclusion 

Supporting adolescents in leading a healthier lifestyle is an essential preventive meas-
ure against the development of chronic diseases. This proactive way of health man-
agement can be an important factor in the reduction of future health care costs. One 
way of providing this support can be through the use of a mobile application. Mobile 
devices offer the advantage of high pervasiveness, especially in our target group of 
adolescents. There are already a number of applications for personal health support 
like Personal Health Applications, mobile applications for persons with chronic dis-
eases and also some mobile wellness supporting applications. A very important factor 
for the success of such applications is their ability to motivate people to use them 
constantly and over a long time. The combination of aspects of Web 2.0 like social 
networking or social gaming with technological features of mobile devices like GPS, 
cameras or step counters offers very interesting possibilities for making wellness 
supporting applications motivating and even fun to use for young people. 
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Abstract. The current research aimed to study user diversity with a focus on 
gender differences in adoption of medical assistive technologies in general, and 
in particular. In order to understand the gender impact, we conducted two con-
secutive studies and considered gender as a key moderator of acceptance as-
pects in the medical context. The first study focused on general aspects of 
medical technology acceptability: users’ willingness to use it, the importance of 
privacy and trust as well as the general attitude across gender and specified age 
groups. For a deeper insight into this topic the second study was conducted in 
order to analyze gendered acceptance on specific health-related device. As re-
sults showed people’s general attitude towards medical technology and their 
willingness to use such medical assisting devices is throughout positive. How-
ever, gender differences emerge at the time when it comes to an assessment of a 
concrete medical tool (here smart textiles). 

Keywords: Gender, smart home technology, privacy, trust, control, perceived 
usefulness, TAM, medical technology, smart textiles. 

1   Introduction 

Adoption of medical assistive devices is an important topic when facing the profound 
demographic changes in many countries of the world and the considerable bottlenecks 
arising from the fact that increasingly fewer people are present which may take over 
the nursing and decreasing supply shortfalls of societal health insurance funds [1]. As 
several studies in the last years have shown, technology acceptance is a crucial factor 
for a successful rollout of medical technologies, like for instance electronic health 
systems (ehealth), smart health, ambient assisted living (AAL), or personal health 
care systems [2], [3], [4], [5], [6]. Although in the past decades there is growing aca-
demic research and societal interest in understanding factors that determine accep-
tance in this sensitive context of medical assistive devices for elderly people, there is 
still a great demand for further researches and deeper insights. 

In this paper two studies are presented focusing on two points that have not been 
really considered in the recent literature on acceptance of medical assistive technol-
ogy yet – especially in their combination – namely age and gender. Before presenting 
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those, the underlying principles and theories of technology acceptance as well as the 
specifics regarding medical context of it are described. And also, the role of gender in 
acceptance research will be illustrated. 

1.1   Technology Acceptance 

The technology acceptance model (TAM) [7] and its refinement UTAUT [8], [9] build 
the theoretical framework in this research. TAM states that the perceived ease of using 
a system and the perceived usefulness are the key components of technology accep-
tance. However, with increasing diversity of users as well as diversity of technical 
systems (visible vs. invisible, local vs. distributed) and using contexts (fun and enter-
tainment, medical, office, mobility) the end-users are confronted with, more aspects 
might be relevant for understanding their acceptance patterns – beyond the ease of 
using a system and the perceived usefulness. For this purpose, user characteristics 
(economic status, culture, gender, age, experience, and the voluntariness of system 
usage) had been added to the original model and considered in the comprehensive 
UTAUT-model [9]. 

With regard to technology acceptance within the medical context several studies 
were concerned with acceptance of medical and ehealth technologies from the human 
perspective [10], [11], [12], [13], [14]. Outcomes showed that it is highly questionable 
that acceptance for medical technologies can be fully understood on the base of the 
prevailing knowledge of technology acceptance drivers so far. Rather, the acceptance 
for medical technology sector seems to be more complex than it is for other technical 
systems, out of different reasons. 

A first argument in this context is that ehealth technologies predominately address 
seniors, who are increasingly prone to diseases with increasing age. Ageing, depend-
ency and illness are – still – negatively connoted in our societies and thus, they carry a 
stigmatizing potential, which could impact the acceptance of medical technology. 
Therefore, apart from ageing as a biological factor there is a great need for identifica-
tion of the supposed stigmatizing factors that prevail in societal culture and cognitive 
models, in order to counteract these and adequately consider in development and 
design of medical supporting devices. Last but not least there is a prominent need for 
an age-sensitive communication concept, which provides reliable and updated infor-
mation about technical developments in the medical sector and their benefits as well 
as drawbacks. 

A second reason for the higher complexity of technology acceptance in medical 
context refers to the fact that many technologies incorporated in smart homes (walls, 
furniture or clothes) might overstep personal intimacy limits and result in justifiable 
worries about privacy, intimacy and loss of control. Until recently, the most privacy-
related aspects in the research concern individual data protection needs in terms of 
security requirements (e.g., [15]). However, user’s perception of privacy needs in 
terms of intimacy and unobservability with respect to medical technology usage has 
not been appropriately considered yet. The intension to optimize acceptance in this 
regard makes it therefore indispensable to take users’ subjective perceived importance 
of privacy and their preference to be or not to be seen by others while using medical 
device into account.  



84 W. Wilkowska, S. Gaul, and M. Ziefle 

Furthermore, it should be considered that the status of health and resulting feelings 
of independency or dependency on technology could additionally impact the general 
attitude towards and, by this, the willingness to accept and to use ehealth applications. 
For similar reasons, the question of trust in medical technology arises. Trusting a 
technology means to believe that a tool, machine or equipment will not fail [16], [17]. 
It can be assumed for certain that nobody would accept and rely on technology, which 
is not satisfactorily reliable and/or appropriately certified by accredited test institute, 
especially when it is the matter of one’s own health. Thus, understanding trust in 
relation to other aspects of the health care systems is important for the assessment and 
design and provides insights into how medical technologies may be used.  

Finally, and this is of specific interest in the present study, the acceptance of medi-
cal technology might be also influenced by age and gender.  

1.2   The Gender Impact on Use of Technology 

The impact of gender on the acceptance of medical technologies is, until now, not 
widely examined. A few studies focused on gender differences in attitudes towards 
ageing concepts and related medical care respectively life-prolonging technologies. 
Studies revealed that women in general were less likely to want treatments to prolong 
life [18], [19]. Further, women voiced “other oriented” reasons for their opposition, 
particularly not wanting to be a burden for others [20].  

Another aspect concerning usage of medical technology that is widely examined is 
the gender difference in the (social) ageing process. Elderly men reveal to have more 
problems organizing their daily life when living alone, due to the fact that most of the 
required activities were in the traditional role allocation the wife’s part. This is also 
the reason why women in older age have fewer problems to maintain social contacts 
although they are living alone [21]. Regarding coping strategies, there are also sig-
nificant gender differences, since women tend to search for help in their social envi-
ronment more often than men do [22].  

Gender differences concerning the use of technology and the attitude towards tech-
nology is another broad research field. Whereas gender is widely researched in the 
context of information technologies, it has not been subject studies on acceptance of 
medical technologies, yet.  

Several studies revealed that men have a greater interest and a more positive atti-
tude regarding computer usage, due to a higher self-esteem and greater experience 
with information technologies [23], [24]. In the context of technology adoption in 
workplace studies showed that there are different aspects that influence the decision 
to adopt new computer technologies of men and women. For men it is mainly their 
attitude towards using a new technology whereas women are more influenced by 
subjective norm and behavioral control [25], [26]. 

With regard to technology acceptance within the medical context it seems to be 
necessary to not just notify, whether gender differences regarding the willingness to 
adopt these technologies exist, but to get a deeper understanding of the underlying 
principles of why they exist. 

Assuming that women and men may draw on different aspects of their identities, 
life-experiences and knowledge base when considering the complexity associated 
with acceptance of medical technologies, it seems to be reasonable to examine gender 
in combination with age. 



 The Role of Gender on Acceptance of Medical Assistive Technologies 85 

1.3   Questions Addressed  

For the evaluation of acceptance regarding ehealth technologies, especially age and 
gender are assumed to play a prominent part. However, different age groups may 
consider medical assistive technology from different perspectives of perception. In the 
same way it could be assumed that men and women differ in their perception of medi-
cal devices due to their social roles and (technical) experiences. Furthermore, gender 
roles may vary between age groups, as well as perception and assessment of medical 
technologies that goes in hand with it. 

For young and technology-experienced adults (about 20-30 years of age), which are 
not personally affected by the necessity of usage medical devices in the near future, the 
medical technology could represent highly useful and appropriate technological solu-
tions for societal health-related problems. The middle-aged adults (about 45-60 years of 
age) could adopt another attitude: as they have the duty to care for their older parents, 
medical technologies could support the well-being of their parents by monitoring criti-
cal bodily functions, reminding of medication, etc. In addition, modern medical tech-
nologies could help save them costs (e.g. for nursing homes) and could spare them 
family caring duties. Finally, from the perspective of the older adults (70+ years olds) 
still different and controversial aspects could impact the degree of medical technology 
acceptance. On the one hand, medical technologies could allow them to feel safe in the 
privacy of one’s home and to stay independently from the help of others. On the other 
hand, feelings of being permanently controlled in combination with low trust in tech-
nology could provoke ambivalent feelings towards medical technologies.  

From these considerations arises the question of “how much impact has user diver-
sity with particular attention to gender divergence on acceptance and usage behavior of 
medical technologies?” These factors should be examined in the following two studies.  

2   Study 1 

In the first study we attend to examine the general attitude towards usage of assistive 
medical technologies (e.g. blood pressure meter) with regard to user diversity (gender, 
age). Firstly, effects of age and gender on the attitude towards and the willingness to 
use this kind of technical devices are assessed. Later on, effects of the same users’ 
characteristics are verified with respect to acceptability aspects like importance of 
privacy, trust in system’s reliability and the perceived necessity of control of own 
health status. 

2.1   Method 

Questionnaire. As the method to collect the data we chose a questionnaire. The ques-
tionnaire was developed as a result of previously conducted focus groups, whereby 
specific details and information about peoples’ perception and opinions about medical 
technologies were collected.  

The questionnaire was formulated in German – the native language of all partici-
pants. It contained closed questions about attitudes toward technology, in general, and 
about the (intended) usage of assistive medical devices, in particular. Regarding 
medical technology usage, questions were designed to measure the attitude towards, 
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and the willingness to use medical technology. Respondents had to express their de-
gree of approval or rejection on a 5-point Likert-scale (from ‘I fully agree’ to ‘I do not 
agree at all’) rating statements like for instance: “Medical assistance devices enable 
older or diseased persons to improve their life quality by keeping them longer inde-
pendent from health care facilities”, “I would rather use/learn to use medical assis-
tance technology than become burden to my family or friends”.  

In addition, the questionnaire explored the role of aspects, which are potentially 
highly associated with usability and a successful rollout of medical devices. These are 
the importance of privacy (= not being seen as diseased using medical device), the 
question of trust (= degree of confidence about device’s reliability) and the perceived 
control (= periodical health check on selected vital functions). The items were de-
signed in terms of usage motives and were to be rated on a 5-point Likert-scale like 
above. Here are some examples:  

-“I would not / I do not use medical devices because I do not wish other people to 
see that I am ill or diseased” (privacy),  

-“I (would) use medical devices because it gives me the feeling of a better control 
over my critical vital bodily functions” (control),  

-“I (would) use a medical device only when it is trustworthy certificated and satis-
factory attested”(trust).  

In order to assure that all participants respond to the asked questions about usage 
motives, a previous scenario introduced them to empathize with a chronically ill per-
son, who’s health status requires regular collection and storing of vital parameters 
data (blood pressure meter, pulse, body temperature and weight). In this way each 
respondent felt involved and the results brought a broad range of comprehensive opin-
ions with regard to (anticipated) medical technology usage behavior.  

Before distributing, the questionnaire was revised by an usability expert with re-
spect to issues of comprehensibility and wording of items, and it was test-run by a 
sample of different aged adults (n = 12). The fill in took 20-30 minutes. 

Variables. In the first instance we refer to the independent variables. As the topic of 
the current paper is to identify – when existent – gender differences in usage or inten-
tion to use medical devices, the parameter gender is considered as an independent 
variable in all statistical analyses. Moreover, aspirating high diversity of the respon-
dents and, consequently, a wide spectrum of differently founded perspectives, different 
aged persons were addressed in the survey, and age itself was analyzed as independent 
variable too. Thereby, four age groups with varying technical backgrounds and techni-
cal affinity were built: (1) the group of the youngest respondents, (2) the younger  
middle-aged group, (3) the older middle-aged group, and (4) the oldest age group. A 
detailed description of these age groups is given in the following section.  

As dependent variables firstly the general attitude towards medical technology us-
age was assessed (built as the sum of items with respect to usefulness, necessity, per-
ceived advantages and benefits; Cronbach’s α = .93). Secondly, influence of age and 
gender on the willingness to use medical assistance was analyzed (differently poled 
items regarding, amongst others, the readiness for monitoring of vital functions, pref-
erence for medical attendance: nursing vs. medical devices; Cronbach’s α = .77). And 
thirdly, the impact of independent variables on aspects of privacy, control and trust in 
context of medical technology usage – as exemplarily showed above – was examined.  
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Participants. In the first place it is noteworthy that – according to the comments of 
people asked to participate in this survey – participants showed an extraordinary high 
interest for the topic and a high motivation to join this research. This motivation re-
flects an evident public awareness of societal needs for medical technology, but also a 
controversy of attitudes within this topic.  

The sample consisted of 126 participants, aged between 20 and 80 years with the 
overall proportion of 46% female and 54% male respondents. For the purpose of 
statistical analyses in order to find relevant effects with respect to the diversity of 
(potential) users of healthcare related devices or applications, the sample was split in 
four age groups, whereby the division corresponds approximately to the current 
demographical proportion of younger in comparison to older people. The first and the 
youngest age group contains n = 25 persons aged between 20 and 30 years (M = 26.3, 
SD = 2.7; 40% female). The second age group – the younger middle-aged – consists 
of n = 41 of 31-45 year-olds (M = 37.3, SD = 4.9; 49% female). The third age group 
(n = 36) – we call them the older middle-aged – is composed of males (55%) and 
females (45%) at the age between 46 and 60 years (M = 53.8, SD = 4.4). And finally 
the oldest age group is made up of n = 24 respondents within the age range between 
61 and 80 years including 50% women and 50% men (M = 68.9, SD = 5.3).  

Participants were reached on different ways using advertisement in local newspa-
pers (Aachen, Germany), authors’ existing network as well as social contacts of re-
spondents, which were asked to pass the information of recruitment by interest on to 
their family members and friends. There was not other gratification than a “thank-
you-very-much” for the participation. 

The sample covered a broad range of professions (from teachers, engineers, physi-
cians, notaries, university lecturers trough office administrators, nurses, police offi-
cers to hairdressers, farmers and housekeepers) and according to this a broad range of 
different educational levels as well as economic backgrounds (see figure 1). 

 

 
*General qualification for university entrance in 
Germany 
 

 

Fig. 1. Educational level (n = 123; left) and economic background (n = 116; right) in the  
sample 
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It was intended to survey different aged people picked randomly out of the popula-
tion in order to explore their current attitude towards medical technology and their 
usage behavior of general accessible assistive healthcare devices at home (e.g., blood 
pressure meter, blood sugar meter). Thereby, as it was assumed that frequent usage of 
common information and communication technologies (ICT), like for instance per-
sonal computer or mobile phone, would be associated with easier access to and navi-
gation of medical devices, respondents were also asked about the usage frequency and 
perceived fun in private and job-related context. Looking at the whole sample partici-
pants referred to use technical devices quite frequently in both aspects of life (private: 
M = 5, SD = 1.2; work: M = 4.7, SD = 1.7 out of maximum 6 points). When regarding 
both gender groups separately significant differences in private using context and in 
having fun using technical devices appear. Men show considerably more frequent 
private usage (M = 5.3, SD = 1) and declare to have more fun (M = 4.5, SD = 1.2 out 
of maximum 6 points) in comparison to women when interacting with ICT (private 
usage: M = 4.5, SD = 1.3; having fun: M = 3.8, SD = 1.4). The differences in job-
related interaction with technology is similar oriented but nonessential. These initial 
findings go along with the results of many previous studies and confirm the popular 
image of male-dominated preference in technical matters.  

2.2   Results 

The results of the first study were analyzed by bivariate correlations, multivariate and 
univariate analyses of variance with a level of significance set at 5%. Outcomes 
within less restrictive significance level of 10% are referred as marginally significant 
or significant by trend. The significance of omnibus F-Tests in ANOVA-analyses was 
taken from Pillai values. Mean value differences were analyzed with T-test.  

The impact of age and gender was examined in all analyses, which in the result 
section of Study 1 are presented as follows: at first, the impact of independent vari-
ables on respondents’ attitude towards medical technology and their willingness to 
use it is tested; with the next step correlative relationships of the presented variables 
are evaluated; and finally effects of user diversity on aspects assumed to be associated 
with usability and acceptance of medical assistance devices, i.e. privacy, trust and 
control, are variance analyzed.  

Influence of Age and Gender on the General Attitude Towards and the  
Willingness to Use Medical Technology. Regarding the general attitude towards 
medical technology as well as peoples’ willingness to use it, neither age nor gender 
effects could be found. This result evidences the absence of differences within the 
examined gender and age groups with respect to those parameters. Considering them 
separately, it was observed that the general opinions about medical technology are 
thoroughly positive and high pronounced reaching average values from about 42 to 44 
out of maximum 55 points. More precisely it means that men and women independent 
of their age have a similar positive attitude towards usage of medical assistance  
devices. 

Also, the willingness to monitor one’s critical bodily functions by dint of medical 
technology is much more preferred than a permanent sick nursing of external caregiv-
ers or even family members (mean values ranging from 28 to about 31 out of maxi-
mum 35 points). Interestingly, a marginally significant interacting effect of age and 
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gender was encountered in this regard (F (3,118) = 2.5, p < 0.1), identifying in par-
ticular younger women and younger middle-aged men to be the most willing to  
use medical technology in comparison to the dependency of caregivers’ support (see 
figure 2). What is more, the willingness to use medical assistance is decreasing in 
women over the years, while the referred opinions of male respondents deviate in 
different age groups. However, considering the eldest, and at the same time those with 
the highest probability of chronic diseases – and consequently highest requirement to 
use medical assistance –, men more than women are motivated to use it. This result is 
the opposite way around to the opinions in the youngest age group.  

 

 
 

Fig. 2. Interacting effect of age and gender on the willingness to use medical technology  
(N = 126); on the right side a zoomed copy of the resulting mean values  

Impact of User Diversity on Aspects of Acceptability (Privacy, Control, Trust). 
Tending to ascertain, which factors may additionally shape the acceptability and us-
age behavior of medical assistance technologies, in the present study we examined 
participants’ assessments regarding perceived importance of privacy, of control and of 
trust towards assistive health technologies.  

Considering the interrelation among these acceptability aspects it is firstly to ob-
serve that importance of privacy is rather weakly related to the perceived necessity of 
regular control of own health status (r = 0.2, p < 0.05). This indicates that some of the 
respondents do not wish to be disturbed from third parties by their private health 
measures. Secondly, a strong connection of trust and control regarding medical tech-
nology was found (r = 0.6, p ≤ 0.001). Apparently the intention of periodical health 
check is strongly encouraged by the feeling of greater confidence and trust in its reli-
ability. However, while the latter results are still evident in both gender groups (fe-
males: r = 0.58, p ≤ 0.001; males: r = 0.6, p ≤ 0.001), a significant connectivity of 
privacy and control disappear when men and women are considered separately. 

Using multiple analyses of variance we investigated the effects of age and gender 
on the mentioned acceptability aspects. The MANOVA revealed an omnibus effect of 
age (F (9,354) = 2.4, p < 0.05) and an interacting effect of age and gender on impor-
tance of privacy, perceived control and trust (F (9,354) = 2.5, p < 0.05). Gender alone 
does not significantly influence these factors according to our findings.  
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As showed in figure 3 (on the left) the referred importance of privacy is most pre-
sent in the younger middle-aged group of respondents (31-45 years) and the means for 
the judgments drop down with increasing age. Interestingly, the resulting average 
values of the youngest and the oldest participants are equally valued, meaning that 
both population groups would make the fewest effort, not to be seen outward as dis-
eased because of using a medical device. One possible explanation for this fact could 
be the distance to the illness itself: while very young people do not feel the real near-
ness to it yet, the older aged adults are so close to it, that the question of privacy in 
this case has rather the lowest priority. 

The same age groups of the questioned sample – the youngest and the oldest – 
show lower confidence in medical devices’ reliability in comparison to the middle-
aged groups (figure 3 on the right). The opinions of the latest resulted slightly higher. 
However, in all age groups the observed trust judgments are highly pronounced prov-
ing a high belief in devices’ reliable functionality, in general. 

Regarding respondents’ perception of control about their own health by means of 
assistive medical devices (figure 3 in the middle), the 31 to 45 year olds show the 
highest confidence in medical technology. Surprisingly – as it is often assumed that 
this group is the most technically affine – the youngest participants’ results are the 
lowest (M = 7.7, SD = 1.3 out of maximum 10 points) amongst the investigated age 
groups, which is probably arising from the absent closeness to or realistic imagination 
of (chronically) illness and the surplus value of using medical assistance technology. 
However, the overall resulting high means of all respondents with respect to this as-
pect prove a quiet positive perception and reliance on the possibility to regular check 
of (critical) vital bodily functions by means of medical devices at home.  

 

 
 

Fig. 3. Main effect of age on privacy, control and trust towards medical technology usage  
(N = 126)  

 
Furthermore, in figure 4 the interaction of age and gender in the acceptability as-

pects discussed here is presented.  
With regard to privacy (figure 4 left) the interaction effect becomes especially ap-

parent in older middle-aged and oldest participants. The oldest women in comparison 
to those younger ones report significantly lower importance of using medical technol-
ogy exclusively in private or even hiding it from the outside world. This finding is the 
opposite to opinions of the men in the same age group who reach distinctly higher 
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mean values for privacy aspect of using medical technology in home environment. 
Apparently, the ambition of being seen as healthy and full of vigor is prevailing a 
male domain in the age beyond 60’ies. Looking at the whole sample, the oldest men 
and the middle-aged women seem to emphasize privacy in context of medical tech-
nology at the most. 

 

 
 

Fig. 4. Interacting effect of age and gender on privacy, control and trust towards medical tech-
nology usage (N = 126)  
 

Moreover, regarding perceived control and extent of trust using accessible medical 
devices the major gender differences result in participants aged between 46 and 60 
years (figure 4 middle and right). In this age group women attach more importance 
than men to the regular control of their health parameters considering a higher confi-
dence in medical devices’ reliability at the same time. Unlike, in the group of the 
oldest respondents it is the men who report higher trust in medical technology and a 
higher necessity to periodical control of their vital bodily functions. In the younger 
age groups, however, the perception of health control and trust in devices’ reliability 
is comparable. Female and male respondents reach in both aspects very similar rela-
tively high-pronounced mean values ranged in the top third of the scale. 

3   Study 2 

The second study aims to determine whether gender differences exist concerning the 
acceptance of a specific medical device – a smart textile [27]. A smart textile was 
introduced as a part of a mobile system, whose major function is the monitoring of the 
nutritional and water balance of human bodies.  

3.1   Method 

In order to examine a large number of participants the questionnaire-method in com-
bination with a scenario technique was chosen as empirical approach. 
 
Participants. A total of N = 280 respondents participated, with an age range between 
14 and 92 years of age (M = 46.7), including 149 women (54%). Participants were 
recruited through the social network of authors and came from a broad range of  
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professions. All participants volunteered to take part and showed a very high and 
personal interest in the topic, what can be taken from – for questionnaire studies – 
high response rates of about 80%. Participants were not gratified for their efforts. 
There were participants of all ages, which indicated to suffer from a chronic disease 
(26.4% women, 25.4% men) and which reported to use medical technical devices 
(18% women, 19% men), respectively. Additionally to the demographical data people 
were asked to specify the sector in which they are actually working in, in order to 
control for prior experience effects. As pointed out in figure 5, participants were al-
most equally distributed in four different profession areas. 

 
Fig. 5. Working area of participants (n = 246) in the sample in %  

Questionnaire. At the beginning of the questionnaire participants were introduced 
into a medical scenario: 

“Imagine that in the year 2025 a vast majority of people in our societies are 65 
years and older. Many of these people will be frail and therefore reliant on medi-
cal care. Due to shortcomings in the caring sector (economic bottlenecks and a 
decreasing number of nursing staff) it is a basic question how older people can 
live independently at home, and have access to medical services. Yet, there are 
already mature technical developments, which enable continuous medical care at 
home. One example for these developments is a so-called smart textile. Smart 
textiles are able to monitor the nutritional and water balance of human bodies. 
This is especially important in cases of weak health as well as for older people 
who often forget to drink enough. For the attending doctors it is quite difficult to 
diagnose such dehydration because the symptoms are not very clear. As a conse-
quence, the hospitalization is extended and the mortality increases dramatically. 
To avoid such serious effects and to improve the quality of life for all persons 
concerned, it is important to control the nutritional status and water balance of the 
body. The smart textiles enable the continuous mobile measurement of nutritional 
parameters, 24 hours a day, 7 days a week.”  

In order to ensure respondents’ understanding of the scenario and its consequences, the 
described scenario was tested in a sub-sample before the main data collection began. 

After the introduction, socio-demographic variables were assessed, followed by the 
items to individual aging concepts. After that participants should evaluate their intention 
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to use the specified device, as well as the usage motives and utilization barriers. In the 
end they were asked about their technical experience, their attitudes towards technolo-
gies in general and medical technologies in particular. 

In the following, dimensions and items are described in detail. 

Variables. In order to assure a high measuring quality, reliability of the (latent con-
struct) scales was analyzed prior to testing.  

Independent variables: Independent variable is the biological gender of participants. 
As there are several important variables that could potentially confound gender differ-
ences in acceptance of medical assistive devices, we assessed mediating factors like 
technical expertise, individual health status, usage of medical devices, and attitude 
towards technologies.  

Technical Expertise (TE) 
Cronbach’s Alpha amounts .80 for TE, suggesting high reliability. 

Table 1. Items for Technical Expertise (1 = totally disagree to 4 = totally agree)  

Which of the following actions apply to you?  

I can assemble a prefabricated object (e.g., furniture) from pieces by 
myself 
I can hang up a picture on the wall by myself 
If something breaks I usually seek to repair it by myself 
I easily handle a mobile phone and use it regularly 
I easily handle a computer and use it regularly 

Attitude towards Technologies in general (AT) 
Items presented in table 2 assessed attitude towards technologies and technical  
progress. Reliability analysis for the latent construct AT revealed a Cronbach’s Alpha 
of .69, which is acceptable. 

Table 2. Items for Attitude towards Technologies (1 = totally disagree to 4 = totally agree)  

Which of the following attitudes apply to you?  

Technical progress bodes well for people 
Technology allows people to live comfortably 
Technology is more a threat than a benefit for people 
Technology limits people in their personal liberty 
Technical devices are often opaque and difficult to control 
I like trying out new technical equipment 

 
Dependent Variables: Dependent variables were the perceived usefulness of the smart 
textiles and the intention to use them if necessary. Items were formulated from the 
perspective of participants (first person), in order to enhance comprehensibility. Items 
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had to be confirmed or denied on a four-point Likert-scale from 1 (totally disagree) to 
4 (totally agree). 

Intention to Use (IU) 
Participants were given the in table 3 following answers regarding their intention to 
use technology, if necessary. Cronbach’s Alpha values for IU reached satisfactory .93. 

Table 3. Items for the Intention to Use (1 = totally disagree to 4 = totally agree)  

Using the medical device… (smart textiles)  

…would increase my contentment and satisfaction 
…allows a sensible medical care 
I can imagine using the device to… 
… longer live independently at home 
…facilitate your living conditions  

Usefulness 
Usefulness was assessed by usage motives (UM) and usage barriers (UB) as described 
in the following: 

Table 4. Items for Usage Motives and Barriers (1 = totally disagree to 4 = totally agree).  
“Under which conditions would you use the smart textiles?”.  

I would use the smart textiles… (  = .79) 

…in order to save caring costs  
…in order to escape from the indignity of being cared for 
…in order to keep independency 
…because I can take them off 
No, I would be reluctant to use the smart textiles… (  = .79) 
…because I fear that they are not reliable  
…because others would come to know about my health status 
…because I do not want to be dependent on a technical device  
…because I fear high costs for acquisition or maintenance 

 

3.2   Results 

Results were analysed by ANOVA - procedures (differences between gender groups) 
and bivariate correlation analyses (Spearman) to assess the interrelation between 
factors and variables. In a further step we used regression analyses to examine in 
particular the role of gender. 

Gender Differences. The descriptive statistics (means and standard deviations), cate-
gorized by gender as well as intercorrelations of the constructs and age are given in 
table 5. 
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Table 5. Descriptive statistics and intercorrelations of research variables (N = 280; gender 
coding: men = 0, women = 1)  

 Women Men        

 M SD M SD Gender Age AT TE UM UB IU 

AT 2.80 0.41 2.96 0.41  -.18** -.25**    .34**  .35** -.33**  .23** 

TE 3.10 0.72 3.56 0.54  -.37** -.42**  .34**   .19** -.15*  .16** 

UM 2.87 0.73 2.88 0.70  -.02 -.13*  .35**   .19**  -.36**  .62** 

UB 2.49 0.69 2.28 0.64   .18**   .06 -.33** -.15* -.36**  -.39** 

IU 2.54 0.76 2.67 0.82  -.08 -.16**  .23**   .16**  .62** -.39**  

*p < 0.05; **p < 0.01. 

 
With the exception of usage motives (UM) and intention to use (IU) the mean val-

ues between men and women were statistically different (p < 0.05). Age revealed a 
significant correlation with all constructs except for usage barriers (UB). 
 
The Influence of Gender on the Intention to Use (IU). Multiple linear regressions 
were used to analyze the hypothetical relationships. We introduced gender as a 
dummy variable to test the moderation of the different relationships by gender. Re-
sults indicated that the relationship between UB and IU were moderated by gender, as 
well as the relationship between AT and UB.  

By further analyzing the data for women and men separately, it appears that 
women’s intention to use smart textiles is influenced by using motives (UM), using 
barriers (UB), and attitude towards technology in general (AT) while men’s intention 
is predicted only by usage motives (UM). This result can be also confirmed in a gen-
der-separated correlation analysis. In men there is exclusively a significant association 
between usage motives and intention to use smart textiles (r = 0.7, p ≤ 0.001). In 
contrast to that, women’s intention to use such a medical assistance device is statisti-
cally relevant related to several variables: usage motives (r = 0.7, p ≤ 0.001) as well 
as to a lower extent usage barriers (r = - 0.3, p ≤ 0.001) and the attitude towards tech-
nology (r = 0.3, p ≤ 0.001). 

As presented in table 6 factors explained about 50% of variance in the intention to 
use smart textiles within both groups. Although age was included into the analyses, it 
had no significant effect on the other variables. 

Table 6. Regression models for men’s and women’s intentions to use smart textiles  

 Women Men 

Predictor Adj.  R2 β Adj. R2 β 
 .50  .51  

TE  .09   .08 
UM  .64**   .65** 
UB  -.22**  -.09 
AT  -.18*   .05 
Age  -.08   .03 

*p < 0.05; **p < 0.01. 
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4   Discussion 

The major goal of this paper was to lighten the role of gender and user diversity when 
analyzing acceptance of medical assistive devices. For this purpose two studies were 
conducted. In the first study the general attitude towards and willingness to use medi-
cal technology in general were examined with regard to the effects of gender and age. 
The second study focused on gender influences when analyzing acceptance of specific 
health assistive technology using smart textiles as example. 

Summing up the results of study 1, we can now state that the general attitude to-
wards medical technology and the willingness to use it do not differ in the specified 
age and gender groups but the reported opinions about both aspects are overall highly 
pronounced. Considering the absence of age and gender differences, and the high 
acceptance values in this regard it is thus to conclude that there is in general a positive 
tendency towards and a high readiness to use medical devices, which confirms find-
ings of the recent research [28], [29], [30].  

In opposition to the rather male-dominated positive attitude towards popular in-
formation and communication technologies, the findings of our survey prove that 
regarding health-related technologies there is an essential difference in thinking about 
it. It is not longer divided in male and/or female specific domains, and it is not fun 
driven any more. Facing the own health status it is rather much more important how 
reliable the system works and how it is going to deal with the sensitive data. In this 
context questions about the importance of privacy and trust arise. As could be shown, 
those aspects in turn split the opinions of the (potential) users. The oldest and the 
youngest respondents report the lowest priority of privacy in comparison to middle-
aged persons, and on the other side the lowest trust in reliability of medical devices 
amongst other age groups.  

However, the general confidence about their functionality is, on average, highly 
pronounced. It is likely that the findings regarding privacy matters represent two poles 
of the same phenomenon, namely the distance to the necessity of medical technology 
usage. While the oldest respondents – due to their rather frail health condition and the 
higher probability to use medical technology in the near future – disregard or give 
privacy only the secondary importance, the youngest persons feel possibly not close 
enough to the necessity to use it [28], [29]. In contrast to that middle-aged persons 
attach more importance to the unobservability, unobtrusiveness, and invisibility by 
third parties when using medical devices. Here, social prestige, professional esteem, 
and societal status might play a significant role, which possibly make potential users 
to maintain a specific person image that might be not compatible to using and needing 
medical technology.  

Regarding gender as separate variable, no explicit differences could be identified in 
the general attitudes towards medical technology matters. However, gender interact-
ing with age revealed certain diverseness in attitude patterns. Women’s reported opin-
ions about the willingness to use ehealth applications, their privacy importance and 
trust in this regard show similar patterns, decreasing with increasing age. At the same 
time the judgments of male respondents vary much more among the different age 
groups. Opinions of the latter with respect to the examined variables move up and 
down depending on the stage of their life.  
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In contrast to the general attitudes towards acceptability of medical solutions a 
somewhat different picture emerges when analyzing more concrete ehealth technolo-
gies. The results of the second study revealed that gender plays an important role by 
forming underlying structures of acceptance. Although we could not detect differ-
ences between men and women regarding their reported intention to use smart textiles 
– both gender groups showed, alike to study 1, a relatively high willingness – signifi-
cant differences appeared in analysis of usage barriers as well as in technical experi-
ence and attitudes towards medical technologies. Women tend to experience greater 
barriers when facing the usage of the medical device and have in general less positive 
attitude than men. These findings and even the higher technical experience of men are 
in line with prior research in the context of information technologies [23]. 

Furthermore, regression analysis revealed different structures of factors for predict-
ing the intention to use the smart textiles of men and women. Whereas for men just 
one variable – usage motives – explains 51% of variance in the intention to use, for 
women three factors (attitude, usage barriers, and usage motives) are needed to ex-
plain about 50% of variance in their intention to use the smart textiles. These results 
suggest two conclusions: first, the intention to use smart textiles in the female part of 
the population is more complex to communicate, whereas for male users only the 
perceived usefulness of a device is decisive for their usage intention. Second, and 
most important, these results show that formation of acceptance patterns is gendered 
when focusing on a concrete device. 

Taking results of both studies into account, it becomes clear that – besides age –
gender plays an important role and needs to be considered when looking at technol-
ogy acceptance in medical context [31]. Although both studies showed that there are 
no significant gender differences for the acceptance of medical technology in general, 
especially results of study 2 pointed out that taking a deeper look into the role of gen-
der putting medical support in concrete terms (i.e. smart textiles) reveals very well 
differences for males and females – similar to the results of comparable studies (e.g., 
[32], [33]).  

Understanding the different structures in acceptance motives of both gender groups 
is particularly important in the development of assistive medical devices considered 
for diseases that, due to their prevalence, affect either men or women more frequent. 
With an increasing comprehension of factors forming the usage acceptance of medical 
technologies in men and women, developers, designers as well as marketing experts 
can profit in creating user adjusted technology and advertisements.  

Moreover, the knowledge about gender-specific acceptance of medical assistive 
devices may contribute – especially in old age – to the maintaining personal inde-
pendency and mobility in everyday life, and by this, users’ stay away from long-term 
care facilities. Thinking even further ahead, implementing gender-suited medical 
technologies in home environments could advantage several aspects of life quality 
like for instance an enhanced patient-physician communication (e.g., VoIP), better 
control of health status (monitoring of bodily functions), maintenance or improvement 
of memory performance (brain jogging), etc. 

Last but not least, developing well-adapted medical support devices would proba-
bly launch new services and break into new markets. It is even conceivable, that ad-
justed medical systems in private homes would induce not only cost reduction but 
also relief in currently considerable overburdened medical healthcare sector.  
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5   Limitations and Suggestions for Future Research 

Though results are insightful, a cautionary note has to be considered regarding meth-
odological specificity, and the basic vulnerability to artifacts. The results described 
and discussed here are based on a questionnaire method, in which participants envi-
sion to use the respective technology, which they are not familiar with. On this base 
they evaluate the pros and the cons of the envisioned usage of these technologies.  

However, we cannot finally exclude that this method provokes artificial findings. It 
is reasonably to assume that any envisioning of being ill and needing a specific tech-
nology might lead to an unrealistic assessment, and possibly to an overstressing of 
negative feelings due to the unfamiliarity with the interaction, and the basic fear to 
foreign matters and circumstances. And also, it is just possible that persons, who are 
not chronically ill, actually underestimate the worries and threats of needing to use 
medical technology. This, on the other hand, could be gendered as female users are 
known to be rather cautiously regarding the usage of technology and tend to underes-
timate their self-competence when using technical devices [34], [35], [36]. Therefore, 
future studies will have to validate the findings by using other empirical methods, 
including a real interaction with medical technologies.  
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Abstract. The philosophy of discount usability engineering perfectly fits the 
health care setting, where cost-cutting is ubiquitously present. We adapted Niel-
sen’s discount usability approach for the health care setting by combining tradi-
tional thinking aloud (n=18) and Card Sorting (n=18) with online prototyping 
(n=5) and simplified thinking aloud (n=5). We used the approach to design an ef-
ficient and effective website with infection control guidelines for nursing home 
staff leading to high levels of satisfaction within a time frame of three months for 
the total cost of €€ 7195. Based on our experiences, we would advocate using this 
discount user-centered approach for the design of e-health applications. Future 
research should concentrate on integrating the principles of creative co-design 
methods and online research into the discount usability approach. 

Keywords: Discount usability engineering; user-centered design; usability test-
ing; health care; infectious diseases; thinking aloud; Card Sorting; prototyping. 

1   Introduction 

1.1   Web-Based Infection Control Guidelines 

Health care-associated infections cause thousands of preventable deaths each year in 
several types of care settings, including nursing homes [1]. Therefore, it is crucial that 
nursing home staff adhere to infection control guidelines. Although most nursing 
home staff are aware of the rationale for infection control practices, adherence is 
generally poor [2].  

In addition to contextual reasons such as negative management values and a high 
workload, the insufficient tailoring of infection control guidelines as a communication 
means to nursing home staff needs might account for low adherence rates. Previous 
research has demonstrated that health care workers repeatedly encounter problem 
with the usability of the guidelines, which could be detrimental to their uptake in 
clinical practice [3-5]. The problem with infection control guidelines as a communica-
tion means is that they are rather expert-driven. Expert-driven guideline communica-
tion can be characterized by a strong focus on scientific validation, regulation, and 
legislation [6]. In the design process, higher priority is given to a consensus on con-
tent-related issues among experts than to nursing home workers’ practical information 
needs. This can make the document difficult for individual nursing home workers to 
use as a resource and to identify procedures for daily work practice [7]. 
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A possible solution to enhance the usability of the expert-driven guideline format is 
to communicate the traditional, paper-based guidelines in a format that better fits the 
practical information needs of the nursing home staff. Presenting guidelines on a 
website facilitates the inclusion of hyperlinks to additional resources and multimodal 
functionalities, such as instructional videos. Consequently, in-depth information can 
be available without affecting the guidelines’ readability [8].  

1.2   User Involvement in the Design Process 

The development of a website allows the direct involvement of nursing home staff, 
which can lead to a higher level of usability. In a user-centered design process, nurs-
ing home workers can be invited to make their tacit knowledge concerning infection 
control explicit, stimulated to make their own decisions about directions and strate-
gies for improvement, and are led in those actions [4, 7]. Considering usability prior 
to development of a first prototype of a website may prevent uncovering pitfalls in the 
system after its implementation, which can be costly and avoid reluctance among 
intended users [9]. 

Various research methods are available to develop communication means with a 
high level of usability. These methods can be divided into usability testing and usabil-
ity inspection [10-12]. In usability testing, representative users work on typical tasks 
using the system (or the prototype) and the evaluators use the results to see how the 
user interface supports the users to do their tasks. The most common employed meth-
ods are thinking aloud, field observation, and questionnaires [10]. In usability inspec-
tion, usability specialists and sometimes software developers or other professionals, 
examine usability-related aspects of a product or system. Various inspection methods 
are available, such as heuristic evaluation, cognitive walkthroughs, and action analysis.   

Since it is often thought that experts are not able to identify real user problems 
[13], and problems with the quality of guideline communication are particularly 
caused by their expert-driven character, it is better to perform usability testing rather 
than usability inspection when improving the format of infection control guidelines. 
With this in mind, design of web-based guideline communication should incorporate 
the tools and methods applied in user-centered design: requirements gathering, analy-
sis, design, implementation, testing, and deployment [14]. Previous studies have 
shown the benefits of involving users via usability testing in the design process of e-
health applications [3-5]: First, user input can be taken into account before the appli-
cation’s release so the application’s content, structure, and lay-out are completely 
tailored to the user needs. This leads to a high level of satisfaction among users. Sec-
ond, early analysis and modeling of the mental processes involved in users’ activity 
helps prevent failures and future costs [14, 15]. Third, it may be that user’s involve-
ment in the design process creates ownership, fosters applicability of the application, 
and leads to a willingness to integrate the application into daily routine [7].  

Approaches based on usability engineering recently have been introduced into 
medical informatics [16, 17]. However, usability testing that follows a stringent ap-
proach is expensive, even if what a “modest” usability lab is constructed and staffed. 
The cost of using these techniques might be one important reason for the fact that 
usability testing is not used as a standard in medical informatics [18]. Or rather, the 
reason is the perceived cost of using these techniques, as it has been shown that many 
usability techniques can be deployed quite cheaply [19]. 
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1.3   Discount Usability Engineering as a Premise  

A method that is increasingly becoming popular to overcome the aforementioned 
problems related to time- and cost investments is “discount usability engineering”. 
Discount usability engineering is a phrase popularized by Jakob Nielsen [19], a long-
time proponent of smaller, cheaper usability studies for projects with small budgets 
for usability. Discount usability engineering is originally based on the use of the fol-
lowing three techniques: prototypes, simplified thinking aloud, and heuristic evalua-
tion.  The premise for this approach is that it is simple and has more a chance of being 
employed in practical situations [14]. The approach utilizes a small number of users 
who are tested and statistical analysis cannot be applied [20]. Usability testing is not 
intended to be a research experiment from which we induce a generalizable conclu-
sion. According to Dumas and Redish, a research study seeks to know “whether or 
not some phenomenon exists”, while a usability test aims “to uncover problems” and 
thereby improve an application’s design [21]. Rather, the findings are qualitative in 
nature [22]. The methods are quick, and if one is not developing an aircraft cockpit 
interface with lives at stake, the risk of not finding every last usability problem is not 
serious [20]. 

Formal usability engineering can be costly to any project budget but by employing 
discount usability engineering, a cost effective method which provides clear identifi-
cation of problems is applied. It is simple in design, and in the real world, stands a 
better chance of being applied and reaping the rewards towards an improved product 
19]. Multiple variations of the discount usability engineering approach could be iden-
tified in the literature, with costs ranging from 62000 dollar [19] to almost nothing 
[16], and time spans varying between a year [19] to one day [23] or even 30 minutes 
[24]. The philosophy of discount usability engineering perfectly fits the health care 
setting, in which budgets are restrained and cost-cutting is ubiquitously present.  

1.4   Discount Usability Engineering for the Design of New (e-Health) 
Applications 

Although usability testing and inspection are steadily gaining ground in the health 
care setting [16], only few papers could be identified that focused on discount usabil-
ity engineering in a context of medical informatics. Beuscart-Zéphir et al [15] adapted 
discount usability engineering to support the choice between several prototypes of a 
clinical information system. Discount usability engineering was used by Kaplan and 
colleagues [16] to evaluate a prototype of a computer-based clinical case intended for 
educational purposes. Yao and Gorman applied the method for the redesign of a web-
based clinical library [14]. In all these studies, discount usability engineering was 
employed for the evaluation of existing systems or system prototypes. In here, the 
question rises whether the discount approach also holds for the design of new applica-
tions, as in our case a website with infection control guidelines for the nursing home 
setting. In other words: Are the available, existing discount usability methods suitable 
for the design and development of new technological applications, or do other re-
search methods have to be incorporated? This paper is focused around this question. 
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1.5   Objectives 

With this study, we aim to identify a discount approach for user-centered design of a 
completely new e-health application (without a prototype being available). We tried 
to achieve this by employing efficient and effective methods for both planning,  
administering, and analyzing the study within a time frame of three months, for  
cost lower than 7500€€ , including the design, implementation, and evaluation of the 
application.  

We intend to demonstrate that although our method is quick, it definitely is not 
dirty, since our methodology is based on scientific design principles and still enables 
data analysis at an academic level. The user-centered design process of a website with 
infection control guidelines in a nursing home setting served as a casus. 

2   Methods 

2.1   Research Context 

The “Health care Foundation Marga Klompé” is a coordinating organization that 
facilitates both domiciliary care as well as nursing home care. The organization com-
prises 23 nursing homes, scattered over six cities in the East of the Netherlands, and 
employs approximately 1750 people. The organization together hosts 1100 intramural 
clients, 110 transmural clients, and yearly offers 80000 hours of domiciliary care 
(extramural). The organization hires an infection control nurse from the hospital for 
16 hours weekly. One of the core tasks of the infection control nurse is to write and 
implement the infection control guidelines [25]. The purpose of infection control 
guidelines is to educate HCWs about the direction on the prevention and control of 
infectious diseases and uphold standards of safe work practice.  

In the last few years, Marga Klompé’s infection control nurse observed low adher-
ence rates to the guidelines and wondered whether the quality of the documentation 
contributed to this. She therefore intended to replace the paper-based guidelines with 
a website in order to overcome the usability problems experienced with the paper-
based guidelines. In order to do so, she called in the help of a behavioral scientist 
(FV). Considering the restricted budget in time and money, the infection control  
nurse and the behavioral scientist agreed to apply the principles of discount usability 
engineering.  

The research project concerns the development, implementation, and evaluation of 
a website with infection control guidelines. The users concerned by the project are all 
physicians, nurses, and assistant-nurses within the organization. 

2.2   Methods 

“Discount usability engineering” is a method based on the use of the following three 
techniques [19]: 

1. Prototypes (referred to by Nielsen as scenarios): Prototypes are essentially a 
simple version of a system, such as paper mock-ups. This technique saves costs 
on system development by delaying development until the majority of testing is 
complete.  
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2. Simplified thinking aloud: Test users think aloud as they attempt to complete 
tasks while observer takes notes. The method provides insight into users’ 
thoughts as they use an interface. Also, this method saves costs on equipment 
since it does not require videotaping or even a lab and does not require recruiting 
or accommodating large numbers of people. 

3. Heuristic evaluation: A method of inspecting a system’s usability that supple-
ments user testing. A small number of evaluator examine the interface and assess 
whether it complies with usability principles or heuristics, such as “consistency 
and standards”, “aesthetic and minimalistic design”, and “recognition rather than 
recall”. 

We did not choose however to blindly copy Nielsen’s usability engineering method. 
We assume there is not one “golden standard” to conduct user-centered e-health de-
sign, for two reasons.  

First, the specific context of each case requires a careful consideration of the avail-
able research methods, time and time again. Particularly in the health care setting, the 
context in which the system is used is inherently tied to the application [26]. In our 
case, we believed that solely employing simplified usability methods would not serve 
the purpose of developing a website with infection control guidelines for nursing 
homes. Since no prototype was available, we preferred to start with a more traditional, 
ethnographic thinking aloud method in order to identify problems encountered with 
the current, paper-based infection control guidelines. The results were used as input to 
build the mock-up prototypes, and from there on, standard discount methods could be 
applied: prototypes and simplified thinking aloud. 

Second, although heuristic evaluation is one of Nielsen’s discount usability meth-
ods, we did not apply this method of usability inspection. Since it is often thought that 
experts are not able to identify real user problems [13], and problems with the quality 
of guideline communication are particularly caused by their expert-driven character, 
we perceived it better to perform usability testing rather than usability inspection 
when improving the format of infection control guidelines. Besides, while usability 
heuristics are useful, they are not applied by rote, and they can require interpretation. 
Heuristics are not uniformly interpretable, and this causes competing forces [27]. 

In short, for the case of this study, we adapted Nielsen’s discount usability ap-
proach because (1) it is less appropriate for the design of new applications and (2) 
heuristic expert evaluation will not play its full right given the fact that in our case, 
the expert-driven character of the existing guidelines is the major cause of usability 
problems. Therefore, we complemented Nielsen’s method with traditional thinking 
aloud to make it suitable for new applications, and replaced the heuristic evaluation 
with a more user-centered method: Card Sorting. Together, the methods generated the 
optimal content, structure, and lay-out of the website. Each of our selected methods 
will be elaborated on below. 
 
Traditional thinking aloud (content). Of all usability testing methods, thinking 
aloud has been most often used in the health care domain [29]. Thinking aloud in-
volves having an end user continuously verbalizing thoughts while using a system, 
which provide insight into the underlying causes for usability problems and require-
ments for improvement [10, 12]. At the beginning of a design process, traditional 
thinking aloud methods work better than simplified thinking aloud, since traditional 
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thinking aloud aims to uncover and articulate existing work practices [26]. In the 
beginning of our research, no single user need was known to the researcher and in 
order to gain a broad a possible vision of the nursing home staff’s needs and problems 
they encountered with using existing control guidelines, no restrictions on administra-
tion and analysis of the thinking aloud data were imposed. Therefore, we started our 
research with 18 traditional thinking aloud sessions to identify the usability problems 
that occurred with the paper-based guidelines, so input for the website could be  
generated.  
 
Card Sorting (structure). Card Sorting is often applied as a user-centered method 
for designing the information structure of a website [29]. The process involves re-
spondents sorting a series of cards, each labeled with a piece of content or functional-
ity, into groups that make sense to respondents. Card Sorting can provide insight into 
users’ mental models, illuminating the way that they often tacitly group, sort and label 
tasks and content within their own heads. Those patterns are often referred to as the 
users’ mental model. By understanding the users’ mental model, we can increase 
findability, which in turn makes the product easier to use. We applied the principle of 
Open Card Sorting since this is useful as input to information structures in new or 
existing sites and products [30]. Respondents were given cards showing site content 
with no pre-established groupings. They were asked to sort cards into groups that they 
felt are appropriate and then describe each group.  
 
Prototyping (lay-out). A prototype is a draft version of a website. Prototypes allow 
the exploration of ideas among users before investing time and money into develop-
ment. It is much cheaper to change a product early in the development process than to 
make changes after the application has been developed. A prototype can be anything 
from paper drawings (low-fidelity), click-through of a few images or pages, or a fully 
functioning website (high-fidelity). There is an on-going debate in the literature about 
using low- versus high-fidelity prototyping [31]. Opinions vary a great deal about 
how much a prototype should resemble the final version of the design. In theory, low-
fidelity sketches are quicker to create. An advantage is that using rough sketches users 
may have an easier time suggesting changes. High-fidelity prototypes take the users 
as close as possible to a true representation of the user interface. We tried to stroke the 
golden mean by opting for "medium-fidelity" prototypes: two different homepage 
mock-ups were created and sent by e-mail to intended users, who provided their 
comments via e-mail.  
 
Simplified thinking aloud (synergizing content, structure, and lay-out). Once the 
content, structure, and lay-out are fixed, the first functional prototype could be built. 
We used Nielsen’s simplified thinking aloud technique used to as a formative evalua-
tion of the website before it was launched online, with the purpose of “test running” 
various aspects of the website and to verify whether the design team did not miss any 
errors [32]. With this approach users were prompted to speak out loud their thoughts 
about what they are doing and expecting as they are evaluate a piece of software. 
Users are in a unique position to provide early, authentic feedback. They know what 
they need and want and can respond to the design. All relevant topics that were raised 
during the simplified thinking aloud were solved before the website was officially 
launched online. 
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2.3   Subjects 

A limited number of subjects is one of the showpieces of discount usability engineer-
ing. In terms of feasibility, discount engineering requires only three to six users to 
identify prominent problems. Nielsen and Landauer demonstrated that the benefits 
from user testing are much larger than the costs, no matter how many subjects are 
used [33].  Based on mathematical modeling, they showed that the maximum benefit-
cost ratio is achieved when using between three and five subjects. With this number 
of test users, approximately 75% of a system’s or website’s usability problems for a 
target user group can be detected.  

A random sample involving nursing home staff from different types of wards and 
with varying occupations (physicians, nurses, assistant-nurses) was selected by the 
infection control nurse. Respondents were recruited on a voluntary basis. Eligible 
nursing home staff were at least 18 years old and Dutch-speaking. All respondents 
were staff at one of the nursing homes of the Marga Klompé Institution in the East 
Netherlands. They did not need to have prior knowledge or experience with the use of 
either paper- or web-based infection control guidelines. The numbers of respondents 
included in each research phase are presented in Table 1. We used different users in 
each study to avoid any learning effects. 

For the traditional thinking aloud, we maintained the mathematical of Nielsen and 
Landauer to determine the number of respondents. Since our goal was to detect as 
many usability problems experienced with the use of the existing, paper-based guide-
lines, we included 18 respondents in order to find 99% of problems [33]. For the pro-
totyping and the simplified thinking aloud, we included five users, as suggested by 
Nielsen and Landauer. 

Table 1. Numbers and types of respondents for each of the research methods  

Method Number per occupational group Total  
Traditional thinking aloud  4 nursing assistants 

8 nurses 
4 physicians 
2 infection control nurses 

18 

Card Sorting  4 nursing assistants 
8 nurses 
4 physicians 
2 infection control nurses 

18 

Prototyping  1 nursing assistant 
2 nurses 
1 physician 
1 infection control nurse 

5 

Simplified thinking aloud 1 nursing assistant 
2 nurses 
1 physician 
1 infection control nurse 

5 

2.4   Procedure and Materials 

The complete design process, including conducting and processing the study and 
creating and implementing the website, took place between May and July 2009.  
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Traditional thinking aloud and Card Sorting were combined in one session. This 
implied the 18 respondents were confronted with the two methods subsequently. Re-
spondents were advised to allow 1.5 hour per test session. The tests were conducted in a 
quiet room somewhere in the nursing home in which the respondent was employed, 
under the control of a researcher that was equipped with the paper-based infection con-
trol guidelines, the interview scheme, and the materials for the Card Sorting method 
(cards, paper clips, Post-Its, pencil, envelope). Upon arrival for the test sessions, re-
spondents were greeted and thanked for their participation. The respondents were then 
given an overview of the tasks and expectations during the session. Thinking aloud 
instructions were provided. The tasks consisted of what if-tasks. A total of 19 different 
tasks were formulated, each representing on one the chapters in the paper-based guide-
line document. An example is: “You read a patient’s temperature and wonder what to 
do with the thermometer. Using the guidelines, can you say aloud which preventive 
measures you must take?” The tasks were created in consultation with an infection 
control nurse who ensured that the tasks represented questions from daily clinical prac-
tice. The simulated tasks were adapted for the three categories of respondents: nursing 
assistants, nurses, and physicians (geriatrists). During the sessions of 45 minutes, re-
spondents described what they were doing and explained it while doing it, sometimes 
volunteering information and sometimes in response to questions the evaluator asked. 
No time limit was imposed on the respondents to work on a task, implying that respon-
dents performed as much tasks as they could during 45 minutes. Key literature on us-
ability evaluation suggests that spending roughly 45 minutes per test subject is sufficient 
to gain an overall idea about the usability [34, 35 ]. The researcher used a Philips digital 
voicetracer 660 to record the respondents’ verbalizations. 

After 45 minutes of thinking aloud, the Card Sorting started. The infection control 
nurse selected 59 major themes that represented the comprehensive content of the 
existing guidelines. Each theme, for instance: “The risks of using chlorine solution for 
surface disinfection”, was written on a separate card. The cards were uniquely num-
bered on the back. Before handing the cards to the respondent, we shuffled the cards 
and placed them in a pile on a large empty table in front of the respondent. We then 
asked the respondent to sort the cards into piles according to similarity. We encour-
aged them not to produce piles that were too small or too large as they perceived it, 
but we asked that they not aim for a specific number of cards in each pile. After a user 
had sorted the cards into piles, we asked the respondent to invent a name for each 
group. They wrote this name of a Post-It note and place it on the group of cards. The 
respondents typically finished the Card Sorting in about 30 minutes. When finishing 
the Card Sorting, respondents were given the opportunity to provide additional com-
ments regarding the website and after 90 minutes, respondents were thanked again for 
their participation. No problems occurred during each of the 18 sessions. 

Prototyping: In the next phase, five respondents were approached by e-mail and were 
required to answer several questions regarding the grading of two mock-up prototypes 
(see Figures 1 and 2) that the designer developed based on the results from the tradi-
tional thinking aloud and Card Sorting. The two mock-ups of the website’s homepage 
were attached to the e-mail. In the e-mail itself, respondents were kindly requested to 
look at the mock-ups attentively and answer a set of identical questions for each of the 
prototypes. Questions concerned their first impression of each prototype, their opinion 
according to prototype’s structure, use of color, depiction of images and text, font, etc., 
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three positive and three negative aspects of the prototype, and suggestions for im-
provement. The survey ended by asking respondents to indicate their preference for 
prototype 1 or 2. Respondents mentioned that it took them no longer than 15 minutes 
to complete the survey. Many developers and designers use good old pen and paper to 
conduct prototyping, but we decided to conduct this part of the study online since this 
saved time and it obliged respondents to formulate clear and concise answers. A quali-
tative analysis of the answers was conducted to help decide between prototype 1 and 2. 

Simplified thinking aloud: In order to “test run” the first functional prototype of the 
website, we employed direct user testing where we observed five respondents during 
a 30 minute test. In the test, users were asked to complete a series of the same tasks as 
were used in the traditional thinking aloud sessions. The procedure was identical to 
the traditional thinking aloud, with the only difference that respondents this time used 
the website to complete tasks and the verbalizations were not recorded with a voice 
recorder, since data analysis could be done based on the researcher’s notes instead of 
by data transcription. We verified whether the problems that occurred with the paper-
based guidelines were prevented with the web-based guidelines. 

2.5   Analysis 

A major difference between traditional user-centered design methods and discount 
engineering concerns data analysis: Data analysis can for instance be done based on 
the researcher’s notes instead of by data transcription [23]. Because we wanted the 
website to prevent as much usability problems as possible, we recorded and tran-
scribed data of the traditional thinking aloud data. Once the functional prototype was 
developed, data transcription was not necessary for the mock-up prototyping and the 
simplified thinking aloud, since the aim was no longer perfection, but to find recom-
mendations for improvement [19].  

Thinking aloud: Data collected included time it took for users to complete the task, 
whether they completed the task successfully or not, and comments voiced during and 
after task completion. Data were analyzed using deductive analysis, implying that the 
coding categories were derived from a conceptual framework developed earlier for 
the identification of usability problems with infection control guidelines [4].  

Card Sorting: Hand sorted card data were entered into WebSortTM tool, and ana-
lyzed with IBM’s EZ sort application [36], which visualizes the differences and  
similarities between items in a tree-diagram based on cluster analysis, providing the 
website’s optimal navigation structure. Besides, a qualitative analysis of the labels 
and the interviews was conducted to assign names to the categories. Cluster analysis 
provides a level of rigor to the approach, which removes unconscious biases by pro-
viding an objective tool for analysis, brings order to what is potentially an unwieldy 
process, and lends credibility to the results and thus fosters acceptance of them [30]. 

Mock up prototyping: Comments provided through e-mail by the respondents were 
categorized into usability issues by the researcher. The comments were reduced to a 
series of comments that indicated: like or dislike for aspects of the website, sugges-
tions for site improvements and confusion about the site. The researcher grouped 
comments into these categories and compared the issues among prototype 1 and 2. 
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The prototype with the fewest comments was selected. The constructive feedback 
given by the respondents was processed into the functional prototype of the website. 

Simplified thinking aloud: Nielsen describes the main difference between simplified 
and traditional thinking aloud as follows: In simplified thinking aloud, analysis is 
based on the observer’s notes instead of on transcribed verbalized data [12]. The re-
searcher used standard approaches for qualitative data. She took detailed notes during 
the sessions. Notes included navigational choices each respondent made as he or she 
worked through the tasks, his or her comments while thinking aloud, responses to the 
questions the researcher asked, times when actions occurred, and remarks made dur-
ing debriefing sessions. The notes were translated into practical design recommenda-
tions that the designer processed before the website’s final launch. 

2.6   Time and Cost Investments 

Table 2 shows the time span, man-hours and cost in Euros for both the research and 
design process. From Table 2 can be derived that both the usability testing and the 
website engineering were realized within a time frame of three months for the total 
cost of €€ 7195.  

Table 2. Time, effort, and cost of various phases of the user-centered e-health design process 

Activity Time span (2010) Hours Cost in
Euros

Development of research instruments (traditional
thinking aloud, Card Sorting, prototyping, simplified
thinking aloud)

May 1st- May 10th 10 1 175

Conducting traditional thinking aloud and Card Sorting May 10th- May 20th 27 1 472.50
Transcribing thinking aloud data May 20th- May 30th 54 1 945
Coding of thinking aloud data June 1st- June 7th 40 1 700
Processing hand-sorted Card Sorting data into
WebSortTM software and cluster analysis

June 1st- June 7th 5 1 87.50

Translating thinking aloud data into design
recommendations for website lay-out

June 8th 5 1 87.50

Creation of two mock-up prototypes June 8th- June 10th 10 2 600
Conducting prototyping by e-mail June 10h- June 15th 1 1 17.50
Analyzing prototyping results June 16th 3 1 52.5
Creating first functional prototype of website, including
content management system

June 16th - July 15th 55 2 3300

Conducting simplified thinking aloud (n=5) July 16th- July 18th 5 1 87.50
Translating thinking aloud data into recommendations for
website optimization

July 19th 4 1 70

Processing thinking aloud recommendations into final
version before website launch

July 20th- July 30th 10 2 600

Total 3 months 229 3 7195  
Remark. The hours and cost do not include the man-hours (40 hours) spent by the infection 
control nurse to improve the content of the paper-based guidelines and make it suitable for 
web-based communication. 

1 Conducted by a student-assistant with an hourly rate of €€ 17.50, including social security 
premiums.   

2 Conducted by an engineer with an hourly rate of €€ 60.00, including social security  
premiums. 

3 Of these 229 hours, 154 refer to usability testing and 75 to website development. 
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3   Results 

3.1   Traditional Thinking Aloud (Content) 

Together, the 18 respondents worked on 192 tasks (10.7 tasks per respondent in 45 
minutes, on average). Almost one third of the performed scenarios was not completed 
successfully (32.8%).  Furthermore, it took the respondents an average of 199 seconds 
(3.3 minutes) to finish a task. Given that in reality, health care workers abandon a 
search after about two minutes, the effectiveness and efficiency of the paper-based 
guidelines can be rated as low [37]. The observations and the think-aloud verbaliza-
tions made clear what the main usability problems were. Table 3 shows the relation 
between the number of verbalizations and the type of usability problems. 

Table 3. Overview of usability problems encountered when using paper-based guidelines 
(N=18)  

Problem type Frequency 
of problem 

Percentage  

Mismatch between nursing home staff’s 
and expert vocabulary 

167 42% 

Incomprehensible information 100 25% 
Incomplete information 69 18% 
Inadequate information structure 54 14% 
Inaccurate information 3 1% 
Total 393 100 

 
Table 2 shows that the tasks could not be completed successfully due to the follow-

ing causes: 

1. Mismatch problems (42% of problems): Respondents could not retrieve relevant 
information because of the volume of the guidelines (80 pages) and a mismatch 
between the search terms used by nursing home staff (e.g., “treatment”) and the 
vocabulary applied in the guidelines (e.g., “decontamination procedure”); 

2. Incomprehensible information (25% of problems): Based on the information in 
the guidelines, respondents got even more confused about what to do in clinical 
practice, or did not comprehend the jargon used in the guidelines, e.g., the word 
“alkaline”; 

3. Incomplete information (18% of problems): For instance, the guidelines did make 
clear which protective clothing should be worn when entering an isolation room, 
but did not elucidate in which order the clothing should be taken on and off. Re-
spondents indicated that the information was too concise to enable them to make 
a safe decision for clinical practice; 

4. Inadequate information structure (14% of problems): For instance, nursing home 
staff expected to find the required information in a particular section of the paper 
document or by employing a specific search strategy, but the opposite appeared 
to be true, as the following citation illustrates: “Now I have to read the complete 
index. An alphabetically ordered-index would make it more practical, so I can 
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immediately and more quickly find what I need.” Other examples of information 
structure problems that were encountered with the paper-based guidelines were: 

 

• Difficulties with finding specific pages; 
• Lack of list-wise presented information; 
• Lack of decision trees; 
• Lack of tables; 
• Little space between the lines; 

 

5. Inaccurate information (1% of problems): Outdated information, and a discrep-
ancy between the guideline’s rules and the possibilities of performing them in 
practice. E.g., the guideline requires each (suspicious) patient carrying a multire-
sistant micro-organism to be treated in preventive isolation, while on particular 
wards no isolation facilities are available. 

We intended to prevent these problems by tailoring the website’s functional require-
ments to the identified problems:  

1. Mismatch problems and incomprehensible information: In order to communicate 
the guidelines’ content to dovetail with nursing home staff’s vocabulary, we used 
words on the website such as “get rid of bacteria” instead of “eradication ther-
apy”, “take swabs” instead of “perform screening cultures”, “outbreak” rather 
than “epidemic situation”, etc. A dedicated content management system enabled 
the infection control nurse to add and delete keywords to the search engine’s da-
tabase that aid in matching system with nursing home staff’s vocabulary. Fur-
thermore, mouse-overs were raised when the user moves or "hovers" the cursor 
over a word that they perceived as “difficult”; 

2. Incomplete information: Multiple key questions relating to everyday work prac-
tice were found for which the guidelines did not provide an adequate answer. Be-
cause we strived to provide nursing home staff with complete, comprehensible, 
and accurate guidelines that enable them to deliver safe health care, we included 
links, literature sources, pictures, videos, and other relevant multimedia examples 
to complement the guidelines; 

3. Inaccurate information: Revision dates and the latest news were included in order 
to keep information accurate; 

4. Inadequate information structure: Each guideline theme was presented according 
to a standardized format based on usability guidelines [38], with important items 
placed consistently at the top center. For each guideline, the standardized structure 
was: Title, target, indication, when to use, location, definitions, responsibilities, 
materials needed, correct procedure, comments, references. In order to make the 
search process more efficient, the system should allow the user to rapidly switch 
from one search strategy to another and enables users to keep track of their loca-
tion within the system. Therefore, guidelines were retrievable through a search  
engine, a menu structure with categories, and frequently asked questions. The in-
corporation of three search options enabled nursing home staff to find the relevant 
information more rapidly with less effort (i.e., more efficient). 
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3.2   Card Sorting (Structure) 

The Card Sort Study resulted in ten categories according to which the 59 themes de-
rived from the guidelines content could be structured. The categories, each with an 
example to illustrate the practical approach of the website, are presented in Table 4. 
Compared to the general tables of content of infection control guidelines, it is remark-
able that the search structure based on the Card Sort Study included a category on “To 
work or not to work”, and a separate category on “Diarrhea”. It appeared that nursing 
home staff desired a more action- and communication-oriented way of structuring 
information than is the case in current infection control guidelines. By employing a 
Card Sort Study, we tried to overcome problems with inadequate information struc-
ture. Since the categories’ names were generated by the respondents themselves,  
usability problems caused by a mismatch in vocabulary and incomprehensible infor-
mation were also prevented.  

Table 4. Categories resulting from the Card Sort Study (n=18), each with an exemplary theme 

Category Example 
Basic and hand hygiene Am I allowed to wear nail polish during work hours? 
Cleaning Which products should I use in order to clean a client’s po? 
Definitions What does the abbreviation PPM mean? 
Diarrhea How often should the toilet be cleaned in case a client has 

diarrhea? 
How to act in case of an 
infection? 

Which protective clothing should I wear when nursing a 
client with Anthony’s fire (erysipelas)? 

Laundry Which precautions do I need to take with laundry of a client 
who has Methicillin Resistant Staphylococcus aureus? 

Needles Where should I dispose a used injection needle? 
To work or not to work? Am I allowed to work when I have weeping eczema? 
Waste Where to put paper and glass waste? 
Wound care Should I use sterile bandage in case of wound care? 

3.3   Mock Up Prototyping (Lay-Out) 

Our belief that a web-based format would improve the usability of the guidelines was 
strengthened by the findings of the traditional thinking aloud study. Although infor-
mation quality problems (inaccuracy, incomprehensibility, and incompleteness) could 
have easily been prevented by solely improving the information and maintaining the 
paper-based format, the (1) mismatch and (2) “information structure” problems could 
be more optimally addressed via a website. (1) A content management system would 
enable the infection control nurse to add and delete keywords to the search engine’s 
database that aid in matching system’s with nursing home staff’s vocabulary, and (2) 
a web-based format would allow the inclusion of combining several search options 
(search engine, categorical search, frequently asked questions) and could aid to en-
hance the clarity of the information structure, like a breadcrumb trail. We formulated 
three general principles for the improved communication of infection control guide-
lines, based on our understanding of nursing home staff’s problems with the paper-
based guidelines that resulted from the traditional thinking aloud:  
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1. Add practical, action oriented content (in order to avoid information quality prob-
lems), communicated in nursing home staff’s vocabulary (to prevent matching 
problems); 

2. Present guidelines in a multimodal way (in order to overcome information struc-
ture problems); 

3. Consider different search strategies nursing home staff employ by incorporating 
three search options. 

We applied these design principles next to usability guidelines when creating two 
non-working mock-ups [38]. The mock-ups each consisted of a homepage (see Fig-
ures 1 and 2). When asked to indicate their preference for one of the two mock-ups, 
4 out of 5 respondents chose prototype 1, particularly because of “the convenient 
structure” (n=3), “the colors suit the theme of infection control” (n=4), and “the 
trustworthiness suggested by the logos of the involved organizations” (n=2). Proto-
type 2 was evaluated as “unattractive” (n=4) and “too gay (n=3)”. Hence it was de-
cided that the final lay-out of our website should be based on prototype 1. Asking 
users for subjective ratings of lay-out appeared useful. Even though respondents had 
different tastes and like and disliked different aspects of the mock-ups, one mock-up 
was disliked by four of five respondents. The constructive feedback given by the 
respondents was processed into the functional prototype of the website, which is 
depicted in Figure 3. 

 

Fig. 1. Mock-up prototype 1 
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Fig. 2. Mock-up prototype 2 

 

Fig. 3. Final version of the website’s homepage (http://www.zipnet) 
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3.4   Simplified Thinking Aloud (Synergizing Content, Structure, and Lay-Out) 

The results from each of the traditional thinking aloud, the Card Sorting, and the pro-
totyping were integrated into a final working prototype of the website (see Figure 3). 
We undertook simplified thinking aloud in order to verify whether the problems that 
occurred with the paper-based guidelines were prevented with the web-based guide-
lines. All five respondents seemed to experience no difficulties when using the web-
site. Almost every task was solved successfully within a time frame of 120 seconds. 
Each respondent immediately understood how the website had to be navigated 
through. They worked through the tasks quickly, and for the most part, determinedly. 
Respondents had little trouble understanding the guidelines and could translate the 
information to daily work practice.  

It appeared that the amount of mismatch problems decreased due to the vocabulary 
that now matched nursing home staff’s mental models. For the same reasons, infor-
mation appeared to be more comprehensible compared to the paper-based guidelines. 
Information was perceived as complete, as the website allowed nursing home staff to 
decide upon the level of detail of the answer they wish to obtain, because next to the 
short answer, in-depth elaborations were provided, next to sources (e.g., scientific 
literature, newspaper articles, links to other websites for further reading, etc.). The 
multimedia examples (e.g., instruction movies and pictures of how to adequately 
apply personal protective equipment) were also highly appreciated. The respondents 
were enthusiastic about the information structure because important items were 
placed consistently at the top center, scroll stoppers were avoided as much as possi-
ble, and moderate white spaces were used.  Also, information was not longer recog-
nized as outdated: A dedicated content management system enabled the infection 
control nurse to add and delete information on the website at any time and location, 
which made that the respondents noticed the recently added news items.  

The comments respondents made while thinking aloud, responses to the questions 
the researcher asked and remarks made during debriefing sessions, generated specific 
recommendations to optimally target the websites’ content, structure, and lay-out to 
nursing home staff’s needs. The most salient suggestions were: 
 
Content. The mouse-overs, intended to be raised when nursing home staff moved the 
cursor over a difficult word, were not observed by the respondents. According to the 
respondents, the words to which a mouse-over was coupled had to be emphasized 
more explicitly. Furthermore, respondents mentioned that the risks involved in par-
ticular actions needed to be emphasized more clearly, e.g., through sparingly using 
underlines, bold, and italics. A colored background would be even better because 
underlining for emphasis can be mistakable for hyperlinks. 
 
Structure. The order of the standardized structure (title, target, indication, when to 
use, location, definitions, responsibilities, materials needed, correct procedure, com-
ments, references) according to which each guideline was presented, was not under-
stood by every respondent. Respondents suggested that the order of the structural 
elements could better be changed: The main reason for using the website would be to 
look up the correct procedure. Therefore, the procedure should be placed on top of the 
page, followed by the remaining elements. 
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Lay-out. The news items, updates, and title were depicted in white text on a colored 
background (red, green, blue). However, respondents remarked that there was no 
sufficient contrast between text and its background and therefore, text was hard to 
read. Therefore, the background colors were set darker.  

The recommendations suggested by the respondents were translated into practical 
design recommendations that the designer processed prior to website’s final launch. 

4   Discussion 

4.1   Efficient, Effective, and Satisfying Process 

The evaluation and usability methodology employed for discount user-centered e-
health design proved to be both efficient and effective, and leading to high levels of 
satisfaction for the target group: nursing home staff [15, 39]. 
 
Efficient. The complete design process from the early beginning until the implemen-
tation of the websites took only 12 weeks and led to a rapid and consensual decision. 
The total cost of the process was less than 7200€€  including the design and implemen-
tation of the application itself, the usability studies, and the project staff’s fee. No 
additional equipment or room space was needed for the observations. Overall, time 
spent on planning, executing, reporting, and presenting the evaluation was approxi-
mately 229 hours.  
 
Effective. Although we used a discount approach, the results proved to be very in-
formative and efficiently supported the decision making process. Although our meth-
ods were fast and cheap, they still met the three principles of user-centered design: 
early focus on the user, empirical measurement, and iterative design [19]. The process 
led to a realistic choice for a website. The test report was sent to managers from par-
ticipating wards of the various nursing homes. Several of them decided to invest in 
user-centered design for the design and implementation of other communication de-
vices within the nursing home setting.  
 
Satisfaction. The final choice of the website was strongly and positively by the re-
sults of the user-centered discount approach.  

4.2   Benefits of Discount User-Centered e-Health Design 

Based on our findings, we would advocate using this discount user-centered design 
approach for the design of e-health applications. The philosophy of involving end users 
and other relevant stakeholders rightly fits the concept of participatory health care. 
Effective health care requires productive interaction between activated patients and a 
prepared practice team [40]. In its landmark 2001 report on Crossing the Quality 
Chasm, the Institute of Medicine named “patient-centered care” as one of the funda-
mental aims of the health care system, to spearhead the concept that healthcare should 
be centered on the individual patient’s needs, wants, and perspectives. Benefits of 
patient-centered care or patient participation include enhancing patient’s knowledge  
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about health concern, patients are helped to understand the decisions that health care 
providers make daily, collaboration between patient and provider frames discussions, 
and patients’ empowerment to take action in their own healthcare process [41]. Several 
new concepts have risen, all with an identical meaning to patient-centered care such as 
“shared decision making” or “participatory medicine” [42]. When applying user-
centered design for the development of e-health applications, stakeholder involvement 
might be enhanced, which creates ownership, fosters applicability of the application, 
and leads to a willingness to integrate the application into routine care. The intensive 
participation of the users in our test sessions greatly improved their knowledge of the 
project. At the end of the test weeks, a nursing home employee would have had to be 
deaf and blind not to know about the project and its content. Other scholars also em-
phasized this benefit. E.g., Petit Jones claims that “discount usability engineering re-
sults opened dialogue about usability issues (…) and helps secure more time to address 
usability on other projects. [43]” 

Thus, user participation is increasingly recognized as a key element of the overall 
quality of healthcare, which might be supported by user-centered e-health design. 
However, involving relevant stakeholders in the design of health care applications has 
not become a standard procedure yet. Several barriers exist in realizing patient par-
ticipation, such as financial constraints, fatigue and competing priorities, and a lack of 
tools to gauge and reward user-centered care. In other words: an efficient and effec-
tive mix of instruments and participants has not been identified yet. In here, discount 
user-centered design might serve as a solution. With our study, we identified a dis-
count approach for user-centered design of a completely new e-health application 
within a time frame of three months, for cost lower than 7500€€ . The following factors 
enabled us to develop a user-centered website with infection control guidelines with 
such a restricted budget of time and money:  

• Case-driven: No expensive laboratory had to be rented, nor had any expensive 
recording equipment to be purchased. A simple digital voicerecorder sufficed. 

• Small sample size: Since the results did not have to be generalizable to the com-
plete Dutch population, and five respondents were enough to detect at least 75% 
of user problems, we only needed to include few participants. 

• Online, free software: Part of the analysis was conducted through online, free 
software: A trial version of WebSortTM.  

• Method of analysis: Data analysis of the second part of the study (prototyping, 
simplified thinking aloud) was solely based on the researcher’s notes instead of 
data transcription, which saved time and thus money. 

Our study was not the first attempt “to improve a system in the shortest time with the 
least effort” without performing extensive and formal usability evaluation, while at the 
same time preventing that results are completely worthless. Other researchers also 
discussed at what level discount usability methods are fast and cheap, but not so fast 
and cheap that they are no longer valid. E.g., Marty and Twidale [24] explored the 
value of discount usability engineering at extremes of times and tests, with conducting 
36 entire evaluations in only thirty minutes. Kjeldskov, Skov and Stage [23] presented 
a data analysis technique which allows usability evaluations to be conducted, analyzed  
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and documented in one day. Both Marty et al. and Kjeldskov et al. looked at the per-
centage of critical usability that the methods raised compared to standardized, formal 
usability evaluations. Our study however, was targeted not so much at comparing new 
discount methods to traditional usability engineering, but to identify a discount ap-
proach for user-centered design of a completely new e-health application (without a 
prototype being available). We achieved this by combining traditional thinking aloud 
and Card Sorting with the discount usability methods of prototyping and simplified 
thinking aloud, and by omitting heuristic evaluation. The findings of our study open a 
relatively unexplored area of the user testing continuum. Many usability evaluators 
make the rigid distinction between academic research on the one hand and pragmatic 
research on the other, with in between a huge gap [24]. Our study demonstrated that a 
compromise between the two is fairly possible, with the combination of traditional 
thinking aloud and Card Sorting on the one hand, and mock up prototyping and simpli-
fied thinking aloud on the other hand. Because the user has a more active role in our 
approach, we claim that our discount approach is more user-centered compared to the 
standardized discount approach suggested by Nielsen [19].  

4.3   Study Limitations 

The results gathered in this study need to be recognized as having a “real world appli-
cation”. In other words, the test results are not suited to test statistical significance. 
Certainly, for much research, one needs to have a high degree of confidence that the 
findings are not subject to chance. For the design of usable e-health applications how-
ever, one can be satisfied by less rigorous tests like those we conducted [19]. In other 
words, even tests that are not statistically significant are well worth doing since they 
will improve the quality of applications substantially. Although the methodology used 
in this study did not follow scientific standards, the results should be considered as 
relevant as scientific-based results and applicable in the real world [14].  

Maybe, better results would have been achieved by applying more careful method-
ologies. However, more careful methodologies are also more expensive in terms of 
time and money, and also in terms of required expertise. For instance, a more exten-
sive analysis of the data, particularly of the simplified thinking aloud tests with the 
website, would have produced a more detailed description of each of the identified 
usability problems. The simplified data analysis did not provide this detailed informa-
tion but merely produced a list of shortly described problems. For the purpose of a 
scientific comparison between the paper-based and web-based infection control 
guidelines just like in Verhoeven et al [4], the thinking aloud data should have been 
recorded and transcribed verbatim. Previous research with traditional thinking aloud 
as a user test method of the website demonstrated the chosen approach (traditional 
thinking aloud, Card Sorting, mock-up prototyping) to be valid (see [4]). When we 
would have applied a more rigorous user evaluation of the website, the method could 
not have been called a discount method any longer. 

Therefore, the simpler methods stand a much better chance of actually being used 
in practical design situations and they should therefore be viewed as a way of serving 
the user. 
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4.4   Future Research 

In future research, it would be interesting to address the following issues: 
 
Integrate methods of participatory design in discount usability engineering. In 
participatory experiences, the roles of the designer and the researcher blur and the 
user becomes a critical component of the process. The new rules call for new tools, by 
which users can express themselves and participate directly and proactively in the 
design process. Traditional design research methods were focused primarily on obser-
vational research (i.e., looking at what people do and use). Traditional market re-
search methods, on the other hand, have been focused more on what people say and 
think (through focus groups, interviews, and questionnaires). New methods for par-
ticipatory design should be more focused on what people make, i.e., what they create 
from the toolkits we provide for them to use in expressing their thoughts, feelings and 
dreams. Co-design methods such as probes, probe diaries, workshops, user sketching, 
low-tech prototyping, sticky-note feedback, and distributed collaboration might serve 
as a promising solution in here [45, 46]. For instance, a recent study showed that user 
sketching facilitated thinking, reflection, and discovery for respondents and resulted 
in receiving more reflective feedback. Tohidi et al therefore recommended the use of 
this practice as a quick and inexpensive addition to other commonly used practices. 
They believe that sketching has the potential to be developed into a light-weight form 
of usability testing, due to its relatively low cost in time demands for analysis [46]. 
Future studies should investigate the benefits of these creative co-design or participa-
tory methods for discount usability engineering.  
 
IntegrateWeb 2.0 research methods in discount usability engineering. Next to 
creative research methods, online research methods could also contribute to the feasi-
bility of discount usability engineering. Studies conducted online are not only less error 
prone and labor intensive but also rapidly reach large numbers of diverse participants 
at a fraction of the cost of traditional methods. In addition to improving the efficiency 
and accuracy of data collection, online studies provide automatic data storage and 
deliver immediate personalized feedback to research participant; a major incentive that 
can exponentially expand participant pools. Furthermore, behavioral researchers can 
also track data on online behavioral phenomena, including Instant Messaging, social 
networking, and other social media [47]. Involving stakeholders and end users via 
social networking platforms creates new levels of participation. Web 2.0 tools such as 
social networking sites, blogs, podcasts, tagging and communication tools stimulate 
“apomediation”, which is the phenomenon that users can help other users navigate 
through the wealth of information afforded by networked digital media, providing 
additional credibility cues and supplying further meta-information [42].  

5   Conclusion 

Our main research question was: Are the available, existing discount usability methods 
suitable for the design and development of new e-health applications, or do other re-
search methods have to be incorporated? We claimed the latter to be true. For the case 
of this study, we adapted Nielsen’s discount usability approach because (1) we deemed 
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it less appropriate for the design of new applications (for which no prototype is yet 
available) and (2) heuristic expert evaluation, which is part of Nielsen’s discount  
approach, will not play its full right given the fact that in our case, the expert-driven 
character of documentation is the major cause of usability problems. Therefore, we 
complemented Nielsen’s methodology with traditional thinking aloud to make it suit-
able for new applications, and replaced the heuristic evaluation with a more user-
centered method: Card Sorting. Together, the methods generated the optimal content, 
structure, and lay-out for a website with infection control guidelines for nursing homes. 
We intended to demonstrate that although our method is quick, it definitely is not dirty, 
since our methodology is based on scientific design principles and still enables data 
analysis at an academic level. Based on our findings, we would advocate using this 
discount user-centered design approach for the design of e-health applications. Next to 
this advice, we believe the design principles for web-based communication of infection 
control guidelines this study generated may also be helpful to others engaged in the 
infection control setting. 
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Abstract. Healthcare technologies are becoming increasingly pervasive,
moving from controlled clinical and laboratory settings, to real environ-
ments such as homes, acute care environments and residential care cen-
tres. As a consequence, new challenges arise in evaluating the impact of
healthcare technologies and interactions in their context of use. In this
paper we propose the use of a pattern language as a means of capturing
experiences from researchers in the field of evaluating healthcare tech-
nologies. The potential benefits of such an approach include the availabil-
ity of a centralised repository, or collaborative tool of past experiences
which can contribute to the reuse of knowledge, which can encourage
and improve communication between interdisciplinary members of the
healthcare community and which is presented in a ‘lay’ language, un-
derstandable by all. We propose to structure the content of our pattern
language along three stages of healthcare, namely home care, residen-
tial care and acute care and to organise evaluations across each of these
stages in terms of physical, social, intellectual and purpose fitness.

1 Introduction

The recent developments and proliferation of unobtrusive and low-cost wireless
sensor-based measurement technologies has resulted in an increased research
interest in making healthcare technologies pervasive, moving from controlled
clinical environments to ‘real’ environments, such as patient’s homes [1] [2].
Pervasive healthcare technologies enable support for assisted living for older
adults, that is, they facilitate this cohort in living healthy, independent lives in
the place of their choice as they age. However, a consequence of the deployment
of pervasive healthcare technologies to real contexts, such as homes, is that
new challenges arise in the evaluation of the usability of these technologies and
their impact on those who use them. Developing effective evaluation strategies is
important for a number of reasons. Evaluation enables us to understand human
behaviour and experience. It informs us as to whether a particular technology
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is usable and receptive to user needs. It helps to ensure seamless integration
of the technology with the user’s environment. Furthermore, evaluation ensures
optimal interaction and informs design.

Our research concerns the design, deployment and evaluation of home-based
assisted living healthcare technologies for older adults. Throughout the deploy-
ment and evaluation cycle we have encountered many problems for which solu-
tions had to be identified, typically by trial and error. We felt it would be of great
benefit if we could learn from others’ experiences of conducting in-home evalua-
tions with older adults, reusing knowledge rather than (potentially) reinventing
the wheel. Furthermore, we could assist other researchers by sharing our own
experiences of problems encountered and solutions that solved these problems.
As such, the motivation for this research resulted from the question ‘How can we
capture and share evaluator experiences and lessons learned?’ The development
of a pattern language appeared an ideal means of capturing such information.

The notion of some form of collaborative tool in evaluating non-lab environ-
ments has drawn much attention in recent years [2]. However, the idea of using
a pattern language to help structure evaluations of healthcare technologies is
unexplored, despite their success in other fields of research including architec-
ture [3], software engineering [4] [5], e-learning [6] [7] and HCI [8] [9]. A pattern
language is a structured method of describing best design practices within a
field of expertise. In designing an evaluation, for example, the evaluator must
make many decisions about how best to conduct the evaluation, or, how to solve
evaluation ‘problems’. A single evaluation problem, with a well documented so-
lution of how this problem was solved in a particular context, constitutes a single
pattern. A series of related patterns can, and should, be semantically linked to
build an overall picture, or pattern language. Essentially, a pattern language is a
conceptual tool to aid others in designing something, whether it is an evaluation,
an online e-learning environment, or a house. Patterns provide an abstraction
from any specific example, making them generalisable. The overall goal of this
research is to contribute to the healthcare community’s understanding of how
to evaluate the use of healthcare technologies, as well as their impact on those
who use them. As a first step in this process, this paper presents a pattern
language framework and aims to discuss the concept of a pattern language for
healthcare evaluations, to highlight the potential benefits for those researchers
working within the field, as well as outlining how we plan to organise the content
of our pattern repository.

2 Evaluating Healthcare Technologies in Real
Environments

The movement of healthcare technologies to ‘real’ settings, such as homes or
care settings, sees new challenges arise for evaluating usability, the feasibility of
technology and user experiences ‘in-situ’ [2]. Laboratory evaluations are typically
conducted in a controlled environment, where evaluators are present and can
monitor, and control, proceedings. Participants typically carry out a scripted
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set of task scenarios and answer scripted questions based on each of these tasks,
within a limited amount of time. Such settings are conducive to the collection
of both qualitative and quantitative data.

However, it is vital to evaluate healthcare technologies in their environments
of intended use. For example, while sensor networks for the collection of clinical
data should, and typically are, validated prior to any home deployment, it is
difficult to anticipate all the potential problems the home environment might
create which could impact on the collection of healthcare-related data. While
evaluating the living space prior to deployment, is one means of trying to predict
potential obstacles, such environments are uncontrolled and when a technology
is left ‘in the wild’ for long periods of time, any number of issues could arise that
would not come to light in a lab-based study. This is particularly true when we
consider that healthcare technologies might not only consist of one single piece of
technology, but many integrated component parts, including hardware, software,
sensor technology and interfaces, each of which is embedded within a real setting
and each of which needs to be evaluated. Furthermore, participants of in-situ
evaluations are real users who expect the deployed healthcare technology to meet
their needs. Such real users will likely not always behave as we expect them to.
Thus, observing the technology in use in real environments and by real users is
highly beneficial. Another challenge in evaluating healthcare evaluations in real
contexts of use, is that such evaluations need to be conducted over relatively
long periods of time to ensure insightful data is collected. This creates further
challenges as to the best methods for collecting quantitative and qualitative
data. For example, how often, and at what stage of a home based evaluation
should an evaluator meet with participants to collect qualitative data? How
effective is self reporting of qualitative data, such as keeping a diary, over a
long period of time? Evaluation challenges also arise in the recruitment and
retention of participants for home-based long term studies of technology and in
motivating continued usage of technology in the home after the initial ‘novelty’
factor has subsided. Each of these challenges are likely to affect other researchers
interested in evaluating in-situ healthcare technologies. Many might seem simple,
or unimportant in terms of a research contribution and hence may not have been
documented in research papers. However, such experiences would be of benefit
to other researchers in searching for solutions to similar evaluation problems.

We suggest a repository of documented problems relating to in-situ evaluation
of healthcare technologies, including solutions to such problems as well as prac-
ticalities (for example is a particular evaluation too expensive/impractical to
implement?) would be highly useful. Given the number of challenges associated
with in-situ evaluations of healthcare technologies and the potentially significant
costs of trial and error until effective evaluation techniques are found, we feel it
is essential that some means of sharing and reusing solutions is necessary. Cur-
rently there is no such repository of others’ findings within the field of healthcare
technology evaluations. A pattern language essentially provides other evaluators
with a resource to ensure they ‘get things right’ the first time round. While our
particular research interests lie in evaluating healthcare technologies for older
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adults in the home, there are similar challenges faced in acute care and resi-
dential care settings. A pattern repository on evaluating healthcare technologies
should thus also include experiences of evaluations conducted in settings other
than homes, so as to appeal to the wider HCI/healthcare community who are
interested in evaluating such technologies.

3 Pattern Languages

The concept of a pattern language was introduced by Christopher Alexander
and was directed towards the field of architecture [3]. Entities called patterns
combine to make up the language. Alexander described the central idea of a pat-
tern language as a means to capture information about frequently encountered
problems and how they are solved. More specifically, “each pattern describes
a problem which occurs over and over again in our environment, and then de-
scribes the core of the solution to that problem, in such a way that you can use
this solution a million times over, without ever doing it the same way twice” [3].
Pattern languages begin with a high level problem and work towards more de-
tailed problems. While a single pattern can contribute to the reuse of knowledge,
the biggest advantages are gained when a number of interconnected patterns are
combined into a language. This connection among patterns is a crucial compo-
nent to the overall language. Patterns do not live in isolation. Rather, they are
similar to a network, whereby one pattern may link to another, one pattern may
be a sub pattern of another etc. As such, a pattern language may be organised
as a tree or a graph, enabling a top-down linear search of elements.

More recently, patterns have been used in fields including software design [5],
interaction design [8], usability [9], [10], user interface design [11], ubiquitous
computing [12] and e-learning [6]. What is evident among all the patterns re-
search that exists, both within and across different research areas, is that many
opinions exist on how best to organise the patterns within some structure. For
example, Tidwell [11] organises content under the headings ‘What’, ‘Use When’,
‘Why’ and ‘How’. In describing a pattern language for usability, Casaday [10]
proposes structuring pattern content based on traditional usability attributes,
including learnability, memorability, efficiency, reliability, flexibility, automation,
understandability and subjective satisfaction. On the other hand, Mahemoff &
Johnston [9] propose four categories of pattern languages for usability, based
on tasks, users, the relationships that exist between user interface objects and
finally patterns of entire systems. While there may be no one correct way to
organise the content of a pattern language, there are certainly good ways which
should reflect the application context that the pattern language will describe
and which will help pattern users to locate patterns easily.

Surprisingly, given the success pattern languages have enjoyed in the research
fields mentioned above, there has not yet been an investigation into the use of
pattern languages as a means to gather information relating to experiences in
evaluating healthcare technologies. While it might be argued that other methods
of collating and sharing knowledge exist, such as standards and guidelines [13],
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for example, pattern languages offer a number of benefits over such methods and
as such provide a much richer resource for healthcare evaluation designers:

– Foremost, having a centralised repository, or framework, in which knowl-
edge and experience outlining others’ findings in the field can be expressed,
will vastly improve communication between interdisciplinary members of the
healthcare community. Currently, such a facility does not exist.

– Information within a pattern language is presented in a ‘lay’ language, un-
derstandable by all types of users in the healthcare domain, including non-
technical people. Healthcare is very much an interdisciplinary field and a
pattern language should reflect this.

– A pattern language supports reuse of data and ideas. For example, pattern
languages to describe usability have covered tasks, entire systems, user inter-
face elements and users in deciding what should be stored and documenting
what has previously worked, or not, reducing the costly trial and error cycle.

– Patterns represent an effective way to organise complex information and
support navigation in a manner that guidelines or templates don’t.

– Whole patterns are recorded. While guidelines typically record simple in-
structions, patterns provide meta-information surrounding this instruction,
setting a context and highlighting the problem the pattern solves in addition
to a workable solution.

– Patterns have a vocabulary specific to a particular field of research.
– They are simple to learn and use, they support a broad range of applications

and are commonly accessible.
– Pattern languages are a collaborative effort - anyone can extend or evolve the

language and this ensures that they are superior to guidelines or templates.
A pattern language encourages communication.

There are a number of issues involved in developing a pattern language for
structuring evaluations in healthcare technologies. For example, exactly what
content should be stored? How do we structure this content? Where do we store
this information? How do we ensure it is accessible by all community members?
How do we ensure the patterns are applicable and easy to follow? The first
two questions are the focus of this paper, while our current and future work is
addressing the remainder.

4 Our Pattern Language Framework

We began the process of defining a pattern language for healthcare evaluations
by considering the content it would likely contain and defining a structure for
that content. Getting the structure of the framework right is crucial. To ensure
the patterns are practically usable, they must be linked together logically to form
a cohesive language that can be easily understood by interested users groups.
As such, we adopted a top-down approach similar to that of Alexander, whereby
the top level of the pattern language represents the highest level of abstraction
and lower levels of sub-patterns represent more specific examples.
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As we saw in the discussion of pattern languages above, there are many possi-
ble ways of structuring patterns within a repository. Given that we are interested
in independent living technologies for older adults, particularly the evaluation
of such technologies, we decided to structure our pattern language based on the
Quality of Life versus Cost model which has been included in the EU project
CAPSIL’s roadmap [14]. This model, displayed in Figure 1, describes three stages
of healthcare: 1) Home Care; 2) Residential Care; 3) Acute Care. The graph rep-
resents a ‘shift-left’ model, whereby we attempt to reduce the cost of care, while
improving the quality of life of the patient. However, gaps (identified by CAPSIL
[14]) exist in making this happen and it is a complex path to ‘shift back’ to a
high quality of life, which ultimately might cost more with no actual guaran-
tee of an improvement in the patient’s quality of life. For example, for patients
who have suffered a stroke, rehabilitation aims to improve physical and cognitive
functionality [15]. Following a stroke, a patient may remain in acute care for any
number of months. However, with rehabilitation there should be a progressive
shift back to home care. As such, effective technology interventions are necessary
in the home to monitor the patient through the remainder of their recovery.

Fig. 1. Quality of Life versus Cost Model of Healthcare

At the centre of our framework is the ‘patient’(Figure 2). While we use the
term patient for our current purposes we expect that this will change or be re-
fined in time. For example, with independent living technologies, technology in
the home would ideally prevent the older adult from becoming a patient. Con-
versely, if a patient is moving along the shift-left model towards home-based
care, in time they might no longer be a patient. We could also refine ‘patient’
to include different types of patients e.g. a patient with chronic heart disease,
Parkinson’s or Alzheimer’s for example. A number of patterns might relate to
the ‘patient’. For example, how to overcome challenges in evaluating technologies
with older adults, or those suffering from dementia. From the ‘patient’ extends
the different environments where a patient might reside i.e. at home, in a resi-
dential care facility or in acute care. We further refine our pattern language by
defining the types of ‘fitness’ we believe it is necessary to evaluate at each level
of care. While many technologies are designed to monitor physical fitness, there
are other aspects of ageing where technology can play a supporting role. These
include promoting social fitness, intellectual and purpose fitness. Each of these
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play a crucial role in contributing to independent living for older adults, and
as such evaluating technologies that promote each type of fitness are of interest
to us for our research. Our proposed structure promotes evaluating physical,
social, intellectual and purpose fitness at each stage of care - acute, residential
and home. This is important as across each stage of care, different evaluation
strategies are likely to be necessary to effectively assess these different levels of
fitness. This is discussed further below.

Fig. 2. Structure of our Pattern Language for Capturing Experiences in Healthcare
Evaluations

4.1 Physical Fitness

With respect to this framework, we define physical fitness to mean a person’s
physical capacity to perform activities. Probably the most important aspect of
physical fitness in relation to independent living for older adults is mobility.
Mobility plays a vital role in ensuring older adults can remain active, helping
them to age independently. Consequently, evaluating physical fitness might in-
volve evaluating activities of daily living, an exercise regime for rehabilitation
and falls prevention technologies. There exists much research regarding evalu-
ating healthcare technologies to monitor activities of daily living. The majority
of this research focuses on the feasibility of sensor systems in the home, that is,
how effective different types of sensors placed in various locations throughout
the home are in collecting clinical data. However, there may be certain chal-
lenges involved in the evaluation of sensor systems, many of which may not be
reported in research papers as they do not constitute a major research contri-
bution. Such challenges, and how they were overcome, may be very relevant to
other researchers interested in installing sensor systems in the home. For exam-
ple, consider a network of sensors placed in a person’s home to monitor their
mobility. Challenges in accurately measuring the older adult’s mobility over a
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long period of time might include visitors to the home who may pass the sen-
sors, thereby triggering them to record this person’s activity, or pets who may
also trigger sensors. Possible solutions to such problems may include having the
subject keep a diary of all visitors, including times they arrived and left, or
searching through the dataset for spurious data which evidently does not belong
to the subject. A pattern language is an ideal means of recording such details,
providing other interested researchers with details of ‘what works’ and ‘what
doesn’t work’ in different evaluation scenarios.

4.2 Intellectual Fitness

Cognitive impairment can affect an individual’s ability to process and interpret
information. It can have many negative consequences such as accident prone-
ness, self-neglect, loss of initiative, diminished level of activities and low mood.
In certain cases, serious cognitive decline can lead to dementia. Technology in-
terventions for intellectual fitness have increased in recent years. They can gen-
erally be split into interventions to delay the onset of cognitive impairment and
interventions to remediate those individuals who are currently suffering from
cognitive deficiencies. Such interventions range from commercial products, such
as Nintendo’s brain training games, to more academic research oriented appli-
cations. Many studies have shown that cognitive training with older adults on
a specific task improves subsequent performance of that task [16]. For exam-
ple, researchers at Oregon Health & Science University have shown that the
computer-based game FreeCell can be used to monitor subtle cognitive changes
in older adults over time, and from within their own homes [16]. The benefits
of this are that mild cognitive impairment could be detected before the onset of
Alzheimer’s disease, allowing doctors to plan treatments for the disease earlier.
Evaluation of intellectual fitness in this unobtrusive and continuous manner may
reveal more reliable information than yearly check-ups.

4.3 Social Fitness

Ageing, for many people, is a time of great change and transition and such
changes may affect an individual’s social fitness. A person’s peer network be-
gins to shrink, friends and family may be busy or living far away, and restricted
physical mobility resulting from illness, injury, or as a consequence of ageing,
may be restricted, inhibiting the level of social activities outside the home. Un-
fortunately, a lack of social interaction may lead to loneliness, depression and
isolation for many individuals, effectively reducing their quality of life. However,
research is examining how technologies can facilitate social interaction among
older adults, by connecting them with family and friends [17], as well as with
their peers. Evaluating such technologies may encompass both answering social
questions in addition to assessing their usability.
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4.4 Purpose Fitness

Purpose fitness is a topic of independent living research that is rarely considered.
However, we believe it is equally important in ensuring an individual can lead
a healthy, independent life. Purpose fitness relates to an individual’s feelings
of their purpose in life. For example, throughout the course of life, children, a
spouse, or work might represent an individual’s purpose. However, as a person
ages their purpose will likely change as their children grow up and no longer
require their care, they have retired from work and as the years go on the likeli-
hood of losing a spouse increases. We believe it is vital for people to believe they
have a purpose to ensure they don’t isolate themselves or become depressed.
Finding a new purpose might include looking after grandchildren, being part of
a team or being a carer for a peer. Evaluating purpose fitness might not be as
clear-cut as the above categories of fitness, but one might argue that ensuring
someone is physically, intellectually and socially fit can certainly contribute to
purpose fitness. Little research exists on this and it will be a topic of further
investigation for us to define methods to evaluate the purpose fitness of older
adults in their homes.

Physical, intellectual, social and purpose fitness are all somewhat interrelated.
An older adult who has had a series of falls may develop a fear of falling, pre-
venting him/her from leaving the house. This in turn negatively impacts on their
social fitness. Despite this level of interrelatedness among the various levels of fit-
ness, different evaluation techniques are necessary to evaluate/monitor each type
of fitness across the different care settings outlined in our framework. For example,
evaluating physical fitness in the home will most definitely require different evalu-
ation methods to evaluating the physical fitness of someone in acute care, given the
differences between home and hospital-based settings. In evaluating the effective-
ness of interventions to aid stroke rehabilitation, an acute care setting is very much
controlled. A medical professional will be present and will assess improvement in
motor and cognitive functionality using observer-based, ordinal scale instruments,
such as the Functional Independence Measure (FIM) [18]. However, as previously
mentioned, there are many reasons for moving along the shift-left model of Fig-
ure 1 from acute or residential care, to home-based care. These include the cost
of acute rehabilitation for both the patient and the healthcare system, as well as
a patient’s desire to be able to live independently in their home. As such, to re-
motely monitor and assess a patient’s recovery in the home, a number of sensors
are required, which in turn necessitates new evaluation techniques to evaluate the
efficacy of data collected from sensors in addition to the impact of these sensors
on the patient’s day to day life. Furthermore, exercise-based rehabilitation pro-
grams in the home can extend the duration of rehabilitation, helping patients to
continue with their rehabilitation and leading to greater improvements in motor
and cognitive function. Similarly, a person’s intellectual fitness could potentially
be evaluated at home through games like Sudoku or techniques such as alertness
training. On the other hand, if an individual is in the acute care stage of cognitive
decline, evaluation techniques such as the use of memory aids or reminiscence to
evoke emotions, are likely more suitable in such contexts [19].
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4.5 Example Pattern

To put the topic of this paper into context, we provide an example of a pattern
in this section. We outline pattern headings, provide an explanation of these
headings, and elaborate with an example from our work.

– Name - The name should be intuitive, indicating the solution that the pattern
offers.

– Pattern Location - This identifies whereabouts in the framework the pattern
is located. For example, the pattern might be located under Home-based
Care - Physical Fitness. The author of the pattern should indicate where
they feel the pattern is best situated.

– Background - The background should provide the context and the scope of
the pattern. If any other patterns (i.e. ‘super-patterns’) lead to this particular
pattern it should be noted here. Super-pattern names should be highlighted
in bold font.

– Problem - This should clearly identify the problem that the pattern is
addressing.

– Solution - There may be one or more solutions to the problem described in
the pattern that should be outlined here. The solution should also contain
pointers to lower level patterns (sub-patterns) that might help to solve the
problem. Sub-pattern names should be highlighted in bold font.

– Results - This heading is particularly relevant for patterns describing evalu-
ations. It should provide a brief overview of evaluation results for the partic-
ular problem being described, essentially providing a basis for the solution
provided. However, we have decided this will be an optional field, as pattern
authors might have results under review for publication and thus may not
want to include them here at the time of publishing the pattern.

– Additional Information - Any content that does not appear to fit in to any
of the above categories could be placed here. Diagrams and examples might
also be added to this field where they may serve as useful aids in describing
any aspect of a pattern.

Name: Adapting the Microsoft Product Reaction Card Technique for Older
Adults.

Pattern Location: Patient.

Background: Evaluation techniques for older adults. An issue we have faced
in the past relates to how to gather useful and constructive feedback from older
participants. At times we have found subjective feedback to be very positive,
despite finding a number of usability problems through quantitative methods.
This is particularly true of Irish older adults as many might consider it impolite
to speak negatively of a technology, especially when they have struck up a rela-
tionship with the evaluator. The technique described in this pattern is benficial
in drawing out negative as well as positive reactions. The original technique,
developed by Microsoft [20] consists of a set of 118 cards containing adjectives,
both positive and negative. Participants are asked to choose all the cards they
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feel describe the system. They are then asked to refine their choice by picking
the top 5 cards. A semi-structured interview then proceeds between the partici-
pant and evaluator, whereby the participant explains the reason behind each of
their choices. This is primarily a qualitative technique, with the main purpose
to solicit a discussion on user opinions. However, it can also be quantified by
counting positive and negative choices.

Problem: The Microsoft Product Reaction Card technique is an ideal method
for collecting very useful qualitative data. However, in using this technique with
older adults in their homes, we discovered that it didn’t work very well in it’s
current structure. Firstly, there were too many words for the older adult to read
through. While we have observed younger adults ‘skimming’ through the list of
words and quickly choosing all words they felt applied to their experience, older
adults tend to ponder over each word, read it aloud and maybe say a few words
about it. Secondly, many of the words used were confusing to older adults, such
as ‘busy’, ‘consistent’, ‘integrated’, ‘responsive’. As such, many of the words had
to be explained which lengthened the time to conduct the technique. It was
important for us to minimise this time as the older adult would have already
spent a significant amount of time using the technology being evaluated, so that
we could observe their interaction. From past experience, we have found it is
best to limit usability tests in the home to approximately one hour, as many
participants might begin to feel fatigued after this amount of time. Finally, the
home setting wasn’t conducive to the original method of laying out 118 cards
to be chosen. While there generally wasn’t enough table space for this, we also
noted that older adults preferred to sit in a comfortable armchair while we were
‘interviewing’ them, as this put them more at ease. As such, it was necessary to
adapt this technique to suit our older cohort of participants.

Solution: We have found the following to be a good solution to the above prob-
lem. Our current solution has been used with around 40 older adults to date,
across a number of projects, and has been very effective in providing us with
useful feedback. We began adapting this technique for older adults by minimis-
ing the word set. This reduced set of 27 words (included in the pattern as a
Table under ‘Additional Information’, but not in this paper for space purposes).
It should be noted that this set may change, depending on the technology to be
evaluated. We used words that not only would apply to the particular technol-
ogy being tested, but which would be understandable to older adults. We also
minimised the set by removing numerous synonyms. When using this technique
in the home, we spread the words out over two sheets of A4 paper, in a font
size that is clearly legible. If the participant is sitting at a table, we ask them
to tick all words that apply to their experience and to then refine this list by
circling their top five choices. If the participant prefers to sit in an armchair, we
ask them to look through the words, read aloud any word they feel ‘jumps out
at them’ regarding their interaction, and again to refine this to five words. On
average, it takes no more than five minutes to complete this process, following
which a semi-structured interview occurs, using the five chosen words as a basis.
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5 Issues

A pattern repository provides an accessible place for researchers within the field
of healthcare evaluations to pool their knowledge, share experiences and to search
for tried and tested solutions to problems they might be facing. While the ben-
efits of such a repository are many, there are a number of issues involved in
its creation and maintenance which should be highlighted. A pattern repository
is community dependent - writing the patterns that combine to form a cohe-
sive language is a not insubstantial collaborative effort. As such, we may need
to consider various means of motivating people to contribute. Providing author
recognition for each pattern may be one way to achieve this.

To ensure that any patterns contributed are of a high quality, it is necessary
to define a process for the submission and reviewing of pattern content, before
they are added to the repository. For example, how do we ensure the submitted
content is accurate? Enforcing pattern authors to register is one possible way
of achieving some level of quality control. Also, any submitted patterns should
undergo a review process, which ideally would be a collaborative effort among
the pattern language community.

Pattern organisation is important as patterns need to be discoverable by in-
terested readers. Patterns are submitted individually but need to be organised
to develop a coherent pattern language. They should be grouped and linked ap-
propriately. For example, it must be determined if patterns are sub-patterns of
others etc. There are questions as to who should perform this task. Should pat-
tern authors suggest where they feel their pattern fits in? Should the repository
administrator make the final decision? As the number of patterns in our language
expands, we will consider adding an index or a search feature. To this end, Yahoo
have developed four vocabularies for classifying patterns. They note that these
vocabularies were developed after studying initial pattern content that was sub-
mitted by authors [21]. Furthermore, there is a likelihood that pattern authors
might feel that while they have a relevant pattern to submit, it doesn’t quite
fit into our existing structure, or it could fit into more than one category. For
example, a pattern relating to usability testing of a touchscreen device doesn’t
appear at first glance to fit into any category, unless the device was used to eval-
uate social or cognitive fitness, for example. However, it is still relevant and as
such new categories may have to be added or the overall structure reconsidered
as the pattern language develops.

6 Conclusions and Future Work

The recent trends in pervasive healthcare technologies have seen the movement
of healthcare technologies into real environments, such as homes, residential
communities and acute care settings. This raises new challenges in the design of
evaluations of such technologies, in terms of assessing usability, user experience
and the feasibility of such technologies. The evaluation of pervasive healthcare
technologies is still a relatively young research field. While some studies exist,
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there is no central repository of knowledge, detailing problems encountered by
evaluation designers, and well-documented workable solutions to these problems.
In this paper we propose a new concept in evaluating healthcare technologies,
namely the creation of a pattern language. Single instances of evaluation prob-
lems, along with their solutions, are documented as single patterns. Each pattern
can be semantically linked to other patterns to form a comprehensive and cohe-
sive language. Pattern languages have enjoyed much success in various fields of
research, from architecture to software engineering and human computer inter-
action. However, the idea of using a pattern language to capture experiences in
evaluating healthcare technologies has never been explored, until now.

Deciding on the content that should be stored within a pattern language is
important, as is how this content is structured, to ensure patterns are both easy
to navigate and searchable. We have proposed to structure our pattern language
such that patterns are organised based on whether they describe evaluations
relating to home-based care, residential care, or acute care. This hierarchy is
further refined by categorising patterns based on whether they relate to physi-
cal, social or intellectual fitness, as each of these are vital in contributing to a
healthy, independent life. In organising patterns along this structure we wish to
bring evaluators’ focus beyond solely the traditional evaluation issues of usabil-
ity, functionalities and cost-effectiveness concerns.

To support our hosting requirements for a pattern language, we have consid-
ered a number of different formal and informal solutions, such as a document
repository system, a blog and a wiki. We ultimately decided to implement a wiki
to act as our repository, as a wiki is relatively easy to implement and maintain
and it meets each of our requirements, that is, it will ensure our pattern language
is interactive, accessible, logical and searchable, it will support easy extensibility
and it should be easy for contributors to add and update content. This wiki is
currently under construction. Current and future work involves plans to make
this a collaborative effort among the healthcare research community. Once a
number of patterns have been added, we will design an evaluation process to
assess the usefulness and usability of the repository, both in terms of its content
and structure. Through a process of evaluation and refinement we believe this
pattern language will be a much used resource for evaluation designers within
the healthcare technology community.

Acknowledgements

CLARITY is a partnership between University College Dublin, Dublin City Uni-
versity and Tyndall National Institute (TNI) Cork. This work is supported by
Science Foundation Ireland under grant 07/CE/I1147.

References

1. Bonato, P.: Advances in wearable technology and applications in physical medicine
and rehabilitation. Journal of NeuroEngineering and Rehabilitation 2(2) (2005)

2. Neely, S., Stevenson, G., Kray, C., Mulder, I., Connelly, K., Siek, K.A.: Evaluating
pervasive and ubiquitous systems. IEEE Pervasive Computing 7(3), 85–88 (2008)



Towards a Pattern Language Approach to Sharing Experiences 137

3. Alexander, C., Ishikawa, S., Silverstein, M.: A pattern language - towns, buildings,
construction (1977)

4. Gamma, E., Helm, R., Johnson, R., Vlissides, J.: Design patterns: Elements of
reusable object-oriented software (1995)

5. Buschmann, F., Henney, K., Schmidt, D.C.: Past, present and future trends in
software patterns. IEEE Software 24(4), 31–37 (2007)

6. Chen, C.-T., Cheng, Y.C., Hsieh, C.-Y.: Towards a pattern language approach to
establishing personal authoring environments in e-learning. In: IASTED Confer-
ence on Web-based Education, pp. 13–18 (2007)

7. Chatteur, F., Carvalho, L., Dong, A.: Design for pedagogy patterns for e-learning.
In: IEEE International Conference on Advanced Learning Technologies, pp. 341–
343 (2008)

8. Borchers, J.: A pattern approach to interaction design (2001)
9. Mahemoff, M.J., Johnston, L.J.: Pattern languages for usability: An investigation

of alternative approaches. In: APCHI, pp. 25–31 (1998)
10. Casaday, G.: Notes on a pattern language for interactive usability. In: CHI 1997

Extended Abstracts, pp. 289–290 (1997)
11. Tidwell, J.: Designing interfaces - patterns for effective interaction design (2005)
12. Landay, J., Borriello, G.: Design patterns for ubiquitous computing. IEEE Com-

puter 36(8), 66–73 (2003)
13. Apple computer inc. macintosh human interface guidelines. Addison-Wesley, Read-

ing (1992)
14. Capsil international support of a common awareness and knowledge platform for

studying and enabling independent living (August 2010),
http://capsil.org/files/Integrated-Capsil-Roadmap-Slides.pdf

15. Eggleston, S., Axelrod, L., Nind, T., Wilkonson, A., et al.: A framework for a home-
based stroke rehabilitation system. In: 3rd International Conference on Pervasive
Computing Technologies for Healthcare (2009)

16. Jimison, H., Pavel, M., McKanna, J., Pavel, J.: Unobtrusive monitoring of com-
puter interactions to detect cognitive status in elders. IEEE Transactions on Infor-
mation Technology in Biomedicine 8(3), 248–252 (2004)

17. Kern, D., Stringer, M., Fitzpatrick, G., Schmidt, A.: Curball - a prototype tangible
game for intergenerational play. In: 15th IEEE International Workshop on Enabling
Technologies: Infrastructures for Collaborative Enterprises, pp. 412–418 (2006)

18. Hamilton, B.B., Granger, C.V., Sherwin, F.S., Zielzny, M., Tashman, J.S.: A uni-
form national data system for medical rehabilitation. In: Rehabilitation Outcomes:
Analysis and Measurement, pp. 137–147 (2001)

19. West, D., Quigley, A., Kay, J.: Memento: A digital physical scrapbook for memory
sharing. Personal and Ubiquitous Computing 11, 313–328 (2007)

20. Benedek, J., Miner, T.: Measuring desirability: New methods for evaluating
desirability in a usability lab setting,
http://www.microsoft.com/usability/uepostings/desirabilitytooklit.doc

(retrieved 2009)
21. Leacock, M., Malone, E., Wheeler, C.: Implementing a pattern library in the real

world: A yahoo! case study,
http://www.leacock.com/patterns/leacock_malone_wheeler.pdf

(accessed 2010)

http://capsil.org/files/Integrated-Capsil-Roadmap-Slides.pdf
http://www.microsoft.com/usability/uepostings/desirabilitytooklit.doc
http://www.leacock.com/patterns/leacock_malone_wheeler.pdf


G. Leitner, M. Hitz, and A. Holzinger (Eds.): USAB 2010, LNCS 6389, pp. 138–155, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Potential of e-Travel Assistants to Increase Older  
Adults’ Mobility 

Anne Kathrin Schaar and Martina Ziefle 

Human Technology Centre (Humtec) 
RWTH Aachen University, Aachen 

Theaterplatz 14, 52062 Aachen 
{Schaar,Ziefle}@humtec.rwth-aachen.de  

Abstract. In this empirical study we examine the willingness of travelers to use 
small screen devices providing electronic travel (“e-travel”) services. As in the 
near future increasingly more and older adults are travelling around, it is a basic 
question how we can support this wish for mobility. However, electronic travel 
services on mobile device are only accepted if it is understood in how far these 
devices meet the actual travel behavior on the one hand and user requirements 
respecting the usability of devices on the other. Yet, only little knowledge is 
prevalent regarding the individual reasons for the choice of means of transporta-
tion as well as the perceived needs when being supported by a device providing 
travel services. In order to get a broad insight into age-related mobility patterns, 
users of a wide age range (N = 151; 18-75 years of age) were questioned in a 
survey, in which the travel experience (frequency of using different means of 
transportation and their evaluation) as well as technical experience (Internet us-
age and handling of small screen devices) were explored. The findings show 
that age (but not gender) is a crucial factor regarding the acceptance of elec-
tronic travel assistants, and services. The crucial factor underlying age effects is 
the technical experience and travel expertise: The higher the familiarity with 
electronic services in general (Internet usage) and specifically (handling of mo-
bile devices) and domain knowledge (travel experience), the higher is the per-
ceived usefulness of future e-travel services. Outcomes might be helpful for the 
development of e-travel applications especially with for the intention to keep 
the elderly mobile and fit for travelling.  

Keywords: e-travel, Aging, Mobility, social inclusion, tourism in the elderly. 

1   Introduction 

The demographical change is one of the dominating topics of our century. The public 
discussion asks for the influence of the aging process and its impact on future societies. 
Forecasts announce that we will have a contingent of 34% 65+ olds in Germany in 
2060 [1], [2]. In comparison, in 2008, there was a proportion of 20% in the group of 
65+ [3], [4]. This aging structure is not restricted to specific countries, but is valid for 
many nations. Thus, in the future we are confronted with more and older adults than 
ever before but in many respects this generation of seniors is different from former 
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ones: In contrast to earlier times, the group of current and future older adults are -
physically and mentally- much fitter than earlier generations were, due to a generally 
higher living standard. Basically, we can emanate from a cohort with sufficiently high 
nutrition status and health standards, accompanied by a higher longevity [5], a higher 
economic standard as well as a higher educational level [6]. Also, due to the higher 
economic independency, this generation is able to afford travelling and does have 
broad access to the achievement of mobility [6].  

Studies show that travelling is an important if not the most important feature of an 
attractive life style for older adults [7], [8], [9], [10]. Keeping one’s mobility is there-
fore an essential feature for older adults [11], in order to participate actively, self-
determined and independently in social living. Interviews with older adults [8], [9] 
revealed that mobility is used as a synonym for freedom, life-control, societal status 
and self-worth. Traditionally, the car as traditional mean of transportation represents 
all these values. Thus, even though public transport facilities are advancing in many 
cities, still the automobile is the most important means of conveyance to access these 
services, especially in the view of older adults.  

However, drivers aged 65 and older have the second highest accident rate and an 
increased crash risk [12], [13], [14]. From a cognitive point of view, driving is a com-
plex multitasking demand, especially for older drivers. As drivers have to process 
information from multiple sources in order to maintain safe vehicle control [4], [15], 
[16], [17], and follow time-critical and context-adaptive traffic demand, older drivers 
and those with age-related disabilities are especially penalized as they are known to 
have limited cognitive resources to process complex and large amounts of informa-
tion, to time-critically react and to cope with multitasking demands [14], [16], [17].  

Public transports are therefore highly needed within modern societies. According 
to Burkhard (2000) [6] “we need non-auto-driver transportation alternatives. It is 
mandatory that these alternatives provide two features: the physical mobility to safely 
afford real connectedness with community opportunities and the consummately 
American psychic rewards now associated with auto-ownership- independence, self-
reliance, and a sense of dignity and self-worth” (Burkhard, 2000, p. 120). 

Public transportation is thus part of the answer to aging mobility. There is a need to 
redefine the traditional concept and to increase accessibility and availability of infor-
mation within public transports. Recent developments in Information and Communi-
cation Technologies (ICT) in combination with high quality mobile devices, as well 
as an increased perceived value in public perception (e.g. iPhone) could represent a 
promising alternative concept of public transport in form of so-called e-travel assis-
tants. E-Travel assistants are mobile portable devices which provide a wide range of 
travel information, e.g. trip planning, purchase of tickets, information about connect-
ing trains/buses, potential delays and alternative routes. In addition, these devices 
provide city information, alternative routes and navigation aids, if the traveler gets 
lost. Those electronic travel services delivered by small screen devices are highly 
developed in the meanwhile [18], [19], and travel and mobile services can be re-
trieved at any time, at any place, with travel information being wirelessly delivered, 
continuously actualized, context-adaptive and even targeted to user profiles.  

In combination with an increasing infrastructure of public transport and diverse 
means of transportations (rail, bus, underground) in many cities and countries, the 
cognitive concept of mobility could move into a new era, increasingly reducing the 
focus on auto mobility. 
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Especially for older adults, e-travelling has two prominent benefits: (1) the chance 
to actively and safely participate in public transportation without the burden to drive a 
car and risking an accident (2) the reliability to be instantaneously informed about the 
newest information about travel possibilities, or changes in connecting trains/buses 
during their journey by means of their smart phone.  

The e-travel concept though requires three main prerequisites: (1) the broad accep-
tance of such a mobility concept, in combination with an understanding of the per-
ceived benefits and barriers, which are associated with the different means of public 
transport (2) and the easy usage of small screen devices [18], [19], [20], [21]. In addi-
tion, (3), we need to understand, to which extent the experience with technical devices 
[22], [23], and the experience with travelling per se influences the acceptance of e-
travel services, especially in the older group [18]. 

In this context not only age but also gender could be a relevant factor: Among the 
older adults of the future a large portion will be female [24], due to a shorter life ex-
pectancy among men [5]. In addition, at least in the current generation, still there is a 
high portion of (older) women, which do not have a driving license and which are 
therefore relying on using public transportation means. Furthermore, different societal 
(family) roles might also form a specific mobility pattern, which could be in line with 
electronically supported public transportation. Last but not least women show a reluc-
tant usage and acceptance of technology and a comparably low self-competence when 
handling technical devices [25], [26], [27], [28], [29]. 

1.1   Aging and Mobility 

Mobility is one of the main future topics in our society [9], [10]. The demographic 
change make it essential to explore the mobility needs and wants of the elderly. There 
will be more people with cognitive and physical handicaps who still have touristic 
plans or other needs for which mobility is necessary.  

But even if mobility is not always a question of covering long distances, travelling 
becomes more and more and important role in the life of older people. The so-called 
“third age” means for many older people the time in one’s life in which travelling is a 
central topic. After a long working life people have earned enough money to realize 
their individual dreams. Many older Germans target to an evening of life on the Ca-
naries or Balearic islands. Others don’t plan their emigration but also are delighted by 
the possibility of long voyages out of the busy season. But not only long distant trips 
play a role. Especially city trips are very popular in the elderly. Above all the elderly 
are intellectually interested and looking forward to make new cultural experiences in 
their retirement age.  

In this context the demographic change confronts the tourist industry with a huge 
group of well-founded old people with special needs during their voyages. It is to 
figure out if mobility in the elderly could be supported by e-travel services delivered 
on portable mobile devices. In this context it is indispensable to look at the technical 
expertise of older users.  

1.2   Aging and Technology 

In order to make e-travel services in combination with small screen devices (“e-travel 
assistants”) a true benefit for mobility in the elderly, interfaces have to be easy to use 
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and to be perceived as useful. In this context it is essential to refer to the concept of 
technology acceptance. 

The most popular model for acceptance analysis of ICT is the Technology Accep-
tance-Model (TAM). It is based on the theoretical ground of the Theory of Reasoned 
Action [28]. The TAM gives the option to link the technology acceptance and actual 
utilization behavior. The TAM assumes that users’ decision to use a new technology 
is determined by their behavioral intention of using a special technical application 
[29]. The behavioral intention is formed by perceived ease of use and usefulness. The 
ease of use characterizes “the degree to which a person believes that using a particular 
system would be free from effort” the perceived ease of use is “the degree to which a 
person believes that using a particular system would enhance his or her job perform-
ance” [30]. According to studies older adults show to have a specific technology ac-
ceptance pattern in which especially the usefulness of technology is more strongly 
weighed over the ease of using a system [31], [32], [33], [34], [35]. 

In our context it is necessary to analyze the technical experience of people in dif-
ferent age groups, to find out if there are any correlations between the technical exper-
tise and the acceptance of such services.  

1.3   Question Addressed, Research Model and Hypotheses 

This paper addresses two major points:  

(1) On the one hand we want to explore older adults’ travel patterns and their individ-
ual needs and wants for a comfortable travelling as well as the perceived barriers 
when using different means of transportation.  
(2) On the other hand we want to identify the personal factors (their technical exper-
tise and travel experience), which might influence the positive evaluation of e-travel 
systems.  

 

Fig. 1. Research model: Influence from personal factors and experience on travel behavior and 
technical expertise and its effects for an acceptance of an e-travel assistant  
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Our research model (see Figure 1) illustrates the theoretical approach and the as-
sumed relation between and across variables. As independent variables we analyzed 
age and gender, and their impact on users’ acceptance of e-travel assistants (H1). As 
moderating variables, we assumed the level of previous travel experience (H2) and the 
degree of technical expertise to influence the acceptance of e-travel assistants (H3).  

H1: The individual factors age and gender are related to users’ acceptance (perceived 
benefits/barriers) of e-travel assistants. 

H2: Individuals with a high travel experience show a higher acceptance of e-travel 
assistants. 

H3: Individuals with a high technical expertise show a higher acceptance of e-travel 
assistants. 

2   Method 

2.1   Variables 

Independent variables: Independent variables are age, gender as individual factors 
which influence the mobility behavior, and subsequently, the positive/negative  
attitude towards the usefulness of electronic travel assistants. Also, the extent of 
travel-experience and technical expertise are further independent variables, which are 
assumed to influence the acceptance of electronic travel assistants. 

Dependent Variables: Dependent variables are the acceptance (positive and negative 
attitudes) towards the usefulness of e-travel assistants.  

Respondents indicated the frequency of using different means of transportation (car 
and public transportation) in different travel contexts (business and leisure). To ana-
lyze the motives for the use of means of transport respondents marked the reason for 
using the one or other mean of transportation and to indicate the pleasantness of using 
them. Here, multiple-choice items had to be answered on six-point Likert scales rang-
ing from 1 (do not agree at all) to 6 (fully agree).  

2.2   The Questionnaire 

In order to examine a large number of participants and to consider the diversity within 
the older age and group, the questionnaire-method was chosen. The questionnaire was 
designed to obtain information about (1) demographic data (age, sex, education), (2) 
travel experience (frequency of using different means of transportations and the com-
fort of using these means of transportations) (3) technical experience (frequency of 
using different information and communication technologies) and the ease of using 
these devices, (4) Perceived pros and cons of using an electronic travel assistant. 

In the following, the different sections of the questionnaire and the respective items 
are detailed. Also answering modes and scales are explained. 
 
Travel-behavior: Frequency, aim and evaluation 
Participants were instructed to indicate the frequency of using different means of 
transportation (car, public transportation (trains, underground, bus), airplane, bike)  
in business contexts (commuting to work, business trips) and leisure (private tours; 
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visits; holiday). To analyze the motives for the use of special means of transport par-
ticipants were asked to mark the reason for using the one or other mean of transporta-
tion and to indicate the pleasantness of using them.  

 
Technical expertise: Frequency of usage and ease of use 
Participants were requested to indicate the frequency of using different ICT devices 
(cell phone, PDA/Smartphone, PC, GPS, and digital camera) and ease of using these 
devices. Here the following usability items had to be answered:  

Table 1. Ease of use items for handling of devices (1 = agree to 4 = disagree) 

Typing on small keys is not easy for me  
I often lose the orientation in the phones’ menu 
It is hard for me to recognize objects on small screens 
On Web pages, I often lose the orientation 
I have problems to maintain a high attention for a longer period of time  
I have problems to remember key allocations of my cell phone  

Table 2. Items for cell phone usage (1 = daily to 6 never) 

I use the my cell phone for 

… telephone calls 
… short messages 
… MMS 
… ringtone/music downloads 
… information services with costs 
… mobile Internet account for pc or laptop 
… emails check via cell phone 
… writing emails 

 
Experience with the Internet: Frequency and ease of use 
In addition, we wanted to know which activities were accomplished by using the 
Internet, how frequent these activities were carried out and how easy to accomplish 
these activities are. 

Table 3. Items for Internet usage (1 = daily to 6 never) and evaluation of the ease of using it  
(1 = very easy to 6 very difficult) 

I use the Internet for 

… browsing 
… purchase items 
… online banking 
… travel arrangements (booking flights) 
… emails 
… chatting 
… reading online (news) 
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E-travel 
The last item set of the questionnaire was a set in which we asked questions about a 
still existing form of e-travel service in Germany. This is the Internet information 
platform of the Deutsche Bahn1. We asked respondents if and if so, which of the ap-
plications they would use, and how often. Also, the ease of using these applications 
was assessed. As highly frequented services on the Internet platform are planned to be 
available on the electronic travel assistants as well, the information about the handling 
of the Deutsche Bahn online services represents a good source for the acceptance of 
e-travel assistants.  

Table 4. Items for the frequency (1 = daily to 6 never) and the ease of using of an e-travel 
application (1 = very easy to 6 very difficult) 

How often do you use the DB Web page/ How easy is the usage of the following  
possibilities of the DB Web page 
… to buy a ticket 
… to search a train connection 
… to check the punctuality of a train 
… to get more information about new offers of the DB 
… to book a city trip 
… to rent a bike 
… to get some inspirations for holiday 
… to read the news 

 
Evaluation of future e-travel assistants 
The last section of our questionnaire includes an items set of pro using arguments of 
e-travel assistants and one of contra usage. Table 5 and 6 are giving an overview 
about the aspects, which were considered. All items had to be answered on a six-point 
scale (1- totally agree; 6 = totally disagree).  

Table 5. Items for the pro using arguments of e-travel assistants  

I would use an e-travel-assistant because… 
… I hope to never miss a connecting train 
… I want to be more flexible 
… I do not want to rely on information delivered by the conductor 
… I want to get more information about the stations passed and coming next 
… I feel more relaxed during traveling 
… the perceived disadvantages of rail travel could be balanced by the device support 
… rail traveling would be less exhausting 

 
 

                                                           
1 Deutsche Bahn is the German national travel company.  
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Table 6. Items for the con using arguments of e-travel assistants 

I would not use an e-travel-assistant because… 
… I do not want to be depending on a device 
… I am not sure if a e-travel assistant is reliable 
… I don not want to deal with an additional technical device 
… I do not want to lose the contact with the conductor  
… it is not necessary for me and my travel pattern 
… I am afraid that third persons could get an insight in my travel plans 
… I do not want to have such technical devices close to my body 
… I have problems with technical applications anyway 
… I fear that the data on my e-travel assistant could be interrupted by other electromagnetic     
     fields 

2.3   Participants 

A total of 152 respondents participated, with an age range between 18 and 70 years of 
age (M = 34.3; SD = 13.6). Participants were recruited through the social network of 
authors. All participants volunteered to take part and showed a very high and personal 
interest in the topic. Participants were not gratified for their efforts.  

The sample was allocated to three age and traveler groups, respectively, on the 
base of two criterions. One was to match different traveling profiles (using informa-
tion provided by the Deutsche Bahn) and the other was to reach three groups of about 
the same size. 

(1) “Young travelers” (N = 52), in an age range 18 to 25 (M = 23.1 ; SD = 1.8), 
75% were female and 25% male. This group is characterized by being mainly in voca-
tional training. The age of 26 marks a turning point, at which- statistically- switch into 
the professional life.  

 (2) “Middle aged travelers” (N = 52), in an age range of >26 - 40 years, (M = 29 
SD = 3.3) 38.5% female; 61.5%. This group is characterized mainly by working and 
family life.  

(3) “Grown up travelers (N = 46), in an age range of > 41 - 70 years of age, (M = 
53.1; SD = 7.6). 63% were female, and 37% male).  

All participants lived in or near urban areas in which a rich supply and offer regarding 
different transportation means (rail, bus, underground) is available. 

3   Results 

In order to learn to which extent people are willing to use public transportation means 
and Internet-based travel services, it is insightful to study  

a) travel experience and mobility patterns (Section 3.1) 
b) experience with small screen devices (Section 3.2) 
c) Internet experience (Section 3.3) and  
d) experiences with e-travel services (Section 3.4). Within all these analyzing contexts 
we differentiated effects of age and gender. 
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Data was analyzed by ANOVAs and nonparametric statistics (Mann-Whitney-Test 
and Kruskal-Wallis-Test), the level of significance was set at α = .05.  

3.1   Travel Experiences 

Frequency of travelling for the factors age and gender 
In order to obtain information about the travel experience, participants were asked  
to report the frequency, evaluation and aim of their usage of different means of  
transportation. 

ANOVA analyses with the factors age and gender on usage of different means of 
transportation revealed that the three age groups differ significantly in their frequency 
of using tram, bus and underground and local/intercity traffic trains (F (12,252) = 
4.84; p < 0.01). The young travelers are the group, which uses all forms of public 
means of transportation most often - about 1-3 times a week to every 1-2 times per 
month (M = 2.2 out of 6 points max; SD = 1.1). Middle-aged travelers use them also 
quite often (M = 2.7; SD = 2.6), less compared to the younger group, but more often 
than the oldest group, which uses public means of transportation (M = 3.7; SD = 1.4) 
significantly less frequent in comparison to both other age groups (Figure 2 tram, 
underground and bus, Figure 3 Local/intercity rail traffic). 

 

Fig. 2. Frequency of using tram, bus and underground: older travelers: 51-70 years; middle-
aged travelers: 31-50 years; young traveler: 18-30 years 

There were no significant gender effects in the context of the frequency of travel-
ling and different means of transportation.  
 
Evaluation of different means of transportation for the factors age and gender 
When asked how the different means of transportation were evaluated (regarding 
comfort and performance), no differences between age and gender groups were  
revealed.  

Furthermore we analyzed for which purpose travelers report to use the different 
means of transportation. As can be seen in Figure 4, there were different travel pat-
terns within the different means of transportation across age groups. The tram, bus 
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and underground are used especially for commuting to work by the younger and the 
middle-aged traveler group (young: 56.9 %; middle-aged: 48 %). Older traveler use 
tram, bus and underground equally for commuting to work (23.8 %), private every 
day travels (23.8 %), as well as for visits and leisure times (26.2 %). 

 

Fig. 3. Frequency of using the public rail traffic: older travelers: 51-70 years; middle-aged 
travelers: 31-50 years; young traveler: 18-30 years 

 

Fig. 4. Frequency of using Tram, Bus and Underground within the age groups: older travelers: 
51-70 years; middle-aged travelers: 31-50 years; young traveler: 18-30 years 

All respondents use the local rail traffic for visits and leisure time equally. The 
same applies for intercity rail traffic, which is used for vacation and city trips. 

The car is the most central mean of transportation, which is used basically for pri-
vate every day requirements by all age groups. Here gender differences were present 
showing that men in contrast to women more often use the car. All age groups use it 
mostly for vacation and city trips. The same applies to the bike which is - as a non-
motor driven mean of transportation - equally used by all travelers, independently of  
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Fig. 5. Frequency of using the local/intercity rail traffic within the age groups: older travelers: 
51-70 years; middle-aged travelers: 31-50 years; young traveler: 18-30 years 

age and gender, mainly used for private every day requirements and visits and leisure 
time followed by commuting to work.  

When summarizing this survey, we see a highly expected picture. The younger the 
travelers, the higher is the frequency of traveling in general, and the more diverse is 
the usage of different means. However, and this was the central focus here, we see 
that older adults still tend to use the car, but they do use the public transportation 
means for specific purposes (especially for leisure, city trips and excursions). Thus, 
respecting the tailoring of electronic travel services, this should be kept in mind. 

3.2   Technical Experiences with Small Screen Devices 

Regarding the technical experience when interacting with small screen devices sig-
nificant differences between age groups (F (12,278) = 7.7; p < 0.001) were identified, 
revealing a higher technical experience in the younger group, when compared to the 
middle-aged and older group.  

Table 7. Means of age groups regarding the reported ease of use (N = 152). Older adults show 
the largest problems (grey shaded in Table 7). 

 Young  
(18-30 years) 

Middle-aged 
(31-50 years) 

Old (51-70 
years) 

 M SD M SD M SD 
Typing on small keys 3.3 .72 3.0 .85 2.1 .95 
Disorientation in phones’ menu 3.5 .67 3.4 .66 2.6 1.0 
Readability and legibility problems  3.6 .63 3.5 .64 2.4 1.0 
Disorientation within Web pages 3.4 .68 3.5 .64 3.1 .86 
Problems to remember key allocations 3.6 .64 3.5 .7 2.9 .98 

 
In Table 2 (Section 2.2), the evaluation regarding own competence and technical 

expertise is depicted, differentiated for age groups (1 = very difficult, 4 = very easy). 
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Table 7 reports that the older participants have more difficulties with typing on small 
keys, regarding the disorientation within the mobile phone menu, the disorientation on 
Web pages, and regarding the understanding and memory of key allocations. Within 
all these ergonomic issues, gender differences did not show up, revealing that a 
suboptimal interface design does equally affect male and female users when using 
small screen devices.  
 
Frequency of using different small screen devices  
Additionally, we analyzed the frequency of dealing with different types of mobile 
devices (e.g. cell phone, PDA, GPS, digital camera or mobile computer). In this con-
text we found significant differences for cell phone, PDA and (F (10,268) = 4.1; p < 
.001) between the age groups. Throughout, the frequency of using the devices was 
higher in the younger group in comparison to the older group.  

Though, also older adults show to have a sufficient experience using cell phones at 
least 1-2 times a week (young: M = 1.; SD = .19; middle-aged: M = 1.1; SD = .38; 
old: M = 1.7; SD = 1.0). Gender effects were found for cell phone and PDA usage (F 
(5,134) = 5; p < 0.001). Women use the cell phone more frequently (M = 1.2; SD = 
.44), with a nearly everyday usage. Men report to use their cell phones less frequently 
but still between everyday and 1-2 times a week (M = 1.4; SD = .89).  

Comprising the outcomes, the usability of small screen devices is a serious barrier, 
especially for the older group. These barriers are not restricted to “hardware-design 
issues” (as the difficult usage of keys, and the low legibility of information delivered 
by the small display). More important, it regards the navigation efficiency in the 
menu, covering disorientation behavior, the not knowing where they are and where 
they have to navigate to within the menu structure. Also, the functions and keys’ 
naming is a serious problem. When considering the time critical situations while trav-
eling, we cannot expect a fast and trouble-free usage of small screen devices and the 
handling of complex menu structures. Respecting the tailoring of electronic travel 
services, this should be kept in mind, providing flat menu hierarchies and easy to 
reach navigation targets, which do not urge users to navigate through complex menus. 
 
Frequency of using the Internet 
The navigation in electronic travel assistant broadly relies on experience in using 
Internet platforms and applications. Therefore, it is essential to learn the Internet ex-
perience and the perceived ease of using it, especially in the older group. 

ANOVA analyses revealed that there are significant age effects regarding the fre-
quency of Internet usage (F (14,262) = 3.7; p < 0.001). For all Internet options we 
asked for browsing, purchase items, online banking, chatting and reading online 
(news) significant differences between the group of middle-aged and older users. In 
all cases significant group differences were revealed. Plus we found distinctions for 
the items browsing, online banking and reading online between the young and older 
users. Table 8 shows that – as expected- the young group shows basically the largest 
experience in Internet usage, followed by the middle-aged and older user group. But 
is becomes evident that there are also applications that are less used across all age 
groups (chatting and reading online).  
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Table 8. Means of age groups for the frequency of Internet usage (N = 152). Older adults show 
the lowest frequency of the respective Internet application (grey shaded in Table 8). Low values 
indicate high frequency (the six point scale complies 1 = daily to 6 = never). 

 Young  
(18-30 
years) 

Middle-aged 
(31-50 
years) 

Older (51-70 
years) 

I use the Internet for… M SD M SD M SD 
…browsing 1.4 .63 1.2 .48 2.0 1.4 
…purchase items 3.4 1.6 2.8 1.2 3.9 1.7 
… online banking 3.9 1.4 3.3 1.2 4.0 1.6 
…chatting 3.8 2.1 3.6 2.3 4.7 1.9 
… reading online (news) 3.5 2.1 2.7 2.0 4.8 1.9 

 
Evaluation of different Internet applications 
We also asked for the preferences respectively dislikes within using different Internet 
applications. While gender differences were not detected throughout, age effects were 
present, showing that online banking, travel arrangements (booking flights) and chat-
ting were not used within the older group. As taken from personal remarks data safety 
is a serious problem (online banking) in the perception of older adults and the fear 
that personal dates could be misused. 

These results confirm -once again- that older people are not only more unfamiliar 
with using Internet applications, they also have higher demands on privacy and data 
security and safety, compared to other age groups. Future mobile travel services 
should consider this in order to include the seniors and in order to reach a high accep-
tance of these electronic services. 

3.3   Experiences with e-Travel and Its Evaluation  

Frequency of using e-travel services 
To analyze the potential and benefit of an e-travel assistant we asked users whether 
they already have experience with any form of e-travel services. For the German  
 

 

Fig. 6. Experience with e-travel: searching a train connection 
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context we analyzed the experience with the Deutsche Bahn Web presence as a free 
and popular e-travel service in Germany. 

In this context we found significant differences between the age groups. Older 
adults report not to use the service regarding searching for a specific train connection. 
The young (M = 3.3; SD = .88) and the middle-aged travelers (M = 3.3; SD = .91) use 
this service about 1-2 times a month, in contrast to the older group, which reports to 
use this service about 2- 3 times per month (M = 4.4; SD = 1.0, Figure 6).  

Furthermore, older adults reported mostly not to check the punctuality of a targeted 
train. The younger traveler group (M = 4.8; SD = 1.5) and the middle-aged users (M = 
4.7; SD = 1.5) use this service every 2-3 months or 1-2 times a year, while older users 
use this service at best 1-2 times or, rather, never (M = 5.6; SD = .82, Figure 7).  

 

Fig. 7. Experience with e-travel: checking the punctuality of a train 

Other offers of the DB Web presence, like searching for special offers and booking 
online tickets revealed no significant differences between the age groups.  

Taken together, it can be roughly concluded that we have to assume age differ-
ences regarding travel behaviors, technical expertise, and the experience with e-travel 
services. All aspects are less pronounced in the older age group, therefore penalizing 
the senior group when it comes to the confrontation with modern electronic travel 
services. Gender, in contrast, did not affect the mentioned aspects. When looking into 
detail, young travelers show a frequent use of the public means of transportation (in 
contrast to the older group, which still uses predominately the car) In the context of 
the technical experience (especially with small screen devices) again the younger 
group shows the best performance, and the older group shows the largest usability 
barriers and also has the lowest technical experience. For the experience with Web 
services and Internet applications as well as with e-travel services, the picture is the 
very same. Younger adults can rely on a high experience, while older adults show 
basic shortcomings and seem not to be well prepared to use electronic travel services 
delivered by small screen devices. 



152 A.K. Schaar and M. Ziefle 

In the next step we look for relations between the frequency of use and ease of us-
ing a) means of transportation, b) small screen devices and Internet as well as the 
attitude towards e-travel application. This is important to see the big picture, to iden-
tify the age-specific drivers for the sustainable usage of e-travel services and to isolate 
future research duties. 

3.4   Age Drivers for the Evaluation of e-Travel Applications 

To find out whether there are age specific drivers for the evaluation of e-travel assis-
tants we correlated the positive2 (“I would use it, if…”) and negative3 (“I would not 
use it, because”) arguments with individual user characteristics (age, gender, technical 
expertise, travel experience).  

Correlation outcomes confirmed age as a main factor for the travel experience, the 
technical expertise with small screen devices and experience with e-travel applica-
tions. It is an insightful finding that persons, which evaluated the benefit of e-travel 
applications as more negative, were predominately aged (r = -.28; p <.001) and have a 
lower technical experience. But also travel patterns and the preferred choice and high 
frequency of using a specific mean of transportation show correlations to the accep-
tance of e-travel assistants. It was found that persons, who report to not frequently use 
the local rail traffic, tend to negatively evaluate the availability of e-travel services (r 
= .46; p < .000) and show higher levels of confirming to barriers. As these persons are 
predominately young (Section 3.1), we can conclude that younger travelers do prefer 
e-travel services.  

Regarding the experience with the single Internet applications (browsing, purchase 
items, online banking, chatting and reading online) there was a basic high correlation 
of Internet experience and the positive evaluation of electronic travel services. Also, 
people who report to have a high experience in existing electronic Travel services 
(searching for a train connection / checking the punctuality of a train) show higher 
pro-using motives for future e-travel assistants in comparison to person, which do not 
have any pronounced experience with electronic travel Web applications. 

Summing up outcomes, we can state that the crucial acceptance mediating factor is 
experience and expertise, the more people are “unfamiliar” with electronic services in 
general (Internet usage) and specifically (handling of small screen devices) as well as 
regarding domain knowledge (travel experience), the more negative are attitudes to 
and the lower is the perceived usefulness of future innovate e-travel services. 

4   The Revision of the Research Model and Discussion 

We started this research with the question, how age and gender but also travel experi-
ence, the experience with the usage of electronic travel services as well as the techni-
cal experience (Internet and small screen devices) are interrelated and how these  
factors might impact the acceptance of e-travel services.  

                                                           
2 To get an overall picture, for this analysis, all pro items were comprised. 
3 To get an overall picture, for this analysis, all pro items were comprised. 
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First, in contrast to expectations, gender did not play a significant role, neither 
within to the overall acceptance of e-travel services, nor to the choice of different 
means of transportations (contradicting hypothesis 1). But age revealed to be a key 
factor: Age effects were found within the travel behaviors experience with technical 
devices and the experience with e-travel services. All these age-specific attitudes 
impact the acceptance of e-travel services, which is currently quite low. It is notewor-
thy that age itself is not more than a mere carrier-variable. The prominent factor, 
which is underlying age effects, is the experience: experience with travel services and 
with technology (confirming H2).  

It is an interesting finding that the positive attitudes towards e-travel services reveal 
no significant correlation with technical expertise, travel type and the experience with  
e-travel. It is exclusively the negative attitude and the reluctant behaviors towards the 
using of such systems, which shows significant relations. Thus, the hypothesis (H3) 
according to which a high technical expertise results in a higher acceptance of e-travel 
assistants is basically confirmed. However, here now confinements to this general as-
sumption can be done. Technical expertise specifically influences the negative attitudes 
toward the usage of an electronic travel assistant, while there was no relation to the pro-
using arguments. This means that a low technical expertise is connected to a strong 
confirmation of any arguments, which militate against the usage of such an electronic 
device (this is a typical age-specific cognitive model). But this means on the other hand, 
that if there would be enough experience in the older group, the negative evaluation 
could change and, then, could lead to a positive intention to use innovative future e-
travel systems, whenever older users could rely on sufficient domain knowledge. 

With our results in mind it might be interesting in future research to analyze spe-
cific traveler profiles and travel groups (e.g. families, professional travelers, handi-
capped travelers) and to learn more about the acceptance of e-travel services. Also, as 
there is always a gap between envisioned scenarios and real life experience, we will 
have to examine if acceptance increases when users really interact with travel assis-
tance. In order to support the validity of the results and to complete the them with rich 
qualitative insights about key ‘soft issues and needs’ related to age that may influence 
their acceptance of e-travel (such as emotions and feelings elicited by distrust, frustra-
tion, etc.) this work should be complemented with an ethnographic study (e.g. includ-
ing observation and in the field interviews).  
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Abstract. Games such as the Nintendo Wii™ are being promoted for use by all 
ages but there is little experience with how groups of older people integrate Wii 
playing into their physical and social spaces. This paper focuses on Wii™ game 
play by older people in Sheltered Housing schemes, as part of an initiative to 
promote physical and social activity in these settings. Using participant obser-
vations, interviews and video analysis of sessions over a year we show how 
older people actively construct the sense of a meeting place as part of their Wii 
game play and the social processes that underlie this. Through the use of 
bounded regions and  a sense of decorum older players create a ‘sacred space’ 
around the Wii where they can learn new technical literacies, make new social 
connections with peers and take ownership of the communal spaces in which 
they live. We conclude with guidelines for encouraging appropriation and em-
powerment for older people through game play in communal housing settings. 

Keywords: Wii, elderly, older people, video games, digital hearth,  
appropriation. 

1   Introduction 

With populations ageing across the developed world [27] attention has recently turned 
to ways of maintaining a good quality of life for those experiencing an extended old 
age [30]. The experience of growing older in these societies is unfortunately tainted 
by increasing levels of social isolation and reduced community involvement with 
family and friends often living far away and older people choosing to live alone. So-
cial isolation can negatively impact emotional well being when experienced as loneli-
ness, increasing an older person’s susceptibility to depression [6] as well as being 
linked to all causes of mortality and morbidity [18].  

In the UK, some of the issues of social isolation have the potential to be addressed 
by Sheltered Housing schemes. Sheltered housing is an approach to elderly care  
services where residents are encouraged to maintain their independence in rented 
accommodation but where certain support is provided on site when necessary. The 
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presence of other peers in the scheme provides the potential for social interaction and 
support staff are on hand to initiate activities to promote interaction. 

To date, technologies have rarely figured as part of these activities. More gener-
ally, computer-based information and communication technologies have been pro-
posed as useful in offsetting the negative effects of physical, cognitive and social 
ageing [3] however the uptake of such technologies by older people is traditionally 
low. New forms of interaction with technologies such as the embodied gesture-based 
paradigm of the Nintendo Wii game have potential for changing this relationship with 
technology and helping to meet well being needs. We are still in the early stages how-
ever of understanding the potential of games such as the Nintendo Wii and how older 
people might integrate these into their lives, particularly in a peer-based community 
housing setting.  

In this paper we document an initiative by a UK charity (Age Concern) using Nin-
tendo Wii game consoles to promote social and physical activity amongst their mem-
bers in Sheltered Housing. The philosophy behind this approach, often described as 
'Active Ageing' [30], is heavily influenced by activity theory1 [5,15] which sees the 
well-being of older people as intrinsically linked to ongoing participation in social 
roles beyond retirement. It is embedded in government policies for older people 
across Europe [8]. In the UK active ageing is evident in government health and social 
care policies aimed at promoting health and well-being in old age, through higher 
levels of physical activity in the older population and by reducing barriers to in-
creased levels of physical activity, mental well-being and social engagement among 
excluded groups of older people [7].  

The Age Concern Wii initiative also builds on a growing trend in games develop-
ment and deployment that enlists the fun elements of game play to encourage more 
serious educational and therapeutic aims [e.g. 13] including initiatives involving use 
of the Wii [17]. In this more serious vein games have already been used to support the 
physical, mental [2], and socioemotional [11] well being of older adults. The adoption 
rate of computer-based technologies is not high amongst the older population [20, 10, 
9] which makes the success of such initiatives intriguing. The Wii console in particu-
lar has been targeted at the older generation through specific advertising campaigns 
[14]. News reports herald its popularity with older players in the USA [29], UK [24] 
and global sales indicate similar trends in other developed nations. Studies looking at 
older people’s use of the Wii suggest that it may mitigate against cognitive decline 
[20] and provide an important source of social contact for them as computational 
meeting places where they can engage with their peers and younger generations both 
within and beyond the game itself [28]. However it would be wrong to think that 
computational meeting places are the immediate result of merely introducing a Wii 
console or that such meeting places are easily established. As Voida and Greenberg 
[28] point out such meeting places can be highly contested and whilst their study 
describes them as comfortable places other studies have shown them to be quite prob-
lematic. Neufeldt [22] in a study of Wii introduction in a German retirement home 
found a number of obstacles to engaged and enjoyable game play with the Wii Sports 
Bowling game. These included usability problems associated with learning the appro-
priate button controls for the game and ergonomic difficulties associated with playing 

                                                           
1 Not to be confused with activity theory from Vygotsky’s work in the 1920s and used in HCI.   
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the game from an armchair. Developing a clear understanding of issues of functional 
accessibility in relation to older people’s use of embodied [26] and mobile (non-
desktop) applications is of course important [16]. However in this paper we focus 
more on the social aspects of access. Neufeldt [22] also found that the most problem-
atic issues in his study were conflicts with activity organizers at the home who per-
ceived the game as unwanted competition for their own activities. This suggests that 
the sociability of Wii gameplay and hence its ability to enhance the well being of 
older people is context-dependent. This paper therefore takes a closer look at the 
evolution of older people’s use of the Wii over a period of time paying particular 
attention to the way in which the context is actively constructed by players and organ-
izers to create the sense of a meeting place and the implications that this has for ex-
tended use. 

The Wii console is different to other games consoles such as the popular Sony 
Playstation or Microsoft Xbox in its reliance on wireless movement capture as the 
central control feature of game play. This allows interactions with the game to take 
place in a physical space which is (relatively) independent of the console and display 
screen compared with previous consoles. This has the important consequence of al-
lowing social interactions to continue during play which can add meaning to a purely 
physical activity. It is this juncture between game play and social meaning that is of 
interest to this study. 

2   Methodology 

Age Concern’s initial idea was to create a Wii Bowling League across Brighton and 
Hove which would provide an engaging and fun physical and social activity for older 
people2. Initial trials with their existing members at Age Concern drop-in sessions 
suggested that the Wii was suitably accessible to this age group to make it a viable 
proposition. The league was set up in small districts around the city so that sheltered 
houses close to one another could play on a regular basis without having to arrange 
extra transport. The winners from these districts were then invited to compete in lar-
ger public events around the city. This study follows the Age Concern initiative over 
the first year of its life both at regular sessions and public events, looking at how the 
older players appropriated the Wii game play experience and incorporated it into their 
lives as a meaningful activity.  

We used multiple methods over a period of one year to track evolving game play. 
Participant observations, interviews and video recorded sessions were all used to 
ascertain longitudinal changes in game play. Analysis was framed by this objective 
but was grounded in the data. Factors outside of the game play were included in the 
analysis to maintain the broader sense of context which existed outside of the game 
play but continued to support it. Initially the Age Concern staff responsible for run-
ning the Wii sessions were interviewed to clarify the rationale for its use, to gain an 
understanding of their support role and of what motivated older people to join in. 
Subsequently these Age Concern staff were accompanied to their weekly supported 
Wii sessions in the communal lounges of four sheltered houses and two 'Wii events' 

                                                           
2 http://www.guardian.co.uk/society/2008/apr/30/health.longtermcare 

for report. 
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held in public venues across Brighton and Hove were observed. Over a period of 1 
year, 10 sessions in Sheltered Housing settings were attended. Each session was about 
2 hours long with a break in the middle for tea. Overall 30 older players were encoun-
tered aged between 60 and 94. The number of older players per session ranged from 2 
to 13 with at least one Age Concern staff always present, one researcher and one 
Sheltered Housing scheme manager or staff member. Whilst the focus of the sessions 
was to engage older residents in the activity, others present were encouraged to join in 
and this allowed an element of participant observation to take place as part of the 
process. Notes were taken of participant observations and interviews were undertaken 
with the residents at appropriate intervals between games (recorded for later analysis). 
3 sessions were also captured on video to establish the evolution of game play over 
time from initial use to that after 1 year. This was done using multimodal interactional 
analysis [23] which acknowledges the different ways in which meaning is conveyed 
in communication beyond the sole use of language. Examination of the video in this 
way therefore gave a fine grained, holistic account of interaction which incorporates 
not only language but also body posture, gestures, layout of the room, the sound 
qualities of speech, game elements, etc; in fact anything that was used to convey 
meaning whilst playing the Wii. Multimodal interactional analysis shows how those 
present through their actions, structure the awareness of one another by directing their 
attention towards particular aspects of the interaction and hence signify that which 
they deem to be meaningful within that context. After watching all three of the video 
sessions in full, five minute segments were chosen to illustrate the differences in 
game play and the evolution of players’ engagement with the Wii. These segments 
were also chosen because they portray similar characteristics in terms of the expecta-
tions of the game, all showing the Wii Sports bowling game. Using these three seg-
ments allows us to compare the multimodal construction of meaning over different 
contexts and over time. Throughout the sessions players were observed playing a 
number of different games. The principle game and the one chosen by Age Concern 
to teach new players was the Wii Sports Bowling game, in particular a variant of the 
standard ten pin game called ‘Power Throws’ which involves knocking down increas-
ing numbers of pins at each throw. Participants and organizers are identified through-
out the paper by anonymised names. 

3   Findings 

3.1   Overview of Game Play Development 

3.1.1   Game Choice  
The Wii Sports Bowling game was chosen by the Age Concern organisers as an in-
troductory game. From interviews with organisers it became apparent that older play-
ers were familiar with the bowling game concept likening it to lawn bowls or skittles 
and found the controls relatively easy to understand and operate. Similar usability 
issues were experienced in relation to button control as Neufeldt [22] found. This 
particular game leaves control of game play progression down to the current player 
which is helpful in terms of structuring the whole event, allowing breaks in play at 
any point and not dictating the overall pace of play.  
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3.1.2   Competition 
Only a minority of residents in any given home volunteered to participate in the Wii 
initiative. Indeed communal activities in Sheltered Housing were generally not well 
attended. Age Concern recruited and trained teams from different sheltered houses 
and then got them to compete against one another as part of their league. The organis-
ers saw team building and competition as important in engaging new players. At their 
public events two Wii consoles were set up side by side to give the impression of one 
team playing against another. In practice these early games were more about learning 
how to play the game rather than competing with others. Competition with oneself in 
terms of one’s physical and mental capacity was seen to be just as important as a 
motivation for the players. Men tended to respond more to the competition element, 
with some practicing deliberately for competitions. As one player put it: “if you don’t 
use your head you lose it” (Don). 
 
3.1.3   Personal and Social Involvement 
There were other reasons for joining in with the Wii initiative. Those with grandchil-
dren were keen to keep up to date with them by learning about the Wii. They were 
aware that the Wii games console carried a lot of cultural capital with their grandchil-
dren from family gatherings where it had been present. They were keen to share an 
appreciation of their grandchildren’s enthusiasm and to be able to play with them at a 
later date. Particular elements of the Wii were also harnessed by the organisers to 
encourage personal and social involvement during game play. For instance the Wii 
uses on screen avatars called Mii’s to represent individual players. These can be 
named and their appearance customized to suit each player. During Age Concern 
events players were encouraged to spend a good deal of time choosing their Mii and 
giving it a name that they could relate using ‘nicknames they’d had as a child” (Pam-
ela). Mii’s were also used to promote a group identity for competitions with a Mii 
being created specifically for the whole team and physical mascots being used to 
reinforce this group identity.  

3.2   Playing on: Evolving Game Play 

In order to understand the progression of how players made sense of and engaged 
with the Wii experience beyond these initial conceptions it was important to take a 
closer look at how people conducted themselves during the game play itself. Here 
multimodal interactional analysis [23] was used to understand both the verbal and 
non-verbal aspects of Wii game play. Each video captures use after a different time 
span: initial use; use after six months and use after one year, and is representative of 
other video and observation notes of game play at a similar stage. Each video is also 
showing a different sheltered home situation. 

3.2.1   Video 1: Initial Use 
This first video is at a point of initial use. It shows an 83 year old resident becoming 
acquainted with the ‘increasing-pin’ version of the bowling game on the Wii. Out of 
the group of players she is the only resident in this home and from the start is desig-
nated the captain of the group. The other players are visiting from another Sheltered  
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Housing scheme nearby and they all know one another. This is their second time 
playing the Wii and they are being instructed by a member of the Age Concern sup-
port team. Assistance is given when they encounter problems understanding game 
expectations or in using the Wii controller. This particular player has trouble working 
out when to press the B as also noted in previous studies [22]. Prior to playing the 
game, seating is arranged by the Age Concern staff in a semicircle around the game’s 
display. During play the whole team sit around the display and are intently focused on 
the game, giving encouragement and advice to the person playing.    

Table 1. Information about Wii game playing session in Sheltered Home 1 

No. Residents 35 (Sheltered Home 1) 
No. Older Players 5  
Previous experience 
of playing Wii 

Novices. Dependent on Age Concern to provide console and 
screen. Need support to set up and play. 

Number of consoles 1 
Others present 5  (1 member of Sheltered Housing staff (briefly), 2 Age  

support workers, 2 researchers) 
Games played in 
session 

Wii Sports – Bowling; Wii Fit – Ski Jump 

Excerpt 1 
Participants left to right:(off screen: Dee-Age Concern), Ben-researcher, Edna-

player, Beryl-player, Pat-player, Ann-player, Jan-player. 
0.31.84  
Dee: there’s two buttons to remember my 

love. First press the button A. 
Edna: well it’s not flashing. 
Dee: No you’re all right press B then. 
Edna: Press B? 
Ann: Press B and play 
Dee: Press button B and put your arm back 

and you hold it like that. 

0.41.92  
Dee: [demonstrates movement] 
00.44.72 
Edna: [successful throw] Dee: Hey that’s a 

good one 
Ann: Cor that’s a good one Edna Hurrah, 

one left  
Dee: Ha ha  
Beryl: Huhm  
Silence 9 seconds 
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0.59.29  
Edna: [swings without effect] 

 
In excerpt 1 we see Edna trying to understand the action of button B in relation to 

throwing a ball down the alley and she starts off being quite impatient and irritated. 
Button A must be pressed briefly to place the Mii at the top of the alley (except the 
button has been covered with a piece of card by the Age Concern helper) and then 
button B must be pressed, held down whilst swinging and then released to let go of 
the ball. Whilst the Age Concern helper (Dee) is able to demonstrate the embodied 
throwing action easily she cannot describe the points in time necessary for pressing 
and releasing button B. With this first throw Edna gets the timing right with corre-
sponding encouragement from the other players. Edna’s subsequent attempts are not 
so successful. She continues to press button B and enact the throwing movement 
without success. Her fellow players offer suggestions which are plainly wrong and do 
not help. In the end she just keeps enacting the swinging motion repeatedly and press-
ing button B until it works.   
Excerpt 2 
The alternative to pressing button A to put the Mii at the top of the alley is to just wait 
until the game places the Mii there by itself. Eventually after a few multiple throws 
like the first one Edna decides to just wait. Whilst throwing her fifth ball a member of 
the Sheltered Housing staff enters the room.  

 
 

Participants left to right:(off screen: Dee-Age Concern),Ben-researcher, E-player, 
A-player, Pat-player, Cath-housing staff, Ann-player, Jan-player 

2.5.76 Cath: Hi yah [member of Sheltered 
Housing staff enters at far door] 

Jan: Hello  
Cath: Hi yah  
Dee: Yeah 
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3.04.44 Edna: [Does a double swing, the  
second one being successful. She knocks all the 
pins down] 

Ann:Very good 
Jan: Oohoo 
 

3.12.40 [Everyone except Cath applauds] 
Ann: Well done Edna 45 pins 
Dee: You see it doubles up when you get a 

strike you get double the points. 
Pat: 90 she’s got there 

 
During this throw there is intense silent concentration amongst all the players as 

Edna waits for the appropriate time to throw the ball. All the players are paying atten-
tion to Edna’s mistakes and learning from them. The member of staff (Cath) inter-
rupts the silence with her own greeting but is given minimal attention by everyone 
else as their attention is focussed on the game. With this throw Edna knocks down all 
the pins at once (a strike) with excited applause coming from all the other players and 
a big smile across her face. Cath does not join in the applause. The Age Concern 
demonstrator explains the scoring associated with a strike and player Pat reiterates 
this to the whole group as a way of confirming this new knowledge. 

Excerpt 3 
The member of staff continues to start conversation ignoring the game play. 

3.26.80 Cath: I thought they were doing skiing or 
something today 

Beryl: We were doing that. 
Cath: Oh you’ve done that have you. Yes. 
Beryl: Failures 
Cath: ha ha ha 

3.35.82 Edna: [Double Throws] 
Cath: Where is everybody from our house then coz 

there’s only Edna 
Beryl:Go on 
Jan: Ooh 
Ann: It’s a lot of pins in it. 54 pins 
Silence 4 seconds 
Beryl: No I don’t know where they all are 
Cath: I’ve only popped in I’m busy I can’t stop. 

See ya later. 
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Despite the member of staff’s attempts at initiating conversation with the players 
their attention remains focused on Edna and her playing of the game. Their responses 
to Cath are curt and do not invite extended conversation. Equally she makes it clear 
that she does not see their presence in the house as her responsibility, using a strange 
third person approach to talking to them as in “I thought they were doing skiing or 
something today”. She quickly defines her responsibilities as concerned with residents 
only and therefore not this mixed group, retreating from the room to continue with 
other duties.  

Even at this early stage there is the sense of an inner gaming circle which empha-
sizes the importance of the collective activity taking place with the Wii, creating a 
‘sacred space’ [12] around it. This seems to be at odds with the day to day working 
practices of this sheltered home. Goffman [12] talks about the ways in which people 
use conversation and body language to bound regions according to particular stan-
dards of behaviour or ‘decorum’. In this setting consideration for the current player in 
terms of silence and appropriate encouragement are paramount as well as joint  
involvement in the ongoing game. The region of game play is bounded by the semi-
circle of chairs which creates a physical obstacle to outsiders. The staff member is 
excluded from the gaming circle in order to maintain the correct decorum for playing 
the game. Here we see the beginning of the creation of social meaning around the 
Wii, but at this early stage the mechanical aspects of the game play are foregrounded 
as the social focus.  

3.2.2   Video 2: After 6 Months 
Video 2 represents typical play after 6 months use. It shows an 81 year old lady (also 
designated as the captain) playing the standard ten-pin version of the bowling game. 
The players in this video are well acquainted with the Wii and have incorporated 
these sessions into their weekly routine. All the older players are residents of  
this particular home. The Age Concern support staff still give advice but are more 
focused on improving players’ performances rather than teaching them how to use the  
 

Table 2. Information about Wii game playing session in Sheltered Home 2 

Number of  
Residents 

27 (Sheltered Home 2) 

Number of Older 
Players 

3 

Previous  
Experience of 
playing Wii 

Accomplished players with 6 months experience. Played in 
the final of the Wii Bowling competition at a public venue. 
Dependent on Age Concern to provide console and screen. 
Can set up and need no support to play. 

Number of  
consoles 

1 

Others present 6 (1 other older resident, 2 member of Sheltered Housing 
staffs, 2 Age Concern support workers, 1 researcher) 

Games Played 
in Session 

Wii Sports – Bowling; Wii Fit – Ski Jump 
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controls. The housing staff are present and join in with the games. The current player 
has just returned from a period in hospital and has not joined in with the Wii sessions 
for some weeks. The other resident present has difficulty playing standing up due to 
having had a stroke affecting his stability and joins in from his chair. She is fully 
conversant with the controls but has some trouble aiming her ball down the middle of 
the alley. The seating arrangements are not altered for the Wii and whilst those sitting 
around the game are supportive, their attention is not always focused on the game 
play with conversations about other topics taking place. 

Excerpt 4 
Participants left to right: Pedro-Age Concern, Mark-Age Concern, Irene-player, 

Julia-player, Pam-housing staff,  (off screen: Pete-player, Liz-housing staff) 
00.20.00   
Pedro:Famous strikes please 
 

00.22.86  
Irene:[Pushes button with left hand to move 

across the alley]  
00.29.90  Irene: [Throws the ball –gets a strike]    
00.37.26  
Pedro: [claps] Oooer 
Irene: Well I’ve had one so I’m happy 
Julia: You’ll get more 
Pedro: That was the first one 
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There are no problems with button B here and the A button is not covered by the 
Age Concern staff during this session. Irene uses advanced techniques to play the 
game such as moving her Mii character slightly to one side before throwing to com-
pensate for her particular throwing style. Her control of the Mii at this point shows a 
degree of sophistication in terms of understanding what the Wii controller does and 
the way in which her physical actions affect her performance. The Age Concern dem-
onstrator (Pedro) recognises Irene’s abilities from past sessions as indicated by his 
first comment “Famous strikes please” but wants her to continue playing her best and 
improving. Initially he does not instruct her directly but there is an obvious shared 
understanding between himself and Irene evident in both their comments. 

Excerpt 5 
In excerpt 5, we see different members of the audience (Liz and Pedro) challenging 
Irene to recreate her best performances from the past. However the conversation sur-
rounding the game starts to interfere with the silent shared concentration needed for 
playing. The conversation also starts to go off at tangents principally driven by the 
staff member Liz. Other members of the audience place their hands over their mouths 
to subtly indicate the need for silence whilst Irene is playing.  

 00.46.65  Liz: I want you to show me how this  turkey’s 3done Irene Irene: You must be joking ‘Liz’ Liz: Nooo 
Pedro: Double get double 
Irene: [Pushes button with left hand to move  
across the alley, throws the ball]  

01.17.49  
Irene: [Pushes button with left hand to move  
across the alley - throws the ball]  
Game: “Nice Spare” 
Pedro: Second try now 

                                                           
3 A turkey in ten pin bowling is three strikes in a row.  
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01.31.67  
Irene: [Pushes button with left hand to move  
across the alley - throws the ball]  
Liz: I didn’t notice we’ve got a blue ball 

since we changed console, did we used to have 
a black ball or did we always have a blue ball? 

Pete: Can’t remember 
Pedro: It changes. It changes. It depends. 
Liz: Maybe we’ll always have this.  
Pedro: It was pink one before. 
Irene: Only one that time 

Excerpt 6 
In excerpt 6 Pedro decides to give Irene some direct advice about how to correct her 
play seeing that her usual approach is not quite working. He recommends a subtle 
change to the positioning of her Mii character which Irene acknowledges and does. 
Unfortunately the conversation from the audience continues to interfere and becomes 
even more unrelated to the game. More of the audience start to cover their mouths 
with their hands as a way of reinforcing Liz’s compliance in terms of being quiet and 
paying attention to the game. 

 
 

Participants left to right: (off screen: Pedro-Age Concern), Mark-Age Concern, 
Irene-player, Julia-player, Pam-housing staff,  (off screen: Pete-player, Liz-housing 
staff) 

04.03.00 Pedro:You’re going too much to 
your right 

Irene: Yes I am aren’t I. I noticed that. 
Pedro: If you go one less, you will get it 

right. 
 

04.22.74 Irene: [pushes button to side - 
throws] 

Game: Nice spare 
Pete: Are they decorating the bedrooms? 
C: No, it will be the entire common area and 
Pedro: Try to be in the middle here Irene.  
Irene: in the middle there 
Pedro: Right in the middle there 
Liz: I’ll ask for the wallpaper book Sunday 
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00.04.50 Liz: the majority will be like the 
paper of the hallway 

 

 
In this setting similar standards of behaviour or decorum are expected to those at 

Sheltered Home 1, i.e. consideration for the current player in terms of silence and 
appropriate encouragement as well as joint involvement during the game. In addition 
there is an expectation that players will challenge themselves and try to get the best 
scores. In this case the playing region is not bounded in space and instead is much 
more integrated into the existing spatial arrangement of the room. It is bounded in 
time and the rhythm of game play though such that the players and audience are ex-
pected to abide by the decorum of Wii game play during the sessions. In this case the 
staff member cannot be physically excluded from the gaming circle but cues are given 
to her that she should maintain the correct decorum during the game. Here we see the 
Wii becoming more integrated into social interaction more generally with the me-
chanics and usability aspects of game play starting to recede more into the back-
ground of play, enabling the social aspects to be more foregrounded. 

3.2.3   Video 3: After 1 Year  
The third video shows game play after 1 year. Here an 82 year old man is playing the 
‘increasing-pin’ version of the bowling game with three other players. One of the  
 

Table 3. Information about Wii game playing session in Sheltered Home 3 

No. Residents 93 (Sheltered Home 3) 
No. Older  

Players 
13  

Previous  
Experience of 
playing Wii 

Accomplished players with 1 year’s experience. Played in 
the final of the Wii Bowling competition at a public venue. 
Have their own console which they practice on regularly. 
Need no support to set up their own console and play.  

Number of  
consoles 

2 (Age Concern provide second console) 

Others present 3 (1 member of Sheltered Housing staff from another 
home, 1 Age Concern support worker and 1 researcher) 

Games Played 
in Session 

Wii Sports – Bowling; Wii Play - Duck Hunt; Wii Sports – 
Golf; Wii Sports – Tennis 
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seated players (Sheila) is a newcomer to the Wii whilst the others are seasoned play-
ers. All of these players are resident of another sheltered home and have been invited 
to play by the residents (who are also present but not playing) at regular sessions 
every week for the last year. It is an established part of both houses’ routines. This is a 
larger event than that shown in the preceding videos with 2 Wii consoles and 2 dis-
plays. This gives more of an atmosphere of an ‘event’. The seating has been arranged 
in an extended semicircle around the displays and biscuits are placed out on tables 
adjacent to the seats before the visiting team arrives. This is all done by the residents 
of the sheltered home hosting the event rather than Age Concern and there are no 
housing staff present. The residents also greet people as they come in and make them 
cups of tea. Whilst people are playing the Wii they circulate amongst the players 
engaging in general conversation.  Age Concern’s input is minimal and focuses on 
keeping scores during games, keeping players focused on the game and informing 
everyone of city-wide Wii events that they could take part in. Seasoned players are 
responsible for passing on their Wii skills to newcomers.  

Excerpt 7 
Excerpt 7 shows how the game play has become a background element to a larger 
socialising event. There are multiple conversations taking place throughout the room, 
sometimes focussing on the game but shifting easily to all sorts of other unrelated 
topics. The volume of conversation drowns out the noises from the Wii console. Dee 
attempts to keep the focus on the game by pointing out the current state of affairs to 
others  
 
 

Participants left to right: Peg-player, Sheila-player, Mary-player, Dee-Age  
Concern, Ron-player 

0.24.52 
Ron: [throws] 
Mary: Oh nearly. 
Sheila: The trouble with me when I started 

doing that... 
Mary:Everybody does that.  
Sheila: I kept letting go of it  
0.33.80 
Sheila:[does action with the imaginary 

button in mid air] 
Peg: Yeah I keep doing that. Goes off the 
line don’t it and I gotta go that way [does a 

jiggle] then I move over 
[points to playing area to show where] and 

then it starts going the right way.  
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0.50.68 
Ron: [successful throw] 
Mary: everybody does that Sheila 
Sheila: Do they? [picks up cup of tea and 

drinks] 
Dee: Do do da do [waves hand up and 

down] 
Mary: [picks up cup of tea and drinks] 
Peg: Oh it is hot in here isn’t it  
1.09.59 
Peg: [picks up tea and drinks] 
Sheila: [puts tea down] 
Mary: [puts tea down] 
Sheila: Oh the supermarket down St James’ 

Street 
Peg: Oh isn’t it hard 
Sheila:  I know I used to moan about it but I 

really miss it. 
Dee: [picks up cup of tea and drinks] 

 
Here, the Age Concern demonstrator (Dee) is largely redundant in her role with ex-

isting players teaching new arrivals. For newcomers acquiring literacy with the Wii in 
this setting, the learning takes place in a more subtle manner to that seen in the other 
videos. It has become an aspect of communicating with one’s peers, embedded in the 
process of getting to know one another. This contrasts with the situation in the other 
houses, who were at different points in the appropriation lifecycle, where learning 
was from a knowledgeable other (Age Concern demonstrator). The sense of decorum 
is also quite different with minimal consideration for the current player in terms of 
silence and encouragement. Expressions of joint involvement are still present but 
have shifted from an exclusive concentration on the game to sharing personal ex-
changes about their daily lives. The playing region is bounded in space in the same 
way as in video 1 with one important change, it now encompasses two sets of players 
(one for each console). Interestingly although this recreates a competitive setting, 
competition itself is absent from the game play with each console set up for com-
pletely different games. Players treatment of the playing region as a ‘sacred space’ is 
also less rigid with the providing of refreshments taking priority over game play. In 
summary, what we see here is the foregrounding of social meaning around the Wii, 
where ownership now lies clearly with the residents and where the Wii merely pro-
vides the context/excuse for their interactions, and where the space has meaning be-
yond purely game play.  

4   Discussion 

The focus of this paper is on understanding how older people in these Sheltered Hous-
ing situations have evolved their relationship with Wii game play over time. The fact 
that this is an active ongoing agenda across multiple Sheltered Homes more than a 
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year after its introduction, and that the residents have clearly been able to actively 
construct socially meaningful engagement for themselves around using the Wii, is 
evident of a successful initiative by Age Concern. Undoubtedly too, their use of the 
Wii promotes physical, psychological and social activity. This is clear to see from the 
video excerpts. While an Active Ageing agenda [30] may assume that this kind of 
activity – Wii game play - is intrinsically beneficial, it is important to consider how it 
is that these older people actively define such activities as meaningful. To ignore this 
is to ignore the essence of what makes the initiative successful. The way in which the 
purpose of the Wii and the space around it have been negotiated and defined by the 
players and support staff is integral to understanding its success.  

4.1   Creating a Sacred Space for Wii Game Play 

Age Concern’s role in the Wii initiative is pivotal, expressing an underlying empow-
erment principle towards players which encourages their independent mastery of 
technical literacies and a high degree of control over their living spaces. The redefini-
tion of physical and social space which accompanies players’ use of the Wii is also 
implicated in its successful integration into the daily life of these players. The physi-
cal movements which are a necessary part of playing the Wii help to define a ‘sacred’ 
space around the game console with its own sense of decorum. Players must step into 
this space in order to play the game and non-players are expected to be respectful of 
this space not entering it during play. Age Concern reinforce the sense of a sacred 
space with a chair circle around the Wii and define decorum in conjunction with play-
ers as being based on fun and friendly competition with patient consideration for new 
players but an expectation that players will challenge themselves to the best of their 
abilities. Engaging with this space players first acquire technical literacy with the Wii 
but soon start to take ownership of this space and the social potential that it offers. 

4.2   Acquiring Technical Literacy 

The sacred space of the Wii provides a safe place to learn about the new embodied 
gesture-based interactions of the Wii. Learning is also supported by the physical na-
ture of play. Individual interactions with the Wii amplify older players’ physical abili-
ties allowing them to take part in activities (such as bowling) which they would not 
normally entertain. The embodied interaction metaphor that translates physical off 
screen movements into enhanced on screen activities (making participation in such 
activities possible) is quickly understood and appreciated by new players. Age Con-
cern staff demonstrate these capacities very simply through miming of the necessary 
actions (see video 1). The transparency of Wii interactions (and their associated diffi-
culties) make them available to other players providing socially-embedded opportuni-
ties for vicarious and shared learning, with non-players observing and offering advice. 
Age Concern maintain an empowering approach to teaching the Wii interactions us-
ing a scaffolding approach [4], reducing support as players’ competence with them 
increases. What is interesting here is that once basic literacies have been acquired the 
game recedes as a focus of attention in its own right to becoming a context for other 
social purposes, and where the skills are taken for granted.   
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4.3   Taking Ownership of Communal and Social Space 

Defining Wii game play areas as sacred space also encourages the older residents in 
these sheltered houses to take ownership of those spaces whilst playing. In videos 1 
and 2 it was Age Concern support staff who were responsible for appropriating space 
though the repositioning chairs and tables and the placing of the Wii console and 
display screen to form circles. In video 3 it is the residents who take full control of 
their physical space rearranging it without Age Concern support and inviting guests 
into that space. Here we start to see the underlying social potential of the Wii being 
explored. Previously, residents were largely reliant on the Housing staff to organize 
social activities, and these were for residents only. Over time we also see the sacred 
space of these events being asserted in terms of time and social availability with their 
regular establishment in the diaries of players. The Wii in these settings has been used 
as a pivotal facilitator in both shifting the power and motivation for social organiza-
tion to the residents themselves, and for widening the social participation to engage 
with other homes and with older residents in the neighbourhood, forging new social 
connections with peers that had not previously existed. 

Such active participation in residential settings is acknowledged as important for 
the well being of Sheltered Housing residents although it can sometimes be at odds 
with the concerns of housing staff who are focused on managing an efficient working 
environment [1]. This appeared to be the case in Sheltered House 1 where ownership 
of space was contested. Wii game playing has allowed the older people in these 
homes to accomplish technical literacy with new technology, to express their own 
values in new and collective ways, expressing claims to ownership of communal 
space and time, defining new meeting places and providing opportunities for instigat-
ing new social connections with their peers. Together these contribute to the older 
people in these homes being able to frame what constitutes meaningful use of a tech-
nology for them.  

4.4   Guideline for Appropriation and Empowerment  

The Wii console is quickly being adopted as a panacea for ageing concerns with re-
search showing its positive effects on physical health [2] and mental well being [11]. 
Other research has suggested that the Wii’s ability to benefit older users in this way is 
due to its inherent sociability [28]. Undoubtedly the embodied aspects of game play 
do allow social interaction to continue during game play. However in this study we 
have highlighted the co-constructed and contested nature of Wii game play and the 
importance of older people themselves gaining control over the space as part of their 
appropriation of the Wii. It is their active performance within and surrounding game 
play that constructs it as a meaningful and beneficial engagement. Interventions for 
older people using the Wii should remain cognizant of the centrality of empowerment 
in promoting well being with appropriate decorum and control over their own space 
being important gauges of empowerment in such situations [19]. Here we present 
guidelines for encouraging empowerment as part of appropriating the Wii. This re-
flects a broader view of ‘design implications’ where any such intervention reflects not 
only the technical issues but designing for the broader context: 
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4.4.1   Identify Motivations  
Determine older people’s motivations for playing the Wii in the first place and try to 
support these. Where appropriate look to extend opportunities for social contact with 
peers and intergenerational connections through game play. Both this and previous 
studies [28] have highlighted potential for playing with younger generations and 
grandchildren. There are also opportunities to explore this through remote Internet-
enabled game play that have so far not been explored. 

4.4.2   Use Controllable Games 
Choose games initially that allow older players to be in control of the pace and play 
rather than it being dictated by the game. This allows controlled engagement with the 
game which is particularly important for frail players and gives space for the 'in be-
tween' social interactions. There is a definite design opportunity here for more such 
games. Many of the games encountered during the study dictated the pace of game 
play too much for older players and were discounted by them (e.g. Ski jump).  

4.4.3   Setting Up the Sacred Space: Physical Layout and Decorum 
Physical layout: It is important to establish the layout of the room particularly in the 
early stages by arranging chairs and the display screen so that it creates a ‘safe’ en-
closed circle for learning the embodied interactions of the Wii. 

 
Decorum: The decorum surrounding game play is important to define as this creates 
expectations for what behaviour is appropriate, acceptable and/or encouraged. An 
initial attitude of friendly competition and self-challenge is important in that it moti-
vates players to learn. Fostering a collective attitude towards learning and playing is 
important where joint involvement is encouraged. In this study this was promoted by 
the league element of Age Concern’s approach. Previous studies have suggested 
downplaying the competitive element of Wii games [28] but it seemed to be a positive 
element here. Social interaction is the bedrock of the Wii’s success and once players 
get to know one another they will start to define their own sense of decorum. This is 
to be encouraged. Tea breaks are one way of providing social ‘openings’ for players 
to start talking and getting experienced players to teach new ones in other homes is 
another.    

4.4.4   Scaffold Learning 
Training for basic skills acquisition should be adapted to account for the initial abili-
ties of the player but should remain open to skillful development in the future. Basic 
embodied skills can be taught easily by the miming of embodied actions but more 
symbolic interactions which incorporate the use of buttons are more difficult to ac-
quire for some older people. Engagement with the physical interface of the Wii con-
troller should be managed (i.e. with the use of cardboard covers over buttons) so that 
only simple interactions are possible at first but can become more complex at a later 
date. Adaptivity of this sort is a common approach to accessible design for virtual 
interfaces [25]. A similar design approach could help here with the Wii controller’s 
physical interface. 
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4.4.5   Manage Transition to Ownership 
Plan explicitly for the transitioning of ownership by negotiating with other residents 
and staff within the home. Get everyone on board as much as possible from the start 
including them in sessions so that when support withdraws the physical and social 
space to play the Wii remains. 

5   Conclusions 

This longitudinal study of older people’s use of the Wii in Sheltered Housing has 
shown how an initiative based upon competitive embodied gaming can address some 
of the ongoing issues related to growing older in a developed society. It introduced 
older players to new technical literacies in an inclusive non-threatening and fun way. 
It addressed social isolation by providing them with new social peer connections 
through community events. It provided new roles for older people within their local 
community as hosts of such events and encouraged their ownership of the communal 
spaces in which they lived. What also became clear in this study was the contested 
nature of these institutional settings and the way in which the Wii (with Age Con-
cern’s help) could empower older people living there to redefine these settings as 
community meeting places. The presentation of the key lessons as guidelines is in-
tended to enable other groups of older people to realise the social value from games 
such as the Wii in sheltered housing settings whilst at the same time keeping an im-
portant grounding in empowerment issues. Whilst this study has focused exclusively 
on older people’s appropriation of the Wii in Sheltered Housing it would be interest-
ing to see whether similar processes of appropriation took place when other technolo-
gies were introduced into those same spaces. 
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Abstract. This paper discusses the design process of a system aiming to support 
daily life of older people in a retirement home. This system called Sammy was 
designed on a participatory basis by a multidisciplinary team. The main results 
are the importance of communicating with all the stakeholders regarding both 
strengths and weaknesses of the new system, the importance of the social fac-
tors in system acceptance, the need to combine various evaluation methods dur-
ing the design process, the importance of contextual factors and the need to take 
into account the dynamics of population in a retirement home. 

Keywords: Human Factors, Older People, Design Process. 

1   Introduction 

Older adults are becoming an increasing part of the population in many countries and 
it is nowadays acknowledged that this evolution will probably be one of the most 
important challenges in the coming decades. In this context it is of prime importance 
to study the design process of products and services targeting the older users. Indeed, 
it is still partly unknown what their involvement in the design process can bring and 
what are the limits of such an approach. This paper aims to contribute to a better un-
derstanding of this issue by discussing a field experience in a retirement home. 

2   State-of-Art 

2.1   ICT and Ageing 

Information & Communication Technologies (ICT) are nowadays acknowledged as 
powerful means to tackle the challenges of an ageing population. The scope and  
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objective of the research projects in this domain are very large: to maintain older 
people at home and to tackle issues regarding quality of life or safety (e.g. [10], [14]); 
to counter the effects of the age-related physical or cognitive impairments (e.g. [5]) or 
to enhance the medical support to older users (e.g. [11]). A literature review has 
helped us to identify some valuable findings of this vast amount of research, which 
sometimes contradict some preconceived ideas. 

• Many older adults are not basically reluctant to the use of ICT. Numbers shows 
that elderly people do use the Internet and are the fastest growing demographic of 
Web users [6]. ICT is also perceived by some older people as an important element 
for inclusion in the contemporary society [19]. This may motivate them to learn 
and to use new ICT devices and applications. 

• Ageing is a universal but not a uniform phenomenon and there is no standard way 
of getting older [18]. Ageing concerns various dimensions (vision, dexterity, mem-
ory, social life, emotions…) and multiple combinations of impairments and living 
conditions can be encountered ([2], [3], [6]). Therefore, most of the results cannot 
easily be generalized to a hypothetical “older population”. From a design view 
point, this make it almost impossible to design a device that can meet every com-
bination of expectations and constraints that older people can exhibit. Conse-
quently, design proposals should precisely describe the subgroup of the “older 
population” that is targeted, in order to delimit their scope of relevance. 

• In general, older people want to remain (as long as possible) independent individu-
als, including in their use of computers ([13], [19], [20]). Therefore, designers 
should prefer (as much as possible) the ICT solutions that can be operated by older 
people with little or no help. 

• Designing product and services for older people demands to go beyond tackling 
only physical and cognitive deficiencies. Interaction with technology involves 
emotions, values and social needs and it is influenced by socio-economic, cultural, 
linguistic or health constraints ([3], [8], [12]). The influence of some of these  
factors has been recently formalized in the Senior Technology Acceptance & 
Adoption Model [17]. 

• Age is not the unique factor to take into account to analyze ICT use by older peo-
ple. Kang and Yoon [9] have shown that both age and background knowledge are 
important factors explaining differences in interaction behavior between younger 
and middle-aged adults. They discovered that age influences elements like the 
number of interaction steps or the subjective perception of performance. In con-
trast, background knowledge influences the trial-and-error behavior and the frustra-
tion level. On this basis, they suggest to designers targeting older users to identify 
the interaction features that depends on the age and those influenced by other fac-
tors (e.g. background knowledge). To sum up, they draw the attention to the fact 
that the “novice-expert” and “young-old” dimensions overlap each other. 

• Older people do not want to be treated like deficient persons who need special 
assistance. To counter deficiencies, older users may sometimes prefer a strategy 
used by the whole population (e.g. wearing glasses) to an elderly-specific solution 
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(e.g. increased text police on a web site) [20]. From a design perspective, this 
means that it is important to avoid the features that might belittle the elderly  
persons or might be perceived as such. Including in the design process an evalua-
tion of the social effects that can be generated by the use of the new system may 
lower this type of risk. It is clear that experiments in artificial environment cannot 
easily identify this threat for the acceptance of the new system. 

• How ICT affect the well-being of older people is currently debated. A thorough 
review of research papers [2] has highlighted that the well-being of current older 
adults may not be negatively affected by digital exclusion. In fact, it is crucial to 
distinguish two phenomena. On one hand, ICT can indubitably support older adults 
in various aspects of their life (e.g. medical support, easier communications with 
relatives). On the other hand, the causal effect of the use of ICT on increased well-
being of the individuals is yet to be scientifically proven. In an experiment trying 
to measure well-being, the social and psychological effects (e.g. training effect, 
richer social interactions or personal relationship with the evaluator) may produce 
completely biased results. 

• Having a different behaviour does not mean being less efficient. Previous research 
has pointed out that older people behave differently than younger ones on the Web 
([3], [6], [22]). Fairweather [3] stresses the fact that most of the comparative studies 
of performance between younger and older adults focus on local behaviors (i.e. at-
omized actions like “moving to the next page”). However, if the comparison is 
made at a higher level to consider purposeful behaviors (e.g. “retrieving weather in-
formation”), his experience did not demonstrate a significant influence of age on the 
rate of success. In fact, it simply showed that older people use different strategies 
that younger ones. They probably rely on skills and knowledge that are less affected 
by the ageing process and sometimes they use heuristics to compensate age-related 
limitations. Consequently, a sound understanding of which precise capacities de-
cline with age is necessary to design efficient applications for older people. 

• For older people, it seems that avoiding making mistakes is more important than 
being efficient [20]. According to Sayago and Blat [19], this effect originates in the 
fear to cause damages to the ICT system or to delete some data. These unwanted 
consequences have to be subsequently repaired or corrected, which generate frus-
tration by making clear the lack of individual independence. This precedence of 
mistakes prevention on efficiency influences many design choices. 

2.2   Design Methods for Older People 

Newell [15] points out some limitations of the broad paradigm regrouping inclusive 
design, design-for-all and universal-design. He explains that a design whatever its 
quality cannot fit everyone needs and skills. He also suggests that research focuses on 
individual older and disabled users as people, rather than as simply a set of user char-
acteristics. Dewsbury et al. [1] agree on this point and explain that “Through treating 
participants as real people, designs reflect their own suggestions and idiosyncrasies.” 
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Design should address what the real people consider important and not what the de-
signer thinks it is for a hypothetical representative older user. 

For older and disabled users, Newell and Gregor [16] suggest to switch from the 
“Universal Design / Design for All” paradigm to a “User-Sensitive Inclusive Design” 
approach. They motivate this assertion by the fact that the high diversity of users may 
prevent to build a group of representative users as well as to design a product really 
accessible for all. In addition, they explain that “User Sensitive Inclusive design needs 
to be an attitude of mind rather than simply mechanistically applying a set of “design 
for all” guidelines”. 

When designing for older people, Dewsbury et al. [1] emphasize the need to mix 
traditional technological approaches with detailed investigations into everyday life 
and user needs. Unfortunately, despite the growing awareness in the HCI community 
that the focus on cognitive aspects of single users performing tasks should move to 
the understanding of the social context and real-life experiences [19], few extended 
ethnographical study with older people are available. 

The adequate level of social interaction between designers and (older) users is also 
debated in the literature. Some authors argue that the designers should develop empa-
thy [15], trust or other types of social relationship [12] with the group of users. Dews-
bury et al. [1] are less affirmative and simply claim that (in ethnomethodology) some 
form of empathy may appear but it is not a prerequisite for insightful research or de-
sign. They even explain that in some circumstance, empathy may limit the objectivity 
required to correctly understand a situation. Nevertheless, they acknowledge the im-
portance to make a partnership agreement with the participants of the study. 

Participatory design is often promoted as an appropriate methodology to imagine 
ICT systems for older users. Massimi et al. [12] identify three possible approaches in 
this context. The first one (“Design for Me”) relies on the capabilities of the individu-
als to create a system that best fits their personal needs. In the second paradigm (“De-
sign for Us”) people take into account the abilities of the design team members but do 
not generalize to a larger population. The third one (“Design for Them”) aims to de-
velop a system for a broader population whom members exhibit diverse abilities. 
Depending on the objective of the designers, any of the three methods may be 
adopted. The important point is to keep aware of the chosen paradigm and its conse-
quences in terms of scope of validity. 

Finally, the necessity for a relationship between design and evaluation activities is 
acknowledged in the literature but it still needs to be further investigated. For in-
stance, it not very clear which evaluation method is the most appropriate in a given 
design paradigm. Wania et al. [23] explain that design and evaluation cannot be sepa-
rated anymore but should be considered as one process. 

3   Description of the Case 

The research described in this paper was carried out in the context of a multidiscipli-
nary project involving computer scientists and psychologists (experts in gerontology). 
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The purpose was to imagine an ICT application that can support older people ageing 
without severe impairments in their daily life. This ICT system is called “Sammy”. 

More precisely, the project team aims to study the context of a retirement home 
(later called “K”) located in Luxembourg, a mid-sized city (~100.000 inhabitants) of 
Northern Europe. Around 120 persons were living there at the time of the study. It has 
been chosen because it is a specific context that differs from the home or hospital 
environments, which have both been well studied in the literature. To some extent, the 
“K” institution can be considered as an intermediate stage between those two  
contexts. Indeed, the residents live in autonomy in apartments located in the same 
building but common services are provided like catering, laundry or diverse social 
activities. People are free to use these services and to participate to those activities or 
to prefer individual initiatives. The “K” home policy imposes that health care of the 
residents must not exceed 12 hours per day. If this limit is reached, they must move to 
an institution that can provide the appropriate medical support. In our study, we fo-
cused on those of the residents having no or few cognitive or sensory impairments. 

4   Sammy System 

The core device of the Sammy system consists of an 8.4’’ touch screen terminal with 
an integrated computer and an RFID reader (cf. Figure 1). These technologies were 
chosen for several reasons. First, like Dewsbury [1] our aim was to use a device that 
does not look like a computer in order to avoid the preconceptions that it entails for 
some older people. The system should also look and be robust. Indeed, Hanson [6] 
has pointed out that some older users may “worry about breaking the computer” and 
we wanted to avoid this effect. Finally, touch screen technology was conformed to 
findings from previous research [9] that has shown a preference, by older adults, for 
direct devices (like touch screen) over indirect devices. 

The Java-based Sammy software enables the residents to subscribe to different ac-
tivities organized by the “K” home or by fellow residents. Users log into the system 
by holding their personal RFID tag (which comes in different shapes like cards or key 
fobs) next to the terminal screen. The system then loads the personal profile of the 
user (e.g. preferred language) from a MySQL database. As the user navigates through 
the application by pressing buttons on the touch screen, the system gradually loads 
information to display via requests to the database. At the end of the process, users are 
given a ticket by a printer attached to the terminal. This ticket summarizes the choices 
the user has made. 

Moreover, users have the possibility to subscribe to a personalized, weekly 
“Sammy Newspaper”. This two-sided PDF document holds different categories such 
as weather forecast, news from Sammy, news from the world (RSS feeds), news of 
the “K” home, contribution of a resident, Quiz, crosswords, pictures of “K” newcom-
ers. Some contents are different for each resident (e.g. news from Sammy) and others 
are identical for all (e.g. Weather forecast). 
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Fig. 1. Sammy System 

5   Design Process 

Identifying the real needs of users is always a challenge. Newell and Gregor [16] 
explain that “users are not very good at explicitly stating what they need of a technol-
ogy which does not yet exist.” Therefore, our design method was based on two suc-
cessive stages. First, we identify a starting set of features without direct input from the 
real users. Then, we implement these initial features in a prototype in order to provide 
the real users with some tangible experience with the new system. This is the founda-
tion that the older people can build upon to realize what is possible, what is useful and 
what should be added to the system. At that stage, we collect their feedback and asso-
ciate them in an iterative co-design process for the next versions of the system. 

5.1   Initial Data Collection from the Field 

First, we have carried out several interviews with the manager of the “K” home. He 
described the general organization of the home. Among others, he explained that the 
residents can participate to various social activities organized by the institution. The 
proposals include daily activities (e.g. lunch at the “K” restaurant), regular but less 
frequent suggestions (e.g. shuttle to a shopping mall) and ad-hoc initiatives (e.g. mov-
ies sessions organized by a resident, painting exhibition in the entry hall). Before our 
intervention, the residents did register to those activities either via a paper form or 
verbally at the entry desk of the home. 

We also carried out a study to have more information about the profile of the “K” 
home residents, especially regarding their skills and use of ICT. At that stage, we did 
not try to elicit specific needs of the interviewed persons. All in all, n=19 persons 
within the age range of 75 – 91 years were interviewed (thereof 68% were women). 
The results of the qualitative interviews elucidated no or very little overall experience 
with modern technologies (i.e. computers, internet, mobile phones) in the “K” home 
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population. On the other hand, most respondents however showed a rather positive 
attitude towards modern ICT; only few persons reported negative experiences with 
modern technologies (especially with respect to ATM machines). When it came to 
factors determining the use of technologies, most arguments for not using these were 
related to personal factors, i.e. low self-esteem, low perceived self-efficacy and low 
ICT experience of elderly persons than to characteristics of the technology itself (es-
pecially its perceived applicability and usefulness). Since the interviewees belong to 
the so called “pre-computer generation” these findings may imply a low (perceived) 
level of technical skills and reluctance to learn new practices. Nonetheless, interview-
ees generally appreciated the idea of being involved in a scientific project and testing 
a newly developed technical device that should facilitate everyday life in the retire-
ment home. 

5.2   Identification of Initial Features 

After those tasks, the members of our research team (computer scientists and geron-
tologists) carried out several brainstorming sessions. The purpose was to know what 
our ICT system should do in order to support the daily life of the “K” residents. The 
question was rapidly raised whether the social activities organized within the “K” 
home were a good case to study. 

We realized that those activities are a significant part of what the “K” home offers 
to the residents beyond simply hosting them. Indeed, the common services and those 
social activities were the two main reasons why the residents could not be considered 
as living in separate apartments. Increasing the diversity and the quality of these so-
cial interactions might keep the residents more connected to each other, which might 
be a positive factor for the residents’ well-being. However, what is not known is 
whether an ICT system is an adequate approach to maintain or increase the involve-
ment of the residents in the social activities proposed by the “K” home. Despite the 
advantages that such a system may offer to the home management (e.g. optimization 
of orders, better planning), will it be accepted by the residents in their daily life? We 
also discussed which features should be implemented, in what order they should be 
developed and how the system should look like (cf. hardware). 

The reservation of the menus at the “K” restaurant rapidly appeared as the appro-
priate initial feature to be implemented in the system. Indeed, for some residents 
lunch time is the only “social” event of the day and it can play a central role in their 
daily life. We were also told that there are frequent discussions about it among the 
residents. Another key advantage in favour of “lunch reservation” is the large in-
volvement of the residents in general, which is not always true for other activities. For 
example, they are not equally motivated by visiting a painting exhibition. Starting by 
supporting very specific activities that few residents are interested in would have 
limited the potential group of users but we aimed to convince as many residents as 
possible to use our system. Two additional arguments were in favour of the “lunch 
reservation”: it is a well known process for every resident and this process is operated 
on a regular basis. This means that it does not require a learning phase that would 
overlap with the discovery of the new system and that it naturally asks to be repeated 
often, which is a favourable factor for memorization. 
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Finally, the idea to implement first the reservation of the lunch menus at the “K” 
restaurant was discussed with the home manager. He was convinced by our arguments 
and decided to support this approach. This is also an important point because the 
participation of the home staff was therefore officially encouraged. It may be re-
minded from this perspective that previous research has emphasized the need to 
“Make participation an institutional affair” in participatory design methods with 
seniors [12]. 

5.3   Development of an Initial Version of Sammy 

Wania et al. [23] reminds what many designers, including ourselves, have experi-
enced on the field: “It is very difficult, if not impossible to define all requirements 
before a system is actually used, to predict exactly how an information system will be 
used, and to predict how an environment will change after the implementation of an 
interactive system.”  In order to tackle this challenge, they suggest “to incrementally 
grow, not build, software systems” [23]. Other researchers [20] have pointed out the 
difference (long recognized by social scientists) between what people say and what 
they do. Therefore, interviews of users are not sufficient to understand daily activities 
of people on the field. It is also well known that the field environment is influenced 
by numerous factors that cannot be reproduced in laboratory settings. We agree with 
those assertions. To take them into account, we have developed a first version of the 
Sammy system (later called Sammy 1.0) implementing the basic features that were 
identified as a good starting point during the initialization phase (login feature and 
lunch menu reservation at the “K” restaurant, cf. previous section). The purpose was 
to show to the residents how the system looks like, what it is intended for (in the ini-
tial stage) and how it can be operated. 

This approach helps to overcome the major problem of shared concepts among the 
users and the designers. Indeed, the elicitation of needs of users having few (if any) 
previous experience with ICT (the study of the “K” residents profile during the ini-
tialization phase had showed that we were in this case) often faces the problem that 
basic ICT concepts are not known by the users. Moreover those users may encounter 
some difficulties to imagine what the designers are talking about or what a sketch 
may represent in reality. When an initial version of the prototype is available, some 
formative evaluation sessions can be organized with the older people and they can use 
their own words to express their comments. It is much easier for the designers to map 
this feedback to ICT concepts. The users (or their representative authority) also want 
very soon a concrete description of the new system. From this perspective, we have 
observed that our credibility has increased when the first working prototype was re-
vealed. As a consequence, we received an increased support from the “K” manager 
who was then fully convinced that we can really deliver a system usable on the field. 
Nevertheless, deploying an early version of a system on the field with real users raises 
some challenges. 

First, the overall physical aspect of the system must be firmly determined and 
should not vary too much otherwise the users may consider the subsequent versions as 
new systems. We could afford this approach because the design of the system for the 
“K” home was preceded by several months of investigation regarding candidate tech-
nologies (e.g. electronic paper, Wiimote, phidgets…). Therefore, we had gained a 
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sufficient expertise regarding which hardware components were appropriate for our 
purposes. 

Second, the software features must be developed while keeping in mind that this is 
not a “proof-of-concept” research prototype but an application dedicated to be de-
ployed on the field. This demands to include significant code testing and debugging 
phases in the development process of the initial version. We also tackled this issue 
with a voluntary limitation of the features to what was explicitly needed. Indeed, the 
first impression is of prime importance for the acceptance of the new system and any 
problem may threat its future reputation. 

It is nevertheless important that the designers do not work for months without any 
confrontation with the final users, even in the design phase of the initial version of the 
system. Despite the limitations in terms of scope of validity, some evaluations in 
artificial environment may help to avoid critical mistakes. Therefore, we involved a 
small subset of potential users from the “K” home (n=5) in formative evaluation ses-
sions of this type. The purpose was to avoid any element that might generate fear or 
distrust in the new system due to reasons unexpected by the designers. However, it is 
important to keep in mind that those evaluation sessions were not valid from an eco-
logical view point because they were not carried out in a real context. This limitation 
of the scope of validity is acknowledged in the literature [23] and some authors argue 
that evaluation should be situated in the context of use. We have followed this rec-
ommendation in the subsequent stages of our design process. 

5.4   Final Validation of the Initial Version 

5.4.1   Methodology 
Before the official launch of the initial version of Sammy, we evaluated its acceptance 
by a subset of the residents. We undertook this operation in order to reassure our-
selves concerning our design and development choices. Our primary goal was to 
avoid as much as possible any problem occurring when the system would be perma-
nently available in the “K” home. From a methodological perspective, this step can be 
considered as a summative evaluation of Sammy 1.0 or as a formative evaluation in 
the design & development process of Sammy (all versions considered). 

At this stage, our methodology combined an observational study and an evaluative 
post-test interview. Nineteen (n=19) residents were selected and recruited by the “K” 
home manager. In this sample, four (n=4) persons took part in the first evaluation. 
The participants were on average 84 years old, mainly female (68%), mostly widowed 
(84%), with low or no experience or interest in modern technologies. Participants 
were living in the “K” home for six years on average. None of them suffered from 
severe psycho-physical deficits or functional impairments. 

In order to increase the ecological validity of the evaluation, the Sammy 1.0 system 
was brought to the “K” home and the personal profiles of the subjects were preloaded 
(e.g. real name, preferred language). This decision was taken to limit the potential 
biases due to unrealistic data loaded in the system to be evaluated (Genov et al. dis-
cuss this effect in [4]). 

The subjects tested the Sammy system one by one. They were given some stan-
dardized information about its purpose and features. They also received standardized 
instructions to carry out some operations. They were asked to test Sammy during  
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20-minutes. Next, two trained researchers interviewed them regarding: (1) manage-
ability, usability and overall acceptance; (2) design and features; (3) suggestions for 
improvement. 

5.4.2   Results 
Globally speaking, the observations showed that the subjects operate Sammy very 
confidently. Few persons exhibited nervousness, concentration difficulties or disinter-
est. The interviews indicated a good acceptance, practicability and applicability. From 
a pure usability point of view, the subjects were asked to evaluate the font size, the 
font color, the background color, the display size, the graphic design of the screen for 
selecting the lunch menu, the graphic design of the calendar and the visibility of the 
reservations made. All these aspects were judged as “good” or “very good”. 

While the global results were positive, we identified some issues at the individual 
level. For instance, a small number of persons exhibit some difficulties to operate the 
tactile screen. They touch it several times at high frequency, which causes the naviga-
tion to be too fast and prevents the users to actually see the intermediate screens. We 
solved this problem by adding a delay that disable the buttons for a short time after 
that they have been pressed for the first time. This problem typically illustrates what 
designers did not anticipate. However, this type of usability issue can be adequately 
identified in an evaluation session, even if it is not carried out in a context of real 
usage. 

We were also surprised that some residents were trying to anticipate the potential 
problems that might appear in the deployment phase. For example, we collected some 
concerns from residents who were afraid of standing too long in a queue in front of 
the Sammy terminal. This type of feedback is also very important because it can help 
to avoid very pragmatic problems that the design team may have neglected but that 
may lower the acceptance of the new system. Indeed, if the designers are mainly fo-
cused on the characteristics inherent to the ICT application (e.g. functional features, 
usability), they may underestimate some influential factors of the real environment 
where it will be deployed. For example, several weeks after the deployment of 
Sammy in the “K” home, a resident told us that she did not use the system because it 
was located in the entry hall which was too cold from her point of view. This example 
illustrates how difficult it may be to take care of every aspect of the real conditions of 
use. If the design is completely carried out with evaluations in artificial environments, 
some issues will never be identified. The latter example shows that even if some 
evaluations with a subset of users are carried out on the field before the deployment, 
some issues to be tackled afterwards will still appear. In this case, the diversity of 
older users (e.g. in terms of subjective heat perception) explained this unexpected 
issue. This example also demonstrates that diversity goes far beyond cognitive and 
sensory aspects. 

We have also observed that some older people expressed fear concerning the ac-
ceptance of the system by other residents. For example, they mentioned that some 
individuals have sensory or cognitive impairments that would prevent them to use 
Sammy. We acknowledged the limitations of our system from this perspective (see 
Description of the Case). However this comment shows that social factors may play a 
role in the acceptance of Sammy in the “K” home community. It seems that some 
residents consider the acceptance at the group level instead of at the individual one. 
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This information has helped us to adapt our communication strategy accompanying 
the deployment stage. In fact, it made us aware of the need to emphasize that the 
decision to use Sammy was clearly a personal one and that Sammy would not replace 
the traditional processes formerly used in the “K” home. By no means should Sammy 
be considered as a tool restricted to “valid residents” (which is moreover an inconsis-
tent concept). This finding was also one of the motivations to add some paper-based 
features to the next versions of Sammy (e.g. Sammy newspaper described in a previ-
ous section). Indeed, we wanted to demonstrate that Sammy was potentially useful for 
any resident, even for those who do not use its ICT components at all. 

During the interviews, it also appears that the process for choosing the lunch 
menus was implemented in the paper forms distributed by the “K” staff in a more 
rigid form than what really happens on the field. In fact, the residents were discussing 
informally with the waiter to compose their menu according to their personal prefer-
ences. A negotiation process was taking place and an agreement satisfying both the 
resident and the waiter was found most of the time. So much flexibility was not avail-
able in Sammy 1.0 because it was relying on the official process. In fact, this gap 
between the official process and the real one was a consequence of our design method 
based on producing an initial version without involving the real users. When we real-
ized this limitation, it was too late to modify the initial version. Nevertheless, as this 
flaw was identified, we took care in our communication towards the resident and the 
home staff to stress the fact that this type of flexibility would be included in the next 
versions. In fact, identifying some limitations in Sammy 1.0 just before its official 
launch was not really critical providing that we knew them and that we had prepared 
an appropriate and coherent answer. The coherence of the researcher team answers 
was fundamental from this viewpoint. It is really important that every member pro-
vides the same answer to the same question otherwise the whole team can loose the 
older persons’ trust. 

Finally, another suggestion was to extend the scope of Sammy to other social ac-
tivities than simply the reservation of lunch menus. This feedback was a very encour-
aging indicator for us because it confirmed the decisions taken in the initial phase of 
requirement elicitation with the “K” manager. From a technological view point, the 
system was designed to handle the registration process and the communication phase 
of any activity carried out in the “K” home. This example illustrates that older people 
can be creative and can imagine features that are not present yet. However, we think 
that the concrete manipulation of a real system is in many cases the fuel that feeds 
their imagination. From a design point of view, this means that co-designing a system 
with older people probably requires giving them an initial anchor in the form of an 
extensible working system. Experiencing this initial system may generate new ideas 
regarding how to extend or improve it that might never emerge from a sketch on a 
sheet of paper. 

5.5   Deployment in the “K” Home 

The deployment of Sammy 1.0 in the “K” home was carefully prepared from the 
technological, social and psychological points of view. 
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Some tests were carried out with the IT staff of the “K” home in order to validate 
that Sammy was working correctly in the real field settings (e.g. Internet access con-
figuration, network security issues). 

A strong communication plan was established to promote the system among all 
stakeholders. Some formation sessions were organized for the “K” employees work-
ing at the entry desk (i.e. where the Sammy terminal was located) and for the kitchen 
staff. The purpose was to demystify our initiative. We explained what the objectives 
of the project were and how the system works. We think this was a critical step be-
cause it was especially important that the “K” employees have a positive attitude 
towards Sammy. In fact, they became the ambassadors of the system when we were 
not present in the home. 

A specific logo was designed for the Sammy system (i.e. a colored owl). Every 
item related to the system was marked with this logo. Our objective was to make 
visible to every stakeholder when an object belongs to the Sammy “ecosystem” (e.g. 
ICT terminal, ticket, poster). Rigid notices were placed to locate the emplacement of 
the Sammy terminal and to motivate the residents to use it. Some posters were put up 
in the lift and in the entry hall to promote the use of Sammy. These communication 
actions were keeping the residents consistently aware of the presence of Sammy. 
Those ambient reminders made almost impossible for the residents to forget its pres-
ence. Acting as memory aids these items were found to be quite useful to introduce 
Sammy in the “K” community. After a few weeks, the majority of the residents knew 
that Sammy was deployed in the home. However, we took a special care not to be 
intrusive. The challenge was to motivate the potential users of Sammy without of-
fending those who do not use it. Indeed, Dickinson and Gregor [2] have stressed that 
we do not have any scientific demonstration of the positive effect of ICT on the older 
people well-being. Therefore, we must be very cautious when we introduce a new 
ICT system for them. The influence of social factors on the system acceptance is a 
second critical element. If some stakeholders feel offended by some communication 
actions, they may become fierce opponents to the system. 

The staff members also received an account to use Sammy for their personal reser-
vation of lunch menus. The residents could therefore see that they were using the 
same system as younger people (i.e. staff members). In fact, we wanted to take care of 
the effect observed by Sayago and Blat [19] that “older people want to use the devices 
that other people normally use”. We did not want that the residents feel “assisted” in 
using a special version of Sammy. 

We also decided to name our system. During the early design stages, we were sim-
ply talking about “the prototype” or “the new system”. Before the final evaluation of 
the initial version, we adopted the name “Sammy”. Our initial motivation was to ease 
the internal communication within the researcher team and between the team and the 
“K” staff. However, we were surprised during the early days of deployment that both 
the “K” staff and the residents were rapidly calling us the “Sammy Team”. The im-
portance of correctly naming the features of a new system for older users has already 
been pointed out ([12], [19], [20]). We observed that an easy-to-remember name also 
facilitates the diffusion of a new system within a community. 

In order to make visible that our project was officially supported by the “K” insti-
tution, we organized a presentation meeting where the residents were all invited. After 
some presentations by the “K” manager and by the researcher team, a drink was  
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offered and the residents were invited to try the new system. They were told that a 
permanent presence of the “Sammy team” was guaranteed from 8.00 until 18.30 dur-
ing the first week of availability of the system. More than half of the residents ac-
cepted the invitation. This is really a high participation rate considering that some 
resident could not attend (e.g. medical reasons, holidays…). However, it is unknown 
whether the participation was motivated by the introduction of Sammy or by the wish 
to attend an unusual social event. 

5.6   Iterative Co-design Process 

During the first week after the official launch, we demonstrated how to use Sammy 
and collected the residents’ first opinion about it. The researcher team adopted a 
“suggest, convince but give choice” strategy. When a resident showed some interest in 
Sammy (e.g. by directly asking how it works or more frequently by observing how 
another resident was using it), a member of the researcher team started to discuss with 
him/her. The researcher gave all information required by the resident and proposed 
him/her to try it for demystifying this new device but he never did more than suggest-
ing. The resident was always choosing whether and when he/she will use Sammy. 

During the next six months, Sammy was progressively improved on the basis of 
the users’ feedback (i.e. residents and home staff). We consider it to be a co-design 
process because the users were not only involved in identifying flaws but also in sug-
gesting improvements of existing features or proposing new ones. However, we  
acknowledge that the detailed description of the new or enhanced features was essen-
tially made by ourselves. More precisely, the users did not tell much about how to 
improve the look-and-feel of the application (e.g. graphical design of screens) but 
they proposed enhanced solutions regarding the process of using Sammy (e.g. naviga-
tion, missing options in the succession of choices to choose a lunch menu). Two ex-
amples illustrate the input of users in this co-design phase: oversimplification and 
icons use. 

Oversimplification is often claimed as a natural objective for systems targeting 
older users. Nevertheless, in a research project aiming to include seniors in the design 
of a mobile phone, Massimi et al. [12] found that contrary to common misconcep-
tions, seniors desired a variety of applications. We observed a similar behaviour dur-
ing the co-design process of the enhanced versions of Sammy (beyond Sammy 1.0). 
As previously explained, the very simple way to reserve the lunch menus at the “K” 
restaurant was judged too simplistic. The residents progressively proposed increas-
ingly complex features to tackle the whole flexibility of the real process. What is 
unknown is the relative weight of “ease-of-use and simplicity” compared to “prox-
imity to the real processes” in the adoption process of these older users. If a fully 
flexible application had been proposed since the beginning, it would have been much 
more complex to learn than Sammy 1.0. In this case, what would have been the resi-
dents’ attitude? We do not know. 

The navigation within the application is another example of oversimplified design 
that the users asked to be made more powerful. In Sammy 1.0, we aimed to minimize 
the number of clicks (i.e. touch on the tactile screen) needed to make a reservation of 
a lunch menu. The drawback was that the navigation through the reservation process 
was imposed by the application. The users requested more flexibility. For instance, 
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they asked to be able to modify their choices whenever they want. The last versions of 
Sammy were much closer to classic IT applications than the initial one in terms of 
navigation. They were more powerful but also more difficult to use. Regarding design 
methodology, these examples illustrate how difficult it may be to find the right bal-
ance between “flexibility and complexity to cover all real cases” and “simplicity and 
ease-of-use to lower the entry barrier for non-expert users like many older people”. 
This challenge has been previously identified by Dewsbury et al. [1] when they won-
der “how to provide greater configurability without making the system unnecessarily 
complex”. 

The balance between graphics and text is also worth being discussed. Sayago and 
Blat [20] have pointed out that words are sometimes more appropriate than icons for 
older people because they are often used more consistently and because they convey 
the meaning of features more clearly. Consistency and clarity helps older people to 
remember how to operate the system. In Sammy 1.0 very few icons were used. As 
new features were added to the system, we introduced an initial screen to allow the 
user to select the type of activity he/she want to register to. At the time of writing, 
four options were available: reservation of a menu at the “K” home restaurant, trips to 
two different shopping malls and individual activities organized by residents. The 
buttons to select an option feature icons together with a text description. An interest-
ing observation was made in this context. The “lunch menu” button featured a ham-
burger icon. It appeared that it was negatively perceived by the kitchen staff and some 
residents. We decided to change it for an icon featuring a chef. This example shows 
that icons by nature convey emotional and ambiguous information. While the design-
ers may think that icons facilitate the use of a system, it seems that they may some-
times disturb the user. In the worst cases, using inappropriate icons may even be a 
curb on the system adoption. From a design point of view, it seems that only very 
neutral icons should be chosen to avoid frustration for some stakeholders of the  
system. 

6   Adoption of Sammy 

During the 6 months after the deployment of Sammy (June 2009 – December 2010) a 
longitudinal field study was conducted in the “K” home. Two personal interviews 
with selected users were planned as well as a continuous coaching and observation by 
two trained research students. Each Monday the research students assisted the resi-
dents in handling the device on demand. Right from the start of the project, the resi-
dents demonstrated a vivid interest. This was indicated by several indicators; one of 
them was certainly the large audience at the initial launching session of Sammy; fur-
thermore, observations by students and feedback by the staff showed that Sammy also 
represented a main topic of discussion in the dining room. With regard to the overall 
acceptance of the system, it could be observed that participants, who made positive 
experiences in using Sammy from the start, contributed actively to motivating their 
co-residents to participate in the project. They encouraged them and also guided them 
physically to the device and provided assistance in its handling.  

By the end of the first month of observation, a few tens of users had integrated 
Sammy into their daily routine to the extent that they didn’t even consult the usual 
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publication of weekly menus by paper anymore. These users also made constructive 
comments on how to further optimize the system and whether or not technical prob-
lems had emerged during the week. 

Descriptive statistics of self-report data showed in general that the system was 
evaluated as a user-friendly and as a valuable device helping to facilitate the reserva-
tion and serving of the daily meals in the retirement home. The majority of the inter-
viewees (89.4%; n=19) rated the operating instructions as rather “good” or “very 
good”. A different profile of response frequencies emerged with respect to the self-
reported motivation for using the system in the future: Half of the respondents 
(52.6%) rated the probability to use the system as “high” or “very high”, a quarter 
(26.3%) seemed undecided and 21 percent of the participants rated the probability of 
using the system in the future as “low” or even “very low”. Sammy is still in use at 
the time of writing (May 2010). Since it is available (June 2009 – April 2010), it was 
used so far by 17 staff members and 116 residents (be careful, due to newcomers, 
move to medical institutions and deaths, this does not mean that almost all of the 120 
residents have used it). All in all the staff made 431 reservations and the residents 
used Sammy for a total of 5543 reservations. Descriptive analyses show a relatively 
stable users activity, ranging from 60 up to 200 reservations per week (mean = 122 
reservations per week, st. deviation. = 30.21). Interestingly, so called “user peaks” can 
be observed on Mondays. Initially we thought that there is probably a relationship 
between this observation and the “nurse” or “researcher” effect previously reported in 
the literature ([2], [7]). Indeed, the trained students came every Monday to the “K” 
home to coach the residents with the handling of the device. The preference of older 
users for human support instead of proper documentation was also found by previous 
research [12]. However, we think that the presence of the trained students was a fa-
vorable factor but was not sufficient to completely determine the choice of some resi-
dents to use Sammy. Indeed, the Mondays’ peaks are still currently present although 
the students do not come anymore. Moreover, Sammy is also significantly used dur-
ing the rest of the week. A further peak of system use was observed in periods of 
Sammy-related events in the “K” home (i.e. launching session of optimized Sammy 
2.0 in November 2009). 

In a final evaluative step, qualitative interviews were carried out in November 2009 
with a subsample of residents. Altogether twelve residents (aged between 78-92 
years; 75% female) were selected by the home manager for evaluative follow-up 
interviews. A first subsample of these comprised six residents labeled as “regular 
users”; a second subsample regrouped two “irregular users” and a third subsample 
contained four persons who had stopped using the device during the test period 
(“dropouts”). One reason for an irregular use of the technology became evident when 
two irregular users who agreed on being interviewed dropped out due to hospitaliza-
tion resp. massive cognitive decline over the six-month time period. Interviews ad-
dressed different issues related (a) to the device and its handling (i.e. gain/benefit, 
ease of use, reliability), and (b) to personal factors (i.e. motivational changes, changes 
in attitude towards technology, learning experience, changes in social contacts, mis-
cellaneous). 

Regular users consistently reported Sammy to be a timesaving, reliable and easy 
way to make menu reservations. Besides the positive evaluation of the technical as-
pects, regular users also consistently reported positive learning experiences and 
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changes in their attitude towards modern technologies. These comprised: (1) in-
creased feelings of self-worth and self-efficacy in using technical devices in general; 
(2) discovering of “unexpected” technical skills; (3) realizing that life-long learning is 
possible and not limited to a certain age. 

Irregular users and dropouts cited several reasons why they did not use the device 
at all or on a rather irregular basis. Interestingly, these “inhibitory factors” were rather 
related to contextual aspects such as bad placement of the device in the retirement 
home lobby (too noisy, supply air, indiscreet, etc.) than to the device itself. 

7   Conclusions and Perspectives 

This paper discusses a design approach actively involving elderly persons in a retire-
ment home. Various issues were identified during this process. 

We have experienced that just one evaluation, whenever it is carried out in the de-
sign & development process, is insufficient. Different evaluation methods must be 
combined to identify as many problems as possible. 

A good communication especially regarding the limitations of the system was 
found to be of prime importance in the acceptance of the system in the long term. 

The social influence seems also to play a role for adopting the system because 
some resident think at the group level rather than only from their own perspective. 

The progressive decline of physical and mental abilities (i.e. reduced mobility, de-
mentia, etc.) of the users is another critical point. This dynamics must be taken into 
account as older users are obviously more likely to face this evolution than other 
categories of users. 

The population of a retirement home permanently evolves due to death, move to 
medical institutions and newcomers. This factor implies that the users of the system 
continuously change and that nothing is ever gained in this context. 

Regarding the user motivation and participation our findings recommend that a 
strong emphasis should be given to contextual factors (e.g. finding a comfortable and 
untroubled location for the emplacement of the device). 

The formative evaluation showed that elderly persons are not technophobic per se, 
but rather reluctant towards technology that does not take account for age-related 
psycho physiological changes. Technology use may also reflect a life-long experience 
in education and learning meaning that those persons who already were acquainted 
with technology in various forms are more motivated to use new technology. This 
does however not exclude that users with no specific prior experiences can be encour-
aged and motivated by expert users which then will give rise to an increase in feelings 
of self-worth and autonomy. Furthermore, our experience showed that social interac-
tion and exchange between residents was positively influenced by the implementation 
and the use of Sammy. Nevertheless, and despite all technical efforts some insur-
mountable neurophysiologic and physical limitations have to be acknowledged when 
designing ICT for the elderly. These age-related changes can make a system like 
Sammy only appropriate for relatively healthy senior users. 
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Abstract. User centered design (UCD) is a key success argument for
modern software development. In this paper we present a case study on
developing a way finding application for mobile devices. The target users
are people with special needs such as visually impaired and blind peo-
ple. It can be shown that user centered design is especially important
for ”not mainstream” user groups and the resulting products have high
acceptance rates. This specialized development methodology combined
with customization leads to subjective satisfaction.

Keywords: User Centered Design, Visually Impaired, Mobile, Usability.

1 Introduction

”Take your mobile Phone, use one of your favourite applications - but close your
eyes and imagine you are blind.”

Methods like Extreme Programming or Scrum are part of modern software
development[1][2][3]. Those agile and iterative methods are the flexible answers
to old and rigid methods where products were produced according to a given
specification. The ideas have gone mainstream in the last few years, but sel-
domly the needs of small, special groups are addressed. In this paper the focus
is on visually impaired – or even blind – people who need much more specialized
software applications.

1.1 Agile Development

Agile methods need a lot of communication within the developer team and also
with the customer to adopt the aims and features of the product. The customer
is also an important partner in the development process. The focus on the user
of a software product is part of the usability engineering too. User centered de-
velopment starts with defining the adequate end user profiles, creates prototypes
fitting the expected users’ need and finally evaluates the developed product with
tests or heuristics [4]. Usability engineering is an iterative process. The life-cycle
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of designing, implementing and evaluating accompanies the whole software de-
veloping process. Excellent software products are a result of a tight connection
of usability and software engineering [5].

1.2 Mobile Devices

Simple, everyday gadgets such as mobile phones are sometimes tricky. To use
tasks like switching from one mobile to another is harder to do than one might
believe [6]. Natural flick scrolling is compared to more difficult tilt scrolling in [7].
People without any disabilities have sometimes trouble when using smart devices.
So it is clear, that users with special needs (e.g. visually impaired people) will
need much more effort to use them. Mobile phones are one of many cost-effective
assistive technologies for blind people [8], therefore the phones are used widely
and suitable software is desperately needed.

1.3 Visually Impaired People

For visually impaired people much research has been done in medicine. For
technical fields only few special surveys with blind people have been performed.
See for example [9] for audio captchas which allow blind people to use this way
of secure login, [10] for some aspects of improving mobile applications for elderly
and [11] for an approach of navigation through audio-based virtual environments
for blind people.

1.4 User Centered Design

It is well known since long that software production is ineffective [12]. So the
importance of design is stressed again and again [13]. The impact of user centered
design is on the single developer, the development team, but also on the whole
organisation (see [14]). User centered design has been around for many years.
The official reference for usability engineers is still [4], but a lot of additions
and related fields are nowadays included. For example extreme usability (XU
[15]) is an interessting approach, where extreme programming and usability are
looked at in a combined way. Further comparison might be valuable within
the field of ”interaction design” [16]. In [17] extreme programming and user
centered design are applied to build a mobile multi media application and in
[18] agile software development and user centered design are discussed related
to the software development life-cycle and the results of an online survey are
presented.

1.5 Way Finding

The research project ways4all [19] tries to allow visually impaired and blind
people barrier free travelling. Indoor and outdoor navigation, online schedules of
the public traffic companies, information systems at railway stations and many
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other information sources help people to find their ways. To access these data on
a trip we need a mobile application. One challenge of such a helpful appliance is
to create a well-working user interface. As mentioned before, to fulfill this task
methods of user centered design (see Section 1.4) are used.

Way finding for blind people is discussed in [20] who states that the missing
human computer interaction requirements are important but underestimated
aspects.

2 Designing for Visually Impaired

The development takes place in several iterative steps. The paradigm of iteration
and repetition is important for fast and direct feedback (see Section 1.4 Agile
Development).

One of the first steps in user centered design is the analysis of the user groups.
If expected users are persons with disabilities or special needs, it is important
to build applications which have a simple and intuitive user interface.

2.1 User Analysis

”Know Your User - Analyze Your User Group”

To build a suitable user interface for target users, one needs to know who the
users are and what their previous knowledge is. That means that knowing their
technical skilsl is as important as knowing their expectations. To gather this
information a survey with blind people has been performed and the results are
listed in Figure 1. The expert interviews made clear that basic textual informa-
tion is the most important factor.

As a result of the survey and the interviews we have a lot of information
about our expected users. Based on this information we create personas and for
each persona we create a proper scenario. A Persona is a fictional character to
define the expected user for the developer. Personas have a name, age, photo
and some short background information to become a realistic user[12]. In this
project we create three groups of primary personas - visually impaired people,
blind people and people without visual restrains. One example persona can be
found in Figure 2.

For every persona a goal and various scenarios are defined. A scenario shows
the tasks of a persona within an application to reach this goal. With the help of
a persona and scenario developers can start the user interface design.

2.2 Paper Prototypes

Before creating any type of real implementation it is crucial to create working
paper prototypes. With help of the artifacts and tools ”personas”, ”paper proto-
type” the interaction designer can imagine the actual end-user who will use the
final product and gets knowledge about his/her tasks. The answers to critical
questions like ”why?”, ”what to do?” are added with some typical examples.
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Fig. 1. This figure illustrates parts of the survey’s results. Chart a) shows the percent-
age of blind, visually impaired and not visually impaired people. In chart b) the various
kinds of information for travelling like the schedule, the transfers and the surrounding
area are shown. In chart c) the usage of a mobile device is pointed out. Blind people
need not always an extra device for input like a Braille keyboard, but often use list
based menus, speech selection and hot keys. In the last chart d) it is illustrated that
for most blind users a textual input is also no problem.

Fig. 2. Sample persona ZG3P7 representing a blind user with selected attributes
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Fig. 3. a) A paper prototype showing parts of a typical graphical user interface. b)
improvement of the first paper prototype with a sketch tool.

The resulting workflows [16] are the basis of development and will furthermore
deliver criteria for feedback from experts.

The drafts of final paper prototypes and another prototype made with a sketch
tool can be seen in Figure 3.

3 Ways4All Software Prototype

For the implementation of the user interface and the logic in software it is sen-
sible to concentrate on the top prioritized features. Based on the conceptional
work (see Section 2 for the User Centered Process) a working prototype has
been implemented. The development started as soon as the first results of the
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Fig. 4. The main menu of the implementation on a) the J2M emulator and b) on a
Sony Ericsson mobile phone

paper prototype were available. This allowed the parallel work of the usability
engineering team and the software development team.

The demo implementation uses the Model-View-Controller (MVC) pattern.
This pattern allows separation of presentation and logic. The programming logic
(the controller) can thereby easily be reused later on because it is independent
from the data (the model).

One very important step during the development cycle is always to recheck
the application with the needs and requirements stated for the different personas
and scenarios. For compatibility reasons the application is implemented on the
JME, the Java Mobile Edition. This application uses the more abstract High
Level API. This API allows the usage of forms, textboxes and lists. To provide
a simple text oriented user Interface a combination of various list-menus guide
the blind user through the application. This list structure is very dynamic based
on the users settings and the features of the mobile phone like GPS. One list
contains at most eight items and the depth of the levels is at most three. The user
always gets help from the application, which options are now and next available.
Various user settings like home address or favourite public transport are stored
on a mobile database to avoid text input for standard usage. At this time no
speech output is built-in, because most of the blind persons in the survey wanted
to use their own customized screen reader.
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4 Summary and Outlook

Although the development is still in progress it is obvious, that choosing agile
development methods for user groups with special needs is really important. The
separation of programming logic and presentation helps the software developer
and the usability developer to work in parallel without loosing too much time
on recoding. The different viewpoints brought together generate an end product
with higher quality. In the case of this study it was a user interface for way
finding for visually impaired people which worked out to be well-prepared for
everyday situations.

Further usability engineering is necessary such as tests with a large group of
real users. We plan to perform for example a thinking aloud (TA) test later this
year.
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Abstract. Development of information and communication technology has of-
fered new horizons to the deaf and hard of hearing for their integration into 
working, social and economic environment. Despite the positive attitude of in-
ternational guidelines, the lack of accessibility of e-learning material is still no-
ticeable for these users. The process of adapting the e-learning materials for 
deaf and hard of hearing required different approach and guidelines to properly 
displaying sign language video. Paper presents basic e-learning accessibility 
guidelines for deaf and hard of hearing and basic directions for suitable design 
of e-learning sites accessibility. E-learning course (European Computer Driving 
License Course – ECDL) for deaf, automated video recording system and the 
transparent presentation of a sign language interpreter within the e-learning ma-
terial are used as examples of good practice. Evaluations of these examples 
show high degree of satisfaction, ease of use and comprehension. 

Keywords: E-learning, accessibility, usability, user interfaces, video streaming, 
human-computer interaction, deaf and hard of hearing. 

1   Introduction 

The development and subsequent wide availability of e-learning systems have caused 
significant changes in education and everyday business and also home activities for a 
large number of end users. The end user target group dealt with in this paper, consists 
of both deaf and hard of hearing people. Based on the data collected by the World 
Health Organization (WHO), there are 600 million people with disabilities in the 
world, representing roughly 10% of whole population. The World Federation of the 
Deaf (WFD) estimates about 70 million deaf people, approximately 80% of whom 
have deficient education and/or literacy problems, low speech abilities and often dis-
ordered living conditions [1]. Other studies show that the members of our target 
group, referred to in this paper as end users, are often confronted with a problem 
when acquiring the meaning of new words and notions [2]. 
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The increasing application of technology in educational environments, from junior 
schools to university, necessitates special steps to uphold the right of people with 
disabilities to equal participation in this technological environment.  

The additional requirements of this group make it difficult to integrate them into 
society. The difficulties and functional barriers of people with special needs mean that 
they require an adapted environment for education, work and communication, which 
can be either of a technical or an interpersonal nature. This is often the reason for 
them failing to complete their education at an appropriate level. As a result, the num-
ber of people in this group obtaining any level of university degree and integrated into 
society and the working environment, is still low.  

According to Hanson [3], for any deaf or hard of hearing individual, language ex-
perience cannot be assumed, since the individuals have diverse knowledge and skills, 
such as sign language, speaking clearly, lip-reading and textual reading. This knowl-
edge has implications for designers who seek to address the needs of deaf and hard of 
hearing users. 

Some of the key problems of using videos of sign language interpreters on web 
pages are already recognized. The existing solutions on the Web, for example AILB 
[4], which also gives support for forum contributions, SMILE [5], ShowSounds [6], 
Signing Web [7], SignOn [8], History of the Deaf [9] and Signing Savvy for Ameri-
can Sign Language [10] demand additionally placed space for the video of the sign 
language interpreter, which unfortunately reduces the area available for regular posi-
tioning of the website’s content with text and images.  

Further, it has been noted that, to date, natural video is more widely welcomed and 
accepted than signing avatars and synthetic gestures [11]. Due to this fact, a higher 
value has been set on the quality of the video of a natural sign language interpreter, 
integrated into e-learning materials. 

2   Overview of Policies and Guidelines 

Deaf and hard of hearing users have limited options for additional education; such as 
learning a foreign language, and for the use of online tools at all levels of education. 
This aspect shows the high demand for enabling appropriate access to information, 
professional development and contextual integration of information and telecommu-
nication technologies into educational and social process for deaf and hard of hearing 
persons.  

The most important worldwide document, improving the status of this area, is the 
Convention on the Rights of Persons with Disabilities, adopted on December 13th, 
2006 [12]. This is the first legally binding document by the United Nations in the area 
of disability and ensures the promotion of human rights and the principle of equal 
opportunities and equal treatment, as well as prevention of discrimination as experi-
enced by disabled people in various walks of life. In 50 articles of the Convention, 
accessibility, education, health, training, rehabilitation and other similar issues are 
discussed.  

The European Union follows the trends of the United Nations. With their "Disabil-
ity Action Plan", they want to establish equal treatment for people with disabilities, in 
working, social and private life. In the European context, European guidelines are 
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defined, such as the Resolution to foster the integration of information and communi-
cation technologies (ICTs) in educational systems in Europe, adopted on May 11th, 
2004 and the action plan by the European Commission for the support of equal rights 
for persons with disabilities, adopted on October 30th, 2003 and the European initia-
tive “eEurope: An Information Society For All” adopted on 19th June, 2000. The 
European Commission wants to broaden the usage of World Wide Web and to grant 
access to Internet and distance education in every education institution, household and 
office.  

In the Riga declaration, adopted on 11th June, 2006 [14], the European Union, 
among others, also defines accessibility of all public websites until 2010. However, 
the review from 2008 ("Measuring progress of eAccessibility in Europe" (MeAC) 
study) [13] reveals slow progress towards achieving this goal that should have been 
fostered. 

Thus, on 31st March, 2009, the European Council adopted conclusions with the 
support of the European Communication “Towards an accessible information society” 
COM (2008) 804. Moreover, WCAG 2.0 [15] was included in the development of 
standard 376, which will offer new aspects for accessibility of web sites to public ICT 
intermediaries [16]. 

3   E-Learning Web Design Guidelines 

This paper will focus on a limited number of guidelines and instructions for the de-
sign of e-learning sites, suitable for our special target end user group:  the deaf and 
hard of hearing. Further, three examples of good practice developed by University of 
Maribor, Faculty of Electrical Engineering and Computer Science (UM FERI), Slo-
venia, will be presented. 

These users are characterized by their particular need for visually supported infor-
mation, as opposed to that of blind and visually impaired people. These students can 
listen to a certain extent with the help of technical equipment; such as hearing aids, 
induction coil or FM systems with wireless microphones for hearing aids and cochlear 
implants for the deaf [17]. This requires them to ensure maximum use of all channels 
in order to receive the information (auditory, visual, tactile and other channels), and 
as far as possible, to reduce verbalization and abstraction. To enable this, sounds must 
be visualized for the students: subtitles, translation of text into sign language (espe-
cially for the deaf) and the classrooms equipped with wireless devices to listen to the 
professor or assistant. 

According to WebAIM (Web Accessibility in Mind) [18], the following current 
basic additional recommendations for web design are especially suitable for this user 
group: 

• Enable subtitles or transcripts for other media. Videos must be subtitled or the 
transcript (written copy of speech) must be enclosed.  

• Verify that the text is clear and easily readable. Text on the web should be written 
in a clear, simple form with titles and appropriate lists. 
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• Use standard forms. Accessible websites in HTML language are more robust and 
offer an easier implementation of search mechanisms. Cascading Style Sheets 
(CSS) allow distribution of content from the presentation of information, thereby 
offering greater flexibility and accessibility of online content. 

 
The list does not contain all the aspects of accessibility for deaf and hard of hearing 
persons, however, by using these basic guidelines, we can achieve significantly higher 
accessibility of our websites. Further guidelines can be found in WCAG - Web Con-
tent Accessibility Guidelines [15]. 

4   E-Learning Examples for Deaf and Hard of Hearing 

4.1   ECDL Educational Site for Deaf 

European Computer Driving License (ECDL) is a European certification in end-user 
computer skills. In the European Union, ECDL is the standard for certify-
ing/determining individual computer skills and verifying knowledge of use of specific 
software using practical examples. 
    An ECDL e-learning site has been constructed to fulfil the needs of teaching the 
skills required to obtain ECDL certificate to the target group. Here, the learning mate-
rial has been prepared in advance with an added sign language interpreter video [19]. 

For the management of the material, the course management system Moodle, 
which is a free, open-source system for managing e-materials, was selected. Although 
there are many different open source systems for the management of teaching materi-
als, we decided to use Moodle since it is user friendly, it supports installation on vari-
ous platforms, and particularly because it includes the most important pedagogical 
principles.  

The e-learning materials were made according to the plan for the ECDL 4.0 and 
were adjusted and updated for the target group. In the Moodle system, the content was 
organized into four modules or thematic sections, namely: Introduction to Information 
Technologies, Computer use and file management, Word processing, and Information 
and communication. In addition to media content, each of the modules included the 
following basic activities: forum, dictionary and the initial and final examinations to 
monitor progress of participants. Figure 1 shows an example of the material with an 
interpreter within the module. 

From experience in working with the users less experienced in ICT in other pro-
jects and following usability guidelines [21], we have highlighted some additional 
guidelines and have taken them into account in adjusting ECDL materials: 

• User interface should be simple and clear, without too many additional options. 
• User interface should be simple in design. 
• Navigation should be placed in the same (clearly visible) position throughout the 

site. 
• No new windows should be opened automatically, as this may confuse the begin-

ner user. 
• Language and interpretations should be relatively simple; use of simple technical 

computer terms is recommended. 
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Fig. 1. ECDL material with a sign language interpreter in Moodle 

After considering various video installations with an interpreter and based on the 
recommendations, we decided to permanently position the box with an interpreter in 
the relevant modules on the left side in the browser window. 

Video and subtitles should be especially underlined in the above guidelines, since 
other solutions, such as the project AILB [4] or SignOn [8], do not include subtitles 
into the sign language video. Specifically, the sign language video for a translation of 
the spoken text into sign language must be of appropriate quality, without any addi-
tional information and continually present without interrupting. 
 
Evaluation study. Usability evaluation, using Software Usability Measurement In-
ventory (SUMI) method [22], with unemployed deaf and hard of hearing adults with a 
knowledge of Slovene sign language who had taken part in the education process, 
shows global usability acceptance [23]. SUMI “global” usability sub-scale was 54, 
which is slightly above the positive limit of 50.  

On the other hand, the usability sub-scale “efficiency” and “learnability” shows 
greater disagreement among users on this matter. After investigation of the problem, 
we found that it was based in the Moodle functionality and not in the ECDL e-
learning content. After removing the left and right part of the typical Moodle design 
and after interviewing three deaf people, the acceptance of the new design was higher. 
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4.2   Hypermedia Based Virtual Lecture Room 

For the purpose of web based streaming lecturing, the online video lecture was cre-
ated for the deaf and hard of hearing in live streaming or on demand.  

Our Video Supported Web Lecture incorporates a portable interactive system with 
video and audio equipment, interactive streaming video technology (video streaming) 
and virtual hypermedia environment into a new learning environment. The develop-
ment of such an interactive system along with the appropriate furniture and audio 
equipment in lecture halls also requires the purchase of adequate hardware and soft-
ware. When this equipment is provided in the lecture room, the student is able not 
only to listen to lectures live, but also has the opportunity to listen to the lectures later. 
The difference is that the subtitles are added to the video and other media if needed, 
such as audio subtitles for the blind and sign language interpreter video for the deaf. 

 

Fig. 2. A typical web based video lecture for deaf and hard of hearing people 

The result of this process is the e-lecture, designed for our target group, demon-
strated in Figure 2. It consists of the following media elements: video (1), audio (1), 
visual subtitles (2), a table of contents (3) (for content navigation) and presentation 
slides (4), as well as three media switches (5, 6, 7). The media switches are drop-
down lists. In this way, the user can control the screen layout by selecting their own 
custom viewing preferences. The third switch (7) triggers a pop up window (8) with 
alternative streams (for instance, a sign language interpreter). This can be placed on 
any part of the screen over the e-lecture. 
 
Evaluation study. There were 11 deaf and 2 severe hard of hearing participants in the 
experiment, whereby 23% were female and 77% were male. Participants ranged from 
34 to 72 years of age, with a mean age of 52. 61% of the participants had no previous 
Internet browsing experience, while 8% had browsed only a couple of times and 31% 
had excellent skills.  
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As the main purpose of the Web portal is to deliver Web lectures, we tested basic 
tasks in online participation for both groups. Users were asked to complete six tasks 
that were read out to them one at a time: log in to the user account, find profile set-
tings, find a specific lecture, change the video in Window 1, quit the lecture and log 
out of the system. A gestural think-aloud protocol was used in the evaluation to gather 
rich information [24]. The main focus with the subjects was the Web lecture experi-
ence; therefore there were 30 seconds available for each mode shown in Table 1. 
During each mode, the evaluator observed the participant’s reactions. The communi-
cation among evaluator participants was established with a sign language interpreter, 
where he asked questions about e-lecture interface. 

Table 1. Web lecture GUI modes for deaf 

 Window 1 Window 2 Window 3 (pop-up) 
Mode 1 Lecturer PPT slides Nothing 
Mode 2 Lecturer SL interpreter Nothing 
Mode 3 SL interpreter PPT slides Nothing 
Mode 4 Lecturer PPT slides SL interpreter 

 
The results from the experiment revealed that 69% needed help when performing 

tasks, basically due to their lack of browsing experience. They received additional 
instructions from the evaluator (assistance in completing the task was given). 77% of 
our test subjects confirmed that the most appropriate configuration for the e-lecture 
was provided by mode 3, where the sign language video is in top-left corner (Window 
1), presentation slides are on the right (Window 2), and the third window was hidden. 
With this, we conclude that deaf persons do not prefer two different videos, streaming 
simultaneously (one video of a lecturer and one of a sign language interpreter) [25]. 

4.3   Sign Language Interpreter Video 

Transparent video for deaf and hard of hearing users has been developed within the 
framework of the DEAFVOC 2 [20] project, enabling interactive lectures with sign 
language interpreter videos embedded on the websites. We named the system the Sign 
Language Module (SLIM). A practical example of the transparent sign language is 
visible at http://www.slimodule.com/. 

When designing the system, we took into account linguistic specifics and bilingual-
ism, both characteristics of substantial proportion of our target population. In the 
system, we wanted to focus first on sign language and emphasize the importance of 
adopting knowledge and delivery of information in this language. A system which 
offers the display of transparent (translucent) video, on the users’ request, anywhere 
on the existing Web page has been developed. This offers users, whose primary lan-
guage is sign language, a previously prepared translation of certain words, text, pic-
tures, photos, animation or any other video clip. 

The innovation of the system is reflected in the fact that the display on the site 
combines video, audio, subtitles and navigation links over the existing site as a trans-
parent video and at the user’s request. (Figure 3). When the short video clip is fin-
ished or manually terminated, a standard web site is displayed. 
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Research done by Debevc and Peljhan [9] has shown that deaf students perform 
better when they have an online system with a sign language interpreter video avail-
able than with traditional forms of teaching. Having materials in sign language also 
increases their daily exposure to sign language and enables students to use the mate-
rial for independent study at home and for repetition of the material. 

With an increasing number of similar materials in Slovenian sign language, we ex-
pect the users to become much more literate in their Slovenian mother tongue. It will 
then be easier for them to integrate into the larger social group, while maintaining 
their own identity, improving their self-esteem and developing their culture and  
language. 

 

Fig. 3. Transparent sign language interpreter video for deaf and hard of hearing persons 

This system also offers a contribution to the Slovenian Act on the use of Slovenian 
sign language. This Act gives deaf people the opportunity to use the Slovenian sign 
language as a language of communication with each other and as a natural means of 
communication, as well as the right to receive information in adopted techniques. 
 
Evaluation study. There were two evaluation studies conducted with deaf and hard 
of hearing users. The first evaluation included 14 participants who use sign language 
as their first language, and were aged from 18 to 72. In the second evaluation 31 deaf 
and hard of hearing participants were involved, and were aged from 15-21. The aim 
of the first evaluation was to gather first impressions about the first prototype. We 
applied the gestural thinking method [24]. The communication between the evaluator 
and the participant was carried out with the help of a sign language interpreter. At the 
end of the evaluation, the user had to fill out the questionnaire with three basic ques-
tions about user experience.  
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The second evaluation combined several methodologies: pre-test questionnaire for 
the participant’s demographic profile, post-test questionnaire for evaluating usability 
(5-point Likert scale), and an open debate to determine positive/negative or missing 
functionalities of the prototype. 

Results from the first evaluation showed a high degree of users’ satisfaction; 92% 
of the participants thought that the system was useful, while 8% were undecided. 
Based on results gathered throughout the evaluation studies in [26], we have provided 
further suggestions for the development of the transparent video for the next proto-
types: providing a clearer and more easily recognizable icon for the sign language 
video, providing an additional button for closing the video, displaying the video ap-
pearance and disappearance in a slow rather than a sudden action, providing video 
playback controls (play, pause and stop) for longer videos. 

The second evaluation, done by Kosec, Debevc and Holzinger [27] of the proto-
type confirmed a high degree of evaluated usability metrics, such as satisfaction 
(80%), ease of use (77%), comprehension (83%). The most interesting information 
that we received was revealed by a group debate, which confirmed some missing 
functionalities in the prototype. Some of the participants found that the video of the 
sign language interpreter was too fast; therefore they would needed a functionality for 
slowing down the video playback. Moreover, a few participants wanted to move the 
video around the screen. These features were taken into consideration for the imple-
mentation of the next prototype. 

5   Conclusion 

The use of Information and Communication Technology is, with appropriate adapta-
tion to enable accessibility, even more suitable for deaf and hard of hearing people, as 
it offers better options for equal integration into a working, social and educational 
environment. 

International documents and action plans, such as the United Nations’ Convention 
on the Rights of Persons with Disabilities, the European Action plan, the Riga Decla-
ration and the Slovenian Action Plan for Persons with Disabilities are all legal docu-
ments, which explicitly specify that web sites must be accessible to everybody,  
irrespective of the degree of their handicap. It is therefore necessary to invest more 
effort in raising awareness of appropriate technological options and the requirements 
and needs of deaf and hard of hearing people.  

In examples of good practice, such as ECDL e-materials, we have examined, 
among other things, the appearance on the screen for the visually impaired, as well as 
for the deaf and hard of hearing. The text must be short, concise, with clear navigation 
links in the top right hand corner of the screen, with images having text in the back-
ground and sign language interpreters in a video window, located on the left side. 

For the needs of monitoring and storage of lectures, a system for the automatic re-
cording of lectures has been arranged, allowing simultaneous capturing of speaker, 
slides, subtitles, sign language interpreter and text typing. Immediately after the lec-
ture, which may also be broadcasted live, all elements are combined together and 
immediately placed on an appropriate web site where the video can be retrieved later. 
The system is designed to take into account the needs of the deaf and hard of hearing. 
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The people who use sign language as their first language are unfortunately the 
most vulnerable population due to the low educational level, needing a translation of 
the text on the website. One option is through a continuous window, as we built it in 
the ECDL e-materials, but it cannot be added to existing and established websites. In 
this case, it turned out to be the right solution for the sign language interpreter to ap-
pear over the existing site, in terms of implementation of the additional web layer (the 
CPC Web Layer), while keeping the existing form of web pages. We named this ap-
proach a transparent sign language video or sign language module (SLIM). 

With these instructions and practical examples of good practice, other web design-
ers are provided with appropriate ideas and solutions for the implementation of more 
accessible web sites for the disabled and elderly, to enhance opportunities for increas-
ing self-esteem and more active integration of this target population in an educational 
and social environment. 
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1 Università di Genova, Dept. of Electronics (DIBE), Italy
curatelli@unige.it
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Abstract. The capability to efficiently input texts with hardware or
soft keyboards is a major achievement to improve the digital inclusion of
motor-impaired users in the modern ICT world. One way to obtain this
capability is the use of multi-character keyboards that make it possible
to significantly reduce the number of selected keystrokes. To this aim, in
this paper we propose the orthogonal pseudo-syllabic layout for an En-
glish keyboard with high keystroke savings. Since English is characterised
by a large number of frequent monosyllabic words, the careful design of
the consonant and vowel graphemes that compose the pseudo-syllables
makes it possible to directly select the most frequent multi-character
units of the language. Therefore, the frequency statistics of English have
been carefully analysed to select a suitable set of pseudo-syllables and
to choose their placement on the orthogonal layout. The keyboard lay-
out has then been tested with the automatic acquisition of a set of En-
glish texts. The obtained keystroke savings are comparable with those
obtained with other languages which, in contrast with English, are char-
acterised by very regular orthographies.

Keywords: Human-computer interaction, assistive technology, pseudo-
syllabic keyboard, digital inclusion.

1 Introduction

According to a document written within the European i2010 initiative on e-
inclusion: “It is conservatively estimated that currently some 30% to 40% of
the population does not fully benefit from the information society” and “As our
everyday and work lives are increasingly entangled in activities and relations
enabled by ICT, growth depends from ICT use to a large extent, and will in-
creasingly continue to do so in the future. Therefore, the goal of broad-based
growth is dependent also on the number of digitally included and digitally em-
powered individuals” [1]. In this context, ICT itself can and should fill this gap
by providing suitable hardware and software tools which allow impaired user
groups, such as elder and disabled people, to enhance their active participation
in work, learning, communication and leisure activities.

G. Leitner, M. Hitz, and A. Holzinger (Eds.): USAB 2010, LNCS 6389, pp. 214–227, 2010.
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In particular, the capability to efficiently input texts with hardware or soft
keyboards is a major achievement for motor-impaired users, because it allows
them to improve both the interaction with the computer toools and the commu-
nication with other people. Moreover, this capability can also help impaired chil-
dren with cerebral palsy to improve their cognitive abilities and e-inclusion [2].
Unfortunately, although expert and trained users can reach high text entry speed
by simply using hardware or soft standard keyboards, this is not the case for
motor-impaired users. For example, by typing letter-by-letter, most AAC (Aug-
mentative and Alternative Communication) users are not able to input more
than a few words per minute, and for some users the scores are as low as one
word per minute, or even less [3].

The use of optimised hardware or soft keyboards, where letters are optimally
allocated, is not a universal solution. In fact, although the use of these keyboards
can increase typing speed [4,5], only expert users are able to fully exploit the
advantage given by an optimised layout, because their movements are fast and
they are able to access keys without the need of a visual search on the keyboard.
This is not the case for non-expert users, who need a visual exploration of the
keyboard to access the keys, and, mainly, for motor-impaired users, whose move-
ments may be very slow. The times required for performing the visual search
and the movement to the target key can be estimated quite carefully. The visual
search time can be modelled by the Hick-Hyman law for choice reaction time [6]:
Tv = a′ + b′ log2(n), where n is the number of the keys, a′ is the response time
and 1/b′ is the bandwidth, expressed in bits per second. The latency time, needed
to move the cursor or the finger from the current key to the following one, can
be carefully characterised by the Fitts’ law model for movement plus reaction
time [7]: Tl = a + b log2

(
d
w + 1

)
, where d is the distance between the two keys,

w is the width of the keys, and a, b are empirical constants which depend on
the device and on the user. It is worth noting that, while for non-expert users
Tl is typically lower than Tv, this is not the case for most motor-impaired users,
because their low typing speeds (which are often less than one character per
second) are mainly due to their movement difficulties.

Another unsuitable (in our case) way to increase typing speed is to use chord
keyboards, in which the user selects more keys concurrently [8]. In fact, even more
than optimised keyboards, chord keyboards can be fully exploited only by expert
users and after a long training period. Moreover, many motor-impaired people
cannot easily use these devices because they may find it difficult to concurrently
select more keys. Finally, another limitation of chord keyboards is that they are
natively hardware devices; indeed, the implementation of a soft chord keyboard
is possible, but this strictly requires the use of a multi-touch screen.

Instead, a suitable strategy to improve text entry for all users is to reduce the
number of keys (NKeys) the user has to select to input a text. If NChars
is the total number of input characters, this reduction can be measured in
terms of KSPC = NKeys/NChars (keystrokes per character), which is the
mean number of key selections to input a single character, and KSR = 100 ×
(NChars−NKeys)/NChars (keystroke saving rate), which is the percentage of
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keys selections saved with respect to typing one character at the time [9]. In fact,
KSPC = 1 or KSR = 0% mean that there has not been any keystroke saving,
whereas KSPC = 0.5 or KSR = 50% mean that only half of the keys selections
were required, and KSPC = 0 or KSR = 100% mean that no key selection was
required at all (obviously the latter is a purely hypothetical limit).

Text prediction software tools [10,11,12,13,14] are very effective in increas-
ing KSR, but high values are obtained only with 5 or more suggested words,
whereas with one suggestion only 37.1% is obtained for English [15] and 35% for
inflected languages, such as Dutch, French, German and Swedish [12]. This is a
significant limitation, because all the predictive methods with selection intrinsi-
cally involve a significant cognitive load to perform word choice and selection;
the more are the provided suggestions the more is the cognitive load needed.
This fact affects the final communication rates, in spite of the high KSR values
obtainable with prediction tools, although the increased cognitive load do not
overcome the advantages of good word prediction systems [3].

Another way to improve the KSR values is to adopt multi-character hardware
or soft keyboards, in which the keys hold a suitable set of the syllabic or sub-
syllabic units of the target language. To this aim, we have proposed a novel
orthogonal keyboard paradigm which is based on the use of pseudo-syllables (p-
syllables) as basic text entry units [16]. The hardware or soft keyboard is defined
as a two-dimensional array of keys, where the user can introduce, in a direct and
intuitive way, pseudo-syllables or single characters. The orthogonal paradigm,
initially applied to Italian and Spanish, has been recently applied to Croatian,
which is another language with a very regular orthography [17].

This paper describes the application of the orthogonal approach to English,
which is one of the less transparent languages in the world. To this aim, the
frequency statistics of English have been carefully analysed to select the set of
pseudo-syllables and to choose their placement on the orthogonal layout. Then,
the target KSR values have been simulated on a set of English texts. The ob-
tained results are comparable with those obtained with languages with very
regular orthographies. The paper is organised as follows. Section 2 describes the
use of pseudo-syllables as text entry units, and briefly outlines the orthogonal
paradigm. Section 3 describes the statistical analysis of English and outlines the
design of the English orthogonal keyboard layout. Section 4 contais the results
and conclusions.

2 The Orthogonal Keyboard Model

The orthogonal text entry paradigm [16] is based on the definition, for the target
language, of a certain number of different keyboard layers, of which only one
is active at any given time, where the pseudo-syllabic units are accessible by
the orthogonal composition of vowel and consonant graphemes. In fact, in each
specific keyboard layer, each column is assigned to a specific consonant grapheme
Ĉ, which can be a single consonant or a sequence of consonants (e.g. tt, sh or
ch); analogously, each row is assigned to a specific vowel grapheme V̂ , which
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can be a single vowel or semi-vowel or a sequence of them (e.g. ee, ee, or oy).
This means that in the current keyboard layer the key at (x, y) position contains
both the vowel grapheme of row x and the consonant grapheme of column y; so,
cognetively the two coordinates are orthogonally (i.e., independently) accessible.

The dominant p-syllables are those belonging to the basic layer and can be
selected without using any additional key. Instead, the subordinate p-syllables
belong to the other layers, which are activated by selecting specific shift hardware
or soft keys. According to the residual motor capabilities of the user, the shift
keys may be selected concurrently with the p-syllable keys, or must be selected
before them; obviously, in the latter case the shift keys are implemented as sticky
keys. It is worth noting that when a shift key is selected concurrently with the p-
syllable key, the two selections actually occur at the same time, so that they can
be considered parts of a unique action. Therefore, in this case only the selections
of the p-syllable keys must be counted.

The syllabic or pseudo-syllabic entities that cannot be built according to the
orthogonal scheme are not allocated to the orthogonal keyboard; so, they must
be selected with a sequence of dominant or subordinate p-syllables. It is worth
noting that the orthogonal pseudo-syllabic paradigm is conceptually very differ-
ent from the method to input syllables that is present in the literature, which is
based on the selection of more single-letter keys to build syllabic entities belong-
ing to Abugida scripts [18]. Moreover, the significant improvement with respect
to all other syllabic keyboards is that the independent composition of consonant
and vowel graphemes intrinsically reduces the cognitive load needed to look for
the p-syllables in the current keyboard layer.

For a given language L the first step consists in defining the two sets ĈSL

(complete consonant set) and ̂V WL (complete vowel set) which contain all the
most used consonant graphemes Ĉi and vowel graphemes V̂i of language L
(n

ĈSL
= |ĈSL| and n

V̂ W L
= |V̂ WL| are the cardinalities of the two sets);

both sets also contain the empty grapheme ε The orthogonal composition of the
graphemes belonging to ĈSL and ̂V WL defines a first, non-optimised, set of p-
syllables PSL (complete p-syllable set), which then contains any possible string
ĈiV̂i and V̂iĈi, with Ĉi ∈ ĈSL and V̂i ∈ ̂V WL. PSL is mapped onto the 2-D
non-optimised complete keyboard array (x ∈ [1, nx], y ∈ [1, ny]), in which ĈiV̂i’s
are the dominant p-syllables, and V̂iĈi’s are subordinate p-syllables which are
selectable by using a specific FR-Sh forward/reverse shift key. Since this array is
typically too large to be implemented in a real hardware or soft keyboard, some
of the following optimisation steps must be applied: (another possible optimi-
sation step, column merging, has not been used in the implementation of the
English keyboard):

1. Column deletion (CD): elimination of columns whose p-syllables have low
marginal frequencies in the target language.

2. Row deletion (RD): elimination of rows whose p-syllables have low marginal
frequencies in the target language.
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3. Column folding (CF): columns containing p-syllables with low marginal fre-
quencies are folded with other columns. The selection of the subordinate
keys is done through a CF-Sh shift key (unique for all the folded columns).

4. Row folding (RF): - rows containing p-syllables with low marginal frequen-
cies are folded with other rows. The selection of the subordinate keys is done
through an RF-Sh shift key (unique for all the folded rows).

At the end of the optimisation, there will be nSK ∈ {1, 2, 3} used shift keys;
FR-Sh is always present, while CF-Sh is present only if column folding has
been applied, and RF-Sh is presens only if row folding has been applied. The
elimination of some consonant and/or vowel graphemes yields the two optimised
consonant and vowel set sets ĈS

o

L and V̂ W
o

L (n
ĈS

o

L
= |ĈS

o

L| and n
V̂ W

o

L
=

|V̂ W
o

L| are the cardinalities of the two sets).
Finally, the optimised p-syllable set PSo

L is built by the orthogonal composi-
tion of graphemes belonging to ĈSo

L and ̂V W o
L, which is mapped onto the final

2-D optimised keyboard array (x ∈ [1, no
x], y ∈ [1, no

y]). The cardinality of PSo
L

depends on how the selection of the shift keys are managed in the keyboard de-
sign. In particular, if all the nSK used shift keys can be freely and independently
selected, the graphemes composition can be complete and PSo

L will contain, any
possible string ĈiV̂i and V̂iĈi, with Ĉi ∈ ĈSo

L and V̂i ∈ ̂V W o
L. However, in this

case, the design must give the possibility to use more shift keys to select a sub-
ordinate p-syllable or the definition of 2nSK − 1 composed shift keys to access
directly the 2nSK − 1 subordinate layers. Instead, a more easily usable design
solution (mainly for impaired users) allows, for each p-syllable selection, the use
of only one key shift to access directly nSK subordinate layers, so defining a
reduced PSo

L. For this reason, this has been the solution adopted for the English
keyboard.

3 The English Orthogonal Keyboard

The orthogonal paradigm has been initially studied and implemented for lan-
guages with regular (or transparent) orthographies, where there is an almost
one-to-one correspondence between phonemes and graphemes, i.e., a sequence
of phonemes can be directly translated into a unique syllable, and vice versa,
without the need to capture the overall word meaning. In fact, the almost univo-
cal and non-ambiguous phonemes to graphemes associations make it easier the
direct and efficient use of the orthogonal paradigm. While Italian, Spanish and
Croatian have very regular orthographies, this is not the case for English, which
has one of the less regular orthography in the world. Incidentally, this is the main
reason why it is much more difficult to learn to read in English and why so many
dyslexic people are detected in English speaking countries [19]. Moreover, En-
glish has much more syllables and syllable structures than most languages, and
typically a specific phonemic sequence can be associated to different graphemic
sequences and vice versa. This means that a complete implementation of the
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orthogonal paradigm, which is based on the almost direct phoneme to grapheme
association, would require the definition of a huge and unmanageable number
of p-syllables. On the other hand, the most important feature of the proposed
paradigm (i.e., the orthogonal and deterministic composition of the graphemes
associated to rows and columns, which makes easier the access to the target
keys) holds for any language. This argument has suggested that the orthogonal
keyboard could be an efficient text entry paradigm also for English.

In English, all the 26 one-letter graphemes of the extended Latin alphabet
are used. Moreover, most consonants can be doubled and some consonants can
be followed by a h to denote a single sound, namely ch, gh, ph, sh, wh, while
the grapheme qu is present in almost all the words that contain the consonant
q. These graphemes constitutes, with the empty grapheme ε, the complete con-
sonant set:

ĈSen = { ε, b, bb, c, cc, ch, cch, d, dd, f , ff , g, gg, gh, ggh, h, hh, j, jj,
k, kk, l, ll, m, mm, n, nn, p, pp, ph, pph, qu, cqu, r, rr, s, ss, sh,
ssh, t, tt, th, tth, v, vv, w, ww, wh, wwh, x, xx, y, yy, z, zz }.

Concerning the vowel graphemes, in addition to the 5 vovels of the Latin alpha-
bet, also the consonant y has been included in the complete vowel set because
in English it often act (after a consonant) as a vowel. Moreover, English has a
large number of different two-letter vowel graphemes where also the consonants
y and w can be present as second vowel, Therefore, as all the unused and less
used graphemes will be discarded during the optimisation steps, at this point it
is convenient to include in the complete vowel set all the two-letter vowel com-
binations V̂ = V1V2, where V1 ∈ {a, e, i, o, u, y} and V2 ∈ {a, e, i, o, u, y, w}. By
adding the empty grapheme ε, the complete vowel set is:

V̂ W en = { ε, a, e, i, o, u, y, V1V2 , where V1 ∈ {a, e, i, o, u, y},
V2 ∈ {a, e, i, o, u, y, w} }.

Since, n
ĈSen

= 55 and n
V̂ W en

= 49, the complete orthogonal keyboard cannot
be directly implemented because it would require nx × ny = 55 × 49 keys; so,
the size must be reduced through the application of some optimisation steps.
In doing this it must be considered that the final keyboard (either hardware or
soft) should have, for usability, a limited y size, while x size can be quite larger.
As the folding optimisation steps CF and RF could at most halve the x and y
sizes, this means that the CF and RF steps must be preceded by an RD step
that significantly reduce the number of vowel graphemes.

To reduce the keyboard width and height, two reduced optimised consonant
and vowel sets ĈS

o

en and V̂ W
o

en must be built by eliminating the less frequently
used graphemes. To this aim, we have used the data available from the British
National Corpus, which contains texts for about 100,000,000 words [20].

Table 1 outlines the number of occurrences for all the 54 non-empty elements
of ĈSen. We can note that few non-doubled consonant graphemes have frequen-
cies less than 1,000,000, namely, z, ph, qu, j, x, gh, and that all the doubled
consonant graphemes, except ll, have frequencies less than 1,000,000; moreover,
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Table 1. Consonant frequencies in English, sorted: (a) alphabetically; (b) by frequency
[20]

Ĉ #Ĉ Ĉ #Ĉ Ĉ #Ĉ Ĉ #Ĉ

b 4,103,323 ph 142,824 bb 41,259 pph 257
c 3,522,690 qu 432,793 cc 230,427 cqu 15,855
ch 1,413,984 r 7,812,539 cch 863 rr 287,115
d 7,175,060 s 9,529,616 dd 141,111 ss 714,927
f 6,594,283 sh 1,275,208 ff 492,119 ssh 780
g 2,981,068 t 20,310,660 gg 92,069 tt 477,605
gh 836,170 th 11,659,448 ggh 52 tth 3,429
h 17,481,123 v 2,444,348 hh 2,093 vv 861
j 567,557 w 6,700,716 jj 353 ww 814
k 1,893,935 wh 1,449,537 kk 1,506 wwh 2
l 4,691,073 x 588,819 ll 1,717,772 xx 860
m 4,887,799 y 4,753,186 mm 304,710 yy 342
n 11,956,620 z 134,147 nn 197,923 zz 13,045
p 2,468,086 pp 413,109

(a)

Ĉ #Ĉ Ĉ #Ĉ Ĉ #Ĉ Ĉ #Ĉ

z 134,147 b 4,103,323 wwh 2 cqu 15,855
ph 142,824 l 4,691,073 ggh 52 bb 41,259
qu 432,793 y 4,753,186 pph 257 gg 92,069
j 567,557 m 4,887,799 yy 342 dd 141,111
x 588,819 f 6,594,283 jj 353 nn 197,923
gh 836,170 w 6,700,716 ssh 780 cc 230,427
sh 1,275,208 d 7,175,060 ww 814 rr 287,115
ch 1,413,984 r 7,812,539 xx 860 mm 304,710
wh 1,449,537 s 9,529,616 vv 861 pp 413,109
k 1,893,935 th 11,659,448 cch 863 tt 477,605
v 2,444,348 n 11,956,620 kk 1,506 ff 492,119
p 2,468,086 h 17,481,123 hh 2,093 ss 714,927
g 2,981,068 t 20,310,660 tth 3,429 ll 1,717,772
c 3,522,690 zz 13,045

(b)

ll is more frequent than z, ph, qu, j, x, gh, sh, ch, wh. Therefore, a significant
reduction of nx can be obtained by discarding the doubled consonants with low
frequencies. As outlined in Table 1(b), 15 graphemes have frequencies lower than
20,000 and are rarely used in English. For this reason the deleted graphemes are:
cch, ggh, hh, jj, kk, pph, cqu, ssh, tth, vv, ww, wwh, xx, yy, zz.

Concerning the vowel set, the 6 single vowels a, e, i, o, u, and y have been
defined as dominant graphemes and placed in different rows of the orthogonal
keyboard. Therefore, since 7 (i.e., 6 rows for the vowels plus 1 row for the empty
grapheme) is a reasonable height for the orthogonal keyboard, the number of the
other vowel graphemes should be reduced from 42 to 6. To obtain this reduction,
the BNC frequency data have been used in a more detailed way, according to 3
statistics: Statistic St1 concerns the global frequencies of the V1V2 graphemes in-
dependently of the position in the words, and is outlined in Table 2(a). The data
have been used to select the 20 most frequent graphemes discarding the other
ones. The second and final selection has been done according to the statistics St2,



Enhancing Digital Inclusion with an English Pseudo-syllabic Keyboard 221

Table 2. V1V2 frequencies in English - (a) statistic St1; (b) statistics St2 and St3 [20]

V1 #V1a #V1e #V1i #V1o #V1u #V1y #V1w

a 8,550 36,756 959,685 10,588 345,464 895,388 214,204

e 624,275 306,832 542,283 237,023 75,152 605,452 378,032

i 484,604 729,930 19,088 990,771 31,448 1,963 2,589

o 183,055 128,307 311,193 742,596 182,599 135,918 154,004

u 338,840 363,181 298,046 23,804 3,447 29,403 2,999

y 51,649 515,937 120,971 934,121 5,702 342 24,545

(a)

V1V2 O2 St2 O3 St3 V1V2 O2 St2 O3 St3

ou 1 2,163,202 1 670,268 ew 11 233,852 5 169,143
ee 2 894,969 6 126,841 ui 12 182,164 17 463
ow 3 643,943 4 284,798 ie 13 161,734 9 14,715
oo 4 607,849 7 70,098 au 14 129,615 18 409
ay 5 548,330 3 389,112 ue 15 103,805 10 11,659
ai 6 517,507 13 1,529 ua 16 71,296 19 262
ea 7 514,800 8 23,852 ye 17 51,529 12 3,080
ey 8 457,304 2 435,137 ia 18 50,577 11 6,168
ei 9 419,379 16 699 io 19 34,718 15 749
oi 10 257,539 14 943 yo 20 2,232 20 21

(b)

which concerns the frequencies of the V1V2 graphemes that are at the beginning
of words, and St3, which concerns the frequencies of the V1V2 graphemes that
constitute a complete word. Both statistics are outlined in Table 2(b), where,
the 20 remaining V1V2 graphemes are sorted according to St2 (O2 is its ordinal
position), but also St3 is outlined (O3 is its ordinal position). From the values in
the two columns the following V1V2 graphemes have been chosen: ou, ee, ow, oo,
ay, ea. The first 5 elements have been selected because they have high values in
both statistics, the 6th element (ea) has been selected because: a) the preceding
element in the list (ai) has a very small figure concerning statistic St3; and b)
although the following element in the list (ey) has a very high figure concerning
statistic St3, almost all its occurrences (420,413 of 435,137) are due to the single
word they, so that it is not a good choice to allocate a whole row to the grapheme
ey. So, after the above optimisation steps the optimised consonant and vowel
sets are:

ĈS
o

en = { ε, b, bb, c, cc, ch, d, dd, f , ff , g, gg, gh, h, j, k, l, ll, m, mm,
n, nn, p, pp, ph, qu, r, rr, s, ss, sh, t, tt, th, v, w, wh, x, y, z }

V̂ W
o

en = { ε, a, e, i, o, u, y, ay, ea, ee, oo, ou, ow }
Finally, the CF and RF optimisations are applied and define the 4 layers, 1 for
the dominant and 3 for the subordinate p-syllables (whose selection requires that
one of the shift keys FR-Sh, CF-Sh or RF-Sh be on). According to the already
presented frequence statistics, the dominant p-syllables are built by the 6 single
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vowels and/or by the 21 non-doubled consonants with higher frequencies (i.e.,
with frequencies higher than 1,000,000); both the consonants and vowels sets are
ordered lexicographically along the x and y coordinates, respectively. This fixes
the size of the final orthogonal keyboard to (no

x × no
y) = (22 × 7).

The subordinate p-syllables that are selected by CF-Sh are built by the 6
single vowels, and/or by all the doubled consonants belonging to the optimised
consonant set and the 6 non-doubled consonants that have not been allocated
yet. The doubled consonants are allocated to the same columns of the related
single consonant; in this way, the cognitive task of the user is made much eas-
ier because both the single and doubled consonants share the same horizontal
position in the keyboard. This is the basic reason why the doubled consonant ll
belongs to subordinate p-syllables, despite the fact that its frequency is higher
than those of some single consonants. The remaining non-doubled consonants are
allocated to 6 of the 9 free columns, ordered lexicographically each other. The
subordinate p-syllables that are selected by RF-Sh are built by the 6 two-letter
vowels belonging to the optimised vowel set and/or by the dominant consonants;
along the rows the two-letter vowels are ordered lexicographically.

As CF optimisation assigned only 18 columns, the 3 remaining columns have
been used for the allocation of 3× 7 = 21 additional strings (added words). The
added words has been allocated at the x coordinates of the dominant graphemes
th, wh and y; in each column there are 7 complete words beginning with the
dominant consonant grapheme of that column. This has been done because, al-
though the added words do not strictly belong to the basic orthogonal paradigm,
it is anyway convenient to use strings that be somehow coherent with the orthog-
onal structure, so that the visual search of the added words by the user be made
much easier. Since most words in a text are actually followed by a space, a space
character is automatically inserted at the end of each added word; this is done
to obtain an additional reduction of the number of keystrokes. The added words
have been selected among the most frequent words beginning with the dominant
consonant grapheme of the related column. According to the BNC Corpus, in
decreasing order of frequency for each consonant we have: (the, that, this, they,
there, their, them); (which, what, when, who, where, while, why); (you, your,
year(s), yes, yet, young).

Table 3 outlines the layer of the English orthogonal keyboard for the dominant
p-syllables and the reverse subordinate p-syllables (FR-Sh = on), while Table 4
outlines the layers for subordinate p-syllables with CF-Sh = on and RF-Sh =
on. Each added word in the CF-Sh = on layer is followed by an underscore
which visually denotes the presence of the added space. As can be seen, the
orthogonal keyboard layout contains a large set of p-syllables which constitute
whole English words, so that only one action is needed to select them also for
subordinate p-syllables (provided that the shift key can be selected concurently
with the p-syllable key). This is a very significant characteristics of the language,
which derives from the fact that English has a very large number of monosyllabic
words.
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Table 3. English orthogonal keyboard for: (a) dominant p-syllables; (b) subordinate
p-syllables (FR-Sh = on)

b c ch d f g h k l m n p r s sh t th v w wh y

a ba ca cha da fa ga ha ka la ma na pa ra sa sha ta tha va wa wha ya
e be ce che de fe ge he ke le me ne pe re se she te the ve we whe ye
i bi ci chi di fi gi hi ki li mi ni pi ri si shi ti thi vi wi whi yi
o bo co cho do fo go ho ko lo mo no po ro so sho to tho vo wo who yo
u bu cu chu du fu gu hu ku lu mu nu pu ru su shu tu thu vu wu whu yu
y by cy chy dy fy gy hy ky ly my ny py ry sy shy ty thy vy wy why yy

(a)

b c ch d f g h k l m n p r s sh t th v w wh y

a ab ac ach ad af ag ah ak al am an ap ar as ash at ath av aw awh ay
e eb ec ech ed ef eg eh ek el em en ep er es esh et eth ev ew ewh ey
i ib ic ich id if ig ih ik il im in ip ir is ish it ith iv iw iwh iy
o ob oc och od of og oh ok ol om on op or os osh ot oth ov ow owh oy
u ub uc uch ud uf ug uh uk ul um un up ur us ush ut uth uv uw uwh uy
y yb yc ych yd yf yg yh yk yl ym yn yp yr ys ysh yt yth yv yw ywh yy

(b)

Table 4. English orthogonal keyboard for subordinate p-syllables: (a) CF-Sh = on;
(b) RF-Sh = on

bb cc gh dd ff gg j ph ll mm nn pp rr ss qu tt the x z which you

a bba cca gha dda ffa gga ja pha lla mma nna ppa rra ssa qua tta that xa za what year
e bbe cce ghe dde ffe gge je phe lle mme nne ppe rre sse que tte their xe ze when years
i bbi cci ghi ddi ffi ggi ji phi lli mmi nni ppi rri ssi qui tti them xi zi where yes
o bbo cco gho ddo ffo ggo jo pho llo mmo nno ppo rro sso quo tto there xo zo while yet
u bbu ccu ghu ddu ffu ggu ju phu llu mmu nnu ppu rru ssu quu ttu they xu zu who young
y bby ccy ghy ddy ffy ggy jy phy lly mmy nny ppy rry ssy quy tty this xy zy why your

(a)

b c ch d f g h k l m n p r s sh t th v w wh y

ay bay cay chay day fay gay hay kay lay may nay pay ray say shay tay thay vay way whay yay
ea bea cea chea dea fea gea hea kea lea mea nea pea rea sea shea tea thea vea wea whea yea
ee bee cee chee dee fee gee hee kee lee mee nee pee ree see shee tee thee vee wee whee yee
oo boo coo choo doo foo goo hoo koo loo moo noo poo roo soo shoo too thoo voo woo whoo yoo
ou bou cou chou dou fou gou hou kou lou mou nou pou rou sou shou tou thou vou wou whou you
ow bow cow chow dow fow gow how kow low mow now pow row sow show tow thow vow wow whow yow

(b)

4 Results and Conclusions

The suitability of the proposed layout to obtain significant keystrokes savings
has been evaluated with the automatic acquisition of 18 medium-length English
texts. Each text is part of 4 famous English Speeches of the last century [21]. The
related data statistics are outlined in Table 5, where Nα, NO and NSp are the
number of alphanumeric, non-alphanumeric, and space characters in the text;
NC = Nα + NO is the total number of characters in the text. For each text
acquisition, the following statistics have been obtained:
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Kα : number of selected alphanumeric keys,
KO : number of selected non-alphanumeric keys,
KT = Kα + KO : number of selected keys,

which concern the number of key selections, belonging or not to the orthogonal
layout, that are needed to cover the text (it has been assumed that any selection
requires one single action, i.e., that the shift keys are selectable concurrently with
the p-syllable keys). The above data have been used to compute the following
performance parameters:

KSPCα = Kα/Nα : alphanumeric keystrokes per character ;
KSPCγ = KT /NC : keystrokes per character ;
KSRα = 100 × (Nα − Kα)/Nα : alphanumeric keystroke saving rate;
KSRγ = 100 × (NC − KT )/NC : keystroke saving rate.

Table 5. Test files statistics

Text Nα NO NC NSp Text Nα NO NC NSp

T1 1415 328 1743 298 T10 1361 309 1670 271
T2 1336 376 1712 327 T11 1317 313 1630 270
T3 1351 330 1681 290 T12 1239 278 1517 247
T4 1316 320 1636 285 T13 1457 332 1789 295
T5 1294 329 1623 285 T14 1450 342 1792 301
T6 1321 329 1650 292 T15 1401 303 1704 280
T7 978 249 1227 224 T16 1153 272 1425 251
T8 953 257 1210 229 T17 1082 252 1334 235
T9 914 248 1162 218 T18 1231 315 1546 282

Table 6(a) outlines the KSPC and KSR values that have been obtained with
the full English orthogonal keyboard layout, i.e., with the presence of the added
words. KSRα’s show a nearly double improvement, with values that are greater
than 44.1% and mean = 45.20, SD = 0.84. This is a significant result, taking
also into account that the English orthogonal keyboard contains only alpha-
betical strings, whereas Nα and Kα also take into account all the digits. But
significant improvements are also shown by the KSRγ values, which are greater
than 36.9% and mean = 38.51, SD = 0.99. Instead, Table 6(b) outlines the
KSPC and KSR values that have been obtained with a reduced English or-
thogonal keyboard layout, in which all the added words have been discarded. In
this case, the KSRα values are anyway greater than 43.2% with mean = 43.98,
SD = 0.46; the KSRγ values are greater than 34.1% with mean = 35.36,
SD = 0.60. This means that the gain is only slightly lower than in case (a):
namely, 1.22 for KSRα and 3.15 for KSRγ.

The performance figures of the second test are directly comparable with those
obtained with the Italian, Spanish and Croatian orthogonal keyboards, in which
there are not any added words [16,17]. From this point of view the values obtained
with the basic English orthogonal paradigm (i.e., without the added words) are
quite similar to those obtained with the other languages. More precisely, the
results are slightly worse for Spanish and Croatian, and slightly better with
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Table 6. KSPC and KSR statistics: (a) with added words; (b) without added words

Text KSPCα KSPCγ KSRα KSRγ Text KSPCα KSPCγ KSRα KSRγ

T1 0.5561 0.6144 44.38 38.55 T10 0.5540 0.6197 44.59 38.02
T2 0.5516 0.6308 44.83 36.91 T11 0.5504 0.6122 44.95 38.77
T3 0.5588 0.6258 44.11 37.41 T12 0.5488 0.6150 45.11 38.49
T4 0.5463 0.6130 45.36 38.69 T13 0.5525 0.6215 44.74 37.84
T5 0.5571 0.6284 44.28 37.15 T14 0.5496 0.6155 45.03 38.44
T6 0.5314 0.5987 46.85 40.12 T15 0.5517 0.6144 44.82 38.55
T7 0.5347 0.5957 46.52 40.42 T16 0.5576 0.6266 44.23 37.33
T8 0.5456 0.6157 45.43 38.42 T17 0.5406 0.6034 45.93 39.65
T9 0.5350 0.6041 46.49 39.58 T18 0.5402 0.6112 45.97 38.87

(a)

Text KSPCα KSPCγ KSRα KSRγ Text KSPCα KSPCγ KSRα KSRγ

T1 0.5660 0.6477 43.39 35.22 T10 0.5613 0.6425 43.86 35.74
T2 0.5621 0.6582 43.78 34.17 T11 0.5618 0.6460 43.81 35.39
T3 0.5647 0.6502 43.52 34.97 T12 0.5609 0.6413 43.90 35.86
T4 0.5607 0.6466 43.92 35.33 T13 0.5600 0.6416 43.99 35.83
T5 0.5672 0.6549 43.27 34.50 T14 0.5586 0.6428 44.13 35.71
T6 0.5473 0.6375 45.26 36.24 T15 0.5574 0.6361 44.25 36.38
T7 0.5572 0.6471 44.27 35.28 T16 0.5646 0.6477 43.53 35.22
T8 0.5603 0.6537 43.96 34.62 T17 0.5582 0.6416 44.17 35.83
T9 0.5579 0.6523 44.20 34.76 T18 0.5548 0.6455 44.51 35.44

(b)

Italian. This is a significant result taking into account that all these three lan-
guage have very regular orthographies, whereas this is not the case for English.
What has made it possible to obtain similar or better keystroke savings is the
careful choice of the p-syllable set, which makes it possible to directly input
many monosyllabic English words. Therefore, we can argue that the orthogonal
paradigm, although initially conceived for transparent languages, is well suited
for obtaining high keystroke savings for a highly non-transparent language such
as English, which has a large number of frequent monosyllabic words. Moreover,
we can observe that word completion and prediction techniques, space addition
tools, and phrase understanding methods can be directly applied on the text pro-
duced through the orthogonal keyboard, so yielding further additional keystroke
savings.

In conclusion, the obtained results suggest that the English orthogonal key-
board can be a viable solution to allow motor-impaired users to improve their
text entry performances. In fact, for these users the speed of movemements is
severely contrained, so that each single action typically requires seconds to be
done and cannot be significantly augmented with training. As a consequence,
text entry speed can be improved only by reducing the number of actions that
are needed to input the text, and this is just what is obtained with the orthogo-
nal keyboard. In particular, the presented results refer to the keystroke savings
that can be obtained when, as it is often the case, the motor-impaired users
are able to perform, although slowly because of their disability, the concurrent
selection of the shift keys and the p-syllable keys. However, as already stated,



226 F. Curatelli and C. Martinengo

the use of the proposed layout does non at all need this ability. In fact, even
when the degree of disability limits the user to select the keys sequentially, the
proposed paradigm can be applied by using sticky shift keys, obviously at the
expense of a reduction of the keystroke savings.

In any case, an intrinsic advantage of the orthogonal keyboard is that it allows
the user to access the target text entry units by thinking in terms of syllabic
entities rather than in terms of mere sequence of letters. Since this is a more
natural way to segment the words to be input, it is arguable that the proposed
paradigm can also help, in their cognitive effort, users who are affected by learn-
ing disabilities such as dyslexia and dysgraphia. This is one of the further issues
of the present research, which also concerns the extension of the p-syllable model
to significantly extend the pseudo-syllabic structures that can be selected on the
orthogonal keyboard. Instead, the implementation of a soft English orthogonal
keyboard and its on-field evaluation is the aim of an ongoing experimental re-
search which will be presented in a forthcoming paper.
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Abstract. In this article we present a new approach to teaching com-
puter science - the evaluation and visual modeling of algorithms based
on metaphorical forms - applied within the core of a virtual education
system, the development module for computer-based lessons (LDS). We
reveal the structure and characteristics of the teaching process that we
implemented in the proposed system, students and their roles, applied
teaching methods, solutions for evaluation and a case study on a les-
son model. We presented the state of the art in this domain highlighting
the advantages of the described solution set, and also possible extensions.

Keywords: Computer assisted instruction, visual modeling, teaching
process, algorithmic thinking, programming language.

1 Introduction

Currently there is a strong concern in the field of Informatics didactics to famil-
iarize students with computer science from an early age. In this regard there are
well-known efforts from Massachusetts Institute of Technology, where through
Lifelong Kindergarten [1] they develop and maintain educational projects aimed
at school children and preschoolers. Their motto, ”Sowing the seeds for a more
creative society” indicates the importance of developing children’s inclinations
toward programming since primary school. Besides literacy itself, it must also
be achieved a so-called computer-use literacy. To this end, visual programming
and programming by example is used, involving children in educational projects
such as the Intel Computer Clubhouse Network, or Scratch.

Scratch [2] is addressed to children aged 6-16 and encourages three lines: imag-
ine, program, share with others. Here’s how a programming language is hidden
in a fun educational background, an environment in which students interactively
create and share with the rest of the online community their stories, games, mu-
sic, fine arts etc. Currently there are thousands of active projects on the Scratch
website and the importance of the project is supported by advocates such as the
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National Science Foundation, Microsoft, Intel Foundation, Nokia, Iomega and
the research consortium at MIT Media Lab.

Other environments that promote computer science among young people are
the so called Computer Clubhouses like Intel Computer Clubhouse Network [3],
Lego Mindstorms [4], PicoCrickets [5] etc. In these online communities students
share their own ideas and experience in the field of visual programming applied
on practical areas such as communication networks, programmable Lego robots,
and even art (music, sculpture, dance, jewelry shops etc).

Starting from the premise that they are already familiar with computers and
have minimal programming skills, young high school students can develop their
thinking and programming by using systems based on visual programming like
Visual Basic Game Programming for Teens [6], Macromedia Authorware [7].

However, familiarizing young people with the IT environment does not mean
that they will know how to develop an algorithm or that they will be able to
master a programming language. There is a very high barrier between student
and programmer status [8]. There are many attempts to help the student in its
way but most encounter the same obstacle, how to clearly establish, in human
thinking, the connection between visually modeling a solution and its descrip-
tion in a programming language. Particularly very young students, accustomed
to that introductory ”fun programming” fail to adjust to a new approach to
algorithms, to synthesize visual modeling into abstract concepts and translate
them further into words. It takes a certain level of intelligence and maturity of
thought in the individual in order to make this leap.

Computer programming was always considered by many authors the corner-
stone of developing young minds [9]. As such, it was assumed that learning how
to program, students will develop their problem solving skills. Indeed, experi-
ence in developing algorithms orientates the individual’s thinking toward a more
effective questioning and abstraction, a better problem analysis and improved
decision making. But to get here, there is a new problem, perhaps even more
costly for some than the benefits it brings - the shift from the user status to
programmer.

Motivation. In teaching computer science - especially for beginners - there is a
major shortcoming in the interaction between the student and the programming
language: the approach. The novice’s thinking is not sufficiently structured to
develop an algorithm constrained by rules of a pseudo or even a programming
language and also has shortcomings in describing the logical path to solving a
problem. We notice two simultaneous major needs: the need to develop a logically
structured way of thinking, able to translate abstract ideas into an algorithm
and the need to master the rigors of a programming language [10].

The current approach in teaching computer programming is that the student
has to change his way of thinking in order ”to think like a computer”, which is a
big mistake. In fact, algorithms are made by the human mind and shaped after
human thinking and therefore we construct the whole system described further
on that idea: the student writes source code through actions and not through
instructions!
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2 The Computer-Based Lesson Development System

A computer-based lesson development module stands as the core of a virtual
education system currently under development, a system, accessible both locally
and remote, that offers a different approach to computer science, especially in the
study of algorithms and programming languages. LD provides lessons based on
a new concept in teaching computer science, focusing on the student’s approach:
his interaction with the programming environment is through an interface that
is oriented on the algorithm’s visual and interactive modeling, and not on simple
editing of source code, the latter being accomplished automatically.

The novelty lies in the teaching strategy used in developing the lessons pack-
age, in the assessment and interpretation of results: the emphasis is on the final
form of the described model and not on the intermediate steps. Thus:

- the student is not restricted in the choice of solutions, but is free to create
his own path in solving the problem, to visually shape the algorithm to his own
ideas;
- the focus is not on the states diagram, but on the result;
- only after the solution’s validation will we be proceeded to the analysis of the
covered steps;
- if the answer is right, the trail of described actions is retained as a new method
to solve the problem;
- if the answer does not coincide with the expected metaphorical form, the system
follows the trail of events and indicates the first deviation from known routes.

This concept underpins the development of a package of lessons with practical
application in the study of algorithms and programming techniques, customized
by age levels, capacity of understanding and not least on the basis of prior
knowledge.

2.1 The Educational Process

Combining the advantages of visual programming with structured programming
principles, the following alternative in student-algorithm interaction is being
highlighted: initially the student is not forced to use a programming language,
but is inclined to visually model a possible solution, eliminating any apparent
connection with editing source code. This way the student doesn’t stumble any
more in the particularities of the used language, but distributes his full attention
to the logical component in determining the solution of the problem, focusing
solely on the required algorithm’s development.

Therefore, during the lessons from our application the student uses - initially
without being aware of - elements that are hardly accessible in the classical
teaching ways, models algorithms by his own logic, freely and unrestricted by the
rigors of a programming language, but at the same time, through his actions, he
”dictates” executable source code. Afterwards, by using graphical annotations,
he can write his own source code corresponding to each action and submit it to
automatic evaluation by the LDS.
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In selecting and generating lessons, we take into account not only the knowl-
edge level, but also each student’s level of understanding. Lessons can also be
customized based on the age group.

In terms of beginners, the learning process has two components (Figure 1.a):

- the modeling space, in which the student receives the necessary theoretical
knowledge and solves problems by modeling solutions;
- the command interpreter.

Fig. 1. The educational process in terms of the beginner (a) and the advanced learner
(b)

The modeling space is ”the classroom” in which the student works, the scene
where he uses visual and interactive techniques to build the requested algorithm’s
metaphorical form. After this stage, according to the teacher’s predefined tem-
plates, the interpreter establishes connections between the described actions and
instructions. The interpreter then transforms the actions into instructions that
further on lead to the writing of executable source code.

Advanced students are able to interact directly with the interpreter, describing
actions in pseudo code, skipping the solution’s visual modeling phase and getting
closer to source code editing in a programming language (Figure 1.b).

2.2 Roles

In order to achieve its purpose, the system will interact with three actors, the
roles in LD being: administrator, teacher (professor) and student.

The administrator ensures resources integrity and oversees the teaching pro-
cess from a technical point of view, authentication, student’s level of access to
the application’s core, maintains databases etc. Based on the teachers’ sugges-
tion, the administrator adds new tools to the application, creates new modeling
environments and interaction techniques between the student and the system.
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The teacher (professor) does not disappear from the educational process, but
his role is even more significant. He has the specific documents based on which
will the entire application work; creates, uploads and assures the lesson’s syn-
chronization with the current school curriculum.

The professor uses LD tools to manage the entire educational process: cre-
ates the set of lessons drawn up in accordance with current school documents
and establishes the theoretical concepts and practical applications that will be
addressed in each lesson in hand.

In order to generate problems, the teacher creates objects for which he as-
sociates possible actions, describes metaphorical shapes and identifies the con-
nection between student actions and instructions. Thus, in order to achieve the
applicative context of the lesson, the teacher creates metaphorical forms, from
simple to complex, represented by a wide range of predefined objects or created
using the tools made available by the LD (Figure 2).

Fig. 2. The teacher’s role

The teacher also defines test data used to validate the solution and templates
regarding:

- the relationship between pseudo-instructions and the events described by the
student;
- specifying the appropriate data structures for the used metaphors;
- constants in the metaphorical form that will be replaced with variables.

Based on such templates predefined by the teacher, the resulted pseudo code is
converted to executable source code.

The target user, the learner (pupil or student), attends classes based on his
level of training and predefined educational path.
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During a lesson, the student studies thenecessary theoretical concepts and solves
relevant problems, either by interacting through visual modeling, or, if the more
advanced, by describing the solution in pseudo code. In the first case, the student
visualizes a scene that contains a set of objects predefined by the teacher, charac-
terized by specific attributes and permitted actions, with which he interacts and
uses them to model a solution in solving the problem (Figure 3).

Fig. 3. The student’s role

2.3 Characteristics of the Teaching Process

Ease in the Algorithm’S Description. By visually modeling the solution,
beginners’ thinking is not limited by their lack of experience in using a certain
programming language. In addition to this student - environment interaction
technique that is already well known and implemented in familiarizing beginners
with computer science, our proposed teaching strategy is distinguished by the
evaluation process and the feedback analysis based training.

Freedom in Choosing a Solution. The student is not required to use a
particular problem solving method; there is no predefined template that de-
scribes the object-action couple’s sequence of states. If, in the end, the described
metaphorical shape matches the expected, then the maximum score is obtained.

Although there may be many alternative routes to model a possible solution,
there is only one final metaphorical form, therefore the evaluation process cannot
fail. Whatever the chosen path is, the destination remains the same. For example,
consider the classic problem of sorting an array of elements in an ascending way.
There are many sorting methods that can be applied, yet the input and output
remain the same: the given array and the ordered array.
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Regardless of the algorithm being implemented, while not seeking efficiency -
makes no sense for beginners - but only the correctness of the solution, the
evaluation process will not fail.

Handling Judgment Errors. Since we develop algorithms through visual
modeling, we have eliminated the possibility of syntax errors, therefore incorrect
answers can only appear due to judgment errors. Their identification takes place
as it follows: the set of solutions is being searched to find the closest available
solution in terms of the described actions’ effect. Afterwards, a step by step
comparison takes place between the states described by the student and their
corresponding in the solution. This way the student is shown alternative ways
to the logical path followed in modeling the requested algorithm.

Identifying False Solutions. Through his interaction with the solution mod-
eling space, the student can obtain a correct result, a metaphorical form identical
to the predefined one, but built by a series of actions describing a particular case
and that the effect of which cannot be generalized.

For example, ascending sorting the elements of a vector can be described by
the following metaphor: a constant number of barrels is given, each containing a
specific quantity of powder (the set of objects). The barrels can be interchanged
between any two of them (set of actions). Let us assume that according to the
model shaped by the student, such an alignment of the barrels is obtained so
that every barrel of the array contains at least as much powder as a neighbor on
the left and up as much dust as the right neighbor. This solution can be valid,
the student’s actions describing a generally valid sorting method or a false one,
in which arranging the barrels is made randomly and so the sorting process’
description is impossible to generalize. In this case it will be proceeded to guide
the student towards the correct solution using programming by examples.

The identification of such situations occurs when the switch is made to exe-
cutable code, when the algorithm is tested based on the input data set and the
expected output data is not achieved in all cases.

Enriching the Data Base. Each validated description of the algorithm that
does not exist in the system’s library will be added to the set of corresponding
solutions for the given problem. The set of solutions is used in the feedback
process in which the student is guided, as appropriate, to the nearest correct
answer or to the optimal one.

Efficiency and Solution Optimization. If the student obtains a valid so-
lution, the system displays the algorithm’s efficiency relative to the maximum
possible and, where appropriate, compares the student’s solution and optimal
one. This way the student is directed toward tracking performance in computer
programming.
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3 The Lesson

Teaching computer programming is oriented on problem solving, using through
the visual-interactive component active-participatory methods, focusing on the
problem analysis stage. The lesson has two components:

1.Theory in which the transmission of new knowledge takes place;
2.Practice based on problem solving.

The lesson is generated according to the student’s school route, the previously
acquired knowledge and not least, the syllabus in force. The lessons are aimed
at carrying out a series of learning activities [11] such as:

- using informatics tools to model daily activities;
- obtaining, depending on the intended purpose, complex processing by combin-
ing elementary operations (steps);
- describing an algorithm by using metaphors as natural as possible;
- detailed description of the problem solving steps, in terms of algorithm
modeling;
- comparing various algorithms used to solve a certain problem in order to em-
phasize efficiency, advantages and disadvantages of each solution at hand;
- modeling problems encountered in daily life or in the study of other disciplines
(interdisciplinary applications);
- familiarizing with a programming language by viewing the actions of corre-
sponding instructions, the steps of an algorithm and specific control structures;
- design, modeling and implementation of an algorithm;
- using feedback to debug programs;
- studying the behavior of programs for different inputs.

New knowledge is thought especially using programming by example or demon-
stration. The fundamental concepts are illustrated and exemplified on a small
number of objects. Then, by generalization, the algorithm’s abstract form is
outlined.

Evaluation is performed in the second stage of the lesson, the problem solving
step, in each of its moments:

- description of the metaphorical shape;
- process description;
- pseudo code description;
- the final source code;
- the final, executable result.

For beginners, who exclusively apply visual solution modeling in problem solving,
assessing the response will focus on the comparison with a metaphorical form
predefined by the teacher, that is being built as the unique solution or one of
the possible solutions. The evaluation process includes the analysis of student
actions and the comparing of the obtained results with the expected return.
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3.1 The Teaching Process

The LD functions as a link between the educational system’s main actors, the
teacher and the student, and provides the educational context for the acquisition
and practice of structured programming principles.

In solving problems, especially for beginners, the emphasis is on the student’s
thinking ways. Through the LD we seek to train the student toward an algorith-
mic approach, to develop the capacity to analyze problems so they can retrieve
from context the input and output data, to write and especially to tailor a solu-
tion to their own ideas, describing the process as a metaphorical shape, without
worrying about writing source code in a programming language. Their actions
describe pseudo instructions that are then transcribed, based on teacher prede-
fined templates in executable source code.

After acquiring the theoretical concepts, passing on to the practical part of
the lesson, the student studies the problem to be solved, visualizes the set of
available objects and, through his actions, he builds a metaphorical form. The
system draws it up according to the process described by the student’s actions
and compares the obtained response with the existing solutions in the database.

If the answer is correct and the route specified by the participant in the action-
based shaping process does not exist in the database, then this solution will be
retained, contributing to the complexity of the solution analyzer. Associating
each action with appropriate instructions, the process described by the student
is then transformed into pseudo code and further, coupling with existing source
code templates results the executable source code.

If the student’s final solution is not correct, then he is indicated the encoun-
tered logic errors and is shown clues for obtaining the expected model.

Feedback is a fundamental element in education. For each student, a set of
features is created and updated after each lesson, features that are highlighted
during the teaching process; the set also stores information about the student’s
ability to assimilate and apply new knowledge into practice, working speed in
modeling certain solutions, types of encountered errors and their frequency.

3.2 Case Study

Lesson Plan. Unit: Algorithms’ description.
Content: The alternative structure (decision).
Specific skills: Problem analysis. Input/output data identification, setting

the proper problem-solving steps. Algorithms modeling and representation. The
principles of structured programming in developing algorithms.

Learning activities: The implementation of the alternative instruction. Exam-
ples of use in everyday life. Tracking the execution of the instruction step by
step. Applications: determination of the minimum and maximum between two
numbers, a number’s parity check, solving I and II degree equations, divisibility
etc.
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3.3 The Lesson Components

Theoretical considerations: defining and describing the alternative structure.
Practical application: selecting the maximum between two numbers.
Metaphorical form: comparison of two quantities and selection of the heaviest.

Filling two buckets of water, comparing them by using a scale and thus selecting
the heaviest.

Set of objects: tap, water, buckets, scales.
Possible actions: opening/closing valve, filling buckets with water, placing

buckets on the scale, selecting a bucket.

3.4 Lesson Conduct

The student models a solution for the given problem by using the set of available
objects and the actions that are allowed in the lesson. He can obtain metaphorical
forms accepted as solutions, taking alternative routes however, leading to the
expected result. In that case, the system’s solutions database will be added a
new algorithm.

If the student fails to reach a final form, he is able to visualize intermediate
metaphorical forms in order to break the deadlock and can also follow a step by
step tracing of a correct solution’s modeling.

Based on a deterministic problem-solving approach, the LD associates the
objects and actions used in the visual modeling with a programming language’s
variables and instructions.

Even from this very simple example it shows that the student apparently
controls the entire solution modeling process in a visual, interactive way, without
having any connection with source code editing. The control is just apparent,
because this is one of the big problems in programming, particularly for novice
students - they become lost between solutions. To avoid sinking into the sea
of false solutions and to prevent as much as possible the occurrence of logical
errors, the student is constrained in using only a predefined set of objects.

The lesson presented above can be interpreted according to Table 1.

Visually modeling the solution
through actions

Equivalent data and instruc-
tions

C++ source code

visualization of available items
(two buckets and a scale) and
allowed actions

two variables and an alterna-
tive structure

float x,y;

filling the buckets with water reading the values of two vari-
ables

cin >> x >> y;

weighing the buckets if-then-else logical test if (x < y) max=x;
else max=y;

selecting the heaviest bucket display solution cout << max;

We adopted this deterministic approach to lead the beginner toward finding a
correct solution by limiting his possibilities and so reducing the risk of judgment
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error occurence. The teacher’s role is even more important as he is responsible
to load into the database, according to each proposed problem, sets of objects
and actions that allow the development of as many solutions as possible, while
at the same time anticipating each move and guiding the student to shape the
optimal solution.

4 Implementation Details

4.1 Lesson Environment

The LDS is mainly implemented in Visual C++ [12]. The lesson environment
can be either 2D or a 3D scene. For each lesson, objects are defined by their
attributes and behavior. Because for future usability purposes the LDS object
database stores all available objects, it is possible to edit the available actions
are permitted in a certain lesson.

Objects Generation. The 3D scene is created by using OpenGL [13]. In this
case, should the teacher posses the necessary skills, he can create 3D objects
in a modeling environment of his choosing and export them as an .obj file [14].
Otherwise, if not so familiar with 3D modeling, teachers can load predefined
objects or can instruct the LDS administrators to the creation of new ones.

In a 2D environment, the teacher can create objects by themselves using a
graphics tablet for the more talented, a drawing environment or they can simply
load predefined objects from the LDS database.

Both created and selected objects are then loaded into the lesson. The next
step is for the teacher to edit their behavior by setting specific actions and
customize the interaction between them.

4.2 Case Studies

Custom 2D Objects. The objects are in a 2D environment and have been
created by the teacher using a graphics tablet. For the previously presented
problem of finding the maximum between two given numbers, the modeling
process takes place as follows:

The student views the available objects and the set of permitted actions
(Figure 4).

Buckets are characterized by a content level indicator called ”quantity indi-
cator” and a ”grab” action that allows the student to move them around the
scene. The tap is handled through the ON/OFF action switch. After input from
the ”measure” button, the scale indicates the maximum weight positioned on its
trays.

He then proceeds at modeling a possible solution. The first step is to read the
input data, meaning to fill the two buckets with water levels corresponding to
the two given numbers. This is achieved by placing each bucket under the water
tap and handling the ON/OFF switch (Figure 5.a).
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Fig. 4. The set of objects and corresponding behavior

Fig. 5. Reading the input data (a) and The output - the solution (b)
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After both buckets have been filled appropriately, the student places them on
the scale trays and presses the ”measure” button. He is now shown the result of
the problem, the heaviest of the two buckets, meaning the maximum of the two
numbers (Figure 5.b).

3D Objects. The objects are created using 3D Studio Max [15] at the teacher’s
request, either by the administrator or by the teacher himself should he possess
the necessary skills to do so. They are exported as .obj files and can be loaded
either in a 2D scene or a 3D environment. For the array sorting problem previ-
ously mentioned in the ”Identifying false solutions” chapter, we will consider a
2D scene in which the modeling process takes place as follows:

A constant number o barrels (five) is given representing an array of ele-
ments. The student views the available objects and the set of permitted actions
(Figure 6). Barrels are characterized by their size and position in the scene. He
is allowed to ”grab” the objects just like in the previous example and move them
around the scene, interacting with the environment and other objects.

Fig. 6. The set of objects and corresponding behavior

The purpose is to obtain an arrangement of the given objects in a descending
order. The model described by the student must match exactly the expected
metaphorical form shown in Figure 7. To do so, the student can now apply
several sorting methods that have been taught to him in the proceeding part of
lesson regarding new knowledge assessment. He is also free to try and arrange
the barrels using his own method; however in this case, false solutions are likely
to occur. Such situations take place, as we mentioned earlier, when the solution
modeled by the student works for the given example, but cannot be generalized
to a valid algorithm.
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Fig. 7. The solution: a descending array of elements

The system stores predefined sorting methods such as: Bubble sort, Insertion
sort, Shell sort, Merge sort, Heapsort, Quicksort, Counting Sort, Bucket sort,
Radix sort and Distribution sort [16], [17]. This is due to multiple reasons:

1. To teach the methods above using programming by example;
2. To follow the path modeled by the student and confront it with valid solutions;
3. To offer clues, should students require, based on the most similar valid solution.

4.3 Generalization

In the same way that these simple examples were described above, there can be
shaped any programming lesson, the base principle being generally the same:
the student writes source code through his actions and not through instruc-
tions. Based on the action-instruction relationship, the LD generates pseudo-
instructions and then, matching with templates from the database, provides
executable source code. The code is then viewed by the student, a point where
each action’s being annotated one or more instructions.

This approach can be extended to any lesson in the study of computer pro-
gramming or programming techniques. There can be explained programming
concepts such as: data types, control structures, structured types, pointers, trees,
graphs, lists, routines, you can study programming techniques, properties etc.
For instance, the following metaphorical form: the student creates circles of vari-
ous sizes through graphic modeling, illustrating various properties such as object
instantiation (circle class), duplication, encapsulation, inheritance, multiple in-
heritance, etc.

For the more advanced, since the student is already familiar with handling
objects, the level of detail increases and the lesson contains more objects which
are now seen as the equivalent variables in a programming environment. He can
continue to model, as preferred, visually or in pseudo code, but in an increas-
ingly nondeterministic way. The LD still contains one or more solutions and will
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analyze the result of student’s sequence of actions. It will thus obtain new solu-
tions that will be saved for the next lesson.

Since in this approach the solution is seen as a particular state of objects,
any solution given by the student can be tested in the same way. If the student
does not find his way toward the expected results, he can access full or partial
guidance toward possible solutions through step by step graphical annotations.

5 Conclusions

The approach presented in this paper would be a step closer to crossing the
barrier between users and developers, compared to the methods currently avail-
able, especially in our country, in teaching computer science. We focused on
the introductory aspect, on familiarizing novices with computer programming,
on the components that build the interface between untrained users and the
programming environment.

The application is characterized by its tools easily usable by teachers in lesson
development and an engine that automatically evaluates the learners’ solutions.
Students are trained in an accessible learning system, which stimulates algorith-
mic thinking and keeps away from the constraints of a programming language.
At the same time the association between visual modeling and code editing takes
place, in the end achieving executable source code.

5.1 Extensions of the Proposed Model

The deterministic approach, suitable for beginners, is to be replaced as the stu-
dent evolves, by one going toward no determinism; as an expert the student does
not need to visually shape the algorithm, as he possesses the necessary skills to
write source code directly in a programming environment.

Switching from a particular problem to a general algorithm, for example, in
the case studies presented above, the generalization is to determine the maximum
from a set of given numbers or sorting a given number of elements in an array.

Expanding the devices used in achieving the educational environment to 3D
scenes, interaction via keyboard, mouse and/or graphics tablet to design an
entire 3D virtual learning environment and controlled by glove.

Incorporating the lessons generated by the LD in an eLearning platform, fa-
cilitating distance learning, offering the possibility to attain algorithms develop-
ment capacity to students everywhere and yet maintaining feedback and linear
evolution control.
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Abstract. Virtual Reality (VR) is gaining in popularity and its added value for 
learning is being recognized. However, its richness in representation and ma-
nipulation possibilities may also become one of its weaknesses, as some learn-
ers may be overwhelmed and be easily lost in a virtual environment.  Others 
may spend all their time on exploring features not relevant for their learning 
tasks. Therefore, being able to dynamically adapt the virtual environment to the 
personal preferences, prior knowledge, skills and competences, learning goals 
and the personal or social context in which the learning takes place becomes 
important. In this paper, we discuss possible adaptations and adaptation strate-
gies for virtual learning environments. We also report on a prototype implemen-
tation of an adaptive Web-based virtual learning environment and the lessons 
learned from this. 

Keywords: E-Learning, Virtual Reality, Adaptivity, Virtual World Learning 
Environment. 

1   Introduction 

Some material is easier to learn when it is visualized and when the learner can interact 
with it. Virtual Reality (VR) provides ways to use 3D visualizations with which the 
user can interact. For some learning situations and topics, VR may be of great value 
because the physical counterpart may not be available, too dangerous or too expen-
sive. The most famous example is the flight simulator that pilots safely teach how to 
fly a plane in various circumstances. Another example where VR has been used  
successfully is the domain of medicines, e.g., to simulate operations or to study the 
human body. Virtual worlds (such as Second Life [1] and Active Worlds [2]) are 
complete 3D computer environments containing 3D (and possible also 2D) objects in 
which the user can navigate and interact with the objects. Usually, the objects may 
have different behaviors and users are presented by means of avatars. These virtual 
worlds are also called Virtual Environments (VE). In collaborative environments, 
such as Second Life, users can also meet each other and socialize. 
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For certain subjects and for certain types of learners using such a VE may be much 
more appealing and motivating that the use of classical learning material, e.g., to 
simulate the effect of physical laws (e.g. [3]); to simulate social environments and 
allow people to practice social skills; or to learn about history (e.g. [5], [6]).  

However, the richness of such a Virtual Reality Learning Environment (VLE) can 
also become its weakness. The learner may be overwhelmed or get lost in the VLE 
[7], not knowing what to do first or next, or may be distracted too much and not be 
able to focus on the actual learning task. For people not familiar with VEs (novice 
users), the time required to get acquaint with such a VLE (i.e. learnability) may be 
long and therefore their short-term satisfaction may be low. On the other hand, 
youngsters used to play video games, may spend their time in activities not very much 
related to the learning activities, especially if they have low motivation for learning. 
This then results in a low effectiveness. These concerns are confirmed in [8]. The 
authors reported “novice student-players made quite a lot of navigational effort. This 
means that on average they had wasted quite a lot of their time trying to find their way 
in the virtual reality worlds and thus they had been left less time for reading the the-
ory and answering questions that would help them extend and consolidate their 
knowledge”, “virtual reality distractions were observed in many students’ protocols 
but not to a great extent. The distractions occurred when users behaved as if they had 
forgotten what their ultimate goal was… Instead, they repeated actions without any 
particular meaning” and “one important finding is that the first two kinds of usability 
problem (user interface acquaintance and navigational effort) affect mostly the less 
experienced whereas the third kind of usability problem (virtual reality distractions) 
affects mostly the more experienced users”. The authors concluded: “these findings 
show that all categories of user may benefit less than they could from the educational 
content of a VR-educational game due to usability problems. Thus the design of VR-
game interfaces has to attract a lot of attention for the elimination or improvement of 
these three kinds of problem”. Although, these results were obtained in the context of 
a VR-educational game (which is a special type of VLE) Dede et al. [6] made similar 
statements. They noted that students exhibit noticeable individual differences in their 
interaction styles, and abilities to interact with the 3-D environment. Furthermore, 
they observed that usability and learning are two goals that may conflict. Optimizing 
for usability may impede learning if it requires changes to the interface that rely on 
interactions or representations that are inappropriate for the learning task. 

One way to solve these problems it by providing the VLE in an adaptive way, e.g., 
adapted to the individual learner and to the progress that he makes during the learn-
ing. Augmenting a VLE with adaptive capabilities has many advantages [9].  It could 
solve the difference between novice and more experienced used, but also adapt the 
VLE to other individual differences. For instance, it may be more effective to guide a 
learner through the VE according to his/her background and learning goals, or only 
show him/her the objects that are relevant for his/her current knowledge level, or 
adapt the environment to his/her learning style. It is also well known that cultural 
aspects influence the learning process [10], so adapting the VLE to the culture of the 
learner can also be important.  
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In this paper, we explain how a VLE can be dynamically adapted to an individual 
learner to better support the actual learning process and increase the usability. The 
actual creation of the VR learning material is not in the scope of the research.  

With the success of application such as Second Life, Active Worlds, more and 
more VR material becomes available for free on the Web (e.g., in Google’s 3D Ware-
house [11]) and easy to use tools are available to create such material (e.g., Google 
SketchUp [12], 3D Studio Max [13]).  

The rest of the paper is structured as follows. In section 2, we consider related 
work. Section 3 deals with possible adaptations in a VLE. In section 4, we give some 
adaptation strategies that can be used in an adaptive VLE to enhance usability. Sec-
tion 5 presents the different approaches that can be used for an adaptive virtual reality 
learning system and the different components needed. In section 6, we report on a 
prototype adaptive virtual reality learning system implemented and on the lessons 
learned from this. Finally, section 7 presents conclusions and future work. 

2   Related Work 

In general, little research has been done in the context of usability of VLEs. Some 
work deals with the development of methods to investigate the usability of VEs (e.g., 
[14], [15]), which is not directly relevant for this paper. Other work investigated the 
usability of some individual VE, such as [6], [4], [7], [8]. No work has been found on 
investigating the usability of adaptive VR environments, neither on guidelines for 
using adaptive techniques in the context of VR learning environments. Some work 
deals with adaptation in 3D environments. We will review this work without being 
limited to the domain of E-learning. 

Brusilovsky et al. [16] have integrated some adaptive hypermedia methods into vir-
tual environments by developing an approach that supports different navigation tech-
niques in the context of 3D E-Commerce. It matches the user needs for shopping by 
supporting different navigation techniques. This work is interesting because it has 
extended some of the adaptive hypermedia methods (such as direct guidance, hiding, 
sorting) to 3D environments.   

Chittaro and Ranon have done quite some work in the context of adaptive VR. In 
2000 [17], they have described how to introduce adaptation inside e-commerce. Their 
approach is called ADVIRT. A set of personalization rules exploits a model of the 
customer to adapt features of the VR store, such as the display of products through the 
concept of shelf, display spots and banners. They have also customized and personal-
ized the navigation and different layouts of the store. In 2002 [18], they have intro-
duced a software architecture for adaptive 3D web sites called Awe3D (Adaptive 
Web 3D) which can generate and deliver adaptive Virtual Reality Modeling language 
(VRML). This work targeted E-commerce and not E-learning. However it shows how 
3D content can be personalized according to the user. In 2007 [19], the same authors 
has explained that adaptation can happen for navigation and interaction in order to 
help the users in finding and using information more efficiently. For navigation and 
interaction, they proposed direct guidance, hiding, sorting and annotation based on the 
work of Brusilovsky et al. [16].  



 Enhancing VR Learning Environments with Adaptivity: Lessons Learned 247 

 

The adaptations they propose, are derived by making an analogy with adaptive 
web-based hypermedia. We take a different approach. The types of adaptation what 
we propose are based on the different components that make up a VR environment.  

This results in a more elaborated set of adaptation types.  Furthermore, Chittaro 
and Ranon suggested an alternative approach for sorting and annotation by using 
virtual characters that act as navigation guides to show users the path to an object of 
interest, and to provide annotations in the form of additional information on naviga-
tion and interaction possibilities. Finally, and based on their previous work [20], Chit-
taro and Ranon have extended the E-learning platform EVE [21]. They introduced 
Adaptive EVE that is tailored to the knowledge level of a student and to their pre-
ferred style of learning. To achieve adaptivity in the context of EVE, they have used 
the AHA! engine which was originally developed for adaptive hypermedia applica-
tions [22].  

Santos and Osorio [23] have introduced another approach for adaptation in VR.  
Their approach is called AdapTIVE (Adaptive Three-dimensional Intelligent and 
Virtual Environment) and is based on agents, called Interactive and Virtual Agents 
that assist the users and help them to interact with the environment. They have applied 
their approach to E-commerce and Distance Learning systems. 

Celentano and Pittarello [24] have developed an approach for adaptive navigation 
and interaction where a user’s behavior is monitored in order to exploit the acquired 
knowledge for anticipating user’s needs in forthcoming interactions. The approach 
uses “sensors” that tells when an object has been interacted with. These software 
sensors collect usage data and compare them with previous patterns of interaction. 
These patterns represent sequences of activities that users perform in some specific 
situation. Whenever the system detects that the user is entering a recurrent pattern of 
interaction, it may perform some activities of that pattern on behalf of the user.  

Daschelt et al. [25] have developed an approach that provides adaptation to the 
user’s device. Their approach suggests different alternatives with respect to the screen 
space usage for the same 3D interface element and information presented. Further-
more, 3D content is also considered in media adaptation. For instance, they describe a 
showcase where the seat capacity of a conference room can be adapted. This work is 
more on adapting the content for large audience. 

In the ELEKTRA project [26], an EU-project aiming to bridge the gap between 
cognitive theory, pedagogy and gaming practices, a framework for adaptive interven-
tions in educational games was introduced. They introduce a difference between 
macro- and microadapativity. Macroadapativity refers to traditional techniques of 
adaptation such as adaptive presentation and adaptive navigation. Microadaptivity is 
adaptation within learning tasks. Microadaptivity affects only the presentation of a 
learning object or a learning situation. It is achieved without compromising the 
learner’s gaming experience. For this they use an adaptation system that provides 
recommendations to the game engine, but it is the ultimate decision of the game en-
gine to whether or not to enact a recommendation. This approach was also followed in 
the 80Days project, the successor of ELEKTRA. Pedagogically, this project is 
grounded in the framework of self-regulated personalized learning which propagates 
the importance of self-regulation [27].  
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3   Adaptation in Virtual Reality Environments 

There are many definitions of Virtual Environments (VE) or Virtual Reality (VR) 
[28]. In the context of this research, we focus on desktop VR, which can be defined as 
a three-dimensional computer representation of a space, displayed on screen, in which 
users can move their viewpoints freely in real time and perform several actions. 

Before we discuss how a VE (and more in particular a Virtual Learning Environ-
ment VLE) can be adapted, we first discuss the different components of a VE: 
 
1. The scene and the objects 
    The scene corresponds to the 3D space in which the objects are located. It contains 

lights, viewpoints and cameras. Furthermore, it has also some properties that apply 
to all the objects being located inside the 3D space. For instance, gravity can be a 
property that applies to all its objects. The objects are usually 3D, but there can 
also be 2D objects in the 3D space. They have a visual representation with color 
and material properties, a size, a position in the world, and an orientation. Special 
objects, so-called avatars, are used to represent the user(s) in the 3D space. The 
user’s avatar can be represented explicitly (by an object) or implicitly in which 
case the viewpoint of the camera is used to show the user’s position. 

2. Behaviors 
The objects may have behaviors. Behaviors may reflect real life behaviors. For in-
stance, objects may be able to move, rotate, change size, transform, and so on. An 
avatar is an object with behavior. Usually, avatars can walk, run, and sometimes 
even fly through the 3D space. Navigation trough the 3D space is achieved by the 
behavior of the user’s avatar. In general, the 3D space also contains objects without 
behavior. 

3. User Interaction 
    In a VE, the user is able to interact with the objects. For example, a user may pick 

up an object and drag it to some other place in the space (if the object is moveable). 
User interaction can also trigger behavior, e.g., clicking on an object may start a 
behavior. User interaction may be achieved by means of a regular mouse and key-
board or through special hardware such as a 3D mouse or data gloves [30]. 

4. Communication 
Nowadays, more and more VEs are also collaborative environments in which re-
mote users can interact with each other, e.g., talk or chat to each other or perform 
activities together. For some learning situations, e.g., practicing social skills, this 
can be an important requirement. 
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5. Sound 
A VE usually also involves sound. Sound can be important in simulations, to en-
hance the feeling of reality or simply to simulate some sound. Sound/speech can 
also be used as an instruction and feedback mechanism during the learning process. 

A VE can be adapted in many different ways. In principle, adaptation can happen for 
each of the components of a VE. An adaptation can be limited to a single component 
of the VE, but it can also involve many different components.  We will first describe 
adaptations that apply on single component, i.e. on objects, behaviors, interaction, and 
for avatars. We call these adaptation types. For the moment, we didn’t consider any 
adaptations types yet for the scene or for sound. Communication is also not consid-
ered because we focus on single-user VLEs. Next, in section 4, we will consider more 
high-level adaptations that involve more than one component. These we called adap-
tation strategies. In this paper, we particular focus on adaptation strategies for VLEs. 
To express the adaptation types and adaptation strategies, formal instructions have 
been developed but they are omitted here; we only describe them informally. 

3.1   Adaptation Types for Objects 

Objects populating the VLE have a visual appearance in terms of a geometry (shape) 
and material properties (colors and textures). To enhance the usability of a VLE for a 
learner, it may be advisable to change the visual appearance of an object during the 
lifetime of the VLE. We illustrate this with some examples. To visually indicate that 
an object has not yet been studied we may want to highlight it, make it smaller or 
even hide it. When a student is learning about an object being represented in the VLE, 
the visual appearance of the object could change according to the aspects being stud-
ied, for instance when studying a planet, it would be interesting to adapt the represen-
tation of the planet to the aspect considered, like its internal composition, or its  
atmosphere. It may also be useful that the visual representation of an object becomes 
more detailed while more and more knowledge is acquired. For instance, the planet 
Saturn can be shown first with its rings. Once the user has read enough on Saturn and 
its satellites, the satellites inside the rings of Saturn can be shown as well.  

Therefore, a first set of adaptation types for objects is concerned with the adapta-
tion of the visualization of an object, i.e. how to display it and how to hide it: 

 
− semiDisplay is used to display the object in a semi-manner, by having a semi-

transparent bounding box around it. See figure 1(a) for an example: the Sun has 
been semi-hided. 

− changeSize is used to change the size of an object.  

− changeMaterialProperties is used to change the material properties (color or  
texture) of an object. Figure 1(b) shows the sun with a different texture than in  
figure 1(a).  

− changeVRRepresentation is used to change the visual representation of an object 
completely; its current visualization will be replaced by a different one.  
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− semiHide allows to make the visual appearance of objects semi-hidden. This is 
similar as the semiDisplay but the purpose is slightly different, i.e. hiding instead 
of displaying.  

− hide allows hiding an object visually.  

− display allows displaying an object that has been hidden before.  

 
  

 
(a) semiDisplay 

 

 
 

(b) changeMaterialProperties 

Fig. 1. 

Furthermore, like in classical textual learning material, it may be useful to mark ob-
jects. A reason for marking an object is for instance to draw the attention of the 
learner that the material associated with the object has (or has not yet) been studied or 
to indicate the importance of the object. In a VLE, marking an object can be done in 
different ways. We distinguish two different adaptation types for marking because 
they are essentially different: 
 
− spotlight allows to mark an object by putting a spotlight on it; in this way the ob-

ject becomes more visible and can be used to draw the attention to this object.  
Figure 2(a) shows an illustration of the planet earth with a red spotlight.  

 
  

 
 

(a) spotlight 

 

 
 

(b) highlight 

Fig. 2. 
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− highlight allows to mark an object by drawing a box around the object where only 
the edges of the box are displayed. Figure 2(b) shows the planet earth being high-
lighted. The size of the box and the color of the edges can be specified.  

Note that marking is considered different from changing the material properties (like 
the color) of an object, as by marking we don’t change any property of the object. 
Also note that adding a title or a name to a VR object is not considered as marking, 
but as annotation. In general, annotations can be used to attach explanations, com-
ments or names to objects. Annotations should only be shown when appropriate for 
the learning process as otherwise it might clutter the VLE too much. In addition, it 
may be necessary to adapt the annotations to the profile of the learner. Therefore, 
adaptation types are defined for adding and hiding annotations:  

 
− displayAnnotation allows displaying an annotation with an object. An example is 

show in figure 3.  

− hideAnnotation allows hiding an annotation associated with an object.  

 

Fig. 3. DisplayAnnotation 

3.2   Adaptation Types for Behaviors 

Behaviors are used to make the VLE dynamic, i.e. to create environments where ob-
jects are active by performing some behaviors. For instance, in a VLE for the solar 
system we can have planets that are rotating and comets that move through the uni-
verse. However, to guide the learning process it may be useful to disable and enable 
behaviors when appropriate, e.g., a solar system where all planets are rotating at the 
same time may be confusing for a beginner. It may also be useful to adapt the parame-
ters of a behavior, for instance to show the behavior of the sun with a different value 
for its temperature. Possible adaptation types for behaviors are: 

 
− enableBehavior allows enabling a behavior associated with an object.  

− disableBehavior allows disabling a behavior associated with an object.  

− changeBehavior allows changing a behavior by modifying the values of its  
parameters.  
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3.3   Adaptation Types for User Interactions 

In a VE, there are different ways to interact with an object, e.g., by clicking on it, by 
touching it, by passing closed. Furthermore, interaction (e.g., clicking) can trigger the 
start (or end) of a behavior. In the context of a VLE, it may be useful to control the 
user interaction. For example, to not overload the learner, we may want to prohibit 
interaction with an object as long as the learner has not obtained a certain level of 
knowledge. The enabling of an interaction possibility could also be used as a kind of 
reward after some successful study, and disabling interaction after some time could 
avoid spending too much time with some appealing feature.  

Adapting interaction comes down to enabling or disabling some type(s) of interac-
tion provided for an object. Possible interaction types considered for objects are: 
touching, clicking, and passing by. 

3.4   Adaptation Types for Avatars 

Avatars play a special role in a VLE. The avatar of the user is used to provide the 
view of the user inside the VLE. The avatar can have the look of a person, but other 
types of representation are also possible. As already explained, sometimes the avatar 
does not have a representation. Furthermore, an avatar has behaviors that allow the 
avatar to progress inside the VLE  (i.e. navigate), for instance, jumping and walking. 
Jumping means going from one point to the next by making jumps. Walking means 
going from one point to the next smoothly and by following a certain path. Note that 
other behaviors are also possible like flying. An adaptation type adaptAvatar is de-
fined to change the representation and/or the behavior for an avatar. 

4   Adaptation Strategies for VR Learning Environments 

In the previous section, we have discussed possible adaptations for individual compo-
nents (object, behavior, interaction, …) of a VE. In this section, we deal with adapta-
tions that go beyond the adaptation of a single component. These adaptations can 
have an impact on several components of the VE or on a part of the VE. We call them 
adaptation strategies, as they can be used as pre-defined strategies to adapt a VE. We 
focus in particular on adaptation strategies for learning purposes.  

A first group of adaptation strategies defined are those that will have an impact on 
how the learner can navigate through the VLE: 

 
− restrictedNavigation allows restricting the navigation of the learner to some of the 

objects in the scene. In other words, the learner will only be able to navigate from 
one object to the next object in a given list of objects. Furthermore, the navigation 
can be restricted to a particular navigation behavior, e.g., junping or waking. To 
specify the objects allowed to navigate to, different selection criteria can be used. 
For instance, it could be useful to select objects based on the learner’s knowledge, 
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or based on pre-requisite relations between objects. In general, this adaptation 
strategy can be used to force a learner to visit only a pre-defined number of objects.  

− navigationWithRestrictedBehavior allows restricting the possible behaviors of 
objects while navigating. The restricted behavior can apply on all objects (in the 
VLE) or on a specified list of objects. This strategy is for instance useful to allow a 
learner to first explore a VLE (or a part of it) without being annoyed by objects 
showing all kinds of behavior; afterwards when he is more familiar with the VLE 
behavior can be enabled (using another adaption strategy). 

− navigationWithRestrictedInteraction allows restricting the possible interactions 
with some objects while navigating. Similar as for navigationWithRestrictedBe-
havior, this adaptation strategy can be used to allow a learner to first explore the 
VLE (or a part of it) without being able to fully interact with the objects in the 
scene.  

− TourGuide provides a tour guide to the learner. A tour guide takes the learner 
through a tour in a VLE. Like in real life, a tour guide can provide an easy and ef-
ficient way to learn quickly some essential facts about objects in a large and un-
known VLE.  

− The following adaptation strategies allow specifying that the learner can navigate 
freely in the VLE, with or without suggestions (freeWithSuggestions and complete-
lyFree). Suggesting is done by using marking (i.e. spotlight or highlight). This 
strategy can be used to give the learner a lot of freedom but still provide some 
guidance.  

 
A second group of adaptation strategies allow adapting a group of objects: 

 
− filterObjects allows to filter the objects that should be available (visible) in the  

VLE. This strategy can be used to avoid that the learner doesn’t know on which 
objects to focus first. It also allows gradually building the VLE; the more knowl-
edge the learner obtains the more objects become visible.  

− markObjects allows to mark (i.e. by highlight or spotlight) a number of objects in 
the VLE. This adaptation strategy can be used as an alternative to the filterObjects. 
In some situations it may not be possible (or not desirable) to hide objects (e.g., if 
we want to show the connections and dependencies of a complex system). Also, 
some learners may find it annoying that not all objects are visible or may perceive 
the VLE not attractive anymore. The strategy can also be used to mark the objects 
already studied.  

 
A next group of adaptation strategies are strategies to specify some conditions for 
displaying objects: 

 
− displayAtMost allows to specify when some objects should not be displayed any-

more. The condition can be some pedagogical criteria like the knowledge level the 
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learner currently has for the object or a limit on the number of times that the object 
should be displayed. This strategy can for instance be useful if the purpose is to 
perform some tests without having the subject(s) of the study visible.   

− displayAfter allows to specify the condition(s) that need to be satisfied for objects 
to be displayed. This adaptation strategy can for instance be used to keep the VLE 
appealing by dynamically changing the objects in the scene. This can avoid that the 
learner gets bored.   
 

The next group of adaptation strategies consists of strategies for adapting the behavior 
of some objects conditionally: 

 
− behaviorAtMost allows to specify when a behavior should be disabled. This adap-

tation strategy can for instance be used to avoid that the learner keeps “playing” 
with an object or a number of objects having the same behavior.  

− behaviorAfter allows to indicate when a certain behavior of an object (or some 
objects) should be executed. This adaptation strategy can for instance be use to 
state that the behavior for some specific objects should only start when the knowl-
edge level of the learner for these objects is above a certain threshold.  

− behaviorSpeed allows to specify the speed of a behavior. This is in particular use-
ful when the behavior simulates a real world behavior. Being able to slow down 
the behavior will allow the learner to better observe what is happing, especially for 
behaviors that are happing very fast in real time (e.g., an explosion, or the trajec-
tory followed by a bullet).   

 
The last group of adaptation strategies contains strategies for limiting the interaction 
with some objects by means of a condition: interactionAtMost and interactionAfter.  

The adaptation strategies presented here are only a subset of possible adaptation 
strategies. It is not our aim (and it would also not be possible) to define all possible 
adaptation strategies, but to provide a set of adaptation strategies that is useful in 
adaptive VLEs. It is of course possible to define a new adaptation strategy if there is a 
need for.  

5   Driving the Adaptation in a VR Learning Environment 

In the previous two sections we have provide the ingredients for making VLEs adap-
tive. In this section, we discuss how to actually drive the adaptation process and how 
this differs from the adaptation process of a regular learning environment. Similar as 
for an adaptive learning system, there are three different approaches: an author-driven 
approach, a teacher-driven approach and a model-driven approach.  

In the author-driven approach, the author of the course is given full control over 
the adaptation process. During the design of the course, the author needs to specify 
the adaptations explicitly, e.g., through rules. This gives the control to the author but 
also requires that the author keeps track, at design time, of all possible adaptation 
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scenarios, which may be hard. The alternative is to have some kind of automatic ad-
aptation. This is what we call a model-driven approach, as the adaptation process is 
then driven at run-time by means of adaptation models and/or intelligent algorithms. 
The models and algorithms can be engineered in advance or be based on advanced AI 
techniques [29, 30, 31].  This approach is used in so-called intelligent tutoring sys-
tems [32]. Although, it relieves the work of the author, it inevitably also introduces in-
transparency.  The author does not know in advance how the VLE will be adapted. 
The last approach, the teacher-driven approach, is similar to the author-driven ap-
proach in the sense that it is human-driven but the specification of the required adap-
tation is done at run-time, i.e. while the learner is in action. This has the advantage 
that the teacher can respond to the particular situation of the learner and don’t need to 
preview all possible adaptation scenario’s, but it has the big disadvantage that the 
learning need to be supervised by a teacher which is in general too time consuming. 
This approach is therefore not used a lot.  

 

 

Fig. 4. Adaptation Models 

What every approach is used, it requires a set of models to drive the adaptation 
process [33]. The models needed to drive the adaptive process in case of VR are illus-
trated in figure 4. First of all, it is necessary to assign attributes to the learning con-
tent, such as the level of difficulty, pre-requisites, learning time required (see e.g., the 
IEEE 1484.12.1 – 2002 Standard for Learning Object Metadata (LOM) for an elabo-
rated set of such meta data). This information is needed to be able to adapt the content 
to the learning goals and to the learner. To adapt content to the learner, it is also nec-
essary to have information about the learner (personal preferences, background 
knowledge, etc) and to keep track of his/her learning progress at runtime. This is 
usually done through the use of a user-profile, a user model, or learner model. In 
general, meta data for learning objects and user data are the two main models required 
for driving the adaptation process. However, in case of a VLE, it is also necessary to 
keep track at runtime of what is happing in the virtual world. For instance, to be able 
to use some of the adaptation strategies mentioned in section 4, it is necessary to keep 
track of the objects with which the learner has interacted, or which behaviors have 
been performed, or the time spent with a certain object or in a certain part of the VLE. 
For example, to be able to perform the adaptations associated with the adaptation 
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strategy displayAtMost, the system needs to keep track of how often the object has 
already been displayed to the learner. We call this information VLE activity history. 
The more information is kept about the activities of the learner in the VLE, the more 
it can be taken into account to adapt the VLE to the individual learner. Note that some 
data from this VLE activity history will also impact the state of the learner model, for 
instance activities performed in the VLE by the learner may raise his knowledge level 
of a certain topic. 

6   Prototype and Lessons Learned 

To be able to experiment with the adaptive VLEs, we developed a prototype imple-
mentation for the approach. This prototype implementation is based on an existing 
Web-based adaptive learning environment [34], developed in the context of an EU 
FP7 STREP called GRAPPLE. GRAPPLE is using an author-driven approach for 
specifying the adaptations.  

Therefore, we have also followed this approach in our prototype. As the learning 
environment is Web-based, the VR format supported is X3D [36]. The actual delivery 
of the adaptive VE is done using an existing VR player Vivaty [37] inside a Web 
browser.  

We will now briefly elaborate on the different components of this prototype and on 
lessons learned in developing and using this prototype. 

The two main components of GRAPPLE are the Authoring Tool and the Adaptive 
Delivery Environment. The Authoring Tool allows a course author to define a course. 
Therefore, the author needs to define a Domain Model and a Conceptual Adaptation 
Model [35]. The Domain Model describes the concepts that should be considered in 
the course. Learning resources are associated with these learning concepts. The Con-
ceptual Adaptation Model expresses at a high-level how the content and structure 
needs to be adapted at runtime. The kernel of the Adaptive Delivery Environment is 
the Adaptive Engine. Based on the state of the learner’s profile (captured in the User 
Model) and the specifications given in the Authoring Tool, the Adaptive Engine will 
select the proper learning resources and deliver the required navigation structure and 
content to a Web browser. Also note that the Adaptive Engine can keep track of the 
progress of the learner and will inform the User Model of this. Updates in the User 
Model may trigger new adaptation rules specified in the Conceptual Adaptation 
Model and in this way the course will be adapted at run-time. In GRAPPLE, the con-
trol over de User Model is left to the author, i.e. the author can decided which infor-
mation to maintain in the User Model and how and which learning activities should 
update that information. GRAPPLE also allows importing information about the 
learner from external learning management systems (see [34]). 

In order to support adaptive VR, it was necessary to extent GRAPPLE. GRAPPLE 
is a web-based learning environment using XML for the learning resources. There-
fore, for displaying VR inside a browser, X3D [36] (which is XML-based) can  
be used. However, to support adaptive VR, two extensions were necessary. To be able 
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to allow authors to specify how adaptation should happen inside a VLE an adapted 
authoring tool was necessary. Next, an extension of the adaptive delivery environment 
was needed to allow for the actual adaptive delivery of the VE, i.e. adapting the pres-
entation of the objects, enabling and disabling behaviors and interaction, including 
objects conditionally, and/or providing dedicated navigation possibilities in the  
virtual world. We will not discuss the extension of the adaptive delivery, as this was 
rather a technical issue, but we do mention difficulties encountered when extending 
the authoring tool, as they are more at the level of usability. We also discuss an ex-
ample adaptive VLE elaborated with the prototype. We end this section with some 
conclusions. 

6.1   Authoring the Adaptation 

For the authoring tool, we started by following the authoring approach of GRAPPLE. 
Let us start by briefly explaining this approach (more information can be found in 
[35]). GRAPPLE allows an author to specify the required adaptation using pedagogi-
cal based adaptation rules. We illustrate this concept with an example, a “prerequi-
site” adaptation rule. This adaptation rule is based on the pedagogical relationship 
“prerequisite” that may exist between topics (concepts) in a course. This adaptation 
rule specifies that if concept A is a prerequisite for concept B, the course material for 
concept B should be hidden as long as the knowledge level for concept A is not above 
a certain threshold (details are omitted).  

 

Fig. 5. GRAPPLE Adaptation Rules Examples 

Important to know is that those rules are predefined. To be reusable in different 
courses, they are defined in a generic way, i.e. using placeholders for the different 
concepts.  
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In the Conceptual Adaptation Model, the author can then use (i.e. instantiate) such 
an adaptation rule by filling in the placeholders with concrete concepts (from the 
Domain Model). For instance, the author can specify that the learning material for 
concept “Earth” should be hidden as long as the learner doesn’t have enough knowl-
edge about the concept “Planet” by using this “prerequisite” adaptation rule. In this 
case, the author instantiate this adaptation rule by replacing the placeholders by the 
concepts “Planet” and “Earth”. Figure 5 shows an example. It is a screenshot of the 
GRAPPLE authoring tool. In this tool, a graphical notation is used for the adaptation 
rules. On the canvas, we see two applications of the “prerequisite” rule. The upper 
one states that the concept Planet is prerequisite for the concepts Neptune, Uranus, 
Saturn, Jupiter, Mars, Earth, Venus, and Mercury. The lower one states that the con-
cept Earth is a prerequisite for the concept Moon.  

In the Conceptual Adaptation Model, the adaptation rules are given in an order-
independent way. It is actually GRAPPLE’s adaptive engine that will figure out when 
to use which adaptation rule (based on the conditions in the rules). In addition, it is 
also the adaptation engine that selects the most appropriate learning resource for a 
concept. For instance, a learner with no or low knowledge of the concept “Planet” 
should be given an “introductory” learning resource for the concept “Planet”. The 
selection is done by matching the meta data of the learning objects with the ones re-
quired by the adaptation rules. Actually the exact content of the course is composed 
on the fly by the adaptation engine. So, GRAPPLE is using a declarative approach for 
specifying an adaptive course. This is a powerful approach, as the author of a course 
only needs to specify the desired results and not how this needs to be achieved. Al-
though, at first sight this declarative approach looked applicable for VLEs, we en-
countered several problems when applying it: 

 
1. The first problem that we encounter is that adaptation in VLEs cannot be specified 

at the level of concepts (as done in GRAPPLE) but needs to be specified at the 
level of individual concepts, behaviors, and so on. While in a classical text-
oriented learning environment it is easy to compose a page by combining different 
pieces of text or adapt a page by replacing one piece of text by another, this is not 
straightforward in a VLE. Indeed, let’s go back to the example of the planets. 
There may be different 3D representations of Earth (being possible learning re-
sources for the concept “Earth”), however they may not all fit in a given VLE. 
They may be too large or too small or the texture used may not be appropriate. The 
same applies for behaviors. It is not always possible to replace one behavior by an-
other. Therefore it is not possible to let the adaptive engine autonomous replaces 
VR resources, and it is certainly not possible to let the adaptive engine compose 
the actual VLE as all 3D objects should fit together and need to be positioned and 
oriented in the 3D space with care. It is even not possible to leave the selection of 
the appropriate learning resources to the adaptive engine as currently the meta data 
used for the learning objects is not capable to specify 3D specific issues (such as 
size, texture, etc.) needed to be able to do an appropriate selection. This forced us 
to adapt the format of the adaptations rules to make it possible to use them at the 
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level of the individual resources. More in particular, instead of having placeholders 
for concepts, we need placeholders for the combination concept, resource. 

2. Next, there are much more possibilities for adapting a VLE (see section 3) than for 
adapting a text-based course. To be able to allow authors to fully exploit all these 
possibilities, it would be necessary to predefine a large set of pedagogical based 
adaptation rules. Actually, a rule needs to be predefined for each possible combina-
tion of pedagogical situation and adaptation technique. While for text or figures, 
there are only a few adaptation techniques for indicating a pre-requisite relation 
(i.e. hiding or make it inaccessible), there are plenty of possibilities in a VLE (hid-
ing, semi-hiding, changing size, disabling behaviors, disabling interaction, using 
marking, etc.). This means that while for text-based adaption, there will only be 
two adaptation rule associated with the pre-requisite relation, there can be many 
more adaptations rules associate with this pre-requisite relation in case of VLEs. It 
is easy to see, that already for only a few pedagogical situations, providing a ge-
neric adaptation rule for each possible combination would result in a large and un-
wieldy set of predefined adaptation rules.  

3. Another important obstacle was the fact that in the Conceptual Adaptation Model, 
the adaptation rules are specified in an order independent way. This was confusing 
for authors of a VLE as they usually have a certain storyline in mind that they want 
the learner to follow. For instance, in case of a course about the solar system (see 
section 6.3 for this example), an author wanted to start by taking the learner on a 
tour though the VLE representing the solar system, then he wanted to allow the 
learner to study the generic concepts Sun, Planet and Satellite. During that phase, 
all behavior and interaction would be disabled. While studying such a concept 
(e.g., Planet), examples of the concept (Earth, Mars, Venus, …) would be marked. 
Next, he wanted the student to study about the inner solar system and then he 
would remove all objects not belonging to this inner solar system. In a similar way, 
he would allow to learner to study the outer solar system, and so on. Unfortunately, 
it was rather impossible for the author to specify this scenario using the approach 
used in GRAPPLE because it doesn’t allow to specify adaptations in an order de-
pendent way. Complex and artificial conditions were needed to realize this.  

6.2   Example VLE 

To test the prototype, an example adaptive VLE has been developed. The VLE is part 
of a course on the solar system. The course is a combination of textual learning mate-
rial about the solar system and a VLE of the solar system where the sun and different 
planets are displayed in 3D. The textual material is displayed in one frame of the 
browser where the learner can navigate through the textual material using standard  
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navigation, i.e. a menu and hyperlinks. He is also able to navigate (using VR naviga-
tion techniques) through the VLE displayed in another frame (see figure 6). Using the 
Conceptual Adaptation Model, the author has specified how the VLE should adapt 
according to the learner’s knowledge level.  

As already explained in section 6.1, the authoring of the adaptation was not easy. 
However, we were able to show that the VLE could be adapted dynamically based on 
the User Model, the VLE-activity history and the Conceptual Adaptation Model. For 
instance, we specified that at the start the names of the planets familiar to the learner 
should be in green, and the names of the planets that the learner still needs to study 
should be in red. Then the learner can start the course and he will be presented with a 
classical menu in the left panel of the browser window and an empty VLE (complete 
black). If he clicks on the Sun-link, a textual explanation of the sun will be displayed 
in the text frame. It was specified in the Conceptual Adaptation Model that the text 
describing the sun should be extended each time the learner visit the Sun-page, and 
once the learner has seen the complete textual explanation, a 3D model of the sun will 
be displayed inside the VLE (see figure 6). The other planets will appear in the same 
way. Furthermore, planets that are studied completely will stop rotating. When all 
planets have been studied, the learner will see the complete solar system in the VLE 
and is able to explore it freely.  

 

Fig. 6. Example Course 

Below are some examples of adaptation rules used in the prototype. To make it 
easier for the reader, we are not using the format of GRAPPLE, but we have ex-
pressed the rules as if-then rules.  
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The first example is a rule that specifies that if the user’s knowledge for the con-
cept Earth is above the minimal required level (which is expressed by means of an 
integer value), then the VR object Earth should be highlighted in the VLE. The goal 
of this adaptation is to draw the attention of the learner to the fact that he reached the 
required minimal level of knowledge for Earth. 
 

 
The second rule is to state that if the user’s knowledge for the concept Earth is 

above the minimal required level and he has interacted with the planet Earth more 
than 3 times, then a spotlight should be set on the VR-object Mars, a certain annota-
tion should be displayed with it, and it should start to move around the sun. The goal 
of this adaptation is to draw the attention to the next subject to study. 

6.3   Conclusions for the Prototype 

Because the adaptations that we could specify with the current authoring approach are 
limited and also cumbersome to achieve (see section 6.1), we decide to postpone the 
planned evaluation of the adaptive VLE itself. We found it not useful to set up an 
elaborated experiment with end-users to validate the usability of an adaptive VLE 
when we are not satisfied with the type of adaptations that can be specified (and there-
fore achieved). Therefore we decided to first work on an improve approach for au-
thoring the adaptation. In that approach, it will be possible for the author to compose a 
time-based storyline. Furthermore, we will opt for adaptation rules that are easier to 
understand by an author by untangle the pedagogical aspects (the conditions) from the 
adaptation effects, and which the authors themselves can compose (hence removing 
the need for predefined adaptation rules). Figure 7 shows a screenshot of this new 
authoring tool. The scenario modeled in this figure is as follows. The course starts by 
marking the VR object Earth, and then it will start rotating around its axis. Once this 
VR object is rotating and the user has interacted with it by clicking on it, the VR ob-
ject Earth will start to move around its orbit. If now, the user interacts again with 
Earth it will be unmarked and instead the VR object Mars will be marked and the 
viewpoint of the user will be moved towards Mars.  Note that this scenario doesn’t 
have any pedagogical meaning but was only created to verify the feasibility of the 
authoring approach. The squares with the letters AB denote Adaptations Blocks. They 
are used to specify the adaptations required for the different VR objects.  

 
 

Example adaptation rules: 
if (user_knowledge (Earth) > min_required)  
then { highlight(Earth)} 
 
if ((user_knowledge(Earth) > min_required)  

AND (hasInteractedWith(Earth) > 3)  
    then { spotlight(Mars), Annotate(Mars), behaviour(AroundOrbit, Mars)} 
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Fig. 7. Time-based Authoring Approach 

Once we have finished the prototype for this authoring approach, we will perform 
an empirical evaluation to study the usability both of the author tools and an actual 
virtual learning environment.  In a first phase, the evaluation will be rather explora-
tory with the aim of identifying weaknesses and gathering ideas for recommendations 
for improvement. Later, an explicit, experimental comparison will be performed to 
measure user acceptance and the impact of adaptively on the actual learning process. 

7   Conclusions and Future Work 

We have discussed the potential of adaptivity for VR learning environments. As in 
classical, text-based learning environments, adaptivity could be used to adapt a VR 
learning environment to the individual characteristics and preferences of the learners, 
their background, learning goals etc. However, the richness of Virtual Reality allows 
much more possibilities for adaptations than possible in a classical text-based learning 
environment. Therefore, we introduced a set of adaptation types for VR, as well as a 
set of adaptation strategies specific for VR learning environments. Next, we presented 
the different models needed for the adaptive process. We also discussed a prototype 
implementation of an adaptive VR learning system. The prototype is based on an 
existing Web-based adaptive learning environment that is author-driven (meaning that 
the author of a course specifies at design time the required adaptations) and its author-
ing tool uses a declarative approach, based on pedagogical-based adaptation rules. 
This turned out to be quite difficult for authors of virtual learning environments. First 
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of all, it was difficult to realize a storyline (often used in the virtual environments). 
Next, the richness of the adaptations possibilities for VR resulted in a large and un-
manageable set of pedagogical-based adaptation rules. This was due to the fact that in 
the approach used, the pedagogical issues and adaptations types are entangled in a 
single adaptation rule.  Therefore, we are currently working on a different authoring 
approach using a time-based storyline and adaptation rules that are easier to express. 
Next, an empirical evaluation will be performed to study the usability both of the 
author tools and an actual virtual learning environment.   
 
Acknowledgments. The work described in this paper is realized in the context of the 
EU FP7 project GRAPPLE (215434).  
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Abstract. This paper presents a case study on the design of mobile applications 
for on-line learning, based on the needs of its potential users. From the User-
Centered Design (UCD) perspective and based on a qualitative approach, in-
depth interviews have been held with students who carry out learning-related 
tasks in a commuting context, together with ethnographic observations of this 
context. The objective of this research was to understand the needs and re-
quirements of students who learn on-line and who take advantage of their travel 
time to study or to carry out study-related tasks. Through the content analysis of 
the data gathered, the tasks carried out by students in a mobile context are con-
templated, detecting their inconveniences and needs. From this analysis  
m-learning application scenarios have been built based on the potential users’ 
requirements. 

Keywords: UCD, m-learning, commuting, user studies, contextual inquiry,  
scenarios. 

1   Introduction 

In a setting where society is becoming more and more mobile and connected, m-
learning has emerged over the last few years as a natural evolution of e-learning. 
Indeed, in recent times we have seen a profusion and availability of mobile devices on 
the market, together with the possibility of using these devices in contexts not con-
fined to on-site classrooms, such as waiting time or travel.  

In this sense, the main challenge of m-learning stems from the enormous potential 
that taking advantage of the combination "other contexts - mobile connection" for 
learning implies. The question is therefore to bring this potential closer to the reality 
of students and their study contexts. 

Definitions of m-learning found in literature [1, 2, 3, 4, 5] attach importance to dif-
ferent aspects, such as: communication and conversation, type of device, context, 
availability, portability, learning process… among others. For example, in Lee and 
Chan [6, based on 7] we find attributes that mobile learning should have, specifically: 
spontaneous, personal, informal, contextual, portable, ubiquitous and pervasive. In 
Geddes [8] the advantages of mobile learning are given with regard to other learning 
methods, such as access, context, collaboration and appeal. 
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These advantages have been compared in several studies, however, few were car-
ried out in a pure e-learning context, or in other words, in a context in which all learn-
ing is carried out on-line. When looking through the bibliography the absence of  
research that relates the use of m-learning with an exclusively on-line education is 
notable and, more importantly, what its use could be in a commuting context. 

The majority of research includes experiences of cases which study the suitability 
and possibilities of a mobile device (mobile or e-book) and/or a content used in an on-
line context, but as part of or complementary to on-site learning [9, 10, 11, 12, 13]. 
Only in Lee and Chan [6] and Ramírez-Montoya [14] have we found experiences of 
the use of m-learning in exclusively on-line contexts. We maintain that, given its 
extreme characteristics, these entirely on-line learning contexts could be exemplary 
with regard to new technological m-learning uses. 

On the other hand, and as stated in Ramírez-Montoya [14], one of the mobile learn-
ing challenges is the configuration of resources content. There has been a consensus 
in recent literature that m-learning should not substitute e-learning or traditional learn-
ing methods, but should expand and/or complete it [6, 15, 16, 17]. In addition, this 
content configuration should take into account contexts of mobile device use, and the 
requirements of users on a day-to-day basis. We agree with Rodríguez and Constan-
tine [12] in that currently students are demanding more and more content that can be 
studied while commuting, waiting for someone or at the gym, however, there is also a 
lack of research that relates m-learning with the commuting context. We have only 
found references of this relation in de Jong [9] and Gil-Rodríguez and Planella-Ribera 
[18], where the use of e-books by students is researched and one of the positive 
evaluations made was the ability to use e-books when travelling.  

The in-depth exploration of this relationship between commuting and m-learning is 
the main purpose of this paper, whose specific objectives and methodology are de-
tailed below. 

2   Study Objectives 

The purpose of this case study [19] is to explore the relationship between m-learning 
and commuting, with a student profile that takes advantage of his/her travel time for 
activities related to his/her university learning. Therefore, the objective of this inves-
tigation was to understand the needs and requirements of these students who study 
and/or carry out study-related tasks whilst commuting. This objective means under-
standing the current behavioural patterns of students in their mobile contexts and 
discovering how new devices and materials used, such as e-reader devices, audios and 
mobile internet, can help support their studies. On the basis of these requirements, it is 
possible to define m-learning scenarios in a commuting context with a view to devel-
oping new applications for mobile devices. 

Applying a user-centered design perspective [20], based on a description of perso-
nas [21] and student focus groups, it could be observed how the commuting context 
was a potential opportunity for reading (thanks to e-readers, tablets, etc) and for con-
necting to the virtual campus (thanks to mobile internet). This opened up the possibil-
ity of interviewing students as they commuted so as to explore and analyse these 
scenarios [20]. 
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Therefore, the aim of interviewing students in their habitual commuting context 
was to discover what the study pattern of these students is in general and in particular 
during travel. In other words, how they organise their studies and what type of mate-
rials they use for studying in each one of their study contexts, at the same time as 
exploring the difficulties they currently encounter when carrying out a learning activ-
ity whilst travelling and how they think these can be resolved.  

In addition, their opinion of e-reader devices, the possibility of having their teach-
ing materials available on audio and the possibility of having internet connection on a 
mobile device is also sought after, as well as how they believe that all these options 
could affect or condition their current form of study and of carrying out their aca-
demic activities. 

The purpose of doing the interviews on public transport was also to observe this 
context in-depth, to determine how the interviewee interacts with it and also to detect 
variables that could influence the student, such as the number of people, availability 
of seats, noise, etc, when carrying out a learning activity. 

Once all this information was gathered, the ultimate objective was to describe a se-
ries of scenarios for m-learning applications in order to contribute to the design and 
development of mobile device-related solutions. 

2.1   Methodology 

Therefore, to gather the data, 7 in-depth interviews were carried out with students of 
the Open University of Catalonia (UOC) -a fully on-line, higher education institution- 
during their daily commute by train, metro or bus. The students interviewed were 
those who normally performed some kind of academic activity when commuting, 
mainly reading learning materials. Students who take advantage of travel to read or 
perform other activities associated with study are very typical in the UOC (internal 
document). 

Using the “contextual inquiry” methodology [22] the student, in his/her travel con-
text, is able to reflect and communicate more easily the daily nature, thus achieving 
more involvement, truthfulness and recall from the student. In addition, from the 
interviewer’s point of view, an immersion in the natural situation in which the student 
develops his/her activities, is achieved. Therefore, they have access to their speech, 
practices and daily tasks, in situ, as well as other important aspects of the context 
which could be crucial to the design of applications. 

We contacted students to ask if we could accompany them on a typical journey and 
interview them. We arranged to meet the students, for example, at an underground 
station, and conducted the interview as we accompanied them to their destination. The 
7 journeys were as follows: 4 longer journeys (40-45 minutes) and 3 shorter journeys 
(20-30 minutes), of which 2 took place in the morning (on the way to work or an 
activity) and 5 in the evening (on the way home from work or an activity). In general, 
the interviews were held on transport that was fairly uncrowded, with travel by metro 
being the most crowded situation encountered and where the students stated they had 
no problem studying standing up. 
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A semi-structured interview was designed for the contextual interviews, which 
were conducted as a conversation, with the points listed in the interview protocol 
incorporated in a natural way in the conversation. The most important points of the 
interview focused on: general study organisation, study patterns and behaviour during 
the journeys, teaching materials and forms of use and on how students perceived the 
usefulness, for their academic studies, of e-readers, mobile internet and audio content 
used when commuting. Additional observations of the characteristics of the context, 
such as passenger numbers, the availability of seating, noise, etc, were also noted in a 
field log. 

Transcriptions of the interviews and field log observations have been subjected to a 
content analysis [23], described in section 3 of the main results. 

2.2   Sample 

The sample comprised 5 men and 2 women, between 23 and 42 years of age, who use 
their commuting time to carry out tasks related to their UOC studies. All have prior 
studies (mostly diplomas or degrees) and work full-time until 6pm or 6:30pm and 
arrive home between 7pm and 7:30pm. A characteristic of the sample worth noting is 
that 6 students stated that they study to improve professionally and 1 studies as a 
hobby.   

3   General Results 

As background for the study, it is also worth noting that the students described them-
selves as constant, not leaving everything until the last minute and trying to do some-
thing each day. It is important to point out that this perseverance stems above all from 
the fact that the subject assessment at the university is continual. Assessment activi-
ties are carried out every 2-3 weeks for each one of the enrolled subjects (normally 3 
to 5), which as a result requires a steady working pace. Therefore, the learning activ-
ity deliverables and group work is what sets the study pace. Also, as all the students 
work full-time they do not have much free time, therefore it is normal that, as com-
mented by one student, they “get on with something each day”. A common trait 
among the students is that “doing something each day” means at least accessing the 
UOC to consult the subject forums, discuss group work, view email or messages from 
lecturers, which creates a certain sensation of stress and urgency. E4 said: “I access 
the campus at least everyday, if not I worry, there are always new messages”. 

These circumstances cause the students, a part from tasks they carry out at home, 
to use every moment or situation to “get ahead with work”. Therefore all of the stu-
dents study UOC activities at home and whilst commuting and some also during wait-
ing time and at work.  

In general, the UOC students interviewed organise their studies in a regular way. 
First they read the theory material before reading the learning activity questions, al-
though they say that if they don’t have much time this order could vary, in which case 
they read the learning activity questions and then read the material focusing more on 
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what is going to be assessed. When they finish a learning activity, they start the next 
one, trying not to mix them. 

3.1   How They Study Whilst Commuting 

Focusing on how UOC students carry out their study activities whilst commuting, it is 
worth noting that the students read on all types of transport they use during the day. 
The only time when they do not read is during short trips (5 minutes) or if they have 
to start a new section and they won't have time to finish it during the remainder of the 
journey. Also, some students don’t read if they can’t sit down, although in general 
they state that normally they are able to sit on public transport. Therefore, to make the 
most of any travel time they always carry notes on them, either in a briefcase, back-
pack or folder. E6: “I am me and my folder”. They also say that they can concentrate 
easily during the journey unless there are children or people talking close by. Finally, 
all of the students underline using one colour and mark, make notes and brief outlines. 

3.2   New Formats and Devices 

With regard to the students’ expectations of new formats and devices to use during 
their journey (e-reader devices, audio material and mobile internet), even before the 
interviewer asked any questions on this matter, 2 students mentioned e-book readers, 
pointing out the advantages that having one would contribute to studying during their 
commute. For instance, E3 said: “having seen e-books I hope they’ll bring out a su-
per-e-book that lets you connect directly and do everything from it”.  

After asking about the possibilities of e-books all of the students were enthusiastic 
about the advantages they could provide for studying and said that they are part of 
what would be their ideal study conditions in a commuting context, provided that they 
have a series of specific characteristics for studying. These characteristics include: 
 
· being able to underline and write 
· having internet connection 
· having materials provided by the university that are compatible with the device 
· being able to work with more than one document at a time 
· being able to search in the text 
· having basic editing functions such as copy, paste, etc. 

 
With regard to audio format, it is not considered useful given the ease of losing con-
centration and because it is not the best way to study. Therefore, they would only use 
it if the audio were adapted to short commutes, on journeys where they cannot sit 
down or for learning languages.  

Finally, the possibility of having internet on their mobile for on-line learning ac-
tivities was highly valued, above all for the fact that whilst travelling they could 
search the internet and consult forums and emails, and especially when they are tired  
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and do not feel like reading, for example, after a day’s work. In fact, one of the com-
plaints made by the students was that the daily enquiry on forums and study groups 
and the search for information on the internet takes up too much time.  

4   Discussion 

As a notable result and contrary to what is shown on some forums [24], is the fact that 
the students interviewed consider commuting to be a study context [20]. This means 
that they study both whilst travelling as well as at home, and therefore always carry 
learning content on hard copy with them. Therefore, organisation and planning of 
studies takes into account both studying contexts, including of course mobile con-
texts. What differentiates the mobile context from the fixed context, are the tasks 
carried out and the variety of materials and devices that they could use to carry out 
these tasks in each context [20]. Thus, at home they have access to hard-copy materi-
als for reading (although several students said that they don’t read at home) and to the 
computer and/or laptop and netbook with internet connection for learning activities, 
accessing the virtual campus, doing searches and consulting digital formats. Whereas, 
during the commute they only have access to hard copies, therefore they only read 
materials, underline and make notes (E3 said: “I have read all the subjects on the 
metro. I’ve become used to this time, to doing it this way and it works well for me”), 
read the assessment activity questions, and some write down their initial ideas for the 
activities. Only one student carries a netbook when he/she has to revise or prepare a 
presentation and to write the initial ideas for the activities. Finally, at work the stu-
dents use their computer to access the campus, and during waiting time they use paper 
to read and write up their initial ideas about the assessment activity. 

These study behaviour patterns whilst commuting correspond perfectly to the pos-
sible use that students would make of an e-book device, of audio format materials and 
of mobile internet. Table 1 shows the unresolved situations and/or needs that arose 
during the commute and how an e-book, mobile internet and audio materials could 
solve them. 

During travel time, students request the possibility of connecting to the internet to 
access the university’s virtual campus and to be able to consult emails, classroom 
communication spaces and study groups, either to work in these spaces or to consult 
their queries. Apart from this, the possibility of having internet would enable them to 
carry out searches relating to the assessment activity they are working on. Having a 
mobile device with internet connection would cover the requirement of accessing the 
UOC campus and carrying out these tasks. Also, these two tasks could be carried out 
at moments of mental and physical tiredness, such as after work, or when there are no 
free seats, as they are tasks easily and comfortably done whilst standing, compared to 
reading study material.  
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Table 1. Unresolved situation or need arisen during commuting and proposal or solution 

Unresolved situation or need that 
has arisen 

Proposal or solution 

Connection to email, classroom and 
group communication spaces 

Mobile device with internet 

Search for information relating to the 
assessment activity on the internet 

Mobile device with internet 

Resolving queries  Consult forums, lecturer and other 
current and past subjects 

Tiredness or no available seats Consult internet (virtual campus or 
information search) instead of  

reading 
Read and select different teaching 

contents without being loaded down 
E-book 

Underline and take notes Options available on an e-book 
More than one document at a time Option available on an e-book 

Feel like a student e-book with UOC logo 
Noise Listen to audio and video 

No seats available Listen to audio and video 
Short journeys Listen to audio 

 
As previously mentioned the students use their commute to read and to work on the 

reading material, underlining, making notes, using more than one document at a time. 
These tasks could easily be carried out using an e-book. In addition, all the study 
material could be uploaded onto the e-book, therefore making it unnecessary to carry 
a folder or briefcase. Furthermore, bearing in mind that these students had previous 
studies and always bring their notes with them (some in the typical UOC folder), it 
appears that they are proud to be students again, so branding the e-reader with the 
university logo would reinforce their social identity as students. 

In some situations, such as excess noise on public transport, or short journeys, the 
possibility of listening to audio material adapted to these needs would also serve as a 
form of making the most of their time for studying.  

From this information, we conclude with the creation of two scenarios. A scenario 
[25] is an account describing an event and a person carrying out a series of actions 
using technology or an application. These actions and events are related to a setting 
which includes the objectives, plans and reactions of people who participate in this 
episode. 

The two scenarios created are based on the information gathered from the inter-
views and on the observations made within the same context. The first scenario takes 
place during a short, 20-minute journey, and the second during a long, 45-minute 
journey. The scenarios include how the students could use mobile internet, as well as 
electronic ink devices, for their studies and academic activities. 
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4.1   Scenario 1: Short Journey (20 Minutes) 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
 

4.2   Scenario 2: Long Journey (45 Minutes) 

 

 

Imma is 28 and lives with her partner in Mataró. To get to work she takes a train for 45 
minutes from Mataró to Sants. She is studying a bachelor’s degree in Humanities as a 
hobby. She is in her third semester and has enrolled on 3 subjects. She arrives at the 
station and 2 minutes later the train arrives. The train is normally fairly empty so she can 
sit down. She gets out her e-book, which she always puts in her briefcase the night before. 
She has downloaded all the open content on UOC, the materials of subjects she is  
enrolled on this year and subjects from previous semesters. Using the e-book she connects 
to the internet and checks the schedule for a subject. She downloads the questions for the 
assessment activity and starts to read them. She opens the subject to read it (whilst she 
underlines, makes notes and marks the points which will be useful for the assessed  
activity) and at the same time has a blank document open for making brief outlines. A 
concept comes up that she doesn’t understand and she searches on the e-book for a  
subject from the previous semester. Another query comes up and she consults the forum to 
see if they can solve it for her.  During the return journey she also finds an empty seat 
although the carriage is fuller. She is tired so instead of reading she searches the internet. 
For the new assessment activity she needs to consult more bibliography and searches the 
UOC’s open content to see if the bibliography is there. She also searches on Google 
scholar. She finds 3 documents that will be useful and downloads them to be able to read 
them the following day on her morning commute. She does a self-assessment test. When 
she arrives home, thanks to what she has read in the morning she can begin to do the 
assessment activity following the outline she prepared during the journey.

 Xavi is 35 and lives with his partner in Sant Cugat. To get to work he takes a train for 20 
minutes from Sant Cugat to Diagonal. He is studying a Business Administration and  
Management degree to improve professionally. He is in his third semester and is  
studying 3 subjects. Whilst he waits for the train he accesses the virtual campus from his 
mobile to check the calendar and to find out what he needs to do for the next activity 
because he handed one in the night before. He listens to the introduction audio that is on 
his classroom with the summary and key words and concepts. The lecturer asks students 
to search for news in the papers relating to the economic crisis and to prepare a group  
project. He doesn’t understand the information very well, so he writes a message to the 
lecturer to resolve his doubts. The train arrives, he gets on the middle carriage because 
it’s normally emptier and there are more seats free. He doesn’t find an empty seat so he 
leans against the doors which don't open to continue looking at the campus. He looks at 
the forums of other subjects he is enrolled on, email, study group messages and takes part 
in a discussion. Later he puts his headphones on and watches a video that the subject 
lecturer has uploaded. At work, at lunch-time and after eating, he accesses the campus 
from his work computer. The lecturer has responded to his query. During the journey 
home in the evening, from his mobile he connects to internet to search for the news  
article. He finds a suitable one, downloads it and sends it to his study group. As there is 
still time before he arrives home, he answers a self-assessment, multiple-choice activity. 
When he arrives home at 7 o’clock, he reads the theory module he has pending, he begins 
the assessment activity and discusses the news article with his group. 
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5   Conclusions 

The potential of m-learning for on-line education in a mobile context is evident: stu-
dents plan their studies taking into account all the moments and places where they can 
possibly study. One of these moments and places is whilst commuting. For example, 
it is common to see students reading material on regional train and metro journeys. 
Therefore, commutes form another context of studying (E4: “I think I get a lot out of 
studying during the commute”), which is basically used for reading. Therefore the 
introduction of devices such as e-books would cover these needs. However, so that 
the e-book is really useful in a commuting context, students request that they be able 
to underline, make notes and connect to the internet.  

The internet connection, either using an e-book or a mobile, is also a basic element 
for students during their commute, as the possibility of connecting to the internet to 
carry out learning activities on the virtual campus and consult forums, enables stu-
dents to spend their travel time doing this.  

Therefore, a student profile exists that is characterised by people who work full-time 
with little free time for studying and who use their commuting time to read or do learn-
ing activities. Using mobile devices such as the e-book or a mobile, these students can 
meet their needs as students, as well as opting for new learning content given the tech-
nological and application potential of an e-book and a mobile, above all if they have 
internet connection. However, this learning content must be created based on the stu-
dent profile it is designed for. In the introduction to this article we emphasised that the 
majority of research mentions cases in which a mobile device is used for providing 
complementary on-line content to on-site education. What is clear in the case of the 
UOC student profile, where education is exclusively on-line, is that there is no place 
for providing complementary educational content for use in a commuting context. 

Therefore, what type of content and mobile application devices should be provided 
to this type of student? Is the possibility of reading and consulting community spaces 
on the virtual campus enough? For example, Ramírez-Montoya [14] explains the 
experience of the Virtual University of the Monterrey Institute of Technology, where 
m-learning is carried out in an exclusively on-line context and where students are 
offered various applications, such as access to User Services, case studies, class rein-
forcement cases, exercises, simulations, illustrations, co-assessments and self-
assessments, consult qualifications, messages, calendars, consult study groups, mobile 
radio chat, live channel, audio and video resources using podcasting technology, 
Really Simple Syndication technology (RSS) and mobile telephone. 

However, again it is worth asking if this content and these applications would be 
valid in a commuting context and if they are of use to students who work full-time 
and who have little free time to spend on learning activities. 

The possibilities are infinite and we hope that new research will shed more light on 
this subject. 

Finally, thanks to these scenarios it has been possible to make progress in redesign-
ing and adapting the UOC Virtual Campus to different mobile devices (mobiles,  
e-readers and iPad).  

The design and architecture of the information for each case was defined bearing  
in mind the properties of the different devices, while maintaining the services and 
contents of the website of the UOC Virtual Campus and, in some cases, adding new 
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services. For example, a mobile adaptation for UOC Virtual Campus mobiles (HTC 
and iPhone) and an email, teacher and forum update alert system (Fig. 1) have been 
developed and tested with users.  

The adaptation of content and the OUC Virtual Campus to e-readers (Fig. 2) has 
commenced. The OUC Virtual Campus has also been adapted to iPad (Fig. 3) and is 
ready for evaluation by users. 

 

Fig. 1. UOC Virtual Campus adapted to the iPhone 

    

Fig. 2. Content and UOC Virtual Campus adapted to an e-reader 



276 E.P. Gil-Rodríguez and P. Rebaque-Rivas 

 

Fig. 3. UOC Virtual Campus adapted to the iPad 
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Abstract. The visual complexity of an interface is a crucial factor for usability, 
since it influences the cognitive load and forms expectations about the subjacent 
software or system. In this paper we propose a novel method that uses entropy, 
structure and functions, to calculate the visual complexity of a website. Our 
method is evaluated against a well known approach of using the file size of 
color jpeg images for determining visual complexity. Both methods were ap-
plied on a dataset consisting of images of 30 different websites. These websites 
were also evaluated with a web survey. We found a strong correlation for both 
methods on subjective ratings of visual complexity and structure. This suggests 
both methods to be reliable for determination of visual complexity.  

Keywords: Visual Complexity, Entropy, User Experience, Usability. 

1   Introduction 

Defining and measuring ‘Visual simplicity’ and its opposite ‘Visual complexity’ is 
originally one of the main goals of psychologists working in gestalt tradition. The 
‘principle of simplicity’ or ‘maximum homogeneity’ goes back to Hochberg [1] who 
states that a gestalt good organization is a simple organization. The Gestalt theorists 
followed the basic principle that the whole is greater than the sum of its parts, which 
means that the whole carries a different and bigger meaning than individual parts. 

Individual parts can be considered as design elements and both the construction 
and the perception of any bigger object, respectively interface, will involve several of 
them (e. g. planes, fonts, lines, color, etc.) as well as the principles how to apply and 
combine them best.  

These principles include unity, contrast, balance, proportion, etc. [24]. Conse-
quently, the design elements are the individual parts that make up an interface, while 
the design principles are general rules of perception that describe and suggest the 
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optimal relationships between parts of an interface. An example for this may be the 
principle of unity, which refers to a congruity among the single parts. Unity describes 
that they are perceived as if they belong together, respectively the viewer senses some 
kind of visual connection beyond mere chance which causes the parts to come  
together [24]. 

When components are comprehended as a ‘whole’, an elementary cognitive proc-
ess takes place. This process is the attempt to visually and psychologically generate 
order out of chaos. The creation of harmony and structure from apparently discon-
nected bits of information. It is obvious that this process depends in many ways on the 
visual complexity of a stimulus. Consequently by being able to shape and adapt visual 
complexity of a stimulus means to shape and adapt the mental effort of the user.  

Harper et al. investigated the visual complexity of websites and proposed using the 
measure of visual complexity as implicit marker of cognitive load [2]. Used this way 
measures of visual complexity will ultimately support the design of interfaces which 
are easier to interact with. A further work on  

Interaction with computers relies on human perception and cognition [3]. The per-
ception of a website is the determining factor for the emotions evoked in the user, 
which will evidently affect the extent of the pleasure. According to Berlyne's theory 
of aesthetic response [4], viewers' pleasure in response to an object is connected to the 
complexity of this object. Taking this into account, measures of visual complexity can 
support shaping the user experience of a website. 

In this paper we propose a novel method for measuring the visual complexity of 
websites. Different to existing approaches for measuring visual complexity, like using 
the size of compressed images, the structure of our formula reveals the real issues of 
high visual complexity. The revelation of these issues and the principles they are 
based on, will support designers to increase the usability of interfaces. 

2   Theoretical Background 

This chapter describes Berlyne’s theory of aesthetic response and gives an overview 
on some measures of visual complexity.  

2.1   Berlyne’s Theory of Aesthetic Response 

The word "aesthetics," is used in reference to something beautiful, as well as to a 
branch of philosophy that deals with the nature of beauty, fine arts, taste and also with 
the appreciation and creation of beauty. Aesthetics is derived from the Greek word 
"aisthetikos" which means "pertaining to sense perception" or "perceive, sense, feel". 
The German philosopher Alexander Baumgarten was the first who introduced the 
term in the 17th century.  

He chose the word in order to express the experience of beauty and art as a field of 
concrete knowledge communicated in sensory form, compared to the strict reasoning 
or logical knowledge [4]. 

Human perception is unconsciously sensitive to such things as proportions or unity 
of elements. An example is the "golden section" which describes a special ratio of 
length to height (1.6:1) that can be found very often in nature. It is said that this  
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proportion is visually pleasing for the viewer. So far it played a prominent role in art 
and architecture throughout history [4]. The golden section provides a good example 
of how a design principle is unconsciously acquired through mere exposure to the 
environment. As people encounter this principle in nature very often, they find it 
appealing and so it works also in arts and designed artifacts [4]. This also applies to 
other design rules. Consequently the users have subjective views of aesthetics as a 
result of personal, social and cultural development.  

Berlyne’s (1971) theory of aesthetics proposed a Wundt-curve function, which 
linked the preference for a stimulus with the level of arousal. He suggests that only 
moderate increments in the arousal potential of a stimulus are perceived pleasurable, 
while sharp rises in arousal are experienced as being unpleasant and punishment. Fig. 1 
depicts the proposed relationship. 

 

Fig. 1. Berlyne’s proposed Wundt-curve function 

‘. . .aesthetic patterns produce their hedonic effects by acting on arousal. . . positive 
hedonic values can come about in either of two ways, namely through a moderate 
increase in arousal. . . or through a decrease in arousal when arousal reached an un-
comfortably high level. . .’ [4]. 

In software development, aesthetics has to be considered in regard of interface de-
sign and fortunately there are empirically measurable benefits of the application of 
principles of aesthetics [27, 28]. The sense of aesthetic is said to be influenced by 
visual complexity [9]. The visual complexity of an object depends on the amount of 
constituent elements and the diversity of these elements. This means the more single 
elements are perceived on an interface e.g. a website, the more increases the subjec-
tive impression of complexity of this site.  

Berlyne considered visual complexity as subjective and also objective. Subjectivity 
comes from afore mentioned process of individual development resulting in relative 
views on complexity from subject to subject. Objectivity takes the physical con-
straints of the objects into account, as they are all the same for all subjects. He  
described complexity as an objective property of an object and defined relative com-
plexity according to the number of elements within the objects [11]. 
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The theory of aesthetic response states that a viewers’ pleasure in response to an 
object will increase with increased complexity, to an optimal level. With further in-
creasing complexity, pleasure begins to decline. So users don’t like objects that are 
either too simple or too complicated. Consequently users will prefer objects, respec-
tively websites that are moderately familiar and will be averse to the novel and the 
over familiar. The theory is expressed in an inverted U-shaped curve for pleasure, 
with a linearly increasing line for complexity, as can be seen in fig. 2.  

 

Fig. 2. Curve depicting the theoretical relationship between the hedonic value and visual  
complexity 

The curve predicts that by adjusting visual complexity to an optimal level, viewers’ 
pleasure of an object will increase. The influence of website complexity on user atti-
tudes is supported by several recent studies [6],[7]. Some support Berlyne’s theory, 
such as Geisser et al. who found that consumers responded more positive towards 
websites which fell within a moderate range of perceived complexity [8].  Others did  
not directly support it [9],[10], as they found a negative correlation between visual 
complexity and website perception. 

2.2   Aesthetic Measures 

Birkhoff was early to publish on measures of aesthetic. He aimed at determining the 
aesthetic effect of different objects e.g. vases, tiles or polygons.  

Therefore he proposed that different classes of objects could not be compared and 
thus limited the range of objects. Birkhoff found out that also the aesthetic effect was 
subjectively dependent and thus he also limited the number of observers and con-
ducted his experiments on a restricted group of subjects [29]. The model for aesthetic 
measures proposed by Birkhoff is based on three steps of perception. 

The first step is the effort needed to focus the attention on an object, which relates 
proportional to the objects complexity, denoted as (C).  In the second phase the reward 
for this effort is a feeling of value, which Birkhoff denotes as aesthetic measure (M). 
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Finally in the third step the aesthetic measure is verified and influenced by a harmony 
metric, describing symmetries and order. From this Birkhoff derived the following 
formula: 

M = O/C 

The relationship of the components can be interpreted such that a rising complexity 
(C) in combination with disorder (O) creates an unpleasant reaction of the subject, 
thus the aesthetic measure (M) variable will be low. On the opposite a higher level of 
order, respectively symmetry will result in a more pleasant experience for the subject, 
respectively in a higher value of aesthetic measure. However recent studies suggest 
the perceived aesthetic value of users is curvilinear related to Birkhoffs aesthetic 
measure (M), peaking at a moderate M value [26].  

The aesthetic measure seems to be useful for interface designers; however ques-
tions remain how to effectively measure metrics like order and complexity. Some 
input to this question comes from the field of algorithmic information theory (AIT), 
which will be covered in the next chapter.  

2.3   Algorithmic Information Theory (AIT) 

A recent approach to the measurement of visual complexity comes from algorithmic 
information theory (AIT). AIT provides a mathematical link between distributional 
rules used to produce a set of forms and the complexity code for a single form. This is 
done by measuring the probability of a string of symbols and linking it to the prob-
ability of the complexity of this symbol string. The string of symbols is generated by 
translating the form e.g. scanning and identifying the pixels that reproduce the  
form [13]. 

AIT provides a direct connection between the concepts of simplicity, respectively 
complexity and probabilistic measures. It thereby connects two principles about the 
organization of visual perception, namely the “likelihood principle” and the “simplic-
ity principle”. 

The likelihood principle describes that a given visual sensory input will lead to the 
perception of the most likely distal object, which puts visual perception into a hy-
pothesis-testing framework. Thereby the “hypotheses” are the possible distal objects 
representing the input, while the “data” is the actual visual input. This allows formu-
lating the visual perception as a Bayesian probability decision [13]: 

p(H/D) = p(D/H) • p(H) / p(D) 

H denotes the perceptual hypothesis; D is the sensory input data. The visual system 
then fixes as the percept generated by sensory input D and maximizes the perceptual 
hypothesis H. In order to calculate this, the visual system needs probabilities for H, 
D/H and D. Thereby H is the probability of possible perceptual hypothesis, D is the 
probability of the current visual input and D/H are the probabilities of the data D 
given each hypothesis H. 

The “simplicity principle” in AIT assumes that the human visual system chooses a 
perception based on Bayes’ theorem, where the complexity of a possible perception 
(H), given the sensory input (D), will equal the complexity of the perception (H) 
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added to the conditional complexity of the data (D) given the percept (H), minus the 
complexity of the data D. 

I(H/D) = I(H) + I(D/H) -I(D) 

The perceptual hypothesis to be chosen has to minimize the complexity function. To 
solve the equation one will need the complexities of H, D and D/H. 

The likelihood principle and the simplicity principle are connected as probability 
and complexity are directly linked. Thus the most probable perception is the least 
complex, and the least probable perception is the most complex. AIT shows that, 
given the input, the visual system either minimizes the complexity of a perception or 
maximizes the probability of the perception [13]. 

Another promising approach of using information measures to describe visual 
complexity was done by Klinger & Salingaros [16]. They propose two pragmatic 
measures, termed temperature (T) and harmony (H). The temperature describes sym-
bol variation, whereby harmony measures the correlations of subunits via symmetries. 
Interestingly they link the results of their measure to Russel’s circumplex Model of 
affect [17], which supports Berlyne’s theory on the relationship between complexity 
and arousal. 

2.4   Visual Complexity Measures 

Visual complexity can be determined either by subjective user ratings, or by objective 
measurements. Subjective user ratings can be obtained by questionnaires or web sur-
veys. Objective measurements can be the number of elements, dissimilarity of ele-
ments, or the degree to which several elements are responded to as a unit [11].  

A present-day approach from Harper et al., which is applicable for websites, is us-
ing the number of each structural element on the page (density), the number (variety) 
of different structural elements and information presented (diversity) and the layout of 
the structural elements (position) [2]. 

A really easy and reliable way to assess the visual complexity is the utilization of 
digitized image compression. The File sizes of digital images after compression (e.g. 
JPEG, TIFF, GIF) can provide a measure of complexity. Thereby larger files indicate 
a higher complexity. In the same way complexity can be measured as the number of 
bytes preserved after compression [12]. There is strong evidence that the file size 
measure predicts the subjective complexity rating of images [14, 15]. Although digital 
image compression is not directly linked to theories of visual perception, it is con-
nected to information theory. From the previous mentioned ideas and studies we de-
rived our own measure of visual complexity, which was used in the present study. 
Our formula for visual complexity (X) consists of three factors: 

 
1. Number of possible interactions, which can be considered as functional ele-

ments or just actions (A) 
2. Number of higher level structures or gestalt groups, in short organizational 

elements (O) 
3. Summed Entropy of RGB values (S). 

X = A • O • S 
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As functional elements we consider all kind of links and active GUI elements like 
buttons, drop boxes, checkboxes etc. Organizational elements are all kind of binding 
boxes, pictures, in short everything that fulfills the gestalt laws for grouping. The 
entropy measure should provide us with information on contrast. 

3   Methods and Materials 

This chapter covers the used dataset, methods and results. It describes the experiment 
as well as the analysis. 

3.1   Hypothesis and Research Question 

Due to the possible affective impact of visual complexity on users, this study strived 
at investigating the elements of website complexity by generating a novel measure 
called XAOS metric. The XAOS metric had to be tested against established objective 
measurements and also against subjective user ratings. For this test we expected to 
find high correlations between the user ratings, traditional measures and the XAOS 
metric (H1). 

Taking into account the idea of compressed images, expressing visual complexity, 
we were interested in testing this against uncompressed images. Following the sug-
gestions of Donderi, we expected to find no or just weak correlations between the user 
rating item complexity and the file size of uncompressed (PNG) images (H2). 

With Berlyne’s theory in mind we expected to find correlations between the objec-
tive measures of visual complexity and subjective valence ratings (H3). 

3.2   Dataset 

The dataset for the present experiment consisted of 30 different screenshots of web-
site landing pages. Coming from an e-learning context, we chose start pages of differ-
ent Learning Management Systems (LMS). Real websites were chosen in order to 
ensure ecological validity.  

All screenshots were taken in uncompressed PNG format, with a resolution of 
1024x768 pixels. They showed just the website without the browser interface. The 
interface elements would have influenced the perception of the users, as they had to 
be embedded in the web-survey. Thus a replication of the browsers navigational ele-
ments would have biased the results. 

3.3   Methods 

For the comparison with the XAOS metric we chose the JPEG file size method for 
determination of visual complexity [14][15], as it seemed to be the fastest and most 
reliable. For the JPEG files a compression ratio of 70% was used. The file sizes of the 
JPEG and PNG files of the dataset were collected. 

3.3.1   XAOS Metric 
The generation of the XAOS metric was a little more exhaustive as we had to calcu-
late the entropy of the screenshots, which was done with a MatLab script. The number 
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of actions and organizational elements of each website was elaborated empirically, 
following the gestalt laws. However for a website this could also be done automati-
cally with a parser for functions and computer vision techniques for analyzing the 
structure. 

3.3.2   Websurvey 
Finally a web-survey was implemented, which showed one screenshot at a time. This 
can be considered a typical passive viewing test. In a pilot study we used iFrames 
linking to the real websites, however this proved to be distracting and error-prone. 
The participants were asked to rate their first impression of the shown website, con-
cerning complexity, structure, color, contrast and valence. The dimensions were  
arranged on a seven point semantic differential, whereof an example can be seen in 
fig. 3. The scores for each dimension ranged from 1 to 7. 

 

Fig. 3. Example for used seven point semantic differential 

The semantic differentials were expressed as shown in following table 1. Although 
it was tested, we disclaimed using a more elaborative questionnaire. Due to the volun-
tary nature and the amount of tested websites, we didn’t want to risk participants 
aborting the survey.  

Table 1. Shows the used semantic differentials for describing first impression 

color dreary colorful 
complexity simple complex 
structure Empty overloaded 
contrast low-contrast high-contrast
valence Pleasant unpleasant 

 
A22 participants took part in the web survey, with the age ranging from 19 to 42 

(mean ~ 28). 12 of them were familiar with the concept of Learning Management 
Systems (LMS). 11 out of 22 had already used an LMS. The Internet expertise of the 
participants ranged from 4 to 7 (mean ~ 5,86), which suggests that there were lots of 
experts. 

3.4   Analysis 

For the subjective user rating the results for each webpage and item were averaged 
over participants, so that every page finally had five averaged scores of subjective 
measures (complexity, structure, color, contrast and valence). The objective metrics 
were calculated, so that every page had three objective scores. These were 'PNG file 
size', 'JPEG file size' and XAOS metric. 
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3.5   Results 

The first hypothesis asked for a comparison of a reliable traditional method with our 
novel proposed XAOS metric and with the subjective user rating. Therefore the re-
sults of the three metrics were normalized in order to make it comparable. For visual 
simplicity reasons we just show the trend lines of the metrics in fig. 4. The trend line 
of the XAOS metric matches the JPEG file size method and both objective methods 
almost match the subjective user rating of visual complexity. Table 2 shows the corre-
lations between the compared metrics. 

For testing hypothesis H2, the PNG file size and the JPG file size were compared 
against the user rating of visual complexity. As expected the JPG measure correlated 
much higher (r=.79) with the user score, than the PNG measure (r=.33). That data can 
be seen in fig. 4 and tab. 2. 
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Fig. 4. The XAOS metric matches the JPEG file size method and user ratings 

Table 2. Shows the correlations between the complexity metrics 

  
User 

rating 
JPEG 

file size 
XAOS 

metric 
PNG 

file size 

User rating  1,00 0,79 0,77 0,33 

JPEG file 
size 0,79 1,00 0,68 0,51 

XAOS metric 0,77 0,68 1,00 0,31 

PNG file size 0,33 0,51 0,31 1,00 
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For testing hypothesis H3, the objective and subjective measures of complexity 
were first compared to the subjective valence score. As tab. 3 shows there are no 
significant correlations. So far this study does not support Berlyne’s theory.  

Table 3. Color Harmony of best vs. worst 

  
User 

rating 
JPEG 

file size 
XAOS 

metric 
PNG 

file size 

Valence 0,25 0,21 0,27 0,50 

 
Mentionable at this point may be that the most influencing factors on the valence 

score were the subjective ratings on contrast (r = .68) and color (r = .69). So far color 
variables can be considered as an important factor for valence. 

4   Discussion 

The XAOS metric has proven to be reliable, also the JPEG method showed good 
performance for predicting subjective user ratings of the visual complexity of web-
sites. However JPEG prediction does not work with uncompressed images, as this 
method depends on the compression algorithm.  

4.1   Validation of the XAOS Metric 

Based on the results of this study the proposed XAOS metric is applicable as a meas-
ure of visual complexity for websites. The underlying factors, namely number of 
interactions, organizational elements and the entropy of the image are influenced by 
the ideas of the Gestalt psychology and algorithmic information theory and have 
proven to be reliable. The metric could be enhanced, taking into account variables like 
size and position of objects, or by other measures of color and contrast. Further  
development should include the complete automatic derivation of all factors of the 
formula. Testing should include different kind of software interfaces. 

The XAOS metric can be used directly in the design process, by just simple multi-
plication of functional elements with organizational elements. We found that the en-
tropy part of the formula is not necessary for the prediction of visual complexity. 
However it raises the correlation of the result for valence (r+.24) and contrast (r+.20). 
With this simplification and Berlyne’s theory in mind it should be possible to system-
atically develop an applicable scale for visual complexity with a connection to  
valence. 

4.2   Validation of JPEG Method 

The JPEG file size method can be considered as reliable, as the present study repli-
cated a high correlation (r = .79) between JPEG file size and subjective user ratings of 
complexity. The technical background on this phenomenon is that the JPEG compres-
sion algorithm cause larger compressions depending on image features like details, 
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contrast, color and redundancies [21]. In addition other research has found the file 
size of images like charts, web images and photos to correlate highly and significantly 
(0.82) with human judgments of visual complexity [15][22]. This makes file size a 
suitable general measures of the visual complexity of images. 

4.3   Validation of Berlyne’s Theory 

The outcome of the present study does not support Berlyne’s theory of an inverted U-
shaped relationship between pleasure and a linearly increasing complexity. None of 
the applied methods was able to reproduce the proposed relationship. This may be due 
to the limited variance in visual complexity of the shown websites. An artificially 
constructed dataset with sufficient variance is able to reproduce the theory of aesthetic 
response [8]. 

4.4   Limitations 

The limited variance in complexity resulted from choosing the dataset out of real–life 
websites. Furthermore the uncontrolled real life setting of the web survey may bias 
the results. The last shortcoming is the small number of 22 participants as base for the 
subjective ratings. 

5   Conclusion and Future Research 

Visual complexity analysis provides a quick way to review a visualization design 
before any user study can be conducted. It’s also applicable in the design cycle. 

Although our data does not support the theory of aesthetic response, there is evi-
dence that visual complexity should be considered as important metric for usability 
and user experience [8] [18], as it is indeed influencing emotions [20]. Further more it 
can be considered as extraneous load [19], influencing the cognitive load and mental 
effort of the user [2], [30], [31].  

Further work may want to investigate the idea of Wolfram, that the perceived com-
plexity of an image is a function of the most complex structure in the image, detect-
able by humans [23]. Finally, using visual complexity as metric offers the challenge 
of integrating it into design cycles of software engineering. It seems likely that under-
standing and application of shaping the visual complexity of information systems will 
improve usability and user experience. Ultimately it is a tool for cognitive perform-
ance support. 
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Abstract. At work and at leisure people perform various visual search
tasks, e.g. they search for a particular icon in software tools, on Web sites
or on mobile phones. With an increasing number of items, visual search
becomes difficult. Recently, it has been suggested that the so-called con-
textual cueing effect, which is known from psychological experiments,
can be applied to improve visual search performance. Contextual cueing
leads to decreased search times for target objects within familiar context
configurations. It is assumed that associations between context configu-
rations and target locations are learned implicitly and then used to guide
the allocation of attention to the relevant object. In accordance with de-
mands for interface consistency, this mechanism could be interesting for
the development of user interfaces. The present study investigated which
object features (e.g. color or orientation) can establish the learning pro-
cess. The results show that implicit learning of color and orientation ar-
rangements are possible, but the transfer to configuration with changed
features depends on the recent learning history. Implications of these re-
sults are discussed with respect to the design of user interfaces.

Keywords: Interface Consistency, Contextual Cueing, Visual Attention,
Learning.

1 Introduction

At work and at leisure people often have to search for certain visual objects in
various contexts like software applications and Web sites. In general, humans
are doing quite well in finding a task-relevant object (target) among other task-
irrelevant objects (distractors), for example, a relevant menu button among a
variety of irrelevant buttons within the taskbar.

However, with increasing numbers of icons on the desktop or of ”apps” (ap-
plications) on the mobile phone, the difficulty to find a certain icon increases.
Especially, if the icons are very similar to one another or very small, they are dif-
ficult to distinguish. The similarity of icons depends on their features, e.g. color,
shape, and size. Depending on these features and their combinations, the icons
are more or less easily to distinguish and the relevant icon can be found easily
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Fig. 1. Example for icon list on a mobile phone (left: AppleR© iphone icons) and on the
computer screen (right: Microsoft WindowsR© desktop icons)

or not. Fig. 1 shows examples of typical icon lists. The left icons are very similar
because they share the rectangle shape. The right icons have different shapes
but they are often rather small on laptop displays. Accordingly, the task to find
a particular icon within these lists might be hindered. Users may facilitate their
search of relevant icons by classifying and sorting them according to different
purposes. However, this method can become rather time consuming depending
on the number of icons. Here, another method is suggested that might facilitate
user’s search by applying a mechanism found in psychological research.

It is well-known that the human visual system is limited with respect to the
number of objects which can be processed simultaneously. Therefore, objects
have to be selected for further processing – a mechanism known as selective visual
attention. Two mechanisms are supposed to allocate attention appropriately and
efficiently to areas of interest. Bottom-up or stimulus-based mechanisms guide
visual attention to objects with certain physical properties [1, 2]. For example,
salient features, dissimilarities to other surrounding objects or abrupt onsets [3]
can enhance target selection.

Moreover, also top-down or knowledge-based factors like familiarity [4] and
novelty [5] can guide visual attention. Knowledge-based allocation of attention
can be introduced by instructions or acquired without intention over time. The
latter mechanism is known as implicit learning. Implicit learning occurs within
a variety of daily life activities, for example in motor learning, in the control of
complex situations, in language acquisition, or in sequence learning. The advan-
tage of such an implicit mechanism is that it does not need additional processing
capacities or any additional instruction of the user.

Accordingly, implicit learning is expected to be of relevance also for user
interface design. As stated by Steve Krug in his book ”Don’t make me think”
[6], Web sites and applications for human computer interaction (HCI) should
be designed in an intuitive way. An implicit learning mechanism can help to
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facilitate HCI, because this mechanism works completely effortlessly, i.e. without
thinking about it.

One mechanism which makes use of implicitly learned information is known
as contextual cueing. If people are asked to search for a target object and to
identify it as fast as possible based on a certain object features like color or ori-
entation, they are faster in a familiar environment, also called the visual context.
In a typical experiment, the effect of the visual context is investigated by ma-
nipulating the spatial arrangement of task-irrelevant distractor objects, within
which a task-relevant object has to be found. If these arrangements are presented
repeatedly, the participants become faster in finding the target object compared
to novel arrangements never seen before. It is proposed that this effect is based
on learned associations between the target location and the surrounding context
elements [7], which can be used to guide visuo-spatial attention more efficiently
to the target location.

Applying this mechanism to the design of user interfaces touches the topic of
interface consistency. The three-dimensional model of interface consistency [8, 9]
distinguishes conceptual consistency, communicational consistency and physical
consistency. The physical consistency includes visual features like color, size,
shape, and location. These features typically describe properties of the target it-
self. Another possibility to enable interface consistency could be the consistency
of context elements. In this sense, contextual cueing is expected to enhance
search performance of certain interface elements which are embedded in a fa-
miliar context. So far, there are inconsistent results whether consistency really
enhances performance [10, 11], but the investigation of the contextual cueing
effect could shed more light to this question.

2 Contextual Cueing Based on Color and Orientation

A precondition to transfer this kind of learning mechanism to real world appli-
cations is the ecological validity of contextual cueing. So far, it has been shown
that implicit learning occurs not only with artificial stimuli but also with pic-
tures of real objects like LEGO R© bricks [12]. However, in all previous contextual
cueing experiments, the visual context was defined by the spatial arrangement
of distractor objects, that is, all objects were arranged in a kind of matrix but
not all possible positions were filled. Thus, it is impossible to decide whether
object positions (i.e., the spatial arrangement of the objects) or other object
properties (features, such as color, size, and shape) were learned. Although it
has been shown that contextual cueing occurs if only the spatial arrangement
and not the object features were informative for the target location [13], it is
unclear so far whether visual contexts defined by object features can also estab-
lish the learning process. However, for the implementation of contextual cueing
to HCI applications, it is essential to know which target properties can be used
to enhance the search performance.

Because the object identity can be specified as the combination of different
features, for example color and shape, it is important to know whether single
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features of context stimuli can be learned as well as feature combinations. For
example, certain icons could be distinguished by either their color, their form,
or both. One interesting question is whether certain object features support the
implicit learning process better than others.

Another important question is whether learned context information can be
transferred if one additional feature is added to the context objects. So far, it
has been shown that transfer is possible if one feature is missing and matches
are incomplete, for example if object shapes remain but if color information is
deleted [14]. Therefore, it seems as if object shapes can be learned separately,
which can lead to an improvement of search performance.

One general problem in interpretations of contextual cueing effects is the
assumed allocation of attention because other explanations are also possible.
For example, it has been proposed that contextual cueing might also enhance
response selection [15, 16]. If it is intended to improve visual search in HCI
applications via contextual cueing it is important that the mechanism modulates
attention allocation rather than the selection of button presses. One method
to demonstrate the involvement of attentional selection is the recording of eye
movements. Because saccades are typically preceded by attention shifts [17], eye
movements can be used as indicator of attention allocation.

To summarize, the goal of the present experiment was to clarify whether con-
textual cueing occurs also without gaps or pattern in the context configuration.
It was investigated whether the features color and orientation can be learned sep-
arately to form visual contexts and whether the implicit knowledge about these
contexts can be transferred to a test phase, in which feature combinations are
presented. Moreover, the involvement of attentional processes in the contextual
cueing effect was tested by eye movement recordings.

3 Methods

3.1 Participants

Eight subjects (age 20-33 years, mean age 24.4 years) participated in this exper-
iment. Six of them were right-handed and all had normal or corrected-to-normal
vision according to self-report. All participants were naive as to the purpose
of the study and received 8 Euro per hour for their participation. Most of the
participants were students of the Ludwig Maximilian University.

3.2 Stimuli and Apparatus

The experiment was conducted in a dimly lit room to control for interferences
from the outside. The experimental setup consisted of a table equipped with
a LCD projector, which was mounted on top above the search area, a mirror
system, and a remote eye tracker [18].

The participants sat on a (non-rotating) stool in front of the table. The height
of the stool was adjusted individually, so that the unrestrained viewing distance
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from participant’s eye to the centre of the search area was approx. 60 cm. If
necessary, participants were provided with a foot rest in order to maintain a
comfortable position.

The stimulus displays were generated and displayed with MATLAB R2006b
(The MathWorks Inc.) on a Dell Latitude D830 laptop running Microsoft Win-
dows XP Professional. They were projected on the table (size: 100 x 80 cm) via
the mirror and appeared in an area of approx. 20◦ x 20◦ of visual angle in the
centre of the display.

The eye tracker was placed in an opening at the bottom part of the table. The
lower edge of the display area projected on the table was adjusted to the same level
as the upper edge of the opening for the eye tracker. During the experiment the
left eye’s gaze position and eye movement duration during the search was recorded
via an Eyelink 1000 system (2007 SR Research Ldt.; sample rate 500 Hz, pacing
interval 1000 Hz, 100% illuminator power) in remote mode. Eye movement data
were recorded by a portable Host PC under DOS mode.

Two response buttons were located left and right of the eye tracker, and the
participants were instructed to press the buttons with their left or right index
finger, respectively.

All search displays consisted of 4 x 4 pictures of six different LEGO R© bricks,
which were created with LeoCAD (cf. Fig. 2). Lego bricks offer a good possibil-
ity to control item features in contrast to more complex items. The size of the
bricks varied from approx. 1.6◦ x 0.9◦ to 3.2◦ x 1.7◦ of visual angle. Visual an-
gles were adjusted to a natural view based on the real size of LEGO R© bricks. The
bricks were colored in either red or green, and they were oriented either horizon-
tally or vertically. The participants were instructed to search for the brick with
1 x 3 units (target stimulus). All other bricks were task-irrelevant distractors. In
the test phase, the stimuli were basically the same, but there was an additional
either light grey (75% grey value) or dark grey (25% grey value) dot on one of the
knobs.

3.3 Design

The goal of the present experiment was to examine whether a visual context
defined by object features can guide spatial attention. Similar to previous exper-
iments, the visual context was defined as the arrangement of distractor objects.
The advantage of a learned visual context is reflected by faster responses to
repeated search arrays relative to novel ones. In the present experiment, the
repeated set of stimuli consisted of 16 search displays, randomly generated at
the beginning of the experiment and then repeated throughout the entire ex-
perimental session. It is important to note that the target (i.e. the 3 unit brick)
always appeared at the same location within a particular repeated search array,
but at different locations across different displays. The response-relevant target
dimension (color or orientation) was selected randomly also in repeated trials, in
order to ensure that the whole display is not associated with a specific response.
The novel stimulus displays consisted of configurations that are shown only
once in the entire experiment. These trials measured baseline search speed as a
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control because search times may decrease in the time course of the experiment.
To rule out location probability effects, the target appeared equally often at
each of 16 possible locations throughout the experiment. Each location was used
twice during one block, once in a repeated configuration and the second time
in a novel configuration. All configurations were generated separately for each
participant and presented intermixed.

As we were interested in whether specific object features can guide attention
more efficiently, we varied the object feature defining the context. In one condition,
only the color was task-relevant whereas the orientation was held constant (color
condition, cf. Figure 2, left panel), in another condition the orientation was task-
relevant whereas the color was held constant (orientation condition, cf. Figure 2,
middle panel). In the color condition, displays consisted of red and green LEGO R©

bricks that were always oriented horizontally. In the orientation condition, displays
consistedofbricks thatwere orientedhorizontally andvertically andalways colored
in red. In both conditions, the objects used as distractors were the bricks consist-
ing of 2, 4, 6, or 8 units, and the target stimulus was always the 3 unit brick. The
participants were instructed to find the target brick as fast as possible and to press
one of two buttons, corresponding to the targets color (in the color condition) or
orientation (in the orientation condition), respectively. More precisely, the right
button had to be pressed if the target was green and the left button if it was red
in the color condition. In the orientation condition, the participants were asked to
press the right button if the target had a horizontal orientation and the left button
if it had a vertical orientation.

The effect of object features was assessed in two separate experimental sessions
to exclude transfer effects. Furthermore, to control for sequence effects, half of the
participants started with the color condition, the other half with the orientation
condition. This part of the experiment – the learning phase – consisted of 20
blocks for each condition. Within each block, each of the 16 repeated displays

Fig. 2. Examples of search arrays. Each array consisted of 16 LEGOR© bricks, arranged
in a 4 x 4 matrix. The target was always a brick with 3 units, the distractors were bricks
with 2, 6, or 8 units. Color condition (left): stimuli were always horizontal, red or green
bricks, Orientation condition (middle): stimuli were always red, horizontal or vertical
bricks, Test condition (right): stimuli were horizontal or vertical, red or green with a
dark or narrow dot as response-relevant target feature.
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was presented once, intermixed with 16 novel search displays for a total of 32
trials per block. The data of 4 subsequent blocks were grouped into an epoch,
resulting in 5 epochs. Thereby, variations in response times and eye movements
could be assessed depending on the time course of the experiment.

In a second phase of the experiment, we wanted to assess whether the context
formed by one critical feature can be transferred to novel contexts that are
defined by two features. Therefore, each of the previously described condition
was followed by a test phase. In this test phase, search displays were presented
that consisted of red and green LEGO R© bricks that were oriented horizontally
and vertically, each with one light or dark grey dot on one of the knobs. For
the distractors, the dot appeared with equal probability on each of the knobs.
Participants had to press one of two buttons, corresponding to the dot’s color
on the target (left button for a light grey dot, right button for a dark grey dot).
Novel trials were again randomly generated. For the repeated trials, however,
one feature was exactly as in the previous 20 blocks, one was randomly assigned
to each stimulus: In the color condition (red and green horizontal bricks in the
first 20 blocks), color patterns were taken from the 16 repeated trials from the
first 20 blocks, but the orientation level was randomly assigned to each brick.
In the orientation condition (vertical and horizontal red bricks in the first 20
blocks), orientation patterns were taken from the first 20 blocks, but the color
was randomly chosen for each brick.

The whole experiment consisted of two sessions, conducted on two different
days. Each session consisted of a learning and a test phase (cf. Table 1). In
the learning phase only one object feature (color or orientation) was varied to
establish the context configuration, and in the test phase also the previously
absent object feature was added to the context stimuli in order to assess transfer
of learning to novel contexts. In the learning phase, three main variables were
manipulated: the visual context (repeated vs. novel search displays), the object
feature (color vs. orientation), and the epoch (1-5). In the testing phase, the
visual context (repeated vs. novel) was manipulated and analyzed depending on
the condition of the learning phase.

3.4 Procedure

Each participant attended two sessions of the experiment, one for each condition.
Half of the participants started with the color condition and the other half with

Table 1. Task design for the two experimental groups, who performed the color and
orientation condition in balanced order
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the orientation condition. The two sessions were on average 7 days apart (min.
4, max. 9 days).

After being positioned at the workbench, the participants were given a written
instruction projected on the display area. They were asked to search for the
three-unit LEGO R© brick among 15 other LEGO R© bricks and to press one of the
buttons, depending on the identity of the target. Importantly, participants were
not informed about the repetition manipulation of trials.

For eye movement recordings, a 13-dot calibration and validation, and a drift
check was conducted before the first trial. Then participants performed 20 blocks
of the learning phase followed by 3 blocks of the test phase. After each block
participants could take a short break to rest their eyes, but were instructed not
to move too much.

They then could start the next block by pressing one of the buttons. A block
consisted of 32 trials. Each trial started with the presentation of a black fixation
cross in the center of the display area which remained for 1000 ms. After an
interval of variable length (300-1000 ms), the stimulus array was presented on
the search area. The variable interval prevents the prediction of the stimulus
onset and the occurrence of rhythmic pressing of the response buttons. The
participant searched for the target and pressed one of the buttons as fast and as
accurately as possible, depending on the target’s feature identity. The stimulus
display remained visible for 500 ms after the button press, and participants were
instructed to fixate the target until the display disappeared. The duration of one
session of the experiment was about 100 minutes.

3.5 Data Analysis

Reaction times (RTs) were measured as the time from the onset of the search
display until the participant’s response. Eye movement data were analyzed with
the Eyelink data viewer and the fixation counts were computed for each trial.
Trials with wrong button presses were defined as errors and excluded from the
further analysis. Outliers were defined as values of more than 2 standard devia-
tions below or above the mean value within a subject and block and excluded.
The 23 blocks were grouped in sets of 4 blocks each into 5 epochs for the learn-
ing phase and into the test epoch consisting of 3 blocks. For the learning phase,
mean reaction times and fixation counts were entered into separate repeated-
measures ANOVAs with the factors context (repeated vs. novel configurations),
object feature (color vs. orientation) and epoch (1 to 5). An effect of epoch re-
flects changing RTs in the time course of the experiment (i.e. general learning or
practice). More interestingly, if the context defined by object features is learned
and affects the visual search for a target (i.e. contextual learning), this effect
would be reflected by a statistical effect of context. An interaction between the
factors feature and context would indicate different learning processes for the
features color and orientation. To analyze transfer effects statistically, reaction
times in the last epoch of the learning phase and reaction times in the test phase
were compared.
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4 Experimental Results

Reaction times and fixation counts of the color and orientation condition are
shown in Fig. 3.

During the learning phase (epoch 1 to 5), reaction times decreased over time
(F (4, 28) = 10.46, p < 0.001). A significant contextual cueing effect occured
for the reaction times, that is, shorter search times in the repeated condition
across all object features (F (1, 7) = 14.017, p < 0.01). There was no significant
difference in RT between color and orientation condition in the learning phase
(F (1, 7) < 1) and no interaction between context and feature (F (1, 7) < 1).
Regarding the transfer, the comparison of the last epoch of the learning phase
and the test phase revealed a significant interaction between phase and object
feature (F (1, 7) = 20.51, p < 0.01). That is, in the color condition reaction
times increased after adding orientation information to the distractors, whereas
in the orientation condition reaction times decreased after adding the color to the
distractor configuration. A further analysis of reaction times, which compared
the first and last block of the test phase separately for the two feature conditions,
showed no reliable effect of context in the color condition (F (1, 7) < 1), but a
significant benefit for the repeated trials in the orientation condition (F (1, 7) =
8.98, p < 0.05).

The eye movement analysis in the learning phase revealed a decreasing num-
ber of fixations for both object features, which was only marginally significant
(F (4, 28) = 2.146, p = 0.68). A contextual cueing effect occurred during the
learning phase across color and orientation, that is the fixation count was lower
with repeated contexts (F (1, 7) = 8.35, p < 0.05). Similar to the reaction times,
no significant difference between the color and the orientation condition was
obvious in the learning phase (F (1, 7) < 1) and no interaction between con-
text and feature (F (1, 7) < 1). The last epoch of the learning phase and the
test phase showed a significant interaction between object feature and phase
(F (1, 7) = 11.53, p < 0.05). That is, in the color condition the number of eye
fixations necessary to find the target increased after adding orientation informa-
tion. In contrast, adding color information led to an decrease of the number of
fixations in the orientation condition.

5 Discussion of the Results

The aim of the present experiment was to clarify whether the object features
color and orientation are learned differently in a contextual cueing paradigm
with complex pictures of real-world objects. Moreover, the interesting question
was whether implicit knowledge about context configurations based on color or
orientation information could be transferred if an additional feature is added
to the context configuration during the test phase. For evaluation of ecological
validity it was tested, whether the contextual cueing effect occurs also without
gaps in the contextual matrix.
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First of all, a contextual cueing effect was present also with the use of a com-
pletely filled contextual matrix. This result demonstrates that object features and
not only locations are learned. In general, the results show that context configu-
rations based on the features color and orientation can be learned equally well.
In both feature conditions a contextual cueing effect could be demonstrated dur-
ing the learning phase. The benefit did not differ between both feature conditions.
Moreover, also the use of more complex real-world objects enabled the develop-
ment of a benefit for repeated displays over time. Overall, reaction times were
longer than in previous experiments with artificial stimuli. Probably, the use of
a greater number of distinct context elements together with the presentation of a
completely filled matrix lead to longer search times. Interestingly, when the previ-
ously absent feature (color or orientation) was added to the context configuration
in the test phase, impressive differences occurred in the two feature conditions. Re-
action times decreased below the level of the previous learning phase and a benefit
for repeated displays (that is displays with the same orientation configuration)was
present, if color was added in the test phase. If, however, orientation information
was added, reaction times increased in comparison to the learning phase and the
contextual cueing effect disappeared. In other words, changing the orientation of
context elements after having learned configurations based on pure color informa-
tion seems to disturb the implicit learning effect. This result is unexpected from
a real-world perspective: We have often experienced familiar objects to occur in
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Fig. 3. Reaction times (top; mean and standar error) and fixation counts (bottom;
mean and standard errors) for the two condition color (left) and orientation (right) as
a function of epoch (x-axis) and context (filled vs. unfilled symbols)
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different orientations, however, we would not expect them to suddenly change
their color.

In contrast, adding the grey dot to the bricks seemed not to disturb the
performance, at least not in the orientation condition. A possible explanation
for performance differences can be found in the experimental setting. During the
learning phase of the color condition the action-relevant dimension was color and
the subjects had to decide whether the target object was colored in red or green.
In the subsequent test phase subjects had to decide whether the grey dot was
bright or dark. Again, the decision is based on some kind of color dimension, a
fact that might lead to interferences in response selection processes because the
previously learned color-response association has to be inhibited. However, this
assumption can not be evaluated with the present data.

The eye movement pattern, that is the fixation count across epochs in the
learning phase and the test phase, resembles nicely the pattern of reaction times.
These similarities can be interpreted in favor of an involvement of attentional
processes. In accordance to the reaction times, also the fixation counts in the
test phase differed between the color and orientation condition.

It might be discussed whether contextual cueing is based on an implicit or
explicit learning mechanisms. Although we did not perform an explicit memory
test in the current experiment, previous experiments (e.g. [7]) have shown that
participants are usually unable to distinguish repeated from novel displays in
a memory test after the experiment. In a prestudy with identical stimuli and
similar search displays compared to the current experiment, most participants
reported that they did not have noticed the repetition of displays. In that exper-
iment, an explicit memory test demonstrated no significant difference between
the detection of repeated displays and false identification of new displays. This
could be interpreted in favor of an implicit learning mechanism also in the present
experiment.

The present experiment nicely shows that contextual cueing is due to a more
efficient guidance of attention in repeated displays. However, some questions
remain open. For example, the fixation counts show that also with repeated
displays several fixations are necessary to find the target, that is, with repeated
displays the necessary fixations are only reduced. In contrast to visual search of
targets with homogenous distractors [19] the present task seems to be too difficult
to be solved with peripheral vision. The stimuli resemble each other too much
and focal vision is necessary in order to identify the relevant target as well as to
discriminate the relevant target feature (color, orientation or dot color). Because
of the similarities between target and distractors several stimuli must be scanned
in succession before the target is found and several search strategies can be used
[20]. Nevertheless, the benefit of repeated displays might have different reasons.
If the familiarity of the context configuration has an immediate effect, the first
saccade could already land at a position close to the target. Another possibility
is that the context configuration turns to be familiar during the scanning process
and therefore saccadic eye movements are directed to the target region after some
saccades. Further experiments and more detailed analyses of eye scanpaths will
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shed light to the mechanism of contextual cueing. Moreover, also the observed
asymmetry of the transfer effect for color and orientation stimuli could be better
understand if, for example, different eye scanpaths would be found.

In sum, the present study shows that implicit learning can occur in visual
contexts based on simple features, such as color and orientation. However, the
transfer to configuration with additional features depends on the recent learning
history with respect to the order of context features to be learned.

6 Conclusions and Application

An important result for the application of the described implicit learning mech-
anism is the fact that it does not depend on gaps in spatial configurations. This
is relevant for ecological validity and for possible fields of application. For exam-
ple, the icons for ”apps” on mobile phones often form a completely filled matrix
without any gaps between the icons, if the maximal amount of icons per page is
used (see Fig. 1).

Moreover, the results show that it is possible to use more complex pictures
of real-world objects in the described paradigm. Objects in the environment, on
Web sites, and in software applications differ in a variety of feature aspects. The
generality of the contextual cueing mechanism is necessary, if it should serve for
the enhancement of user interfaces.

It should be noted that although the participants of the present experiment
were students with a relative low mean age, the result are expected to be gener-
alizable. It has been shown that the contextual cueing effect is present also with
older people, that is, it seems to be stable over age [21].

As stated at the beginning, it is essential to understand the underlying mech-
anism for deciding which features of the context elements can improve visual
search performance. With the present study, it has been shown that separate
features can be learned. However, how this knowledge is transferred to contexts
with additional objects features depends on the feature type learned before. For
physical interface consistency, this means that search performance could bene-
fit from constant context elements, which are implicitly learned. The fact, that
color and orientation of context elements can be learned equally well suggests
that these features should be used for user interface design. Moreover, it seems
that certain features can be added (i.e. color) without disturbing the repre-
sentation of the previously learned context. This could enable a more flexible
realization of interface consistency, depending on the task or environment. For
example, one could imagine that, depending on a chosen menu, the color of an
icon changes. But by keeping the form or orientation of the other icons constant,
the target icon is still found more easily. In sum, the present results demon-
strate, in contrast to other studies [11], a performance benefit for a specific kind
of consistency, namely the consistency of the context. In the future, the imple-
mentation of a contextual cueing mechanism into user interface design may help
to enhance performance and satisfaction of end users.
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Abstract. The ability to move is an important characteristic of the human con-
dition and an important aspect for interactive settings. The role of body move-
ment however was not addressed with priority in human computer interaction 
until now. In this paper we explore the possibilities and issues for usability and 
user experience research utilizing body motion data. We provide an overview of 
relevant related work and report the setup and initial results of two studies util-
izing body motion capture. We discuss the experiences made in using motion 
capture approaches for human computer interaction research and provide an 
outlook on future directions of research. 

1   Introduction 

The possibility to move is an important aspect of the human condition, and body mo-
tion is a natural and essential element of interactive settings and scenarios. Until now 
the role of body movement however was not addressed with priority in human com-
puter interaction and user experience research. This relative lack of interest probably 
can be explained by the limitations of available technologies capable of collecting 
motion data reliably and economically. Recently these technological restrictions have 
become less and less severe, and in future we expect an almost complete removal of 
restrictions stemming from technical limitations. More and more tools become avail-
able that allow to easily access and utilize body movements for interaction purposes. 
Until recently game controllers for example only used the tiny movements of the 
fingers to control the action, and current office applications rely almost exclusively on 
mouse and keyboard input. This is about to change, as the example of the huge suc-
cess of the Nintendo Wii indicates. 

The main goal of this paper is to explore the resulting possibilities and issues for 
usability and user experience research. We firstly want to outline the theoretical back-
ground and present related research focusing on existing work on capturing motion 
data, the role of movement in human computer interaction. Secondly we present two 
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examples using different technological approaches in addressing these issues and 
provide information on how we used these approaches in human computer interaction 
research. We discuss the possibilities, advantages, shortcomings and research implica-
tions of these approaches. Finally we provide thoughts on future direction of research 
using body motion detection and open issues to be solved. 

2   Capturing Motion Data 

Eadweard Muybridge introduced motion capture 1887 in his now famous experiments 
entitled Animal Locomotion, in which he studied the way in which animals and birds 
moved by taking series of photographs. Driven by similar interests in 1973 psycholo-
gist Johansson conducted his Moving Light Display (MLD) experiments. Johansson 
attached reflective markers to the joints of test subjects and recorded their motions 
[1]. He then asked subjects to identify known movements after being shown only the 
trajectories of the markers. Since then numerous different approaches to capture and 
analyze human motion have been suggested, developed and commercially used. This 
high interest is driven by numerous promising application domains for motion capture 
e.g. advanced user interfaces, motion analysis for clinical and sports training pur-
poses, surveillance systems or virtual reality applications. Motion capture systems 
have been developed using very different types of technologies. 

Vision based techniques capture body movement by use of cameras, either using 
markers or working markerless. Vision-based human motion estimation and analysis 
has been a thriving area of research within the past years. In an overview article 
Moeslund [2] for example identified over three-hundred related publications over the 
period of 2000–06 in major conferences and journals dealing with this topic. In a 
recent special issue of the Int. Journal of Computer Vision on the topic of human 
motion tracking Sigal and Black [3] characterized it as a "mostly solved problem in 
constrained situations". However, in unconstrained contexts and for real-time applica-
tions there are still important issues to be adressed. 

Another approach uses feedback from angle sensors attached to the human body 
joints. Such systems are commercially available, provide reliable data and have been 
used successfully in HCI-studies [e.g. 4, 5]. However, they are rather cumbersome 
and obtrusive for the user. The latest model of the GYPSY-6 exoskeleton by Anima-
zoo for example still weights over 6 kg and takes about 10 minutes to setup.  

A third approach uses data from position, orientation and accelerometer sensors 
attached to the human body. Knight et al. [6] report various uses of accelerometers 
ranging from physics teaching, science education, posture measurement and ambula-
tory monitoring. Examplary applications within the field of HCI are Shoogle [7], 
DJogger [8] or ubifit [9]. The advantage of this tracking approach is that the used 
sensors are rather cheap, easy to track and relatively unobtrusive for the user. How-
ever, the information these sensors provide on body motion is typically either not very 
accurate (position) or provides only relative data (accelerometers), and therefore is 
more difficult to use and interpret than complete motion information. A popular im-
plementation variant due to its ease of implementation for this approach is to utilize 
the controllers of the Nintendo Wii as accelerometer sensors [e.g. 10, 11, 12, 13 ].  
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Next we also want to briefly mention approaches that focus only on capturing sin-
gle elements of body motions. For example big size touch screens such as used in 
tabletop computing could be considered as type of motion capture devices as they 
have the capability of tracking the position of the body part in contact with the screen 
(typically the fingers) [e.g. 14, 15, 7].  

Summarizing we can say that cheap controllers and sensors that allow to recognize 
and track the movement of users have become available, and that they are more and 
more used in dedicated interaction devices. Examples include accelerometer based 
(e.g. Nintendos Wii) or computer vision based (Microsofts’ project Natal) game con-
trollers. Also, more and more mobile devices such as handheld phones or tablet com-
puters are equipped with build-in accelerometer and tilt sensors, and therefore allow 
to be used as motion controllers and enable new interactive experiences. Another 
driver fostering increased importance of movement in interaction is the continuing 
success of touch-based interaction combined with decreasing costs of big-size 
screens. This two effects lead to the inclusion of semi-natural and intuitive body and 
movement-gestures in the interaction. Furthermore progress in gesture recognition 
and mobile augmented reality applications fosters the application possibilities of 
whole body interaction. 

We think that these developments drive interaction towards more and more in-
volvement of movement resulting in interaction styles that could be summarized as 
whole body interaction. 

3   Analyzing Motion Data 

In many cases the available motion data can be directly used for interaction purposes 
e.g. if the movement and position of the users lower arm is tracked correctly it can be 
used as input device e.g. as a pointer. However, human motion data contains more 
information than the position and orientation of body parts alone. Analyzing move-
ment patterns across time researchers have identified several possibilities to interpret 
the data in a semantically meaningful way. 

A first popular direction of analysis is the automated detection and recognition of 
user behavior and activity. Research has shown that state-of-the-art systems are able 
to successfully detect different types of user behavior and activities such as walking, 
running, standing, and sitting based on their specific movement patterns [e.g. 16, 17, 
9]. Also everyday activities such as brushing ones teethes or vacuuming the floor 
could be learned and detected successfully by these systems [18].  

However, it is not only possible to detect physical activities of the user or his con-
text, motion data also allows to derive data about the cognitive and emotional state of 
users. [19] showed that humans are capable of judging the emotional state of a human 
body from motion information alone. Similarly [20] showed that it is possible to rec-
ognize emotions better than chance based solely on gait information. Since then ef-
forts have been made to automatically detect and estimate the emotional state of users 
based on motion data (more details on the relationship between motion and emotion 
are discussed in the next chapter). It has also been shown that personality traits corre-
late with characteristics of music-induced movement [21], suggesting that motion data 
can bee used to estimate personality traits. 
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Another possible application that has been addressed in research is the usage of the 
uniqueness of movement patterns of a user for authentication purposes. Applications 
in the context of security and disambiguation between users in multi-user contexts 
have been proposed. For example gait recognition has been successfully demonstrated 
[e.g. 22]. 

4   Motion, Emotion, Interaction and Experience  

The previous paragraphs showed that from a viewpoint of analysis and application 
scenarios several relevant directions exist. To fully utilize the potential of these analy-
ses it is helpful to also take a phenomenological view on the different functions of 
body movements. For the context of interactive scenarios in general and gaming in 
specific Berthouze [23] distinguishes between five different types or functions of 
body movements:  

Table 1. Categorization of body movement types as proposed by Berthouze [23] 

Body movement Description 
Task-control necessary to control the game 
Task-facilitating facilitating the control 
Task(role)-related typical of the role defined by the game 

  scenario 
Enjoyment and emotional expressions expressing affective states related to or 

   induced by the game experience 
Social behavior (attention seeking,

  synchronized movement, etc.) 
supporting social interaction 

 
Taken a closer look, Table 1 above shows that important aspects of the functional-

ity of body motions are related to the expression of emotional experiences. Motion 
and Emotion are even very similar literally, and researchers suspect that there are 
causal relations between these two concepts. The direction of this causality and the 
details of the involved mechanisms are not clear yet and subject to ongoing research.  

A study by Riskind and Gotay [24], for example, revealed how “subjects who had 
been temporarily placed in a slumped, depressed physical posture later appeared to 
develop helplessness more readily, as assessed by their lack of persistence in a stan-
dard learned helplessness task, than did subjects who had been placed in an expan-
sive, upright posture.” 

With regard to the relationship between movement and user experience common 
sense and results from UX research suggests that the interaction with products, tools, 
and artifacts can be enriched by allowing people to move naturally and unrestrictedly 
[4, 25]. If people can express themselves using their whole body, they immerse into 
another world more naturally and easily. Results show that even engagement and 
social interaction are encouraged by controllers that afford movement [26]. Izard et al. 
[27] describes neural, sensorimotor, motivational and cognitive processes that can 
influence emotions. Body posture and movement can activate emotions by afferent 
processes. 
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These examples of the important role of motion for experience in interactive set-
tings highlight the need to include data on this aspect in user experience research and 
to further research the involved processes in more detail.  

5   Example Studies Utilizing Body Motions 

In the previous chapters we analyzed that utilization of motion data and embodied 
interaction from a technological and theoretical viewpoint. We conclude that there 
seems to be a high potential to enhance interactive experiences by including motion 
data in interaction design and user experience. In the next sections we want to present 
two different approaches we have used in praxis for studying user experience and 
human computer interaction aspects considering motion. We briefly report selected 
results of this studies to show the possibilities of the chosen approaches. However, the 
full analysis of data and the discussion of the individual results are not within the 
scope of this paper and are subject of (future) dedicated publications. 

Study 1: Using accelerometer data to track users' movement during gameplay 

A first setting we want to describe to be able to discuss and analyze the possibilities 
of motion capture for user experience research is in the context of game research.  

 
Research Questions. In detail we were interested in answering the question whether 
a more embodied way of controlling the interaction is amplifying experience in a 
gaming context as expected? 

 
Study Design. To control weather our hypothesis of enhanced experiences is correct 
we conducted a simple comparison of self-reported experiences in two different gam-
ing conditions either controlling a game by Wii-controllers designed to be used with 
body gestures and traditional joystick-like controllers using only the thumbs to control 
the game. 

Six female and six male subjects participated in the study. Participants were be-
tween 20 and 36 years old and had extensive experience in computer game playing. 
Each participant brought a friend of the same sex along, against whom they were 
playing in the gaming session of the study. 

Participants were playing two different tasks (food tracing and cow tossing) from 
the game “Rayman Raving Rabbids” on the Sony Playstation 2 (seated condition) and 
on the Nintendo Wii (motion condition). Play time to finish the tasks on either type of 
console typically was between 10 and 15 minutes. Amount of movements of the 
player was tracked by use of a second Wii Remote attached to the dominant arm (see 
below for detailed description of setup). Participants played against the friend they 
brought with them. “Rayman Raving Rabbids” has very similar graphics on the two 
consoles and gaming sites give them the same rating. Half of the participants started 
with the Wii, and half with the Ps2. 

After each condition participants were asked to rate their average experience dur-
ing playing by use of Emocards [28]. Additionally, participants were asked to de-
scribe the emotionally most outstanding situation during play. They were also asked 
to fill out a questionnaire using Likert-scale items regarding perceived agitation and 
emotions.  
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Additionally facial muscle activity of the zygomaticus major muscle (the “smile” 
muscle) and the currogator supercilii muscle (the “frown” muscle) was measured by 
use of electromyography to gather continous uindicators for user experience.  

 
Motion capture setup: For Capturing the motion of the users we used Wiimotes 
from Nintendo. Wiimotes are equipped with three-axis accelerometer sensors, and 
they are ideal for rapid deployment since they are equipped with wireless connection 
functionality to a host computer using Bluetooth, and free open source code for ac-
cessing the sensor data exists. In detail we used the DarwiinRemote (Version 0.3.1) 
Software (available at http://sourceforge.net/projects/darwiin-remote/). As the Wii-
motes communicate using Bluetooth it is unfortunately not possible to read out the 
movement data of a Wiimote and to use it at the same time as a controller in the stan-
dard Wii configuration. The Wiimotes are also equipped with an infrared camera, a 
vibration sensor, and a loudspeaker. These are not used for the experiments reported 
here, but present interesting possibilities for usage in future projects. Figure 1 below 
shows the readings of the accelerometer-sensors provided by DarwiinRemote-
Software. In the pictured sequence the Wiimote was first moved back and forth along 
all three main dimensions resulting in the dominance of the data from the regarding 
accelerometer, and then wiggled without specific direction. To use the data in analysis 
the readings from all sensors can be recorded in a time-stamped logfile. 

 

Fig. 1. Screenshot from DarwiinRemote-Software Showing Readings from Accelerometers 

Comparing Gaming Conditions: Users reported more positive experience when 
using the Wii compared to the Ps2. Two-way repeated measures ANOVA with sex 
and game condition as independent variables showed a significant main effect for 
self-reported experience. 
 
Correlation of Motion and EMG: Situational motion data (as provided by the Wii) 
and experience indicators (EMG data) was correlated to further analyze the relation-
ship of these two data sources. The motions of gamers show a highly significant cor-
relation with both, the EMG-values of the zygomaticus (r=0.139, p<0.01) and the 
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currogator (r=0.256, p<0.01). One might suspect that this correlation is caused by a 
slight activation of the tracked muscles related to an overall increased tension during 
movements. However, several arguments point against this interpretation. First, in this 
analysis only a binary representation of EMG data was used and threshold values 
were manually assigned to the data taking care they are set high enough to only detect 
meaningful activation. Second, several random samples of video data from different 
study participants were analyzed regarding the plausibility of the binary EMG-
outputs. No indication for erroneous data was found.  

Qualitative results support this interpretation, as the following example state-
ments from participants show: 

 

 “Playing on the Wii is more fun, the whole body is in movement and not only fin-
gers and thumbs.” 

 

 “I preferred playing on the Wii better. You have to do more with the arm and 
move more. If you are allowed to do this, you can better feel the game play“ 

Study 2: Using position data to study the relationship of users' attention and 
       motion in public outdoor scenarios 

Research Questions. The main question of the second study was to better under-
stand, which areas and objects receive attention by pedestrians in a shopping street, 
and whether there is a significant influence of the users movement on the direction of 
attention. 
 
Study Design. 16 study participants where equipped with mobile eye-tracking sys-
tems and various sensors (detailed description below) which were used to track the 
users motion. Participants were asked to perform a realistic task within the inner city 
of Graz, which was to stroll through the Grazer Herrengasse and inform themselves 
about shopping possibilies in the street. Overall time of data capture per test person 
was about 15 minutes. 
 
Motion capture setup. In this study a different motion capture setup was chosen. For 
capturing the users body and head movements two low-cost Inertial Measurement 
Units (IMUs) of manufacturer XSens (http://www.xsens.com) were used. Xsens MTi-
G was used to capture head data (the sensor was mounted to the helmet of the eye-
tracking equipment), and Xsens MTx was used to capture body movement (the sensor 
was attached to the participants' waist using a customary belt pouch). Both sensors 
were connected via USB to a Laptop-Computer the test participant carried in a ruck-
sack. "MT Manager"-Software provided by the manufacturer of the sensors was used 
to record the data. 

We also used the build-in sensors of the Google Nexus One smartphone to capture 
GPS-position data. The position fixing component of the device is a GPS receiver, 
which is integrated directly within the chipset. Unfortunately, the manufacturer does 
not provide publicly available specifications. The device is also equipped with inte-
grated accelerometers and a tilt compensated magnetic sensor. Only the GPS-data was 
used as the x-sensors provide more accurate data. However, using the build-in sensors 
would be a very attractive option for application scenarios that require only tracking 
the body position and do not call for very high accuracy.  
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Additionally a mobile eye-tracking system was used during the study. This analysis 
of this data is still underway, and results with regard to gaze fixations are not yet 
available and will be the subject of future publications. Figure 2 below shows a pho-
tograph of a participant equipped with the full set of sensors. 

 

Fig. 2. Participant equipped with tracking technology in the Grazer Herrengasse 

Body and Head Orientation of Pedestrians: A first focus of analysis of the data was 
to analyze the area of the attention of the pedestrians in the urban setting. Our basic 
reference system for the field of attention is the human body itself. Regarding hori-
zontal direction of attention the reference is the body orientation of the user (meas-
ured by the sensor at the waist), and the relative orientation of the head (measured by 
the sensor mounted on the helmet). For vertical orientation we chose to use the per-
pendicular axis as main reference. Figure 3 provides an overview of the average hori-
zontal orientation of the users head relative to the body orientation. The graphic 
shows a distribution of orientation as might be expected: In the majority of cases the 
head orientation is aligned with the body orientation, with decreasing numbers for 
relative orientations to the sides. There are almost no cases with a relative angle of 
more than 60 degrees in either direction.  

Figure 4 shows the results for the vertical alignment of the head of pedestrian users 
on the move. The image clearly shows that the most attention is directed towards a 
slightly lowered position, and that there is much more attention towards the lower 
sphere than the upper sphere. This can easily be explained by the needs of pedestrians 
to navigate between other pedestrians, the usage and consultation of personal devices 
(e.g. looking on the watch, consulting written materials, using electronic devices, etc.) 
and watching objects of interest in shopping windows.  
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Fig. 3. Relative horizontal head orientation expressed in degrees across all test participants 

 

Fig. 4. Relative vertical head orientation expressed in degrees across all test participants 
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Influence of Movement Velocity on Body and Head Orientation: We next were 
interested in analyzing whether there is an influence of the users movement velocity 
on the field of attention as expressed by relative head orientation. Our hypothesis was 
that the relative horizontal head orientation is directed stronger towards the front as 
the user has to increasingly take care of possible obstacles the faster he moves. As a 
first initial indicator for such a relationship we calculate regression (Pearson) between 
the movement velocity and the absolute value of the relative horizontal head orienta-
tion. We found a highly significant correlation with r being -0.154. The faster the user 
moves the less he is looking to his sides.  

6   Discussion 

In the above sections we described the application of motion tracking technology in 
two different studies. In this section we want to discuss the individual results of the 
studies in much detail but focus on the experiences made with the different ap-
proaches and discuss the possibilities of tracking technologies for HCI research. 

Both study setups show that the utilization of motion capture provides valuable 
data for the research. The finding of study 1 directly support our hypothesis that in-
creased involvement of motion provides positive chances for enhanced user experi-
ences, and study 2 showed that tracking that can provide helpful information of the 
users attention, that would not be available otherwise.  

 
Practical issues. A first experience from applying motion tracking technology for 
human computer interaction research is that setup is rather easy and can be done by 
non-specialists people with basic computer skills without problems. Also, cost of 
tracking devices is not an obstacle, as the required sensors are rather cheap. Setup-
time and data extraction definitely takes some extra time and precautions, however 
compared to the gain in data it is a rather small effort that is required. In detail initial 
effort to setup the tracking systems was less than a day (including testing of the 
equipment) for both setups. The effort during running studies is also very small, as the 
needed effort is mainly in attaching the additional sensors and starting data recording. 

A practical aspect that needs special considerations is the synchronization of data. 
Currently available capturing software does not yet support the integration with other 
tools used in research very well, and synchronization of data has to be done based on 
time-stamped raw data. For ease of synchronization we therefore recommend to use 
the same sampling frequency in all data recording channels, and to follow god prac-
tice of labeling data files and variables. 

The interpretation of data is a main issue when using motion data. Automated 
behavior and context detection and interpretation is a very active field of research. 
However, there are no off-the-shelf solutions available yet that are easy to use by non-
experts and provide reliable data. Typically, the available approaches and algorithms 
need to be specifically targeted to the used context of the study, and extensive calibra-
tion and fine-tuning of parameters by experts is needed to achieve good results. How-
ever, there are several aspects of body motion that can be easily interpreted, do not 
need extensive setup and anyhow provide valuable data. In Study 1 we showed that 
accelerometer data and the conveyed information about the amount of movement can 
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be helpful for a better understanding of gaming experience, and study 2 showed that 
basic movement data such as velocity and orientation allow to better understand pat-
terns of attention of pedestrians in urban outdoor settings.  

On very big advantage of using motion data is the availability of continuous and 
unobtrusively captured user data. This allows to study user behavior and experi-
ence related to the sensed variables across time, without the need to interrupt the user 
with frequent questions and thereby artificially altering the interactive process. Also 
such setups allow the study facilitator to observe data online, and to take targeted 
interventions if required by the study goals or to asked focused questions in follow-up 
interviews referring to the specifics of a situation brought to attention of the re-
searcher by the online data. This aspect will be especially interesting once reliable 
detection mechanisms become available, however already now with very unreliable 
data or only human interpretation this capturing mechanisms could form a good basis 
for analysis. Another interesting possibility for research is to use the recorded data to 
identify sequences of special interest and to discuss these situations with participants 
after the test. 

A further advantage of utilizing body motion data in HCI-research is the possibility 
to easily compare the behavior of different study participants with regard to their 
interaction styles. The availability of recorded data fosters the comparative analysis 
either by use of statistical procedures or by the visual analysis of movement patterns. 

Another relevant application context for body motion data is the facilitation of 
Wizard-of-Oz studies. In the section on related work numerous possibilities for the 
application of body motion data in different types of interfaces has been shown, and 
research is needed on how to optimally design these interfaces. Wizard-of-Oz studies 
with a human operator simulating the targeted behavior of different algorithms could 
help to identify the most valuable directions of research early in the research process. 
Visually displaying the readings of motion sensors could very much ease the task of 
the wizard, which is known to be a very challenging responsibility. 

To even more broaden the possibilities of motion data in future research we want 
to especially focus on the following areas:  

• Include eye tracking data and integrate with motion data to generate unified 
method for studying users' attention in outdoor scenarios. We also work on inte-
grating this model with a virtual model of the environment. 

• Expand classification of body movement types to more general scenarios and 
framework for understanding the meaning and function of body movements.  

• Develop set of methods that allows recognizing relevant behavior for HCI auto-
matically. We do not expect to achieve 100% accuracy, but preprocessing of data 
will enormously speed up the annotation of observation data. 

7   Conclusions 

In this paper we showed the relevance and potential of body motion data for human 
computer interaction research and provided examples from real studies in the field of 
HCI. The approaches we described and discussed can and easily be used by other 
researchers, and valuable inputs for HCI can be generated.  
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Abstract. Nowadays most educational institutions use learning systems in order 
to provide blended or fully online courses in a formal setting with high similar-
ity to learning in a classroom. However, new technologies such as mobile,  
pervasive and ubiquitous technologies can enable learners to have richer learn-
ing experiences through learning that can take place whenever learners are in-
terested in learning, at anytime and anywhere. Multimodal, smart and intelligent 
devices make the interaction between the learners and the system more natural 
and intuitive and considering the learners’ current situation and characteristics 
allows the personalization and adaptation of learning material and activities, 
leading to more effective learning by providing learners with information that is 
relevant for them. This workshop brings together researchers from Psychology 
and Computer Science, aiming at discussing research on using and incorporat-
ing such new technologies in learning systems and therefore, providing learners 
with rich learning experiences at anytime and anywhere, in a more intuitive and 
personalized way. 

Keywords: User experience, multimodal devices, mobile/pervasive/ubiquitous 
learning, adaptivity & personalization, smart & intelligent technologies, learn-
ing environments/systems. 

1   Introduction and Motivation 

Standard information systems for learning purposes have matured, technology is sta-
ble and masses of information can be made available to the learner. However, Data is 
not Information, Information is not Knowledge. The increasing amount of informa-
tion and the shorter time for learning processes with respect to higher quality forces 
us to think about possibilities of finding new ways to optimize learning management 
systems (e.g. [1, 2, 3, 4]). 



 User Experience with Future Interactive Learning Systems 319 

Most educational institutions are already using such learning systems either in a 
blended or purely online way for delivering parts of courses or fully online courses to 
their students. These systems allow the management and presentation of online 
courses, which include different types of resources and activities such as learning 
material, quizzes, forums, etc. Most of these systems are desktop-based, supporting a 
formal way of learning, which is in many matters similar to learning in traditional 
classrooms. However, new technologies provide us with much more opportunities, 
supporting learning in a more informal way, whenever a learner wants to learn, in the 
real world, from real learning objects and in a personalized way considering the 
learners’ current situation, previous knowledge and experiences as well as their indi-
vidual characteristics [5]. 

We are surrounded by multimodal interfaces which enable the inclusion of all hu-
man senses, and mobile, ubiquitous and pervasive technology is available everywhere 
and at all time [6]. Current research deals with using such new technologies for the 
purpose of learning, integrating them in current learning systems, and building learn-
ing environments where students are provided with more authentic learning experi-
ences both inside and outside of the classroom. Through using mobile devices as well 
as sensors that communicate with those mobile devices, learners can learn from real-
life objects, having learning experiences in real life situations at the time learners are 
interested in learning. Furthermore, new technologies allow students to interact with 
the learning environment in more natural and intuitive ways, using multimodal and 
smart interfaces from various types of devices ranging from mobile phones to smart 
boards/tables and ubiquitous computing [7] and to interactive simulations [8]. By 
using all these devices and sensors, a huge amount of information about learners as 
well as their environment can be detected and stored. Such rich information can be 
used to make learning more personalized and adaptive to learners’ needs by consider-
ing data available about a learner’s current context/situation (e.g., location, environ-
ment, surrounding people, surrounding real-life learning objects etc.) as well as data 
about a learner’s characteristics (e.g., interests, experiences, prior knowledge, cogni-
tive abilities, learning styles, etc.), enabling provision of adaptive and personalized 
learning resources and activities. While there are masses of learning resources,  
activities and information available, concrete data about learners’ situation and char-
acteristics enables new technologies to filter and decide on how to present relevant 
information, resources and/or activities to learners, avoiding the provision of irrele-
vant materials. 

The focus of this workshop is on the provision of enhanced user experience (UX), 
including making information, resources and activities more useful, usable and enjoy-
able. This is a challenge for interdisciplinary research on the intersection of Psychol-
ogy and Computer Science, aiming at using technology in the way it is most effective 
for supporting the learning process of learners. 

2   The Workshop Papers at a Glance 

In this section, we briefly introduce the papers of this workshop. The first paper, by 
Giovannella, Spadavecchia and Camusi, deals with ubiquitous learning environments, 
liquid places and the “organic” era, discussing the design in education and educational 
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experiences in such environments. Furthermore, the paper presents a set of tools and 
methodologies that can help monitoring the social level of the interactions and the 
quality of social emotions in such environments.  

The second paper by Granić and Nakić focuses on user modelling and identifying 
individual differences of learners in order to provide adaptivity and personalization. 
Based on a comprehensive literature review, individual characteristics of learners, 
which are used in adaptive systems, are discussed and a framework for their classifi-
cation is proposed. 

The next two papers are in the area of technology enhanced language learning. The 
paper by Eimler, von der Pütten, Schächtle, Carstens and Krämer deals with using a 
robot for supporting children in starting to learn English as second language. The 
paper introduces the robot rabbit Nabaztag and presents an evaluation of the robot 
with respect to hedonic aspects, motivating function, as well as the general usability 
and overall impression evoked by the robot. On the other hand, the paper by Romero, 
Zarraonandia, Aedo and Díaz, discusses design and usability aspects for courses de-
livered through mobile learning. The paper describes the design process for creating 
courses to develop English grammar, reading and listening skills through mobile 
learning scenarios and presents respective guidelines. 

The paper by Tomberg, Laanpere and Lamas deals with enhancing blog-based 
learning environments with functionality that brings such environments closer to 
traditional learning management systems and therefore proposes the incorporation  
of learning flow management and semantic data exchange in blog-based learning 
environments. 
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Abstract. The current paper presents a case study conducted to evaluate the ro-
bot rabbit Nabaztag functioning as a vocabulary trainer for beginners of Eng-
lish. Hedonic aspects and motivating function, as well as the general usability 
and overall impression evoked by rabbit, were tested. A group of 18 5th grade 
students of an English class at a German junior high school were instructed to 
practice 20 pairs of vocabulary. Ten students were assisted by the speaking ro-
bot rabbit, while eight learned by applying an ordinary paper-and-pencil 
method. Results show that after one week, students who had learned with the 
Nabaztag had, on average, a higher recall than the control group. Moreover, the 
evaluation of the hedonic and pragmatic quality of interacting with the rabbit 
was high, as was the evaluation of both ease of use and perceived usefulness. 
Students learning with the rabbit were in a better mood afterwards than those 
who learned by means of the traditional method.  

Keywords: Robots, robot-assisted learning, hedonic quality, motivation,  
vocabulary training, human-robot interaction, e-learning, intelligent tutoring 
systems. 

1   Introduction 

In Germany, learning English as a second language is an integral part of public educa-
tion. Only recently, learning English has been established as part of the curriculum of 
many elementary schools and is sometimes even part of kindergarten education. In 
contrast to neighboring countries like the Netherlands, there has traditionally gener-
ally been only mediocre knowledge of English among the German population, which 
might be explained not simply by a lack of motivation but by the absence of opportu-
nities to speak English. Children do not need to speak English during class, and the 
average German child only rarely encounters English-speaking foreigners in their 
daily life or watches English-language TV programs (see also [1]). However, second 
language acquisition is promoted and encouraged as an important prerequisite for 
intercultural communication not only across Europe but worldwide.  
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Among other factors that positively influence second language acquisition, such as 
personality or experience, researchers stress the importance of motivation [2], [3], [4], 
[5]. However, many children and school students are not motivated to study English 
[1]. Children often do not see the importance of speaking another language and often 
cannot be motivated to practice vocabulary.  

As an answer to these problems, the number of computer-supported vocabulary 
trainers available on the German market has increased in the last years. Ranging from 
mere storing lists of vocabulary for repeated interrogations to complex interactive 
language learning games with animated virtual characters, they have become increas-
ingly popular. In parallel, academic research from computer science, psychology and 
education has presented Intelligent Tutoring Systems, e.g. [6], and pedagogical agents 
[7], [8], [9], [10], [11], [12]. Results of evaluations regarding learning outcomes, 
however, are mixed [13]. 

A solution that probably leads to even more positive results might be provided by 
toy robots, which have become available (and affordable) on the consumer market 
outside research laboratories and have found their way into children’s bedrooms. As 
robots have always been equally fascinating for children and adults alike, they might 
especially impress the learner through their emotionally appealing qualities. In line 
with research from the field of human-centered design, they are likely to provide a 
high degree of fun and enjoyment and exert an inherent motivating function in chil-
dren’s language learning training - combining tangibility and playfulness.  

With the aim of making use of these qualities, we present an application for the ro-
bot rabbit Nabaztag, introduced by the French company Violet, acting as a vocabulary 
trainer for beginners of English. We developed a vocabulary training application for 
beginners of English that works with a computer and the Nabaztag. The rabbit has an 
integrated speech synthesis module, LED lights and movable ears. These features were 
combined with an integrated adaptive feedback mechanism for the individual perform-
ance of the user, with the aim of designing an application that is simultaneously easy to 
use and motivating, appealing and pleasurable to young language learners.  

The article begins with an overview of relevant aspects of user-centered design, 
drawing attention to the expected appeal of the little white rabbit. Furthermore, a 
review of effects of the related development of pedagogical agents and work on robot-
assisted learning is provided. These sections are followed by a description of the  
Nabaztag and the training application, in particular the feedback mechanism as an 
integral part of an Intelligent Tutoring System adding to a positive user experience. 
Subsequently, details on the evaluation and its results are described before a conclu-
sion is drawn and an outlook given in the last section. 

2   Background and Related Work  

2.1   User-Centered Design - More Than Just Usable  

As pointed out in the introduction, emotional and motivational aspects are essential 
when it comes to a successful learning application. In recent years, a shift can be 
observed from a mere concentration on the pragmatic or functional qualities of a 
product or the prevention of usability problems, respectively, to the consideration of 
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the emotional role and importance of positive experiences associated with the objects 
or systems [14], [15], [16], [17], [18]. According to Overbeeke et al. [15], humans 
look for products that are not necessarily easy to use, but rather "challenging, seduc-
tive, playful, surprising, memorable or even moody, resulting in enjoyment of the 
experience" ([15], p.9). Against the background of calls by the HCI researcher com-
munity for a more holistic view on human-computer interaction (e.g. [19], [20], [21], 
[22], [23], [24], [25], [26], [14]), the presented application is designed to combine 
both the consideration of cognitive, predominantly rational aspects of the experience, 
and its emotional and sensual values. While the cognitive parts are mainly realized by 
the implementation of a rudimentary user model and adaptive feedback (see sections 
2.2 and 2.3), attention is drawn in this section to the emotional and sensual qualities. 
However, it should be mentioned that both aspects go hand in hand and contribute to 
the overall experience.  

What makes the Nabaztag different from other vocabulary training solutions is first 
and foremost its tangibility. It has a surface, a texture and a certain weight. By com-
bining the tangible rabbit and an on-screen application, the presented solution even 
goes beyond mere tangibility, as it bridges the abstractedness of computer screen 
solutions for vocabulary training, and taps into the emotional and physical pleasure 
provided by tangible objects [14]. Added to this is the rabbit’s capability to move its 
ears, flash its LED lights and to speak, meaning that it provides a multi-sensual ex-
perience: audio, visual and haptic.  

Moreover, it is conceivable that people like the novelty of the Nabaztag’s appear-
ance and its cuteness. The fact that the beauty of an object matters for its evaluation is 
shown, for instance, by Tranctinsky et al. [27]. Furthermore, against the background 
of Jordan’s [20] suggestions to conceive products as "living objects with which peo-
ple have relationships" (p.7), the rabbit might have a certain appeal because of its 
reference to a real rabbit. Besides tangibility, novelty and aesthetic appeal, owning 
and interacting with the rabbit might help people to communicate and express a spe-
cific image of themselves to others [24], [25]; it might in the long run become an 
emotionally meaningful object to its user. 

In sum, the Nabaztag has a high potential to exert a specific appeal to children and 
make the interaction pleasurable. Moreover, the chances of succeeding in getting 
learners to engage in and be motivated for vocabulary training with the Nabaztag are 
good. 

2.2   Pedagogical Agents and Robot-Assisted Learning 

A different perspective is taken by researchers in the field of pedagogical agents. The 
following section adds to the aspects outlined above insofar as agent systems add to 
the establishment of a positive user experience. How this is achieved is explained in 
the following. Since extensive research about the effects of robot-assisted learning is 
still lacking, it is useful to look at research on pedagogical agents in order to deduce 
some guidelines and expectations. For some time now, virtual teachers and tutors 
have been introduced not only within computer science and educational psychology, 
but also in commercial applications (e.g. the Wii Fit agent by Nintendo). While  
commercial agents are often simple graphical characters not capable of interaction, 
scientific implementations provide largely autonomous computer agents enhancing 
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students’ learning and motivation [13]. This shows that the benefits in learning and 
motivation resulting from a positive user experience have also been recognized in this 
area. As a major advantage of pedagogical agents, it has been claimed that because of 
their ability to communicate verbally and nonverbally, they will allow for personal-
ized interactions which will motivate the learner (e.g. [7], [13]). However, as can be 
read in several reviews on the effects of pedagogical agents (e.g. [10], [13], [28], [29], 
[30]), the large amount of studies that have investigated their effect on the learning 
outcome do not reach a consistent conclusion advocating the positive effect of these 
applications for the learner. Additionally, positive effects of pedagogical agents have 
largely been attributed to the voice of the agent rather than the visual presence [31].  

It has recently been argued that the social, emotional and motivational effects of 
pedagogical agents have been largely neglected, even though they are an integral 
aspect of the agents´ presumed effectiveness [32], [13]. In fact, social and motiva-
tional aspects have rarely been measured. One exception is the study by Domagk [29], 
who demonstrated that likeability appears to be a crucial point for motivation (see 
also section 2.1). She did not find a positive effect of pedagogical agents on motiva-
tion or learning on the general level, but demonstrated that likeable agents lead to a 
higher motivation and increased transfer performance. All of these findings, which 
add to and support assumptions from the field of user-centered design, are important 
for the design of learning applications that motivate and encourage the user. They 
motivate the learner to engage in vocabulary training not only in the short term, but 
also ensure that vocabulary is regularly practiced in the long term. 

Often, results gained from research with agents and the effects they evoke are as-
sumed to be valid for robots as well. This is a simplification that results from a lack of 
research into pedagogical robots and may not apply in every case. Also in this area, it 
has been argued that with regard to motivation, a tangible object might have an even 
stronger effect than an embodied agent or a software application (see for example 
[33], [34]). 

The spread of robot-assisted learning and the benefit of these tangible learning ro-
bots, which is combined with the idea of playfulness, has also been put forward and 
tested by Han and colleagues [35]. They present a study in which they compared the 
effects of traditional media-assisted learning and web-based instruction with the ef-
fects of home robot-assisted learning. Results show that children felt a home robot to 
be friendlier than other media-assisted learning applications. Compared to other learn-
ing programs, the home robot was superior in promoting and improving students’ 
concentration, interest, and academic achievement.  

Furthermore, Kanda, Hirano, Eaton and Ishiguro [1] endeavored to develop the 
humanoid robot “Robovie”, which encourages children to engage in conversations in 
the English language. They placed it in an elementary school for two weeks and com-
pared the interaction frequency with the students’ achievement in an English test 
score. They concluded that: “[T]he robot did encourage some children to improve 
their English, and […] was more successful in engaging children who already knew at 
least a little English.” (p. 78). While this does not necessarily allow for conclusions 
about the cognitive effects, i.e. students’ learning success, it does draw attention to the 
motivating function that this tangible tutor has with regard to engaging students in 
language learning.  
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In summary, findings outlined from the field of pedagogical agents emphasize the 
importance of the agent’s appearance, i.e. nonverbal and verbal expressiveness as 
well as voice, for learner motivation. The few results available suggest that robots are 
not only capable of engaging students but are superior in eliciting concentration and 
interest. It remains open whether a robot other than a humanoid is able to not only 
cause positive (cognitive) learning outcomes but to provoke learner’s motivation in a 
one-to-one teaching situation with a structured vocabulary training application.  

2.3   The Robot Rabbit as an Intelligent Tutor 

While the aspects outlined above primarily focus on the emotional qualities of the 
robot for the user, this section introduces Intelligent Tutoring Systems (ITS) and sheds 
light on the implementation of rational qualities, i.e. didactic strategies that foster mo-
tivation and interest. However, as stated above, both rational and emotional aspects of 
a product’s design have to be considered to enable a positive user experience. 

In a review article, Chih-Yueh Chou, Tak-Wai Chan and Chi-Jen Lin [36] provide 
an overview of the development and components of ITS and conclude that the vision 
of using a computer as an agent, a so-called intelligent tutor, to assist students to learn 
has not been abandoned since Carbonell’s simulation of a Socratic tutor in the 1970s. 
A great deal of effort has since been made in terms of developing computers that 
simulate tutors, Intelligent Tutoring Systems [37], [38]. The underlying assumption is 
that a one-to-one teaching situation with direct and adaptive feedback is the ideal 
learning scenario in which the computer is tutoring interaction [36]. In line with this, 
Chou, Chan and Lin [36] refer to results achieved by Bloom [39] who demonstrated 
that one-to-one tutoring is far more effective than classroom teaching. 

According to Wenger [38], Intelligent Tutoring Systems consist of a domain expert 
module, a student model, a pedagogical module and an interface. The expert domain 
knowledge can usually be presented to the student and is used to evaluate the 
learner’s performance. This is often represented as facts (e.g. correct matches between 
translations) or rules. As a precondition to provide adaptive feedback, the learner 
model usually detects or infers learner’s beliefs and misconceptions from the received 
answers, for example by tracing the student’s actions. Various approaches for model-
ing students have been proposed (e.g. [40], [41], [42]), some of which collect a num-
ber of mistakes and misconceptions to gain a picture of the learner [43]. A third  
essential part of Intelligent Tutoring Systems is the pedagogical module, which in-
cludes pedagogical strategies and instructions to tutor the student and determines 
when and how to instruct the student. Finally, the ITS is completed by the interface, 
e.g. text, voice, animation, virtual reality etc., through which ITS and learner commu-
nicate and exchange information [36].  

Since mentoring has also shown to be relevant for learner motivation in the context 
of pedagogical agents [44], we consider the implementation of an adaptive feedback 
mechanism working on the basis of a user model to be an essential characteristic for 
the newly developed application. In the following section, we will describe in detail the 
features of the vocabulary training application that has been developed under consid-
eration of findings from human-centered design, pedagogical agents research and fea-
tures of an ITS in order to achieve not only a positive learning outcome but first and 
foremost a positive user experience going along with a high level of motivation.  



 Following the White Rabbit – A Robot Rabbit as Vocabulary Trainer 327 

3   System Design and Functionality  

3.1   The Robot Rabbit Nabaztag and Its Technical Features 

The Nabaztag is a robot in the shape of a rabbit (see Fig. 2) offered by the French 
company Violet. It is a Wi-Fi enabled ambient electronic device which can connect to 
the internet to process specific services via a server located at 
http://www.nabaztag.com. It is 23 cm high and weighs 1 kg. It is equipped with 5 
LED lights (rgb, in total 15 LEDs), one at its "nose", three on its "belly" and one at 
the bottom, a microphone (“belly button”), two interchangeable magnetic ears with 
output/input motors, an RFID reader (ISO14443 Type-B), a Wi-Fi card (SoftMAC 
802.11) and a built-in speaker. The rabbit is controlled by a microprocessor and fea-
tures a text-to-speech synthesizer. The Nabaztag receives all of its information from a 
server, with which it exchanges information in 30-second intervals. The rabbit is 
capable of reading out loud written texts in 32 languages via text-to-speech synthe-
sizer or mp3. It can also react to specific predefined spoken commands. The develop-
ers provide an open API to customize existing or a program’s own applications. The 
user controls the Nabaztag fully via the company’s website.  

3.2   Drawing on the Idea of Intelligent Tutoring 

As outlined above, research results prove that ITSs as well as pedagogical agents 
positively influence learning motivation and success. In our application, we try to 
combine conceptual aspects of both. This section describes in detail the process stu-
dents go through when interacting with the rabbit.  

In a first step, students confirm a start-up dialog appearing on the screen of the lap-
top. Once the student presses the start button, the introduction sequence is initialized. 
Since the establishment of a personal relationship by introducing oneself is also a 
characteristic feature of a student-teacher relationship in human-human communica-
tion, we considered it important to give the rabbit a name and have it introduce itself 
to the student. Consequently, the Nabaztag introduces itself in German as a teaching 
rabbit that wants to help the student and repeats the same in English: “Hallo. Mein 
Name ist Clara und ich komme aus einer Kiste. Ich bin ein Lern Hase. Ich lerne gerne 
Vokabeln und will dir helfen, besser in der Schule zu werden. Du kannst mit mir 
gemeinsam lernen, Spiele spielen und viele andere Dinge machen. Ich kann sprechen, 
meine Ohren bewegen und in vielen verschiedenen Farben leuchten. I can speak Eng-
lish, too, and this is why I can teach you so many things.” - “Hello. My name is Clara 
and I live in a box. I am a teaching rabbit. I like to learn vocabulary and want to help 
you to improve in school. If you like you can learn and play with me. I can speak, 
rotate my ears and glow in a lot of different colors.” Following the personal introduc-
tion, the Nabaztag gives instructions on how the course of action is going to be from 
that point on. It instructs the student to type a list of vocabulary in the GUI that is 
shown next. To prevent typing errors from affecting the learning outcome at this 
point, the words are double-checked with a list stored previously in the computer.  

As an integral part, we implemented an adaptive feedback mechanism that would 
provide variable feedback depending on the student’s performance. Following a set of 
three translated words, the student receives feedback about his errors and is presented 
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with the correct spelling of the incorrectly recalled words. The GUIs present the stu-
dent with one piece of German vocabulary at a time, with a text field in which the 
student is to type in the proper English translation. After three pieces of vocabulary, 
the student is given feedback if he/she has typed in one or more faulty translations. 
The whole questioning process, as well as the correction feedback, is accompanied 
vocally by the Nabaztag. In addition to the correction feedback, the Nabaztag utters a 
motivational feedback after nine pieces of vocabulary, i.e. after three sets of three 
translated words, the student receives motivational feedback adjusted accordingly 
depending on the student’s performance in this sequence. Feedback consists of short, 
one-sentenced, motivational statements. For example, when the student is performing 
poorly, the Nabaztag utters something like “You can only improve from here on” or 
when the student performs outstandingly, the Nabaztag says “Great, I am impressed”. 
Moreover, the feedback given also depends on the feedback provided in the previous 
sequence: if a student performed well in one sequence and is performing badly in the 
next, he is given different feedback from a student who, for example, performed badly 
in two consecutive sequences (see Table 1).  

Table 1. The Adaptive Feedback Mechanism (Examples) 

Sequence of right (1) and 
wrong (0) answers 

Feedback 
 

Translation 

{1,0,0} 
0 

{1,0,0} 
0 

{0,0,1} 
0 

Du kannst Dich nur 
noch steigern  

 

You can only get better.  

{1,1,1} 
1 

{1,1,1} 
1 

{1,1,1} 
1 

Toll - ich bin  
beeindruckt  

 

Wow - I am impressed.  

{0,0,1} 
0 

{1,0,1} 
1 

{1,0,1} 
1 

Du wirst immer 
besser  

 

You are getting better and 
better.  

 
The adaptive feedback is accomplished through generating strings that contain 

ones for correct translations and zeros for faulty translations. An increased count of 
wrong answers in the generated string indicates a low performance of the student, 
thus changing the motivational feedback to a tone that differs from the feedback a 
student performing well would receive. Providing motivational feedback every ninth 
piece of vocabulary made it necessary to simplify the generated strings of right and 
wrong answers before matching them with appropriate feedback. Since matching 
every single combination of right and wrong answers would have made it necessary to 
take into account 512 different possible outcomes of performance, three digits were 
compressed into one, thus shortening the strings to three digits. If wrong answers 
outnumbered right ones, the result was compressed to “wrong”; if right answers out-
numbered wrong ones, the result was “right” (see Table 1). In this way, a manageable 
number of possible combinations was considered for the matching between perform-
ance and feedback.  

In order to enhance the training effect and to retain the idea of playfulness, we in-
tegrated a memory game. Thus, when the student reaches the next stage, the Nabaztag 
instructs him on the upcoming game. The student is presented with a game board with 
16 overturned stylized memory cards (see Fig. 1), each containing either a German or 
an English word. These pairs of words are a random selection from the previously 
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learned vocabulary. When the student clicks on one of these cards, it turns over and 
reveals the English or German word. Through performing the described task, the 
student is told to match the English words with their German counterpart and vice 
versa. Whenever the student finds two pairs, the Nabaztag utters positive feedback, 
saying that the student is doing a good job. This feedback switches between German 
and English. It is invariable, but differs with increased headway. For example, “Zwei 
Paare. Weiter gehts!”(“Two pairs. Keep it up!) or "You are really good! Three pairs!"  

 

Fig. 1. Screenshot of the Memory Game 

4   The Case Study 

4.1   Aim and Expectations 

The findings outlined in chapter 2 lead us to ask whether a verbally and non-verbally 
expressive robot like the Nabaztag might have positive effects on learners’ motivation. 
If we assume that the robot rabbit’s appearance and tangibility are capable of triggering 
a certain degree of motivation and interest, its verbal and nonverbal expressiveness 
would, according to the findings outlined above, even add to that. By explicitly ad-
dressing the user and the adaptive feedback mechanism, there is at least the illusion of 
a personalized interaction. This is even supported by the rabbit, who introduces itself 
as Clara. Instructions appear not only on the screen but are additionally uttered by the 
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Nabaztag, which in line with Atkinson’s [31] results, should increase positivity of the 
user’s experience. The outward appearance of the small, white rabbit might evoke 
feelings of sympathy or liking in the user.  

Moreover, considered here are not only the emotional/social and relational aspects 
discussed above, but also the cognitive ones.  

Our application requires not just the typing of the English word and its German 
translations, but also represents multimodal interaction. The application includes 
verbal and nonverbal aspects and the rabbit expresses itself both by means of hearable 
input of vocabulary and by simultaneously providing the written word, which can be 
read on the screen to ensure that the vocabulary is “grasped” in a variety of sensual 
channels. All in all, this special setup should not only elicit a positive feeling towards 
the system, but should also increase motivation and result in a better performance of 
students.  

4.2   Participants, Spatial and Personnel Setup 

The study was conducted with 5th graders of the Steinbart Gymnasium Duisburg, a 
local junior high school, during an afternoon English class. Students had been invited 
to take part in the evaluation beforehand. Parents were informed in detail and gave 
their consent. In order to make the children feel comfortable, the study was conducted 
in rooms they were familiar with and which were provided by the school. Partici-
pants’ age ranged between 9 and 11 years, with the mean age being 10.28 (SD = .57).  

 

Fig. 2. Setup with the Nabaztag, a notebook and a student 
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Eighteen participants were randomly assigned to one of the two conditions (with 
rabbit vs. without rabbit) by drawing lots that would identify them as a member of 
one or the other condition. The experimental group was comprised of ten students and 
the control group contained the remaining eight students. The students in the experi-
mental group went through the experimental setting with the Nabaztag and were 
seated in separate rooms equipped with a robot rabbit, a notebook with mouse and a 
wireless network in order to enable a server connection for the rabbit (see Fig. 2), 
with one supervisor for each participant. The control group studied vocabulary in a 
separate room with one supervisor present. They were given a list with the designated 
German-English vocabulary and an additional piece of paper which they had to hand 
in after the training.  

4.3   Procedure 

The group that learned in the traditional way was given the material. After 20 min-
utes, students had to hand in all the material (vocabulary list and additional pieces of 
paper) that had been given to them in order to ensure that recall results were not dis-
torted by children practicing at home. Subsequently, they were given a questionnaire 
that asked for information on their gender and age as well as their mood measured by 
the PANAS items (refer to section 4.4 for details).  

In the rabbit condition, two runs were conducted with five children each. The in-
struction was limited to showing the students the setup they were to work with, 
namely the laptop with mouse and the Nabaztag. They were also told that the Nabaz-
tag would guide them through the whole process but should any problems occur they 
were to ask the supervisor for help. Then, students were left alone up until the end of 
the studying tasks, when the questionnaire had to be filled out.  

Once the student had pressed the start button, the introduction sequence was initial-
ized and the Nabaztag introduced itself as described in section 3.2. Following the 
personal introduction, the rabbit instructed the student to type in the list of 20 German 
words with their English equivalent, which had been selected from their official 
school text book in the GUI, and to confirm each piece of vocabulary by pressing 
“Save vocabulary” and the “I am ready” button at the end. The students’ list was 
validated with a previously stored list to ensure that students would not learn wrong 
spellings or translations. All students were confronted with the same words. Once the 
student had typed in all of the words, the system initialized the vocabulary learning 
sequence in which the rabbit started asking the student for the translation of the vo-
cabulary in random order.  

The learning sequence made use of simple GUIs and variable feedback depending 
on the student’s performance uttered by the Nabaztag as outlined in section 3.2.  

This phase was terminated either when the student reached 80% correct words or 
after 20 minutes. On the PC desktop, a memory game started, choosing a number of 
eight pairs of words in random order from the vocabulary list. Once the student had 
finished the memory game task, the Nabaztag uttered a final positive feedback and 
instructed the student to let the supervisor know that he/she had finished the studying 
exercise.  
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After this, the students completed a questionnaire containing the same items as the 
control group (mood and demographics) as well as several scales for the evaluation of 
the Nabaztag and the overall impression it evoked. Students were thanked for their 
participation and returned to their afternoon activities. 

4.4   Questionnaire 

In order to design the questionnaire in a way that was appropriate for children of a 
young age, it was written in a personal and easily readable manner. The questionnaire 
contained six parts and was four pages long. Each section of the questionnaire was 
preceded by instructions informing the students on how to fill in the different parts. 
All instructions and questions were written in German. In order to assess not only the 
students’ mood but also their general impression of the interaction with the robot 
rabbit, a number of different scales were included in the questionnaire: the Positive 
Affect Negative Affect Schedule (PANAS) scale [45], the AttrakDiff 2 scale [46], the 
Perceived Usefulness Scale and the Perceived Ease of Use Scale [47], [48], as well as 
several ad-hoc items.  

The PANAS scale [45] is a psychometric scale that measures the constructs of 
positive and negative affect in the participant and was used to obtain participants’ 
mood after the learning exercise and to enable a comparison of the average mood of 
the group that had learned with the rabbit with that of the group that had pursued the 
paper-and-pencil vocabulary practice. The PANAS scale contains 20 items (e.g. en-
thusiastic, interested, confused, nervous) to effectively describe the affective state of 
the person on a 5-point Likert scale ranging from “not at all or very little” to “ex-
tremely”. While the PANAS scale was used for both groups, the group learning with 
the rabbit and the group learning without it, the following scales were only included 
in the questionnaire given to the students in the rabbit condition.  

Besides participants’ mood, we were interested in the user experience in learning 
with the Nabaztag. In order to assess this, the AttrakDiff 2 scale [46] was included in 
the questionnaire. It consists of a 21-item semantic differential containing, for exam-
ple, the opposing pairs complicated vs. simple or unimaginative vs. creative, and 
measures the pragmatic quality as well as the hedonic quality of the Nabaztag applica-
tion. According to Hassenzahl [46], “pragmatic attributes are connected to the users’ 
need to achieve behavioral goals” (p. 322). Since utility and usability are important 
prerequisites for the achievement of specific goals, an object that ensures effective 
and efficient goal achievement is perceived as having pragmatic quality. Hedonic 
attributes are, in contrast, related to the user’s self. They can be distinguished into 
stimulation (e.g. novelty, challenge etc., see also [49, 50]) and identification (e.g. self-
presentational function, communicating personal values, see also [51]).   

The Perceived Usefulness Scale and the Perceived Ease of Use Scale, taken from 
the Technology Acceptance Model [47] [48], were used to assess students’ accep-
tance of the Nabaztag and the complementary desktop application. While the  
Perceived Usefulness Scale contains seven statements on how useful or useless the 
student considers the Nabaztag to be (e.g. “All in all, I consider the rabbit useful for 
school” or “I think the rabbit could help me to perform better at school”), the Per-
ceived Ease of Use scale consists of six items for the evaluation of how easy or com-
plicated the use of the Nabaztag is perceived to be (e.g. “The rabbit is easy to use and 
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behaves as expected” or “Learning with the rabbit is exhausting”). Both scales are 
measured on a 7-point Likert scale ranging from “I don't agree at all” to “I fully 
agree”.  

The ad-hoc items assessed the personal opinion of the students. There were four 
questions, each measured on a 5-point Likert scale ranging from “I fully disagree” to 
“I fully agree”. The first question asked whether or not the student wanted to use the 
Nabaztag again in the future. The second question asked whether the student would 
recommend the Nabaztag to a friend, the third question asked whether the student 
preferred the Nabaztag over traditional learning techniques, and the final question 
asked whether or not the student had already used a learning tool in the past. In the 
final section of the questionnaire, age and sex of the participant were recorded. 

4.5   Results 

The following description of the results follows the order in which the items were 
arranged in the questionnaire.  

4.5.1   Students’ Mood 
Items from the PANAS scale were grouped into positive (e.g. enthusiastic, interested 
etc.) and negative (e.g. distressed, hostile etc.) items as suggested by Watson, Clark, 
and Tellegen [31]. Values were subsumed for the experimental group as well as for 
the group learning without the Nabaztag. The average value for the group interacting 
with the robot rabbit was M = 3.52 (SD = .91) for the positive items and M = 1.28 (SD 
= 1.81) for the negative items. In contrast, the average values for the other group were 
M = 2.78 (SD = .60) for the positive items and M = 1.40 (SD = .48) for the negative 
items.  

Albeit only at the 10% level, differences between the groups were significant with 
regard to the positive affect factor (F (1, 16) = 3,935; p = .065; part. η² = .197). Since 
this low significance level might be explained by the small sample size, the effect size 
d was additionally calculated and resulted in a very high effect size of d = .97, show-
ing that the difference is relevant.  

4.5.2   AttrakDiff2: Hedonic Identification /Stimulation and Pragmatic Quality 
Hedonic stimulation reached the highest average value, with a mean value of M = 
6.04 (SD = .69). Items adding up to the hedonic identification of the Nabaztag and its 
application were slightly lower, resulting in a mean value of M = 5.53 (SD = .99). 
Finally, the pragmatic quality of the application reached an average value of M = 5.47 
(SD = .926). This shows that with regard to the evaluation of the rabbit, the attribution 
of, for instance, novelty and challenge was most prominent, while aspects of personal 
values and self-presentation as well as usability were attributed to a smaller extent. 

Correlations were calculated between the AttrakDiff2 constructs and participants’ 
mood. The hedonic identification value of the AttrakDiff 2 questionnaire correlated 
with the positive mood value of the PANAS questionnaire (r = .78, p < .05). Correla-
tions between hedonic identification or pragmatic quality and the participants’ mood 
were not found. 
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4.5.3   Technology Acceptance: Perceived Ease of Use and Perceived Usefulness 
The constructs of Perceived Usefulness (PU) and Perceived Ease of Use (PEU) from 
the Technology Acceptance Model (TAM) were tested in terms of predicting user 
acceptance. Since Davis [47; 48] does not state reliability measures for the scales, 
Cronbach’s alpha values were calculated for both sets of items. Cronbach’s alpha was 
shown to be very high (α = .931) for the items constructing the Perceived Usefulness 
Scale, in contrast to the alpha value of the Ease of Use Scale (α = .611). Items of both 
scales were summed together to obtain an average value for the perceived usefulness 
(M = 6.49, SD = .79) and the system’s ease of use (M = 6.23, SD = .69). Both 
emerged as very high.  

Correlations between PU and PEU and the AttrakDiff 2 constructs, as well as par-
ticipants’ mood, were calculated. Results show that the hedonic identification (r = .71, 
p <.05) as well as the hedonic stimulation (r = .85, p < .05) correlated with the per-
ceived usefulness. The pragmatic quality of the AttrakDiff 2 questionnaire correlated 
with the perceived ease of use (r =.67, p < .05). Calculations for the other dependant 
variables did not show any significant effects. 

4.5.4   Ad-Hoc Items 
With regard to the ad-hoc items the following results emerged: Measured on a 5-point 
Likert scale the average answer to the question if the participant wanted to learn with 
the rabbit again was M = 4.90 (SD = .32). With regard to recommending it to a friend, 
a mean value of M = 4.5 (SD = .97) was assessed. And finally, the average answer to 
the question of whether learning with the rabbit was better than traditional learning 
methods was M = 4.9 (SD = .97). Thus, all in all, the rabbit was evaluated positively. 

A t-test comparing the group of students that had indicated using a computer-based 
vocabulary trainer at home (N = 2) showed that students who do not have a vocabu-
lary trainer at home (N = 8) perceived the vocabulary training as more comfortable 
(M1 = 4.5, SD = .7, M2 = 5.0, SD = 0, t (8) = -2.53, p < .05). In addition, t-tests were 
conducted with regard to the PANAS scale and the AttraktDiff 2 in order to discern 
differences between the evaluations of students used to computer based vocabulary 
training and those who are not. However, these analyses failed to reach significance 
level. 

4.5.5   Recall 
The group that had learned with the Nabaztag performed slightly better in the vocabu-
lary test that was conducted. The maximum number of right answers that could be 
achieved was 20 pairs. The group that had learned with the rabbit (1) recalled on 
average more than one word more than the group that had learned the traditional way 
(2) (M1 = 13.7, SD = 3.83, M2 = 12.13, SD = 4.22). However, the comparison be-
tween the two groups failed to reach significance level. The additional calculation of 
the effect size d resulted in d = .389, which is a medium size effect. 

5   Discussion and Outlook 

In the previous text, we presented ideas of changing an off-the-shelf consumer robot 
in the shape of a rabbit into a vocabulary trainer that children like to interact with. We 
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described a case study of a robot-assisted learning setting that includes the robot rab-
bit Nabaztag as well as an additional on-screen application that complements it. This 
setup involves not only the use of speech synthesis technology in order to be able to 
interact verbally with the user (at least one-sided) but is also nonverbally expressive – 
both aspects being identified as relevant to learner motivation and success. It also 
combines the idea of tangible objects dedicated to learning assistance with playfulness 
realized by means of the memory game that completes the actual training phase.  

As a positive user experience is an important precondition for initial and long-term 
motivation, one of the primary goals of the study presented was to evaluate whether the 
user’s experience is a positive one. We were interested in finding out whether students 
would assign not only pragmatic qualities but also beneficial emotional, hedonic quali-
ties to the rabbit. In addition to the characteristics of the rabbit itself, such as tangibil-
ity, cuteness, verbal and nonverbal expressiveness, the adaptive feedback mechanism 
(as an essential part of an ITS) was implemented to ensure that the learner is individu-
ally motivated and informed about his performance. Although it is a rather rudimentary 
approach in our case, there is a user model which is generated “on the fly” on the basis 
of the user’s performance, i.e. the number of the right and wrong answers given. In 
contrast to the general idea of a user model, our model is not persistent over time and 
not yet refined over a number of sessions. Although the implemented learner model 
could be more elaborate, it is questionable whether a vocabulary trainer needs an 
elaborated user model at all. One might as well argue that in the sense of adaptive 
learning, it is primarily important to react to the learner’s actual state or performance, 
respectively, which the current implementation does.   

The results of our evaluation show that the 5th graders we tested generally liked in-
teracting with the rabbit. All our results indicate that although some differences do not 
reach significance level and have to be interpreted with caution, there is an indication 
of differences between the group learning with the rabbit to the control group as indi-
cated by the effect size d: Students in the rabbit condition were in a more positive 
mood and recalled more words in the vocabulary test conducted one week after the 
interaction. A positive feeling evoked by learning with the rabbit is a necessary pre-
condition not only for motivation but also for factors that influence a generally positive 
evaluation of the learning experience and interaction with the application. Hedonic 
stimulation and identification as well as the pragmatic quality were rated relatively 
highly. Furthermore, the ease of use and the perceived usefulness were rated to be very 
high on average. The fact that participants were not only willing to learn with the rab-
bit again but would even recommend learning with it to a friend does show that the 
application fulfills a decisive precondition for the establishment of motivation: People 
feel positive about it and would like to return to practicing vocabulary with the rabbit 
again. Interestingly, the students who are used to a vocabulary trainer were less ex-
cited. Although results are based on a small number of students only, this might be an 
indication of decreasing motivation and interest over time – an aspect that has also 
been observed by Karapons et al. [16] but which needs to be explored in more detail 
and in further long-term research. 

With regard to the evaluation, there are some points that have to be mentioned as 
critical. The small sample of 10 and 8 only allows for tentative conclusions and 
should not be generalized. Despite the fact that students were distributed randomly to 
the conditions, it cannot be ruled out that one or the other sample might have  
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consisted of especially skilled or unskilled learners. Furthermore, the exact mecha-
nism of the effects was not addressed by the study. Since we compared a complex 
learning system with a control group, we cannot conclude whether it is actually the 
embodied rabbit, the feedback function or the gaming elements that contribute to the 
positive mood and better performance of our sample. Besides this, there are a number 
of further limitations to our results. For example, we did not test whether the children 
really did not know the vocabulary before but proceeded on the information given by 
the teacher that the vocabulary selection had not been part of the curriculum. More-
over, it would have been helpful to additionally assess the recall of vocabulary di-
rectly after the interaction instead of merely after one week. 

For further uses of the application, especially in long-term settings, it will certainly 
be beneficial to establish a user model that might function like methods working with 
index cards that are sorted according to the learner’s performance and relate back to 
previous learning sessions. As progress in speech recognition is made, it will become 
possible to interact via natural speech rather than via predefined sets of words, with a 
robot that not only speaks, but also generically “understands” what is being said. 
Vocabulary could not only be checked for the right spelling but also with regard to 
pronunciation. Systems available today may be able to produce utterances; however, 
difficulties remain in recognizing human utterances without being trained to recog-
nize a specific voice or domain-specific sets of words and distinguish them from 
background noise. Other aspects that might be considered refer to the rabbit´s nonver-
bal expressions. First results show that people associate certain feelings of the rabbit 
with its ear position [52]. 

From this first evaluation, it can be concluded that it provided us with many useful 
insights that will be used to refine the application. As our results show, not only was the 
quality of the application in terms of ease of use and usefulness rated highly but, more 
importantly, the children indicated a highly positive experience with regard to particu-
larly hedonic aspects of the setup. Besides this, our study draws attention to the fact that 
it is easy to get people to engage with the robot and cause an initial motivation.  

However, as also observed by Kanda et al. [1] in their field trial with the “Robo-
vie” English trainer, students reduced the number of interactions with the robot  
considerably after one week. This shows that keeping the students engaged with the 
vocabulary trainer over time probably still remains a challenge for future research. 
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Abstract. The use of blogs as Personal Learning Environment is an emerging 
trend in higher education. While many teaching and learning tasks are easy to 
implement in a blog-based PLE, this type of tools still lacks some of the impor-
tant features that made traditional Learning Management Systems efficient for 
both teachers and learners. 

This paper addresses the challenges of enhancing blog-based learning envi-
ronments with two new functionalities: learning workflow management and 
semantic data exchange.  
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1   Introduction 

The use of personal blogs in teaching and learning has increased significantly during 
the last five years, becoming one of the major trends in the domain of technology-
enhanced learning. Whereas this trend is clearly related with the simplicity of publish-
ing, reading and discussing through blogs, these still miss relevant functionality, 
which hinders their systematic adoption in educational settings. For instance, it is 
quite difficult to manage assignment related workflows and to promote semantic data 
exchange between multiple blog instances.  

This paper reports on an approach to bring assignment related workflow manage-
ment and context specific semantic data exchange to WordPress. 

We start with a review of the background on blog-based Personal Learning Envi-
ronments, followed by a conceptualization of learning flow management between 
multiple blog instances. Finally, we describe a usage scenario and the prototype of 
LePress – a learning flow management extension for WordPress blog engine – and 
discuss its implementation and potential applications. 

2   Personal Learning Environments 

Nowadays universities generally use some kind of Learning Management Systems 
(LMS). Such popularity is the result of the maturity of the inherent concepts as well 
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as of the fact that LMS are now stable environments featuring high availability, scal-
ability, usability, interoperability, stability, security performance [1]. 

However, technology enhanced learning researchers argue that the adoption of Per-
sonal Learning Environments might result in a quantum leap over LMS based  
approaches. As envisioned, PLE facilitate learner-based constructivist learning proc-
esses and promote the usage of open resources, and Web 2.0 tools by opposition to 
the teacher-centric tactics enabled by typical, Web 1.0 associated LMS [2]. 

Nevertheless, even in the most progressive universities, the adoption of PLE is still 
incipient both due to its novelty [3] and to the fact that the concept is unknown still to 
most faculty. Integrating PLE in the learning process is further deterred by the lack of 
knowledge on how to used the emerging tools to facilitate the achievement of learning 
goals – on one hand, people wait with great enthusiasm the announcement of new 
communication tools quickly declaring them as very suitable add-ons for the PLE 
concept, on the other hand, there is no common understanding of how to integrate 
such new tools into the learning processes as there is also insufficient understanding 
of how to methodologically benefit from such an integration.  

Additionally and although the number of tools potentially useful in a PLE is grow-
ing everyday, there still is no common understanding on how to sustainably articulate 
them in order to scaffold learning workflows. In part, these results from the implicit 
untidy nature of PLE, as there are no strict rules and ordered sequences of actions 
such as found on LMS – from this point of view, the usage of PLEs is harder to ana-
lyse, describe and manage when compared to that of a typical LMS. This downside 
also results from the lack of shared knowledge those using these artefacts – the educa-
tors – and those developing them. 

Finally it should also be mentioned that there is a probability that the acceptance 
PLE will not overcome that of LMS in the near future. As Anderson argues, the im-
pact of using Web 2.0 tools on results and cost of learning is not enough studied yet: 
“It is also unclear how energetically formal education institutions should build in 
social spaces that were originally designed for informal socialization and networking” 
[4]. We believe that this process will likely take place little by little, simultaneously 
with the growing understanding role of PLE in education and with the understanding 
of ways for supporting traditional learning activities with PLE. For a start it is neces-
sary to learn how to implement such functionalities in PLE and only after that take it 
away from LMS.  

In the research work herein reported we explore the idea of implementing typical 
learning workflow activities on PLE based on a popular open-source blog tool. 

3   Blogs as Learning Tools 

Blogs and other so-called Web 2.0 tools are proving to be suitable building blocks of 
more learner-centred learning environments. Initially blogs were just personal diaries 
that were being used mainly for publishing author's texts over the Internet together 
with the possibility of eliciting comments from their readers for readers. The nature of 
these digital diaries has been changing progressively as bloggers discovered and un-
derstood the newly enabled possibilities. Eventually blogs became much more than 
digital diaries and we can now find entire websites and services built on top of the 
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initial weblog concept. Further, blogging functionality is nowadays supported by most 
social network – micro blogging is a core service for the majority of mainstream so-
cial services such as Facebook and Twitter [5]. 

Using blogs in education and especially in learning processes has active supporters 
as not less active opponents. There is significant body of research confirming the 
advantages of blogs as replacements of other computer-mediated communication 
tools in learning processes. For example, the usage of Really Simple Syndication 
(RSS) motivates students to participate in discussions [6] by continually supporting 
“pull” synchronization rather than requiring “push” actions on the teacher’s or stu-
dents’ side, which makes users feel less intrusive [7]. Another foremost feature of 
almost any blog engine is the simplicity of the publication process, which easily re-
lates better to any young student profile than centrally administrated LMS [8]. The 
same feature contributes towards the students’ feeling of confidence that he/she has 
some level of control over the learning process. 

The first attempts of using blogs in education started in the early 2000-s.  For ex-
ample Betts and Glogoff proposed such variants of using blog in class, as assign-
ments, reflections, and journal entries. Analysis of several courses conducted using 
blogs demonstrated that students showed high level of interest towards this new tool. 
Indeed students began to propose additional variants for the course activities, such as 
literacy inventories, purposive reading, observation notes and linguistic analysis [9]. 

Later, Du and Wagner examined the use of blogs in constructivist education ap-
proaches and classified the basic advantages of blog use highlighting three of them: 
support for active learning, support for collaborative learning and reinforced individ-
ual accountability [10].  

Collaborative learning, according to Du and Wagner ‘results in better learning out-
comes, compared with individual-oriented learning’. Because of the web nature of 
blogs, they promote the facilitation of the power of linking, of providing feedback, 
and of enabling different forms of connections between participants in the learning 
process.  

An important advantage of using blogs in education, still according to Du and 
Wagner, is the ability fostered by blogs to reinforce individual accountability. This is 
accomplished in three ways: non-anonymity — personal responsibility of students to 
progress; individualized feedback — embedded in blog capabilities for receiving 
feedback from teacher and students; benchmarking and self-assessment — possibility 
for student to compare own work with works of other students. 

The blogosphere is a collection of interconnected blogs. As any open and decentral-
ized environment and any free community, it is difficult to be controlled. Therefore the 
use of blogs is usually not as widespread in universities and schools as institutional 
LMS. On the contrary, shifted locus of control in blogs presupposes their smooth inte-
gration into the PLE concept space as it builds on minimizing top-down administration 
and maximizing the self-directedness of the students.  

By analysing typical uses of blogs in learning, Laine had classified many different 
uses for blogs, such as: problem solving tool, discussion tool, reporting tool, learning 
diary, preparation tool, link dump, collaboration tool, bonding tool, fun factory, and 
shield against shyness [11]. It should be noted that highlighted uses contain many 
activities that can be found in traditional learning courses. This allows us to establish 
the theoretical possibility of implementation online, blog based, courses. 
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4   Beyond Blogging 

In order to accomplish our goals, we started by identifying which blogging workflows 
were already used in learning processes. Specifically, our interest lied on studying 
how assignments could be posted and assessed using blogs. We assumed that teachers 
had previous experience in using blogs, for instance in the delivering of learning ma-
terials. We also assumed that the posting of assignments and their assessment would 
be desirable.  

Further, we also assume that each student would use its own blog as an e-portfolio 
publishing accomplished assignments and getting feedback from teachers and fellow 
students in the form of comments or grades. Using their blogs in any other ways 
should never be a problem for either teachers or students.  

Current blog platforms usually provide both categories and tags as semantic anno-
tation tools, which are suitable aggregation mechanism within each blog but not 
across blogs. Tramullas and Garrido [12] stated that the semantic Web been integrated 
into blogs is yet to happen, although this can be done through the development of new 
functionalities. 

Again, current blog platforms provide the ability to comment, which on top of its 
basic purpose, can also be used to link different messages on distinct blogs. Other 
possibilities for linking messages are mechanisms such as pingback and trackback. 
Unfortunately, all fail to provide suitable semantic annotation. 

As we believe that a blog platform should remain a blog platform, we attempted to 
address our problem extending the basic blog feature set with a blog extension proto-
type, which adds an extended feature set without disabling any of a blog system's 
central characteristics.  

For implementing described above task we developed a blog extension prototype 
LePress. LePress is a WordPress plug-in; this name is a combination of the words 
Learning and WordPress. 

5   Usage Scenario 

Let's consider the following usage scenario: A teacher is about to begin a new course. 
She has most of her learning materials already hosted in her teaching blog but she 
would like to reorganize them for this new course. With the LePress plug-in installed, 
the teacher gets to create courses and easily aggregate the available learning materials 
in logical units. Further, she can even use some of the learning materials as assign-
ments upon which student assessment is planned. 

The teacher's next step is the registration of the students. If a multiuser version of 
WordPress is being used then, setting LePress powered blogs for the students is 
straightforward. Otherwise, students have the option of either using their own existing 
blogs or creating new blogs and install the LePress Student plug-in by themselves. 
The teacher may then ask students to register by automatically sending them email 
invitations. 

Once the registration of the students is completed, a special relationship between 
the blogs of the teacher and the students is established and the learning process may 
start. From this moment the teacher now has access to the roll of students, their blogs 
and e-mail addresses and vice-versa, all from their blog's extended interface. This 
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virtual integration allows participants to coexist in a common information space and 
to follow the process of the course concurrently. This also fosters the creation of some 
classroom awareness and the communication among classmates. 

Further, the teacher can now assign tasks for students to carry out using her blog. 
Students are automatically notified about the assigned tasks in their blogs and may 
publish the assignment's outcomes directly in their own blogs. Later, the teacher is 
also automatically notified about students' completion of tasks and may assess, com-
ment and grade the students' work in their blogs. 

Of course, one can argue that some of what was described in the previous para-
graphs could also be accomplished with a blog's basic feature set. Whereas this might 
be true for some tasks such as the publication of task assignments, the posting of 
assignments outcomes, and the sharing of comments, it surely doesn't hold for the 
case of logical aggregation of course materials, course enrolment, assignment setting, 
tracking and assessing. 

Hence, we can now identify two types of activities when delivering a course using 
a blog: Activities that can be achieved using the blog's basic functionalities and activi-
ties that require additional functionalities and it is the latter type of activities that is 
addressed by the LePress blog extension prototype. 

6   Blogs and Courses 

The conceptual design of LePress was based on three main guidelines: ensuring that 
both teacher's and learners' usual learning flows are supported in an usable, natural 
and simple way; aiming for minimal or absent blog architecture interference ensuring 
all basic feature set while leaving extended functionality transparent and ready to be 
used when needed; and achieving maximum or total blog architecture reuse ensuring 
that no feature is implement it doesn't carry substantial s added value. 

With these guidelines in mind, the first challenge was to help the teacher deploy 
she’s course. This was addressed interpreting a course as a collection of learning 
activities, which happened on and during predetermined moments in time (figure 1). 
Activities are themselves blog postings, which may relate to such elements as learning 
materials, discussions, assignments, and assessments. A course would also count with 
one teacher and a number of students. 

 

Fig. 1. Mapping the entities of blogs to concepts of LePress courses  
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Blog postings are organized in categories and the same happens with postings of 
learning activities. The difference is that the latter are assigned to special LePress 
course categories. These LePress categories enable additional functionalities such as 
binding of users and specific category to tie enrolled students to a specific course. 
Course categories are standard WordPress categories labelled by a ‘new course’  
attribute. 

Both teacher and students are also parts of a given course in LePress. The teacher 
is the author and owner of course, which she deploys on her blog using a course cate-
gory. Course categories store metadata on course designation, teacher details and 
institution. The form with mentioned above filled data is shown on figure 2. 

 

Fig. 2. Course category description in LePress' user interface 

Another one advantage of this approach is the possibility of using RSS feeds to 
track the course's evolution with tools other than the teacher or students' blogs. This 
broadens the boundary of the course to all RSS enabled devices. 

The second challenge was to bind the teacher and her students to a course. As the 
owner of the blog within which the course is deployed, the teacher is naturally bound 
to her course. 

As for binding the students to a course, this was addressed by allowing the defini-
tion of communities of users based on specific blog categories. With this feature, the 
teacher can track all of her courses' students and related performance indicators; the 
students can get to know who their classmates are thus fostering the creation of  
the classroom awareness and facilitating communication among classmates. 

The third challenge was an implementing of a mechanism of assignment and as-
sessment. As noted before, all the course activities are published as regular blog posts. 
Assignments, however, are published using a special assignment post, which stores 
some additional metadata – for the time being only start and end dates are stored – 
and which is automatically announced to all students' blogs in their LePress interfaces 
(figure 3). 
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Fig. 3. Interaction of teacher and student during a course 

Students should accomplish the assigned task in theirs blog and may refer to their 
own LePress interfaces for the assignment's content and deadline. 

Finally, the teacher may use standard comments to provide the user with the feed-
back that she sees fit or she may use her blog's LePress interface to write her com-
ments, grade the assignments and keep track of students' activities and accomplished 
assignments. 

Comments written on the teacher's LePress interface appear in the students' blogs 
as standard comments together with an eventual grade given by the teacher. Grades 
are free form. 

7   Supported Learning Workflow 

The general architecture of a blog-based PLE involving the LePress module is de-
picted in Figure 4. We propose to conceptualise the use of PLE into three layers: the 
User, the Learning Flow, and the Learning Content layers. 

The Learning Flow layer is in the middle, consisting of multiple blog instances, 
each of them with either the LePress Teacher or LePress Student plug-in installed. It 
is the LePress plug-in that supports the envisioned learning workflow. 

In following we are describing the main parts of LePress learning workflow. 
Course creation: the courses are deployed by creating a new course category in 

the teacher's blog and by assigning it all the relevant metadata (see figure 3). 
Announcement and enrolment: the teacher can announce each course by filling 

in an invitation form with the students e-mail addresses from within LePress' interface 
or she can use LePress to import a text file containing the students' email address to 
automatically generate the invitations. In context of LePress environment the enrol-
ment is the subscription to the ‘course’ blog category. It may only results in true en-
rolment if achieved within a student's blog LePress interface. Subscribing to the 
course using a standard RSS reader will not enable any of LePress' features; it can be 
used by students as additional way for receiving information. 

To complete the enrolment process the teacher must accept the subscription  
requests. 
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Fig. 4. LePress provides assessment workflow in layered architecture of modern PLE 

Publishing course materials: the teacher publishes course materials as standard 
blog posts assigned to the course category. 

Announcing assignments: assignments are announced within the teacher's blog 
using the LePress interface. As said before, assignments are special metadata-enabled 
posts, which have a start and finish date. These posts are automatically tracked by 
LePress using an XML-RPC call (see figure 3) and listed in all blogs belonging to 
enrolled students. The assignment is also announced to each enrolled student via an  
e-mail message. 

Submitting assignments by the students: a submitted post will only be identified 
as an assignment submission if published from LePress Results page. Such the posts 
will appear as standard posts in the student's blog and as trackbacked comments asso-
ciated with the original assignment post in the teacher's blog. This way, a permanent 
link is maintained between the assignment and the assignment's results. 

Assessment: all assignment-related posts submitted by students appeared as com-
ments in the blog of teacher and also tracked at the LePress results page of teacher as 
a list of links to originals. The teacher can view works of students in their blogs by 
following the link from LePress results page. When the teacher wants to evaluate a 
work of the student, he/she can do it from the same LePress Results page also. By 
clicking to link he gets a special form where it is possible to write text notes and to 
grade the work. LePress maintains a record by automatically placing its content into 
the blog of student as comment under accomplished work (figure 3). 

This way LePress supports efficiently three most typical learning flow scenarios 
for the blogs of the teacher and students: assignment announcement, assignment sub-
mission, and assessment. 
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The published posts with accomplished works of the student are duplicated as 
comments for teacher’s assignment-post and in turn the feedbacks of the teacher are 
appeared as comments for the work-post in the blog of students.  

All these comments look very natural for blogs, but they can be implemented as 
described above only with the support of LePress. Any other standard functionality 
directly provided by WordPress can be used, for example if teacher or student gets a 
comment for blog post, he can automatically receive an email announcement about 
this. 

8   LePress’ Backend and Frontend 

To enable course management an additional LePress menu was added to the teacher's 
WordPress administrative interface. This menu has four options: Courses, Subscrip-
tions, Write assignments and Manage assignments. Each of these options enables 
some of the teacher's course related everyday tasks: 

• In the Courses screen the teacher can manage his/her blog's categories assigning 
them course status as well as other metadata elements; 

• The Subscriptions screen facilitates the management of the students. It provides 
tools to invite, track and delete students from any of the teacher's courses; 

• The Write assignment screen allows for the publication of assignments within each 
of the teacher's courses; 

• The Manage assignments screen offers the teacher a class-book like interface 
which lists students name, blog links and assignment status. Assignments can be 
accomplished or not accomplished. Accomplished assignments are graded and 
commented upon by the teacher and are automatically linked to the relevant post in 
the student's blog. 

Students have a similar backend menu in their blog's administrative interface, but this 
has only two options, Subscriptions and Assignments: 

• The Subscriptions option allows students to manage their enrolments to courses; 
• The Assignments screen lists all published assignments together with the links to 

forms that enable the fulfillment of each assigned task. 

To enable higher levels of usability and productivity, teachers and students have also 
access to ‘frontend’ LePress interface. We developed a separate user interface that 
caters for the control and management of almost all course-related tasks. In contrast to 
the form of implementation of the LePress ‘backend’ this ‘frontend’ is implemented 
as a WordPress widget. Widget is a small portion of an HTML code that can be em-
bedded into a web page. LePress widget contains of data related to course manage-
ment, e.g. course calendar, deadlines of assessments, names and emails of participants 
and so on (Figure 5).  

This data can be accessed at any time straight from the blog’s user interface, with-
out the necessity to move into WordPress dashboard. These widgets can be switched 
on/off in the teacher's or students' blog using standard WordPress widgets manage-
ment interface.  
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Fig. 5. LePress widget 

Figure 5 depicts the teacher's widget; the student’s widget has the same functional-
ity but without possibility to manage the assignments. On the top, there is a dropdown 
box for choosing a course, which causes all related content to be displayed. 

Assignments related to the selected course can be accessed either using the calen-
dar or the list of assignments displayed at the bottom of the widget. 

Within the calendar, assignments are available as links established over their re-
spective end dates. 

Within the list of assignments, for each assignment the widget lists the students 
who already completed the assignment and providing direct access to each student's 
work and facilitates the grading and feedback functionality. Icons differentiate the 
assessment status as accessed and not accessed. 

LePress widget also fosters within course communication by listing all course 
members together with their e-mail addresses and blog links.  

One of interesting opportunities that can be integrated into existing software by 
help of widgets is a semantic data exchange. This will be explained in next chapter. 

9   Semantic Data Exchange 

As with most social services, data exchanged within LePress might not be easily reus-
able unless some meaning is attached to it. LePress uses data that can be reused by 
instructors and students, typical examples of such data is the deadline of an assess-
ment or names and e-mail addresses of the course participants. The question is: how 
to allow the users to reuse such data outside of a blog in other various tools? For  
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example, the date for an assessment’s deadline can be exported from the browser and 
imported into a personal calendar application in a local computer, Internet services 
like Google Calendar or a personal mobile device like phone or iPod. The same pro-
cedure can be implemented with the personal data of the students and teachers, for 
example names and e-mail addresses can be imported to the personal address book.  

In order to facilitate the flow of the course related data between course participants 
and improve usability of using LePress software, we developed the semantic data 
exchange in LePress. 

There are not many ways to pass semantic data to the end user in the web environ-
ment. The most known and popular technologies that allow the embedding of seman-
tic markup into web documents are microformats for HTML, RDFa for XHTML 2, 
and microdata for HTML 5. In current research we do not consider microdata because 
of its novelty and the lack of tools that can work with it. RDFa and microformats 
seem like more suitable candidates for supporting semantic data exchange in LePress. 
However, although RDFa is potentially powerful, it lacks the browser side support 
microformats currently have [13]. The biggest disadvantage of microformats is a 
limited vocabulary that does not have enough means for describing course related 
data. This limitation can be settled by the creation of new microformats that must be 
proposed and accepted by the microformat community. Also, the existing elemental 
microformats can be easily combined into the new compound microformats if such a 
combination will give new meaning to the data. Microformats are very wide-spread 
and supported by global services like search engines, such as Google and Bing. Be-
cause of this, and in spite of its semantic shortcomings, microformats were chosen to 
provide the context for the LePress data.  

The course-related microformat data is embedded into the code of the LePress 
widget. When a page with the LePress widget is loaded into the browser, the micro-
format data can be read and interpreted. Popular browsers enable the interpretation of 
microformats either natively or by means of third-party extension. Figure 6 depicts an 
example of accessing the microformat data using the Tails Export extension for  
Firefox. 

 

Fig. 6. Tails Export add-on for Firefox with ready to export microformat data from LePress 
widget 
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At the present time, LePress supports two of the most popular microformats: hCard 
and hCalendar. The hCard format is perfectly suited to convey a course participant’s 
personal data. When using the microformat-enabled browsers or browser plug-ins, the 
LePress hCard data can be exported to a vCard file or directly to a contact manager 
application such as Microsoft Outlook. 

With the hCalendar format, LePress enables a similar functionality for the course 
related events such as the assignments. They can be exported into the iCalendar file or 
directly into the calendar application or service, providing a seamless integration of 
LePress with the day-to-day tools of the course participants. 

As illustrated by these two simple examples, the use of microformats can provide 
countless potential cases of using data mash-ups from different sources, which can be 
especially interesting in the context of educational settings. With the two above pre-
sented microformat data exchange implementations, we only demonstrated a small 
part of the foreseen possibilities for the use of semantic data. Today, microformats 
can represent many commonly published things like people, events, blog posts, re-
views and tags, and these possibilities can be implemented in LePress in the future. 
We believe that this facet of LePress can and should be further investigated in order to 
enable richer LePress interactions among users and integration within its own compo-
nents and with the surrounding functionalities and applications. 

10   Current Implementation and Future Developments 

WordPress was the blog platform chosen to test our ideas and to implement the cur-
rent blog extension prototype. One of the reasons was the size of its userbase, but the 
main motive for choosing WordPress was its easy plug-in extensibility. WordPress is, 
however, not a final solution for implementing and testing the concepts outlined in 
this paper, but rather as a first draft that might be ported to other blog platforms 
should our approach prove successful. In fact, interoperability among distinct blog 
platforms would be an inherent goal from a PLE perspective. 

The latest release of LePress is a stable version 1.02; the user manual is being de-
veloped so that the plug-in can be made available to the entire WordPress community. 
The plug-in is distributed in two editions – LePress Teacher and LePress Student. 
Both are required for enabling the simple learning flow management in LePress. 

We see some interesting perspectives that open the current research. At first, it is 
possible to mash up assignment-related data. On the given example we have shown 
how a blog category that is interpreted as a course can be subscribed to with a stan-
dard RSS reader. This way is already widely used by educators. In our case we pro-
pose not only RSS data, but data that is semantically rich by means of microformats. 
This opens up new ways to make mash-ups of courses. 

Widgets can further foster the PLE concept. The example illustrated in this paper is 
but a small step compared to what else can possibly be achieved. The mainstream 
blog platforms are becoming more open towards accommodation of diverse widgets. 

The weakest point of LePress is that it works only on these WordPress instances 
where user is able to install our plug-in. However, many bloggers use different blog-
ging platforms (Blogspot, Movable Type etc). This is why we plan to explore the 
possibilities for implementing learning flow management across different blog  
engines. 
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11   Conclusion 

The simplest learning flow taking place in a Web-based environment contains an-
nouncement of assignment by the teacher, assignment submission by students, review 
and assessment of submitted assignments by the teacher and receipt of feedback/grade 
by students. By developing the LePress plug-in for WordPress we demonstrated how 
this learning flow can be automated using the typical features of blog engines: track-
back, categories and sidebar widgets. We also explored how course- and assignment-
related semantic data could be distributed using Microformats. Within our laboratory 
tests, potential users (teachers and students) were satisfied with the user experience. 
However, in order to prove the applicability of LePress on the wider scale, pilot tests 
should be conducted in a real-life context with large groups of users.  
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Abstract. In the first part of the paper we discuss why the characteristics of the 
"organic" era of interaction, we are living, make us claim the centrality of the 
"Design" as an element of possible innovation for the whole educational scene 
of this new century and more so for educational processes that have strong rela-
tionships with design domains and practices (HCI, IxD, Design for experience, 
TEL, etc.). The dissemination and the acquisition of the "design literacy" re-
quire, however, the adoption of complex educational processes, like the "or-
ganic process", that, in turn, requires the development of an equally complex 
monitoring system, able to assist teachers/tutors in the evaluation of qualities of 
the educational Experience and individual Experience styles, to customize, con-
textualize and, more in general, improve the experiences. In the second part of 
the paper, thus, we present, as a first step toward the realization of such moni-
toring system, the development of tools and methodologies that allow to moni-
tor in quasi-real time the social level of the interaction and the quality of the  
social emotions, i.e. individuals' emotional feelings and emotional nuances of 
their relationships. 

Keywords: Design centrality in education, Design literacy, Design for the ex-
perience, Liquid learning places, Person in place centered design, Organic era 
of interaction, Organic process, Learning styles, Experience styles, SNA, 
Automatic Text Analysis, Emotional interaction, Evaluation of design process. 

1   Introduction: Liquid Places and Organic Era 

As well known the development of the knowledge society has marked the transition 
into the post-industrial era where the primary good is the immaterial knowledge that, 
thanks to the complexity and robustness of the net of distribution and to the simplicity 
to reproduce intangible assets, overrides the boundaries of law, becomes liquid, 
magma, "open", "in progress". 

At the same time we are currently witnessing the reshaping of the physical envi-
ronment: the pervasive "machine", more and more hidden in spaces and artifacts 
[1,2], "dissolves" itself in the everyday life leaving over as unique trace the "comput-
ability"; in parallel the development of infrastructures and of wireless communication 
is completely reshaping the approach to the nets, so that people are increasingly  
transforming into active net terminals with which they will be constantly connected, 
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independently from the physical place in which they operate during their nomadic 
traveling, with the consequent emergence of new lifestyles. 

The integration of the above phenomena brings to inevitably foresee scenarios in 
which people will nomadically populate more and more sensitive and responsive 
physical spaces through which they will interact with socially dense virtual environ-
ments. The disappearance of machine within the everyday life's objects and spaces 
will enable individuals to interact with the latter ones in an extremely natural way 
using gestures, words and emotions. A more natural interaction will then bring indi-
viduals to give less importance to functional aspects and more to the so called "use 
qualities" [3] that will contribute to define the one's personal EXPERIENCE. Envi-
ronments will become able to perceive individual's conditions and to co-evolve in 
order to respond to each one's personal needs. They will be populated by social rela-
tions, increasingly simple to start up and, at the same time, increasingly complex to be 
managed: they will become what we defined LIQUID PLACES. Their configuration 
is regularly redefined by each active entity’s action according to more and more un-
predictable "open" [4] and "baroque" [5] trajectories. 

The range of the design is not any longer "local" and one has to consider also long 
range consequences in space and time, as for instance social acceptability and eco-
sustainability [6]. In such a new frame, one has to put more and more attention to the 
way in which individuals – being both cornerstone and target of the mediated interac-
tion and experience –  communicate and learn.  

All the above features - diffused intelligence and complexity, places’ liquidity and 
co-evolution, more natural interactions and higher unpredictability of the interaction’s 
trajectories, attention to the experience’s qualities, design expanding over time and 
space - concur to draw the features of a new era that we may define: "organic era" [7]. 

2   Centrality of the Design in Education 

In this framework, the practices of design and meta-design, although readapted to the 
new situation, may become the cornerstone of all educational processes (in particular 
of those dealing with subjects like: Instructional Design, Design for the Experience, 
Interaction Design, HCI, TEL, etc.). Indeed the Design, as compared to the fluctua-
tions that have characterized the history of education [8] - nature/culture, uto-
pia/pragmatism, humanities/sciences, theoretical/practical activities - places itself in a 
central position that can integrate the various opposites. Due to the limitations in 
space, this is certainly not the most appropriate forum to retrace the history of educa-
tion, however it may be worthwhile to list a set of key issues that emerged recently, 
that are driving our present educational practices and that may help the reader to un-
derstand better our claim about the "Centrality of Design": 

a) the “machine” and the mediated communication are complex, although they may 
have been designed and produced to appear simple; they may appear simple but as 
simple as they appear more complex is the design process that they are hiding, espe-
cially in the presence of a large number of interacting  entities; therefore it is not cor-
rect to persuade the students that design complexity is simple and even easier to hide 
the complexity to the end-users; 
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b) environments and situations in which the artifacts/services are used, and proc-
esses put in practice, are complex and the trajectories of use are not always predictable; 
this means that there can no longer entrust to fully deterministic design (especially if 
we are dealing with Design for Experience); we must embrace "open design" and be 
able to provide experiential re-configurability (not just the physical one); 

c) processes, besides being complex, must possess a high degree of flexibility and 
re-adaptability, which implies, for their management, the acquisition of meta-design 
capacity; 

d) design practices cannot neglect to consider the “time”, from different points of 
view: the maintenance in time, the sustainability in time (not only of scale) also in 
terms of environmental compatibility (physical and virtual), the timing of experience 
(before , during, post), the perception of time; 

e) users' experiences have qualities that, even in the complexity of their identifica-
tion, one should be able to monitor, in order to derive quantitative indicators and thus 
references. 

Considering all above, we believe that the centrality of Design for educational experi-
ences can be claimed on several levels: 

i) pedagogical, for what concerns the purpose of training processes; the ultimate 
aim, indeed, should be to enable learners to acquire reflective and meta-design skills 
in order to be able to continuously readjust design processes and, even, their own 
project of life; in other words learners should be able to put into practice the critical 
method [9] that makes the so-called reflective practitioner [10] a sort of a reference 
model in the complexity of contemporary society – renewing a tradition that from 
Socrates comes to date [8]; 

ii) process level, because the Design enable to respond to complexity by structur-
ing flexible processes that can, from one side acquire the organicity of the natural 
systems and on the other include the iterativity typical of the scientific method; to this 
latter, the design adds the pragmatic aimed at finalizing a modification of the world 
(not only its understanding); therefore the design processes are not only problem-
based, but also project and process based, i.e. P3BL [11, 12]; 

iii) methodological, for the ability to absorb the best of what is expressed by vari-
ous disciplines and to integrate it within the processes mentioned above; consider, for 
example, the methodologies derived from cultural anthropology, that suitably read-
justed, are used in the process of problem setting; those derived from cognitive sci-
ence and used in the design and implementation of the tests; those derived from the 
engineering reused in the  medium- and high-fidelity rapid prototyping, etc ... [13, 14] 

iv) didactic, as demonstrated by the continuing tension in readapting the methods 
outlined above and in developing tools and procedures that allow their practical im-
plementation in different contexts and situations, in other words by the effort to be at 
the same time general and flexible [15, 16]. 

We wish to emphasize that the recognition of the pedagogical centrality of Design 
automatically leads to the need of an effort to spread among the new generations a 
sufficient level of "design literacy". 
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3   Education as an Experience  

At this point we may understand that learning is becoming an increasingly complex 
activity, as complex as the interactions and relationships that the actors participating 
in it give rise and as the places where such activity is being conducted, that – does not 
matter if real or virtual - day after day, are becoming more and more stratified, sensi-
tive and co-evolutive.  

Regardless of whether the educational process will be conducted face-to-face, in 
blended or fully on-line configurations, the framework described above requires the 
development of complex PB3L (Problem- Project- and Process-Based Learning) [11] 
educational processes, as 'organic' [7] as the era we are living in, able to accommodate 
the parallel developments of functional layers, characterized by an high level of flexi-
bility. These processes, which have their cultural background in the activism, can be 
regarded as "experiences", characterized by their own experience's qualities. 

Table 1. Summary of the Experience Styles and of their correlation with the functional layers 
of the Organic Process  
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Although the identification of all the dimensions of an experience is still a very 

open issue, in a general manner, one can say that every experience, including the 
learning ones, is based on interactions, or communicative acts, performed by the indi-
viduals simultaneously on multiple levels, see Tab. 1, the main fuels being the per-
sonal motivation. It is not possible, therefore, to describe an experience separately 
from the personal characteristics of each individual, because this latter is, at the same 
time, focus and active element of the experience. Because of this, recently we have 
introduces a set of "Experience styles" [16] that operate a integration among charac-
teristic of the educational process (organic one, see next paragraph), personal charac-
teristics (e.g. learning styles [17, 18] the specific dimensions of the human interaction 
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(Tab. 1) and any further significant dimension that can help to describe as completely 
as possible an EXPERIENCE (e.g. use qualities [3]).  

4   The “Organic Process” 

Over the last twenty years the structure and characteristics of the most popular “proc-
esses" changed a lot: as examples we moved from a prevalent push character to a 
prevalent pull one and the activities underwent a clear segmentation and organization 
into phases.  Still in the current days the design process more widely diffused and 
applied is a cyclical process based on the four phases - observation/analysis, design, 
prototyping/implementation, evaluation/validation – which is a transposition of the 
classical scientific method based on the repetition of the following phases: observa-
tion, correlation (problem setting), development of models and theories (problem 
solving), design of new experiments and experimental assessment of predictions. 
Such process, despite the passage from a circular iteration to a spiral one (aimed to a 
better representation of the constructive effect of iterations), always tends to partially 
hide the linearity associated to the time dimension that necessarily characterize any 
productive process.  

Nowadays some industrial processes became inter-iterative, others intra-iterative, 
and with the increase of their complexity tend to resemble more and more to the par-
allel flow of turbulent streams, characterized by local vortices (iterations), linear drift 
and unavoidable convergence in a mainstream - the river – which, in turn, cannot 
avoid to flow into the sea (deployment) in a well defined time. 

In the past - in order to get students to understand and operate within such complex 
dimension in a short time - we developed and applied an educative process, called 
ISIM process, composed by a well defined series of phases (an exploratory-
competitive phase, three collaborative design sub-phases  - devoted respectively to 
static, dynamics, interfaces -, a development phase - soft & hard prototyping - and a 
deployment phase) characterized by interactive activities, milestones and deliverables 
[19]. The f2f ISIM process was augmented by parallel online activities that took place 
within a homemade on-line learning platform, called Life (former Home-University) 
[20]. Such on-line activities, moreover, were essential to favor students’ approach to 
constructivism, as well as to expand the operative time-window that, in turn, resulted 
in a larger amount of time devoted to experiment creative and ethnographic method-
ologies. Even though such strategy and the related process were rather successful, the 
complexity of the challenges presented by the "organic era" and the differences 
among the various educative contexts brought us to further reflect upon the process 
we designed, upon on-line environment’s potentialities and organization and also 
upon the evaluation methodologies. 

Indeed we realized that - in order to improve the responsiveness to the complex 
challenges posed by real world and DULP vision [11,12] - we needed a more flexible 
process within which the activities could be represented and organized in meaningful 
layers rather than exclusively in phases. 

Our vision and our alternative proposal is inspired by the "living organisms" that, 
at any level, fulfil three basic functionalities:  
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- investigate: the environment to collect information &  learn; 
- elaborate: the information to design/produce; 
- communicate: the "products" by means of "actions" that, in the case of very com-

plex organisms, can make use of highly structured and conventional languages.  
 

The above vital functions, can be carried on as collective activities and are always 
active during the whole development of what we may consider our inspirational proc-
ess: "life". In fact, we believe that we can organize and describe productive and/or 
educative processes (see the case studies presented in par. 5) in a way that appears 
quite alike to the one in which the "life" of an organism living in a co-evolving envi-
ronment is organized. That is why we called it "organic process" [7]. 

 

Fig. 1. Blob representation of the "organic process" 

An "organic process", see fig. 1, can be represented in the plane "time vs. intensity 
(of the functionalities)" as an "organic blob" within which the three main functional-
ities (layers) are active and fulfilled during the whole time-window of the process 
(apart from an initial transient). The organic process/blob, much the same as a living 
cell, is supplied with many different channels enabling it to communicate with the 
external world: inlet channels set on the top of the membrane of the learn-
ing/investigation-layer and outlet channels set along the membrane of the communi-
cation layer. Moreover there are internal channels acting as gates and enabling to 
exchange information between the different layers. For instance: information crosses 
a gate while going from the "exploration of the design place" to the "problem setting" 
activities, from the "inspiration and problem solving" to the "development" during the 
fulfilment of sub-functionalities (see the black border line) and vice-versa, from the 
"development" to the "envisioning" and "communication", toward the learn-
ing/investigation layer when tests are needed, etc.. Obviously, just like a river must 
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flow into the sea, also the “organisms” are compelled to concretely act so as to fulfil 
their vital activities in a given time. Due to this, each “phase” internal to the layers 
(schematically represented by the red dotted vertical lines) should be accomplished 
according to a precise time schedule. 

It is notorious that a wider flexibility of the process also implies more difficulties 
in its application especially if it is necessary to achieve given results in a given time 
window, regardless of the specific peculiarities of the context. This is an apparently 
easy result to achieve in a deterministic process where “knowledge” transfer is carried 
out through behaviouristic methodologies. The situation is completely different when 
one is dealing with project-based learning processes in which the students are left free 
to proceed along their own path, according to constructivist modalities implying col-
laborative-cooperative behaviours. In such situations the tutor has to operate a con-
stant supervision on the on going process to avoid turning aside the proper way and to 
reach the expected goals within the timing forecasted, despite the huge number of 
possible paths. To help those people who may wish to apply the "organic-process" we 
have defined a set of general guidelines: 

- consider the learning space & process as parts of a unique "design place" that can 
be continuously redefined as function of the specific context and process’s evolution;  

- keep the three functional layers active during the whole educative process; 
- expose students to an as larger number of methodologies (and/or to a mixture of 

them) as possible, compliant with the process’s time-window; 
- stimulate scaffolding, collaborative work and also the development of social 

awareness according to the constructivism's guide-principles; balance all this by en-
couraging a sane competition based on creativity and innovation ability; 

- adapt the on-line environment to host a creative and enjoyable process to be con-
sidered as a valuable "experience"; 

- put the strongest attention possible to timings and recovering of the weakest  
students; 

Although the organic process’s principles and the above mentioned guidelines, don’t 
enable us to provide receipts that are mechanically applicable, nevertheless, we may 
supply some methodological indications derived from our experience that hopefully 
may help: 

- "learning" can be kept always active because of the continuous need of inputs to 
understand the design place,  to decide how to develop the project (for instance tech 
benchmarking), to test and improve solutions, etc.;  in our case, therefore, "learning" 
is continuously stimulated by the tutor’s request to enlarge the basis of the data or to 
verify the data collected; 

- "design" should be switched on as soon as the first data enter the organic process; 
indeed, also the analysis can be considered a design and creative activity whenever 
people are asked to give original representations, to imagine the strategy enabling 
them to get further data, to define personas, scenarios, etc ...   

- "communication" is always an active layer since our process makes a large use of 
the on-line environment designed to favor the application of constructivism and of 
socializing practices; this implies that students learn to communicate with the external 
world far before the "reporting activities", by learning to expose themselves to their 
community of  practice. 
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5   Monitoring the Experience 

The logical consequence of increasingly complex educational processes, like the “or-
ganic” one, is that assessment and evaluation should converge and integrate the moni-
toring of the educational experience's quality. It is not an easy task, which, usually one 
tries to accomplish by defining grids and rating scales containing both qualitative and 
quantitative criteria derived upon her/his own personal idea of training experience. 

Being well aware of the objective difficulty in defining the relevant qualities of an 
experience and what may be their weight in the learning processes (see par. 2), we 
may wonder whether it would be possible to equip the teachers/tutors with tools able 
to help them in the quantitative and qualitative monitoring of the activities that are 
carried on during the processes. A request that becomes even more stringent in on-
line processes which lack multimodal face-to-face interaction. 

Fortunately, the educational processes mediated by the machine, like those taking 
place on-line or in blended configuration, generate copious amounts of electronic 
traces that, when properly channeled and analyzed, can come to our aid. 

Whatever the tools and methodologies used, a shrewdness of those who design 
educational processes should be to pay attention that each activity leave at least some 
traces in a given place. Ideal from this point of view is the forum because it is particu-
larly suited to collect analysis, brainstorming, storytelling, design diaries, etc. . 

Texts, in fact, are still the traces that are left more likely by the learners in their 
training and the text analysis is still the most ecological way to obtain information on 
individuals, their socio-relational skills, the learning process. 

Of course, once that traces have been collected we must ask ourselves what aspects 
of the educational experience we intend to monitor and which indicators are the most 
appropriate to use. This is a very wide and quite new field of investigation! 

In the past we have already shown how it is possible to monitor the cognitive evo-
lution by mean of a quantitative evaluation of concept maps; here, in the following, 
we shall focus ourselves on how, starting from an analysis of the interaction occurred 
in a forum, it would be possible to monitor the social and emotional characteristics of 
educative design processes, by integrating social network analysis (SNA) [21] and 
automatic text analysis (ATA) [22]. 

5.1   Description of Case Studies  

As case studies we took the traces produced during three editions, 2007-2009, of the 
blended course in "Interfaces and multimodal systems" (ISM) of the bachelor degree 
in Media Science and Technologies of the University of Rome Tor Vergata and those 
produced during the project work phase of the Scuola IaD's Master on process' design 
for the Technology Enhanced Learning (TEL). This latter is attended mainly by high 
and secondary schools' teachers and is carried on fully on-line.  

All learning processes mentioned above have been carried on according to the "or-
ganic process" described in the previous paragraph. It is important to stress that: a) the 
layer of "learning" has been kept constantly active at first by means of a critical ex-
ploration of students' design places and of various research activities carry on the 
web, thereafter with the launch of periodic discussions on subjects intended to use-
fully complement the other activities that gradually were developing within the other 
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functional layers; b) the "design" layer was kept constantly active first by applying 
various methods of analysis to the data collected and by the design of concept maps, 
then through the elaboration of a project work; c) the "communication" layer, al-
though has been kept constantly active by the need to present and discuss the results 
of the various activities through the forum (using text, image and, in some cases, 
movies), was also constantly stimulated by storytelling activities, the request to de-
velop the student's personal blog and e-portfolio, and to reorganize the design diary in 
a form useful for a written report and an oral presentation. Although the organic proc-
ess is composed by parallel layers of activities, nevertheless, for sake of clarity and 
convenience of analysis, we offer to the reader, here below, its macro-phases repre-
sentations: 8 for the master and 5/6 for the bachelor course. 

 
Master. I) opening phase of acclimatization (8 days long); II) preliminary exploration 
activities; III) critical analysis of one's own working place (after 21 days); IV) data 
processing and problem setting (after 50 days); V) preliminary discussion on project 
works (after 66 days); VI) project work development (after 84 days); VII) debriefing 
and preparation for the final examination (after 130 days); VIII) "take leave" and 
plans for the future session (ten days long, after 140 days). 
 
Bachelor. I) opening phase of acclimatization (5-15 days long); II) preliminary explo-
ration activities; III) critical analysis and problem setting (after 40 days); IV) prelimi-
nary discussions on project works and tests (after 80-90 days, Easter holidays  
included); V) project work design and development, opening of the on-line design 
diary (after 95-105 days); this phase goes on till the final examination and includes 
also the debriefing (after 160-170 days); VI) recovering phase (starts the last week of 
July), only for the groups that are lagging behind on the delivery date. Students have 
to give two presentations after Easter holidays and at the end of the course. 

5.2   Activity Tracking and Its "Social Quality" 

In fig.2 we show the results of monitoring the modalities adopted by the participants 
to interact during the design process through the forum. The recordings concern the 
opening of new thread, the post replies and the comments (indeed the forum of the 
on-line learning environment we adopted, LIFE [20], allows to comment single words 
or phrases). Two sets of broken curves show respectively the intensity of exchanges 
produced exclusively by students and by students plus the tutors (3 for the master and 
1 for ISM courses); the latter are identified by the T. Fig. 1a) shows how students 
participating in the ISM 2009 process use comments much less than master students 
and, more in general, produce a lower volume of activity (despite the eventual data 
normalization for the lower number of participants in the ISM process). 

To understand the meaning of these observations is necessary to go further into 
data analysis. After the integration in LIFE of a module devoted to Social Network 
Analysis, we were able to study the characteristics of the network that developed 
during the design processes. Figure 2 shows, as an example, a series of snapshots on 
the network status as it appears during the various phases of the process for the case 
of ISM 2009. Even at a quick glance, the graphs show that the collaborative network 
developed progressively over the first three phases - although the net remains still 
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heavily centralized on the tutor - and then suffer a setback during the phase devoted to 
the discussion of design proposals, before to acquire new vigor during the phase of 
collaborative design and development; during this latter the strongest relationships 
appear to be the intra-group ones and those with the tutor.  
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Fig. 2. Forum exchanges as function of time. a): ISM 2009; b): Master. 

This set of observations are confirmed more quantitatively by the data reported in 
fig. 4. In fact they tell us that: 

a) despite the noticeable difference from process to process the average density of 
the ISM processes, conducted in blended configuration, is on average quite low com-
pared to that observed in the Master, which was conducted entirely on-line; 

b) the analysis of the network centralization and of the tutor centrality shows that 
in the case of ISM processes the values of these two quantities are practically equiva-
lent; this demonstrate that the networks form around the leading figure of the tutor 
and the on-line activities does not help in inducing a denser collaborative interaction 
among learners, except for the intra-group interaction already mentioned above.  
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Further supports to this analysis comes from measuring the average number of nodes 
(ANIN) with which each learner interacts during the design process: in the case of 
ISM 2009 ANIN take the value of 4.7, just slightly higher than the sum of the two 
group companions and the tutor. Not unlike is the situation for ISM 2007 in which 
ANIN is even lower: 3.4. In 2007, however, the localized comment functionality of 
the forum was not available. Such functionality, indeed, helps in increasing the level 
of the interaction as demonstrated by ISM 2008; for this cohort, indeed, ANIN was 
6.4 considering only post replies and 8.3 if comments are also included. The largest 
number of contacts found in 2008, compared to that of 2009, however, must not mis-
lead as it has to be normalized to the number of students participating in the cohort: 
23 in 2008 and 15 in 2009. From the foregoing it follows that in the blended design 
processes the online activities are mainly used to develop a denser interaction with the 
tutor and to maintain the design diary design of the group; 

 

Fig. 3. Snapshots of the relationships developed during the six phases of the design process 
ISM 2009. Red links refer to post replies, blue links to comments. 

c) in case of the master, conducted completely on-line, the density of the interac-
tion is much higher, despite the high average number of participants in the design 
process: 30 units; during the phase of  "concept design and development" the net 
density came up to 0,32%, correspondingly the value of input network centralization 
decreased and also the output network centralization greatly increases by touching the 
tip of 0.6. It is no by chance, then, that ANIN took the value of 15.1, i.e. half of the 
participants in the design process. Such data, in our opinion, demonstrate the effec-
tiveness of the online activities in the realization of valuable collaborative processes, 
when these latter are developed fully on-line. 

The question that comes next is, of course, the following: is the intensity of social 
interaction correlated with the overall performance of the students? 
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Fig. 4. Variation of the net density with the phases of the design process: a) ISM processes; b): 
Master. c) variation of the network centralization during the ISM processes; d) variation of the 
network centralization and of the tutor centrality during the master process. 
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Fig. 5. Standard deviation of the student activities with respect to the average activity of the 
whole group integrated over the whole duration of the process vs. the score reported during the 
final examination. Left: Master; right: ISM 2009. 

To try to answer this further question we calculated, for each student, the standard 
deviation of the intensity of the various forms of interaction - threads, replies, com-
ments - with respect to the average activities recorded for the design process as a 
whole. In Fig. 5, these values are shown vs. the mark obtained by the students during 
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the final examination. It is clear that there is no conclusive answer. In the case of the 
Master, i.e. a process carried on completely on-line, the correlation seems to exist and 
the weight of such correlation appears to be distributed equally on post replies and 
comments. 

In the case of ISM 2009 (the data analysis of other cohorts is ongoing), instead, we 
are faced with possibly a double trend: on the one hand there seems to be a group of 
students who benefits from on-line social interaction, on the other seems to be another 
group that shows an opposite trend to indicate a predisposition for working in a more 
confidential manner. This is the first clue indicating the possible existence of measur-
able design styles. 

The data analysis performed to date could be developed further to obtain detailed 
information about each single student, but the study of the characteristics of the indi-
viduals goes well beyond the scope of this article and is left for the future. 

5.3   The "Emotional Quality" of the Learning Experience 

It is well-known fact that emotion is a quality of the learning experience that can 
affect memory, attention, decision making and performance of a learner who partici-
pates in educational processes and social interactions mediated by the machine [23]. 
Unfortunately, at present is not a quality that is monitored systematically and in an 
ecological manner. The main difficulties are: a) the development of tools able to ob-
tain information in "quasi-real time" without disturbing the on-going process; b) the 
integration of such tools in the workflow, i.e. within the on-line environment where, 
usually, the learning processes are carried on. 

Currently, research on the subject have been conducted using techniques typical of 
sociology and ethnography that allowed pre-and post-surveys on the learning experi-
ence [24] or through the detection of physiological parameters that can be hardly 
defined "ecological". Recently some research groups start to work, with good results, 
on the collection and real-time analysis of para-verbal elements such as facial expres-
sion [25] or the emotional nuances of the voice. Although of great interest at the stage 
of laboratory demonstrations and experiments, such methods are still quite far from 
being used in real learning contexts.  

Another possible approach is under investigation by groups working on text analy-
sis, but not specifically on education, through the adaptation of the Latent Semantic 
Analysis to detect affective semantic similarities among words contained in a corpus 
and an affective hierarchy based on the WORDNET-AFFECT lexical database [26].  
The method is promising but is based on an affective hierarchy derived arbitrarily 
with a top-down procedure, while it is important that relations among words and 
emotions emerge from the thought of the users through a bottom-up procedure. 

Therefore the identification of methods and tools able to monitor the emotional 
state during a learning process and that have also a high probability of penetration is 
still an open issue. Our proposal is to use as input the texts produced by members of a 
learning community and to evaluate them in quasi-real time, in situ, to extract their 
emotional content thanks: a) to the integration in LIFE of a module to perform auto-
matic text analysis (ATA); b) to the building up of a reference corpus of words whose 
affective weight is determined with a bottom-up procedure. Preliminary results have 
been published in reference 27. 
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Compared to the analysis of facial expressions and voice one loses in immediacy 
but gains in portability and integrability within the flow of real educational experi-
ences. Respect to the method proposed in ref. 26 our starting point – the weighted 
affective corpus - is probably much closer to the common feeling. Of course, it is not 
impossible that in the future one may find a convergence between the two approaches.  

As discussed above the extraction of the emotional content of a text requires, nec-
essarily, the existence of a benchmarking reference: i.e. a weighted affective corpus in 
the same language of the text to be analyzed. Unfortunately, such affective corpus for 
the Italian language was not available and we had to create it through a complex test-
ing procedure that entailed: a) selecting a first group of words potentially significant 
(direct and indirect affective words); b) their presentation to a quite relevant number 
of subjects to obtain a distribution of their affective weights.  

In this early phase of the implementation, to speed the comparison procedure, we 
decided to create an affective dictionary based on graphic forms, rather than lemmas. 
Moreover, we postponed to future developments also the identification of the depend-
ence of the weights on the context of use. 

We first selected a large number of graphic forms candidate to transmit emotions 
and then, after a random extraction, we presented a subset of 30 of them to volunteers 
who had to indicate which emotion they were able to convey. 

 

 

Fig. 6. Coverage of the emotional palettes representing  the  Plutchik model (left) and  the 
GEW (right) 

To put the subjects in as much as possible "ecological" situation we ask them to 
read the word and, then, to indicate the emotion by clicking on the colored representa-
tion of one among the most popular models of emotions. In particular, we concentrated 
on two models whose representations, by including a large variety of emotions, offer to 
the subjects a wide choice, very similar to what happens in real life when one tries to 
determine, in a more or less conscious way, the emotional content of a text: the model 
of Plutchik [28] and the model described by GEW (Emotional Geneve Wheel) [29] see 
fig. 6. The first was chosen as representative of the family of the so called finite-state 
models of emotions in which every emotion - sometime defined force - represents a 
state that is supposed to be culturally invariant, although expressible with different 
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intensity. The second, on the other hand, is inspired to the so called multidimensional 
models, which have their precursor in the 2 dimensional model based on valence and 
intensity. The test was executed by 98 subjects (44 used its on-line version), 18-35 
years old, half male and half female. Apart from the first 24 tests, used for text calibra-
tion, in all the remainders we included 8 control items that have been used to determine 
the reliability of results, a procedure that maybe particularly necessary in the case of 
texts performed on-line. Fig. 6 shows the coverage of emotional palettes we obtained. 
It is immediate to see that the coverage obtained for the Plutchik model is currently 
quite satisfactory; the same cannot be stated for GEW. This result suggests that before 
to use the GEW in the phase of analysis one should increase the number of tests and 
extend, as well, the selection of the emotionally meaningful words. For this reason the 
discussion of the case studies, presented in the following sections, have been based 
solely on the Plutchik model. 

Fig. 7 a) shows examples of emotional distributions associated to affective words: 
as might be expected, after having integrated the results of the tests, all the words can 
be associated to a more or less broad distribution of emotional states  (and/or their 
nuances), i.e. affective weights. These distributions have been stored in the database 
and used to extract the emotions carried by the textual corpora. 

Fig. 7 b) shows one of the most critical point of the extraction of the emotional 
content from texts: the models of emotion do not fully overlap, even when one con-
siders only the six fundamental emotions defined by Ekman [30] and included in both 
the models considered here. The same graphical forms used in different model context 
generate different results. A reasonable overlapping (around 70%) is obtaneid by joy, 
anger, fear and sadness. Only around 40% the overlapping for surprice and disgust.  
This results raises even more doubts about the use of top-down approaches in the 
classification of the affective words. A closer study on the equivalence between the 
models of emotion used, and between these and other models of emotion, such as bi 
and tridimensional model or WORDNET-AFFECT (for which there is a valid emo-
tional vocabulary in English) is left to the next future. 

After the extraction of the corpora of texts produced during the development of edu-
cational processes described in Sec. 4.1, we calculated the average distributions of 
emotion conveyed by all the texts written by students and tutors. The first strip of his-
tograms in fig. 8.1) refers to the Master in e-learning and shows how after an initial 
transient, the emotional state of the group is stabilized and remains unchanged over 
time, reflecting a process that has been kept under control and that was carried on 
without major problems. The situation of ISM has been somewhat different. The aver-
age emotional state of the group was much less stable and shows peaks of  negative 
"mood" in the proximity of the deadlines for deliveries or oral presentations. Among 
the three processes of the ISM the more problematic one was that held in 2007. 

As far as individuals are concerned, the strip b of fig. 8.2) shows how the emo-
tional pattern of the main tutor (ID 1404) was dominated by the 'anticipation' (central 
emotion of one of the petals of the Plutchik flower that integrate also 'vigilance' and 
'interest') which can be translated into a constant presence and encouragement to the 
needs of the learners and to the schedule of the process. Strip c of the same figure 
shows, on the other hand, that  other  tutors (e.g. ID 1433) may  play  a  different  and 
complementary role, namely to foster in the learners a positive attitude (represented 
by the 'joy' - that include also 'serenity' and 'ecstasy') and, as well, a continued  
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a)  
 

b)  

Fig. 7. a): Examples of emotional distributions associated with the graphical form; cheers 
(above), abandoned (below); b): overlapping between results obtained GEW (rows) and 
Plutchik model (columns) 
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confidence in the process and in themselves. Strip d shows the case of learner ID 
1799 that after a cautious approach, stabilizes her emotional profile, aligns with the 
process and get a very good final score. The learner to which refers strip e, while in 
tune with the process, shows also large doses of fear and sadness and close to the 
examination (April), boredom and anger, to indicate an increasing state of fatigue that 
did not allow to perform at the best of her possibility. Strip f shows the case of learner 
ID 1910, emotionally not very stable and not easy to deal with; in the last month, 
however she got in harmony with the process and was able to pass the exam. Finally, 
in strip g is shown the case of learner ID 1899, that deserved very little interest in the 
process at the beginning (hence the emotional instability of the distribution) and that 
did not pass the examination; it is not by chance that toward the end sadness, fear and 
anger reach a significant proportions before to fall down again during the "take leave" 
phase where reappeared  a higher level of confidence for the future. 

The system allows also for a more detailed, day by day, analysis, but its description 
is beyond the scope of this article. 

 

1)  
 

2)  

Fig. 8. 1): Time evolution of the distributions of the average emotions, as detected by means of 
automatic text analysis, for the four educational processes described in sec. 3; 2): comparison 
among the dynamics of the average distributions of emotions of the group (a) and that of some 
individuals (b and c: tutors; d-f: students) for the case of the Master in e-learning 
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Lastly we want to show how the average emotional state of the individuals can be 
disaggregated and distributed over the relationships that each one has with other 
members of the community. Focusing on the IV phase of the process, fig. 9 shows a 
visualizations of how the individual emotions distribute on the various relationships 
identified by means of another tool integrated in LIFE that allows to perform SNA. 
The representation is centered on the ID 1404. The colored halo around the ID of the 
individuals represents the dominant average emotional state, while the flags (stacked 
histograms) show the distribution of the emotional content of the relationship 
(whether post or comment) from both sides. 

 

Fig. 9. Example of distribution of the individual's emotions related to the interactions that have 
characterized her/his work in the forum. Red link: replies to post comments; blue link: com-
ment to portions of text. 

Fig. 10, finally, shows that by combining SNA and ATA it is possible also to 
monitor the average emotional state of the relationships entertained by the whole 
community. The snapshots refer to the interaction that developed during the four 
design processes taken into consideration here as case studies, integrated along the 
whole duration of the processes.  

In the case of the Master, according to the color of the halos that surround the 
nodes (representing the dominant average emotional state of the subject), the climate 
has been generally quite positive and permeated by trust; the emotions spans from 
'joy', expressed at most by tutors, to 'trust' and 'anticipation' that pervades most of the 
learners and the relations that have been established. 

Very different was the situation of ISM 2007: to the positive vigilance of the tutor 
the group seems to respond with an emotional status that, if not negative, seem to be 
pervaded by surprise and sadness. The situation seems to improve progressively in 
ISM 2008 and ISM 2009. In the latter, the emotional state of the relevant actors of the 
process - i.e. those with a higher degree of centrality, and thus placed in the inner 
circle - seem to be reasonably positive. 

One point that remains unclear is how much the emotion of the individual can be 
influenced by the emotional state of the group and / or by that of the group leaders, 
i.e. by what we may call, respectively, the social emotionality and leadership. 
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Fig. 10. Integrated view of the interaction developed during the design process enriched by 
emotional halos. Color of the halos according to the Plutchik model and to legend. 

The study of this, like many other aspects that we mentioned, is left for the close 
future. 

In conclusion we think that the results presented here above, although refer to an 
experimental use of new methodologies and tools - worthy of further study – are still  
sufficient to demonstrate the feasibility of an "experience's monitoring system" and, 
more in general, the enormous potential of the automated and selective analysis of the 
traces left by the members of a learning community during on-line and blended edu-
cative processes. 
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Abstract. Mobile Learning (M-Learning) may offer many advantages when de-
signing educational processes as it can help to overcome restrictions of time and 
place. However, it is necessary to consider the special features of the type of 
devices used to follow these type of courses in order to guarantee the usability 
of the learning objects produced for this eLearning modality.  In this document 
we describe the process of designing a set of courses which aim to support 
learners when developing English grammar, reading and listening skills, ex-
plaining the guidelines we have followed to ensure the usability of the final 
product. 

Keywords: Language learning, Usability, M-learning, learning material design. 

1   Introduction 

The application of information and communication technology to the area of educa-
tion has changed the learning processes from the perspective of the student, the in-
structor and the instructional designer. The growth and rapid evolution of wireless 
technology have created new opportunities for an anytime and anywhere learning 
paradigm, commonly know as Mobile Learning (M-Learning) [1]. 

Among the many benefits that the m-learning modality can provide, what most 
stands out is the ability to access and follow the learning material simply and without 
undue effort. M-learning offers a new way to integrate learning into daily life. In this 
way, students can follow the course material making use of their spare time whilst 
travelling on public transport. This has been perceived by many educationalists as 
offering flexibility in learning and presents a multitude of unique educational advan-
tages [2].  Additionally, a constant exposure to digital technologies, gadgets, games, 
and mobile devices has led to a new breed of student; learners who can rapidly adopt 
and adapt new technologies because the interaction with these tools is innate for them. 
Moreover, mobile technologies offer students the possibility of constructing their 
interpretations of a subject and to communicate those understandings to others. Those 
technologies, if employed effectively, expand discussion beyond the classroom and 
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provide new ways for students to collaborate and communicate their knowledge in 
class and in the outside world [3]. However, together with its many benefits, the im-
plementation of m-learning processes also poses considerable design challenges, 
many of which are related to the restrictions that its portability impose on the devices 
normally used in this learning modality.  

In this position paper we describe the process of designing a set of courses to sup-
port the learning of English which can be followed using mobile devices. In order to 
guarantee the usability and increase the effectiveness of the produced material, the 
design process has been carried out taking into account different guidelines found in 
the literature. In this paper we describe how these guidelines have been adapted for 
implementing activities from training three different language learning skills: reading, 
listening and grammar. The set of learning objects produced could be followed using 
domestic PCs, PDAs or mobile devices which support Flash technology, and have 
been grouped making a total of 41 courses. The work has been carried out as part of 
the MW-TELL project (Mobile and Wireless Technologies for Technology-Enhanced 
Language Learning) [4], funded by European Commission under the Leonardo da 
Vinci (LdV) Sectoral Programme of the Lifelong Learning Programme. The MW-
TELL project addresses the urgent need for building a new generation of vocational 
training services for the provision of on-demand lifelong learning competence and 
skills development, not subject to time and place restrictions. Following this objective 
different software has been produced for facilitating the authoring (MW-TELL 
Courses Authoring Toolkit), annotation (MW-TELL Learning Objects Metadata Au-
thoring Toolkit) and delivering (MW-TELL Course Player) of educational material to 
handheld devices. A free access repository has also been set up with the aim of stor-
ing and sharing educational resources, which may adopt several forms such as presen-
tations, exercises, graphs or self-assessments. The educational resources can also be 
retrieved grouped under the form of a course in a specific subject, and in this case the 
student will require the use of the MW-TELL  Player software to follow the different 
activities proposed. 

The rest of the paper is organized as follows. In section 2, we outline the need of 
our approach by presenting some related research on Mobile Learning English sys-
tems that have proved the suitability of these for type of devices for this specific area 
of education. Following on from that, the design process of the learning objects is 
explained, detailing the guidelines followed to ensure the usability and efficiency of 
the material produced.  Finally some conclusions and future work lines are presented. 

2   Related Works 

Foreign language learning is a critical issue in the field of education, and the effec-
tiveness of this type of learning could be greatly enhanced by the application of m-
learning techniques. These learning processes normally take place in a traditional 
classroom and students may not be provided with many opportunities to practice what  
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they have learned outside that context. Therefore the use of m-learning in this domain  
seems particularly appropriate, as it can tackle different skills and activities related to 
this type of learning.  

For instance, to enhance the learning of vocabulary, the personalized system de-
scribed in [5] recommends appropriate English vocabulary to learners according to 
individual learner vocabulary ability and memory cycles. To promote reading ability 
the PIMS (Personalized Intelligent Mobile System) system proposed in [6] can be 
adapted to automatically retrieve unknown or unfamiliar vocabulary from English 
news articles according to the English vocabulary ability of the individual learner. 
Following a similar purpose, the mobile-device-supported peer-assisted learning sys-
tem (MPAL) described in [7] supports collaborative EFL (English as a Foreign Lan-
guage) reading activities. Moreover, several studies have been conducted on the use 
of M-Learning to improve English listening and speaking abilities. For example, the 
Mobile Adaptive CALL (MAC) [8] is aimed at helping Japanese-English speakers in 
perceptually distinguishing the non-native /r/ versus /l/ English phonetic contrast. In 
[9] the development of a system for one-on-one English oral practice and assessment 
in classroom supported by handheld devices is described.  

The findings of these studies have demonstrated that students increased their per-
formance in the above mentioned abilities, and readily accepted the use of handheld 
devices for English learning. The analysis of the related systems evidenced the neces-
sity of providing different sets of learning objects, depending on the basic skill in 
which development is sought. Furthermore, in this way the learner is offered the pos-
sibility of practising the skill in which he/she needs more training. However, the ana-
lyzed systems mentioned above did not pay sufficient attention to providing a system 
interface which responds to the very specific requirements of this learning modality. 
As the evaluation of the last system depicted, this could lead to some interaction 
drawbacks, which in turn could decrease the effectiveness of the system as a learning 
tool. 

This way, in order to fully enjoy the benefits offered by the devices used in this 
learning modality, the designers of both software and content have to consider the 
special restrictions associated to their use. The screen size and resolution limitations 
of these devices and their special input mechanisms are clearly two restrictive factors, 
but attention should also be paid to the bandwidth limits, network reach or the ex-
penses associated with data usage when designing how to access the content. The 
wide range of hardware and operative systems available, and the different rendering 
obtained from different browsers should also be taken into account as they may seri-
ously limit the compatibility and usability of the software. The rapid changes in the 
context of use of mobile devices should also be considered, as changes in noise level, 
brightness or other environmental conditions may also change the usability or appro-
priateness of an application [10].  

In order to improve the usability of their applications, designers can follow differ-
ent recommendations and guidelines found in the literature. For instance, the World 
Wide Web Consortium (W3C) proposes a series of best practices for delivering Web 
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content to mobile devices [11]. Gong and Tarasewich, in turn, [12] propose extending 
the general HCI recommendations of Shneiderman [13] and to adapt them to the case 
of handheld computers. For the specific area of learning object design for mobile 
applications the recommendations described by Churchill and Hedberg in [14] can 
help to avoid common mistakes.  

3   Educational Material Design Process 

In order to ensure the usability and, more generally, the quality of the final training 
material, the design process has taken into consideration several design guidelines 
proposed by different authors. This section describes the main guidelines followed, 
and the way they have been implemented in our material. 

3.1   Learning Content Design 

There are many different definitions of the concept of learning object in the literature. 
In our case, the definition chosen is based on two fundamental predicates of the learn-
ing objects, learning and reusability [15]: "A Learning Object is an independent and 
self-standing unit of learning content that is predisposed to reuse in multiple instruc-
tional contexts". The key to a successful object is, naturally, whether it actually does 
facilitate learning [16]. Part of the answer, of course, is that it is not possible to ensure 
that learning always occurs. However, in the design of our training material some of 
the steps proposed by Rachel S. Smith [16] have been considered in order to make it 
more likely. Next, we will describe how these steps have been conducted along the 
learning objects design process. 

Step 1: Keep Your Educational Goal in Focus. Every choice taken during the de-
sign and development of the learning material must refer to the learning objective we 
seek the learner to attain. The question to be raised is: What educational problem are 
you trying to solve? 

The aim of our material is to support university students who are trying to obtain 
the Europass skills level B1 certificate whilst generally improving their English read-
ing, listening and grammar skills. At this stage of the project the development of writ-
ing skills has not been considered as only the implementation of basic interactions 
such like drag and drop or click have been taken into account. Hence, dividing the 
courses content into grammar, reading and listening blocks is the most logical option. 
Only assets which support the development of each specific skill have been consid-
ered in each block of courses. 

Step 2: Choose Meaningful Content that Directly Supports your Educational 
Goal. This second step recommends that each part in a learning object should relate to 
and support the others. Learners can become confused, distracted, or even lost in a  
 



 Designing Usable Educational Material for English Courses 377 

maze of too much information. This guideline also encourages us to follow some 
specific design strategies like choosing content and examples that are concrete rather 
than abstract. 

Our course contents are adapted to English students of the Europass skills level B1 
certificate. The material used to create the learning objects has been provided by Eng-
lish teachers from the University Carlos III of Madrid. Accordingly, these contents 
have been built on learner´s existing knowledge. In listening courses, examples have 
been drawn from real-world data to keep the content focused on everyday functional 
language, and to demonstrate how the learner may use the new knowledge in his/her 
own life. Those examples have also served as a base for the ones used in the grammar 
theory. With regard to the reading courses, the comprehension of the student has been 
trained and evaluated by using English riddles. 

 Step 3: Select Appropriate Activity Structures. The basic structure of the activities 
in a learning object will have a direct effect on whether learning occurs easily, with 
difficulty, or rarely. Students who are solving problems, drawing conclusions, com-
paring options and thinking about what they are doing are likely to be actively en-
gaged in the learning process. Besides, these types of activities make use of the 
higher-order thinking skills of synthesis, analysis, and evaluation. 

The MW-Tell project proposes six generic Mobile Training Scenarios Templates 
for constructing courses: Competence Based Learning, Problem Based Learning, 
Project Based Learning, Experiential Learning and Tutorial Based Learning. The 
development of our courses is based on two of these pre-defined templates: Tutorial 
Based Learning and Experiential Learning. When following courses based on the 
former scenario, students analyze information related to a concept, search for data, 
identify the best solution and apply their knowledge in practice. When following 
courses based on the latter scenario, the learner trains a particular English skill by 
direct practice. In order to increase student engagement both types of courses make 
extensive use of multimodal information, and both include several short exercises to 
provide the learner with continuous and immediate feedback about his/her learning. 

Step 4: Consider Assessment Issues. Assessments are used to determine how much 
learning actually takes place. This fourth step advises that choosing a method of as-
sessment should be considered as part of the design problem: should comprehension 
indicators, like multiple-choice quizzes, be used? Or should we ask the leaner to pro-
duce a written document like an essay or research paper? 

Each of the courses developed following the Tutorial-based Learning template in-
cludes a specific module of assessment. Two basics methods of assessment have been 
used in these modules: single or multiple-choice quizzes and drag and drop exercises 
(Fig 1). On the other hand, the exercises included in the courses developed according 
to the Experiential Learning template, try to replicate normal teaching methods on a 
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Fig. 1. Examples of assessment modules produced 

traditional English course. This way, for instance, during a listening exercise the stu-
dent can only listen twice to the recording. 

3.2   Usability Guidelines 

The term usability is defined by the ISO 9241-11 as ‘the extent to which a product 
can be used by specified users to achieve specified goals with effectiveness, efficiency 
and satisfaction in a specified context of use’ [17].  

The ultimate goal of usability is meeting the needs of the user’s satisfaction [18]. 
In order to produce training material as usable as possible, the designers should take 
into account the special characteristics and limitations of the devices which are going 
to be used to follow the course. Following this idea and before properly starting with 
the process of designing the learning objects we reviewed different recommendations 
and guidelines for designing mobile learning portals and learning, and chose the most 
well-known ones.  Next, we will describe the main guidelines which were finally 
followed, as well as the way they were implemented in the particular case of our 
training material. 

User Analysis: The User/Learner. This guideline advised paying special attention in 
examining the user´s characteristics, such as age, nationality, user´s degree of famili-
arity with mobile devices and special needs or physical disabilities. 

The content of these courses is targeted to learners of Europass Skill Level B1 
(User Independent). It is expected that the courses will be used in the university con-
text, by students who make use of mobile technology as part of their daily life and do 
not have special needs. The courses material will all be in English in order to allow its 
use by students from different nationalities. 



 Designing Usable Educational Material for English Courses 379 

Interface Design: The Small Screen Display / Overuse of the Screen. Two differ-
ent usability guidelines have been followed in order to facilitate the visualization of 
the educational material and not to hamper its comprehension.  

The first one recommends that the height and width of the display area should not 
exceed the screen size. Long pages should be segmented into smaller chunks and an 
effective mechanism to view and navigate to the desired page should be provided. 
Extensive scrolling and the number of clicks should be well thought out. The second 
guideline recommends paying close attention to the amount of relevant information 
included in each page. 

In order not to exceed the screen size of a PDA, the size of the learning objects has 
been set at 240 x 268 pixels, and the minimum font size used was 13 pt. These 
choices have been taken after analyzing opinions about the clarity and legibility of the 
material gathered from the students targeted by the courses. In the same way, in order 
to keep the learner attention, the use of paging is prefered over the use of scrolling. 
Long scrolling pages may cause students to abandon and not fully complete the task. 
Setting criteria to determine the amount of relevant information on each page has 
been especially important in the case of the learning objects of the grammar block.  In 
this way, no more than two examples have been included on each page of the learning 
objects which include grammar theory (Fig 2). 

 

Fig. 2. Example of implementation of the usability guideline “The small screen display” 

Interface Design: Navigation and Consistency. This guideline points out that the 
selection of appropriate navigation structures may be of a great importance in the 
usability and presentation clarity of the learning material in small screen displays.  
The consistency of the implemented mechanism for navigating from one screen to 
another is also of major importance as it maintains the learners’ pace and stimulates 
learning interest. 
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All the screens of the learning objects produced have a consistent layout, colour 
scheme and overall look (Fig 3 and 4). The same icons are allays used to denote the 
same types of information or actions (tips, sounds, correct, incorrect,..).  

 

 

Fig. 3. First example of implementation of the usability guideline “Navigation and Consistency” 

In all courses the same typeface in the text content is used. Navigation design fol-
lows established standards and uses conventions to ensure that, for instance, link 
colours contrast sufficiently with text, visited and unvisited links.  
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Fig. 4. Second example of implementation of the usability guideline “Navigation and Consistency” 

Interface Design: Allow Learners to Control their Interactions. There is some 
common agreement about the convenience of giving the users the freedom to choose 
how to complete the proposed tasks. Learners may be more likely to explore a topic if 
they are confident that they can return to previously visited pages, and can find their 
way around easily. 

Fig 5 and 6 depict examples of how this guideline has been implemented in differ-
ent learning objects. For instance, as shown in the pictures, every learning object 
include Back buttons to allow learners to find their way back to previously visited 
pages easily. 

 

Fig. 5. First application example of the usability guideline “Allow learners to control their 
interactions” 
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Fig. 6. Second application example of the usability guideline “Allow learners to control their 
interactions” 

4   Conclusions 

In the same way as learners of many other areas, the students of foreign languages 
may benefit greatly from the use of m-learning technology. M-learning provides new 
opportunities to follow the educational material, overcoming many restrictions about 
the time and place in which the learners can access them. However, due to the special 
characteristics of the devices used in this learning modality, it is necessary to follow 
different design recommendations for guaranteeing the usability of the material, and 
for increasing the effectiveness of the provided resources. In this document we have 
described the most important guidelines that have been followed in order to produce a 
set of courses whose aim is to assists English language students when developing 
their reading, listening and grammar skills. The next step will be to carry out an 
evaluation in order to estimate the users’ satisfaction on the usability of the system 
and on the effectiveness of the final product.  
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Abstract. A system able to adapt to different user characteristics may increase 
user’s learning outcome and advance her/his personal learning experience. This 
paper reports on research identifying and appraising user personal differences 
employed in user modelling for adaptive educational systems. A preliminary set 
of individual characteristics relevant for adaptation is proposed, along with a 
framework for their categorization. The framework is derived on the basis of 
empirical studies and survey papers reviewing the usage of these variables in 
adaptive and adaptable systems. Each variable is addressed from the perspective 
of its definition, implementation in existing systems and relevance for adapta-
tion. Methods for variable detection and quantification are discussed as well. 
Suggested framework represents authors’ perspective of the state-of-the-art in 
analyzing user individual differences and adds to the body of knowledge related 
to the user analysis as an essential part of an adaptive system development 
process.  

Keywords: User experience; user individual differences, user modelling, web-
based learning. 

1   Introduction 

Current research acknowledges that understanding users and diversity in their back-
grounds, skills, goals and needs is at the core of successful design of information 
society technologies (IST) products and services. Furthermore, the need for accessible 
and usable learning in knowledge society for all promotes e-learning that engages 
users effectively. From this perspective, the role of transparent system interface and 
intuitive interaction tailored to unique personal requirements is crucial. Regarding the 
design of effective e-learning systems, the interface adjusted to individual differences 
of each particular user/learner should be able to advance users’ personal learning 
experience and consequently increase their learning achievements. In such a context, 
it is crucial to conduct research that embraces and relies on innovations in user sensi-
tive design. The influence of user goals, knowledge, preferences, styles and experi-
ence on her/his interaction with a system is unquestionable and studies have already 
empirically proved that system intelligent behaviour relies on individual differences 
e.g. [4, 6, 14, 36]. However, adaptive systems development is the process that in-
cludes comprehensive research, in relation to the application domain of a particular 
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system. Designing intelligent interaction needs to take into account several research 
questions: how to identify user characteristics relevant for the application domain, 
how to model the user, what parts of the adaptive system shall change and in what 
way and finally how to employ user model to implement adaptivity, cf. [4, 40].  
Research presented in the following addresses the first issue in the context of the web-
based learning design.  

The goal of this paper is to summarize and report on a survey on user individual 
differences that aid in the development of successful e-learning applications able to 
increase users' learning outcomes and advance their personal learning experience. 
Based on empirical studies and surveys on existing adaptive systems we have con-
structed a preliminary framework for categorization of user individual characteristics 
employed as sources for adaptation in adaptive educational systems (AESs).  

Each adaptive application has certain specific features and specific target user 
groups, so there is no unique "set" of user model variables appropriate for all AES’s. 
Having that in mind, the recommended framework could be considered as an authors’ 
perspective of the state-of-the-art in analyzing user individual characteristics and 
intends to serve as a basis for user analysis as a starting point of any adaptive system 
design. User analysis in a learning context encompasses identification and acquisition 
of relevant user’s information. Specifically, it enables the recognition of the individ-
ual user features that are the most important for the enhancement of user experience, 
the increase of learning achievements (as an objective measurable effect), along with 
the improvement of satisfaction in system usage.  

The paper is structured as follows. Section 2 offers a brief review of studies of in-
dividual differences from a historical perspective. Section 3 describes related work 
and presents a framework for user individual characteristics as sources for adaptation. 
Section 4 summarizes and discusses the suggested framework, while the final section 
concludes the paper.  

2   Brief Historical Background on User Individual Differences 

The initial comprehensive overview of individual differences in the HCI field is 
Egan’s [15] report on diversities between users in completing common computing 
tasks such as programming, text editing and information search. He pointed out that 
the ambition of adaptivity is that not only "everyone should be computer literate" but 
also that "computers should be user literate", suggesting that user differences could be 
understood and predicted as well as being modified through the system design. Since 
then, the diffusion of technology brought computers to the wide user population with 
extensive variety of knowledge, experience and skill dimensions in different areas. 
Accordingly, identification of individual differences relevant for a system adaptation 
became a critical issue. In their early consideration of adaptivity, Browne, Norman 
and Riches [3] provided one of the first classifications of candidate dimensions of 
user differences that may impact computer usage. They included diversities in cogni-
tive styles (field dependence/independence, impulsivity/reflectivity, operation learn-
ing/comprehension learning), personality factors, psycho-motor skills, experience, 
goals and requirements, expectations, preferences, cognitive strategies and a number 
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of cognitive abilities. Later on, Dillon and Watson [14] reviewed a century of individ-
ual differences work in psychology stressing the role of differential psychology in the 
HCI field. They have identified a number of basic cognitive abilities that have reliably 
influenced the performance of specific tasks in predictable ways. Based on their own 
analyses, they concluded that measures of ability can account for approximately 25% 
of variance in performance, thus being suitable for usage in decision making for most 
systems, especially in addition to other sources of information (previous work experi-
ence, education, domain knowledge, etc.). According to their recommendations, psy-
chological measures of individual differences should be used to increase possibilities 
for a generalization of HCI findings. There is a number of studies confirming these 
pioneer work suggestions, showing for example that cognitive abilities, such as spatial 
and verbal ability, do affect the interaction, particularly the navigation performance of 
the user [2, 10, 33, 49, 61]. 

The influence of user goals, knowledge, preferences and experience on her/his  
interaction with an intelligent system is unquestionable [4]. Moreover, these charac-
teristics have been successfully employed in many adaptive systems, for example 
AHA! [12], InterBook [5], KBS Hyperbook [29], INSPIRE [41], AVANTI [51], 
PALIO [52].  

On the other hand, the matter of adaptation to cognitive styles and learning styles 
has been mainly ignored or marginally addressed until a last decade. Nevertheless, 
latest research confirms that navigation preferences of users reflect their cognitive 
styles in several dimensions: field dependent vs. independent, as defined by Witkin, 
Moore, Gooddenough and Cox [60], holist vs. serialist [42], verbalizer vs. imaginer 
[46]. In a related study, Chen and Macredie [9] found that field dependent learners 
prefer guided navigation, while field independent favour navigation freedom. Graff 
[26] also showed that individuals identified as having verbaliser and imager cognitive 
styles apply different browsing strategies.   

In the educational area, many authors have concluded that adaptation to learning 
styles, as defined, for example, by Kolb [35] or Honey and Mumford [30], could 
bring potential benefits to students’ learning activities. This is evident from an in-
creasing number of AES’s having implemented some kind of adaptation (adaptability 
or adaptivity) to learning styles, see for example CS388 [8] or INSPIRE [41].  

Evidently, the effect of user individual differences on her/his performance has been 
the topic of a very fruitful research for the last few decades. However, the obtained 
results are not quite consistent, partially because the user performance while using a 
particular system depends greatly on the system itself [3]. In addition, the research on 
cognitive styles and learning styles in the HCI field is emerging. There is yet no 
strong evidence of their relevance concerning user’s interaction with an intelligent 
system, as also discussed in [50]. Furthermore, even if these user styles were proved 
to be relevant, the question of potential benefits from personalized interaction still 
remains. System adaptation, even when well designed, does not necessarily imply 
user’s performance improvement cf. [9]. Moreover, it can be disadvantageous to some 
classes of users [11]. From this rationale, it is worthwhile to consider possible alterna-
tives before deciding to include adaptation into a system. An enlargement of learner’s 
experience to overcome her/his low spatial ability [1] or an appropriate redesign of a 
non-adaptive interface [31] could be considered as alternatives.  
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Based on these reflections, we have conducted an empirical user analysis regarding 
a web-based learning application [38]. User individual characteristics concerned as 
predictor variables included age, personality factors, cognitive abilities, experience, 
background knowledge, motivation and expectations from e-learning. The study re-
vealed that the students’ intelligence, in terms of the Spearmans’ "g" factor [53], 
hyperspace experience and motivation has a statistically significant correlation with 
learning outcomes acquired in e-learning environment. Obtained results are in line 
with general expectations, but now have been empirically proven, adding to the body 
of knowledge on user individual differences. 

3   Preliminary Framework for User Individual Differences  

There is a large amount of related work summarizing the influence of user individual 
differences on user’s interaction with an adaptive system. A majority of such papers 
have listed adaptive systems with their user model variables, detection mechanisms 
and adaptation techniques applied, e.g. [47]. However, there is a significantly lower 
number of papers attempting to summarize all the variables employed as user model 
attributes in existing systems. One can easily find reviews of adaptive systems ac-
commodating one user individual characteristic, for example cognitive styles [9] or 
learning styles [41, 23], but there is a lack of papers offering a systematization of 
variables used as sources for adaptation in existing adaptive systems.  

Focusing on variables instead on systems, Triantafillou and Georgiadou [55] exam-
ined variables that can initiate adaptation and discussed their potential use in a hypo-
thetical student model for computerized adaptive testing. Their list of "adaptive  
variables" emerged from five survey articles. On the contrary, Thalmann [54] con-
cluded his own list of "adaptation criteria" based on structured content analysis of 30 
existing adaptive hypermedia systems. His review provided suggestions for the prepa-
ration of a learning material with respect to the identified adaptation criteria, even 
though it did not consider any cognitive abilities or cognitive styles. Grimley and 
Riding [28] concluded that cognitive style, gender, working memory, prior knowledge 
and anxiety have significant impact on web-based learning. They have described 
those concepts, placed them within the context of learning and proposed the ways of 
adapting the learning environment to each individual user. Still more applicable sug-
gestions for user model construction and maintenance could be found in [7]. This 
review represents user models of adaptive web-based systems from three aspects: 
what is being modelled, how it is modelled, and how the models are maintained.  

Regarding user models of existing adaptive systems, in this paper a preliminary 
framework is established for user individual characteristics that are, or could be em-
ployed as sources for adaptation in e-learning systems. The classification is derived 
from the review of empirical studies and survey papers on existing AES’s, acknowl-
edging the relevance of those variables for system adaptation. Identified characteris-
tics are classified in three broad categories: 

ii)  personal user characteristics: age, gender, cognitive abilities, personality, 
cognitive style and learning style;  

iii)  previously acquired knowledge and skills: experience, psycho-motor skills 
and background knowledge;  
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iiii)  system related user characteristics: goals, requirements, preferences, interac-
tion styles, motivation and expectations. 

 
Following subsections describe each one of the identified characteristics in detail. For 
each recognized variable three significant aspects are addressed – its definition, im-
plementation in existing systems and evaluation of its relevance for adaptation. Addi-
tionally, methods used for detection and quantification of described characteristics are 
also reported. The framework is briefly summarized in Table 1, subsequent to the 
descriptions of the identified variables. 

3.1   Personal User Characteristics 

This category comprises general user information, such as age and gender, along with 
user individual traits. Concerning diversities in age, the more heterogeneous the user 
population is, the influence of age on user performance is greater. Age, experience 
and background knowledge are certainly not independent variables. Their influence 
on success of user interaction is naturally overlapping to some extent. Still, age is 
often a good predictor of user performance for individuals who are novices in using 
complex systems [15]. In addition to that, Ford and Chen [20] found differences in 
navigation behaviour of students using a hypermedia learning system, related to their 
age. In the same study they have obtained a statistically significant correlation of 
gender with the number of requests for guidance. Female students asked for less 
guidance, they have displayed a relatively extrinsic motivation for attending the learn-
ing session and have successfully completed a greater number of tasks compared to 
males. Individual traits are user features that define a user as an individual: cognitive 
abilities, personality, cognitive styles and learning styles. These features are very 
steady over time and they are usually assessed by reliable psychometric tests, under 
the supervision of a psychologist conducting the tests and interpreting the results. The 
research on individual traits and their use for adaptation is emerging, especially on the 
use of cognitive and learning styles. Progress is also evident in examining new meth-
ods for detection and quantification of individual traits during the interaction. 

Cognitive abilities. Among many classifications of cognitive abilities [14], there are 
several characteristics which seem to be relevant for HCI: general intelligence, spa-
tial, verbal and visual ability, reasoning aptitudes, perceptual speed, working memory 
capacity and others. The impact of these characteristics on users’ interaction was 
confirmed in numerous studies, both early and recent [2, 15, 25, 39].  

Spatial ability is the ability to perceive spatial patterns, or to maintain orientation 
with respect to objects in space [16]. HCI research often uses this term to annotate the 
ability of mental manipulation of 2-dimensional and 3-dimensional figures, and some-
times to annotate the ability of memorizing spatial arrangement of objects, e.g. [3]. 
However, among all cognitive abilities, spatial ability is the most cited as a good 
predictor of user performance, especially considering navigation [2, 10, 33, 49, 61]. 
Spatial ability is traditionally assessed by psychometric tests; yet another approach to 
dynamic detection of spatial aptitudes could be found in AKBB [27]. 

Compared to spatial ability, a significantly smaller part of literature deals with 
other cognitive abilities. Norcio and Stanley [39] reported few studies that have found 
the influence of reasoning aptitudes and verbal ability on computer usage. Dillon and 
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Watson [14] quoted several studies that examined the influence of user’s perceptual 
speed, logical reasoning and visual ability. They reported differences in user perform-
ance related to logical reasoning and visual ability and confirmed that these user dif-
ferences could be reduced by appropriate training and/or interface design. More  
recent work acknowledges the effect of working memory capacity on educational 
achievement in terms of problem solving, reasoning and reading comprehension [28], 
but possibilities for adaptation of e-learning systems to models of learning concerning 
working memory are still in an exploratory phase. 

Personality. According to Eysenck [17] two main personality factors are extraversion 
vs. introversion and neuroticism vs. emotional stability. The extraverts tend to be 
more physically and verbally active whereas the introverts are independent, reserved 
and steady. The person in the middle of the dimension likes a mix between social 
situations and solitude. Neuroticism is the tendency to experience negative emotions 
or nervousness. On the other hand, emotional stability is related to calm, stable and 
relaxed persons. Personality concerns characteristics which remain stable over time 
and across situations, often considered as part of user individual traits that generally 
reflects on the way she/he uses a computer system [3, 4, 47]. In particular, Richter and 
Salvendy [45] compared the performance of extraverts and introverts using system 
interfaces with personality attributes added. Their results showed that the interface 
designed with introverts’ personality attributes generally results in the fastest per-
formance for both extraverts and introverts. 

Cognitive styles. This is a relatively stable category of user individual differences 
related to information processing patterns in general context. Among various dimen-
sions of cognitive styles, field dependence/independence (FD/FI) is probably the most 
exploited in adaptive systems, especially in the educational domain. According to 
Witkin, Moore, Gooddenough and Cox [60], FI individuals follow an analytical ap-
proach and study one topic in detail before reading the other. Conversely, FD users 
see the global picture first and concentrate on the details afterwards. FI users tend to 
develop self-defined goals and reinforcements, while FD individuals require exter-
nally defined goals and reinforcements.  

In related research, Pask [42] studied global/analytic differences concerning learn-
ing of complex academic subject matters and identified holist vs. serialist approach to 
learning. Holist individuals process information in relatively global ways, similar to 
FD users, whereas serialist individuals use relatively analytic approach, similar to FI 
users. Moreover, Ford and Chen [20] found statistically significant correlations be-
tween these cognitive style dimensions. According to the scores of psychological 
tests, Pask’s holistic cognitive style is connected with FD style, while serialist cogni-
tive style is connected with FI style. This result suggests that the holist and FD learner 
use similar learning strategies, as do the serialist and FI learner.  

User differences in cognitive styles result in different learning strategies in virtual 
learning environments. Chen and Macredie [9] found that FD learners use guidance 
through instructional content, while FI learners prefer to create their own path of 
learning topics. In the same study, they have empirically confirmed that FI learners 
explore each topic in depth before reading another topic. On the other hand, FD learn-
ers first run through the whole content of the course and then concentrate on a single 
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topic. User differences in cognitive styles have been successfully applied in imple-
mentation of different strategies for instructional design in several AESs, e.g. [20, 50]. 
On the basis of different learning behaviour displayed by FI and FD learners [9], De 
Bra, Smits and Stash [13] speculate that at least field dependent learners should bene-
fit from providing an introductory page on each major topic that would be offered 
before presenting the whole material on the topic. They also recommend two different 
ways of designing such introductory pages. 

Another commonly exploited dimension of cognitive styles is verbaliser/imager 
[46]. Verbalisers usually prefer textual modes of presentation while imagers prefer 
non-textual modes (for example pictorial and diagrammatic information), especially 
while illustrating, or elaborating on initial textual information. This dimension of 
cognitive styles has been shown to affect browsing strategies [26] and learning pref-
erences [48]. It is implemented, e.g. in AHA! [50] using the conditional inclusion of 
objects, but without enforcing the use of certain media types. 

Graff [26] showed that imagers tend to see their environment as a whole in a com-
plex hypermedia architecture. However, measurement of the depth of browsing did 
not show differences between verbalisers and imagers. Comparing this result with 
findings of Ford and Chen [20], it appears that imagers do not display exactly the 
same strategies as holists and field dependent learners in their tendency to see the 
overall structure of the learning content. This is just another empirical confirmation 
for the rationale that various dimensions of learner cognitive styles produce different 
learning strategies and that they should be considered as different variables in devel-
opment of AES’s.  

Learning styles. In HCI literature, newer research emerged on a variety of learning 
style models and categorizations, e.g. [23, 40]. Here, we consider learning styles 
strictly as user preferred strategies of learning, contrary to some authors who consider 
cognitive styles displayed in the learning process as learning styles.  

On the basis of Kolb's theory of experiential learning [35], Honey and Mumford 
[30] classify learners into four types: activists, pragmatists, reflectors and theorists. 
This learning style model is commonly implemented in existing AES’s, for example 
INSPIRE [41]. Implementations of Felder–Silverman learning style model [18] can 
also be frequently found in adaptive systems, e.g. CS388 [8] and SAVER [22]. This 
model characterizes each learner according to four dimensions: active/reflective, sens-
ing/intuitive, visual/verbal and sequential/global learner.  

A number of researchers have reported improved learning performance of students 
whose learning styles matched the presentation mode. Ford and Chen [21] have found 
a significant difference in performance on conceptual knowledge for students learning 
in matched and mismatched conditions. Learning performance in matched conditions 
was significantly higher than the one in mismatched conditions.  

The common method for obtaining learning styles from the user is using some kind 
of questionnaire. There are specific questionnaires for each one of the learning style 
models, for example, Kolb’s Learning Style Inventory [34]. Although this method 
enables a very reliable diagnosis of learning styles, filling out a questionnaire is usu-
ally boring and time-consuming for students. Researchers continuously seek for 
methods to infer student’s learning style from her/his interaction with a system. One 
approach is using Bayesian networks, as implemented in SAVER [22] for detection of 
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the Felder–Silverman learning style model. Graf and Kinshuk [24] proposed another 
approach, applicable to learning management systems in general instead to a single  
e-learning system. They have designed general patterns indicating user preferences 
for a learning style dimension and calculated the level of those dimensions on the 
basis of the patterns values.  

Explicit detection of user learning styles is a quite difficult process, either for user 
to fill out the questionnaire, or for AES developers to design and implement dynamic 
detection of learning styles from user interaction. In order to simplify the learning 
styles identification process and to develop a more reliable user model, Graf, Lin and 
Kinshuk [25] investigated relationships between learning styles and cognitive abili-
ties. They have identified connections between learning styles in the Felder-Silverman 
learning style model and the working memory capacity as an example of cognitive 
abilities. The learners with a low working memory capacity display an active, sensing, 
visual and global learning style, while the learners with a high working memory ca-
pacity tend to be reflective, intuitive and sequential. These results show that the iden-
tification process of both learning styles and cognitive abilities can be supported by 
each other, thus contributing to the user modelling process. 

3.2   Previously Acquired Knowledge and Skills 

The second broad category of user characteristics encompasses prior experience in 
using computers and Internet, previously acquired psycho-motor skills and back-
ground knowledge. 

Experience. It is generally understood that prior experience in using computers is a 
good predictor of user performance [2, 3, 39]. Since the diffusion of Internet and 
growing number of systems delivered as web-based applications, the same claim 
stands for the experience in using hyperspace, as confirmed in [4, 20]. The experience 
in the usage of a concrete system is not included since it cannot be perceived as a 
previously acquired skill.  

Psycho-motor skills. Early research suggested the importance of certain psycho-
motor abilities, e.g. using the keyboard when using complex computer systems [3]. 
This is not so evident in recent research, probably due to the fact that the participants 
of most empirical studies are recruited from student population already familiar with 
computers. However, considering general population as potential target users of  
e-learning systems, this user characteristic becomes again an important variable that 
could influence the interaction. In addition to that, HCI research specifically considers 
users with limited psycho-motor skills such as disabled and elderly people. An exam-
ple of information retrieval system adapted to these groups of users is AVANTI [19]. 

Background knowledge. This category is considered as two-sided. First, it refers to 
the user’s knowledge related to the subject matter that is acquired prior to AES usage. 
Previously acquired knowledge is often functionally different from the knowledge to 
be attained in interaction with the system. Second, background knowledge encom-
passes prior experience in fundamental skills related to the subject, but acquired in a 
different context. For example, if user objective is a creation of a HTML page, then 
her/his HTML experience is considered as background knowledge. The relevance of 
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background knowledge for adaptation is very well recognized in the HCI research and 
this variable is often implemented in AES’s, cf. [7].  

3.3   System Related User Characteristics 

Goals and requirements. User goals and requirements (considered as short-term 
goals) are one of the main variables directing the adaptation in many adaptive and 
adaptable systems. In instructional systems, user goals usually depend on teaching 
strategies (and sometimes are even set by the system), so the techniques for adapta-
tion to learning goals are various, see for example ELM-ART [56] for problem solv-
ing support, KBS Hyperbook [29] for project-based learning and INSPIRE [41] for a 
goal-driven approach. 

Preferences. In general, every user has individual preferences related to the style of 
displaying information on screen. A user may prefer larger fonts, link annotation in 
different colours, coloured background, less information on the page, etc. However, 
user preferred styles of presentation modes are limited by the facilities of the system 
interface, so they can be considered as system dependent variables to some extent. 
User preferences are extremely hard to deduce by the system, so in most cases the 
user provides that information to the system, directly or indirectly. The preferences 
provided by the user are often a very reliable part of the user model [31]. Still, this is 
a changeable variable, which complicates the process of user modelling. Probably the 
most successful way of modelling preferences is enabling user customization of 
her/his user model, the way it is done in AHA! [12] or ELM-ART [56]. 

Interaction styles. Interaction styles in existing systems include menus, command 
entries, questions and answers dialogues, form-fills and spreadsheets, natural lan-
guage dialogue and direct manipulation [44]. Each user may individually prefer a 
certain interaction style, but it is a general opinion that menus are more useful for 
novices than commands, because users do not have to remember much information. 
Conversely, commands are usually quicker and are preferred by experienced users 
[ibid]. Adaptation to user interaction styles is implemented for example in AKBB 
[27]. 

Motivation. The role of motivation in the learning process is generally acknowledged 
in educational psychology. Students with higher levels of intrinsic motivation and 
self-efficacy achieve better learning outcomes [43]. In a traditional classroom the 
teacher knows how to perceive the level of students’ motivation, how to adapt his 
teaching strategies to the students’ current motivational state and sometimes even how 
to increase their motivation for learning. However, in computer-assisted learning, the 
possibilities of exploiting motivation to improve learning performance are mainly 
neglected [58]. Recent studies make certain progress in this area. Specifically, Hurley 
and Weibelzahl [32] have developed a recommender tool, named MotSaRT, which 
suggests intervention strategies for teachers to increase student’s motivation.  

Intrinsic motivation is a rather personal user feature, mostly reflecting the user’s 
desire and willingness to make an effort towards a specified goal. Still, it is very natu-
ral to consider motivation as a system dependent feature, for two reasons. First, to 
some extent the level of user motivation is dependent on the goal, and the goal is 
commonly defined by the system. Second, the means and manners of presenting the 
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learning material can greatly affect user motivation. Thus, regarding the features of 
the system that form motivation (e.g. making the system visually attractive, well 
structured, highly usable and effective) designers can make significant progress in 
increasing the level of user motivation. 

Expectations. User’s previous interactions with the same or similar system often 
create expectations of system usage. If a user was satisfied in previous interactions, 
she/he will probably have positive attitude towards the system and expect a pleasant 
and beneficial session. A recent study showed that learners with greater expectations 
of e-learning have experienced higher levels of fulfilment in using e-learning systems, 
although they did not achieve higher learning outcomes [38]. Older reports confirm-
ing the influence of users’ expectations on usage of interactive systems could be 
found in [3]. 

4   Framework Summary and Discussion 

Summarizing the previous section, Table 1 gives a brief overview on the user individ-
ual characteristics exploited as user model variables of various adaptive and adaptable 
systems. The table is derived from eight survey papers and provides a comparison of 
researchers’ acknowledgments of each particular variable as a source for adaptation. 

The framework proposed in this paper and synthesized in the table has certain limi-
tations regarding the first intention of this study, which was to consider only evalu-
ated AES’s, that is, precisely the studies that have confirmed adaptation success. 
However, studies on the evaluation of adaptive and adaptable systems are rarely con-
ducted, unfortunately keeping track with the lack of empirical studies in the HCI field 
in general, cf. [11, 57]. Additionally, methods and approaches for evaluation of adap-
tive systems are still explored and not yet strongly established [59]. Consequently, the 
table also quotes a number of survey papers where an empirical confirmation of the 
influence of identified variables on learning process in non-adaptive learning systems 
is offered. It can be assumed that adaptation of the system to those user characteristics 
that significantly correlate with learning outcomes acquired in non-adaptive learning 
systems could bring substantial benefits to students’ learning performance. Such vari-
ables could be then considered as relevant for adaptation. 

A number of user individual characteristics seem to have been validly and reliably 
identified in the HCI literature, but the terminology used (the features names) and 
their precise relationships to each other is not always clear. That was the most signifi-
cant practical difficulty that we faced in the attempt to suggest a set of relevant user 
characteristics. For example, identification of cognitive and learning styles from case 
studies was challenging due to interchangeable usage of these terms. Accordingly, in 
this paper cognitive styles are considered as information processing strategies in gen-
eral, while term learning styles refer only to the user preferred learning strategies, as 
described in the previous section. Similar reasoning is applied when considering spa-
tial ability. We have chosen to explain various dimensions of spatial ability instead of 
using different terms for different dimensions. 
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Table 1. User individual characteristics potentially relevant for adaptation 
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It is important to take into account that some variables, although clearly identified, 

do not affect user interaction independently (e.g. age, experience and background 
knowledge) and they should be considered regarding their natural overlap with each 
other. Recent research suggests that relationships among variables in some cases 
could be exploited for simplifying user modelling process, e.g. the relationship be-
tween learning and styles and cognitive abilities [25, 28]. 

Relevant user individual characteristics, even when clearly identified and properly 
evaluated, certainly do not represent the sufficient set of variables to guarantee adap-
tation success. Some research emphasizes that user environment plays an important 
role in user interaction e.g. [4]. Environment data comprise all aspects of the user 
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environment that do not directly translate to user characteristics, but may have an 
impact on user’s goals and resources. A number of systems (for various purposes) are 
able to adapt to environment data (ibid.). It is also recognized that the adaptation to 
groups of users and to user situation specificity [47] is important. More recently, 
growing research on mobile and ubiquitous computing has expanded the notions of 
user environment and user situation specificity and has recognized the need of adapt-
ing to a broader context of user’s work, including user platform, location, environment 
and a number of human dimensions [7].  

Concerning all variables suggested in the framework, in addition to the ones men-
tioned above, the most often used trigger for adaptation is the user progress in system 
usage. In adaptive educational systems, knowledge is the best indicator of user status 
and commonly used variable to initiate adaptation, e.g. in ELM-ART [56], KBS Hy-
perbook [29], Interbook [5] and AHA! [50].  

Many researchers disagree on the importance of modelling of some of user indi-
vidual characteristics and about their usage for adaptation purposes, as shown in Ta-
ble 1. Sometimes even the same authors over the years have recommended different 
set of user model attributes (compare [4] with [7]). Although Brusilovsky’s six-
category classification [ibid] is clear and applicable, the framework offered in this 
paper reflects human features which are classified into three broad "user-related" 
categories and then fine-grained into particular features which are appropriate as at-
tributes for user model. Nevertheless, the framework is just a preliminary result of a 
comprehensive ongoing research. The field is emerging, thus it may be possible to 
include new user features over time. That is, research concerning affective state of the 
learner and its influence on interaction is innovative and promising (several ap-
proaches can be found in [37]).  

The proposed framework represents the authors’ perspective of the state-of-the-art 
in analyzing individual differences, and intends to serve as a staring point for AES’s 
design/research teams. Respecting the fact that user performance considerably de-
pends on a particular system, designers are encouraged to conduct their own user 
analysis concerning the system being developed, searching for the appropriate set of 
user model variables that will lead to the adaptation success. It is important to have an 
open mind in searching for user characteristics relevant for a particular system cf. 
[31], also taking into account the target users group. A subset of variables hypotheti-
cally relevant for a particular system and target user group could be selected and im-
plemented. However, evaluation of system adaptation to these variables should follow 
the implementation to ensure that the adaptive system advances users’ interactions. 
Initially selected set of hypothetical sources for adaptation can be refined through 
formative evaluation in any stage of the developing process. In addition, it is impor-
tant not to consider each variable separately, but to find a combination of characteris-
tics that would ensure a major benefit. The cost ratio issues of the adaptation should 
not be ignored. In that context, a preliminary assessment of the potentially relevant 
variables enabled by this survey can contribute in disregarding unnecessary variables 
and consequently decrease efforts and expenses of the developed system. 

5   Conclusion and Future Work 

This paper presents a survey on user individual differences employed in user model-
ling of adaptive learning systems. The set of user individual characteristics employed 
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as sources for adaptation of e-learning systems was established and the framework for 
their categorisation is suggested. The identified characteristics are classified into three 
broad categories: personal user characteristics, previously acquired knowledge and 
skills as well as system related user characteristics. For each recognized variable, 
three significant aspects are addressed – its definition, implementation in existing 
systems and evaluation of its relevance for adaptation – whether in adaptive (where 
available), or non-adaptive learning systems. In addition, methods used for detection 
of described characteristics are reported and discussed. 

Depending on the nature of the system being developed and the target user groups, 
this categorisation may be considered as an initial set of possible variables that can be 
embraced as candidate sources for adaptation. Careful evaluation of system’s adaptive 
behaviour should reveal the combination of characteristics that will cause the biggest 
impact on both learning performance and satisfaction in system usage. 

This framework represents an initial attempt to construct a set of user individual 
characteristics significant for system adaptation. Further research is needed to investi-
gate successful methods and approaches for implementation of adaptive or adaptable 
behaviour to the identified characteristics, following the motto "do not diagnose what 
you cannot treat" [31]. The future research will include an in-depth analysis of exist-
ing adaptive systems, focusing on evaluated systems that provide effective and effi-
cient adaptations.  
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Abstract. Scene segmentation is a crucial task in the structural anal-
ysis of film. State-of-the-art scene segmentation algorithms usually tar-
get fiction films (e.g. Hollywood films). Documentaries (especially artistic
archive documentaries) follow different montage rules than fiction films
and consequently require specialized approaches for scene segmentation.
We propose a scene segmentation algorithm targeted at artistic archive
documentaries. We evaluate the performance of our technique with archive
documentaries and contemporary movies and obtain satisfactory results
in both domains.

Keywords: Archive film material, documentaries, scene boundary
detection.

1 Introduction

Films have a hierarchical structure that is the result of the editing process. On
the lowest structural level there is the single frame. A number of continuously
recorded frames form a shot and a sequence of shots belonging together a scene.
The set of all scenes is the film. In modern fiction films, such as Hollywood films,
scenes usually depict activities with the same dramatic incident or location [1].
This definition is not applicable to documentaries and especially not for artistic
archive documentaries. In artistic archive documentaries, shots constituting a
scene are related on a higher abstraction level. For example, in a fiction film,
a scene may show two people driving in the car and talking to each other. All
the shots depicting this conversation form the scene. In an artistic archive doc-
umentary, a scene consists of shots that e.g. show how electricity is brought to
a village. These shots show someone installing a power line, peasants using an
electrical thresher and several houses of the village with electrical lighting. All
these shots are recorded at different locations and at differing times. Their cohe-
sion is much lower than for the shots in the fiction film example. Due to the low
cohesion of shots there is only little a priori knowledge (e.g. about composition
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rules) that can be incorporated into the segmentation process. The most impor-
tant clue for scene segmentation in documentaries is the repeated appearance of
visually similar shots and motives. We aim at exploiting this clue by applying
several orthogonal features for the detection of visual similarities in parallel and
by merging their individual results. By this approach we attempt to compensate
for the lack of a priori knowledge.

Existing techniques for scene segmentation are usually tailored to modern
films. The techniques can be divided into three categories: graph-based ap-
proaches [5,9], model-based approaches [2,11], and merge-(and-split)-based ap-
proaches [4,8]. Yeung et al. propose a graph representation for video content
where nodes represent the shots and edges represent the temporal flow of the
story [9]. The graph is split into sub-graphs representing scenes based on tem-
poral (time windows) and visual constraints (color and luminance similarity). In
general, graph-based approaches are not applicable to scene detection in artistic
archive documentaries since these films are mostly shot in an open and highly
dynamic environment. Zhai et al. present a statistical method for the detec-
tion of video scenes. The method is based on the Markov Chain Monte Carlo
technique and relies on model priors, visual constraints (color similarity), and
temporal consistency [11]. Such model-based approaches work well for scenes
where scene content can be represented by a parametric probabilistic model.
The experimental nature of artistic archive documentaries does not allow for
the definition of such generic models. Rasheed et al. propose a two-pass ap-
proach for scene boundary detection in Hollywood films and TV shows [4]. In
the first stage, the authors perform shot clustering based on color similarity. In
the next stage, over-segmented scenes are merged again based on shot lengths
and motion content analysis in the scenes. Recently, Wang et al. proposed a
method based on overlapping links for the detection of video scenes [8]. The
authors perform an iterative backward and forward search for similar shots in a
video. Shot similarity is defined as the combination of visual (color) similarity
and consistent motion characteristics. Since artistic archive documentaries fre-
quently have no color information and exhibit a large amount of shaking and
flicker that reduces the reliability of motion features, scene segmentation in this
context requires more robust content-based features. In this paper, we adapt the
overlapping links method (which is independent of content-based features) for
the segmentation of scenes in artistic archive documentaries.

2 Material

The material employed in this investigation are artistic documentaries produced
in the Soviet Union in the 1920s and 1930s. In contrast to news- and sports
broadcasts and fiction films, these documentaries do not contain any narrative
structure. In fact the director Dziga Vertov strongly opposed any narration in
the Hollywood sense. Consequently, the films share a collage-like style. Vertov
relied on the viewer’s mind to connect the depicted activities and locations.
Scenes in the context of Vertov’s films represent topics on an abstract level. For
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example one scene shows people and machines building a hydro-electric dam.
The next scene shows the flooding of different villages to symbolize that villages
are flooded with energy. Eventually, it is shown how the villages are electrified.

The original material is 35mm black-and-white silent film. We employ frame-
by-frame digitized backup copies of the films, because the original films do not
exist anymore. The films are digitized at PAL resolution. Unfortunately, the
state of the material has degraded significantly, during storage, copying, and
playback over the last decades. Numerous artifacts were introduced into the
material (see Figure 1). The most common artifacts we have to deal with include
scratches, introduced by dirt in the projectors during playback, dust, liquids, etc.
copied into the images, visible framelines, and frame displacements introduced
by shrinking1 and copying under suboptimal conditions.

(a) (b)

(c) (d)

Fig. 1. Artifacts often found in archive film. Figure 1(a) shows a frame with several ar-
tifacts: dirt (top left), vertical scratch (right), frameline copied into the image (bottom).
The frame in Figure 1(a) has a tear in the middle. Errors introduced during copying in-
clude unwanted changes in intensity and contrast as well as visible framelines depicted
in Figures 1(c) and 1(d), respectively.

1 Shrinking refers to the process of physical (horizontal and vertical) contraction of
the filmstrip over time.
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3 Method

We propose a merge-based approach which is optimized for artistic archive doc-
umentaries. Firstly, we employ local features to identify shots. Secondly, we ex-
tract different orthogonal features for the detection of visual similarities. Thirdly,
we extend the overlapping links method of Wang et al. [8] (for the grouping of
visually similar shots into scenes) to multiple features by adding a merging step.
Finally, we introduce a postprocessing step that assigns shots that were not
assigned to scenes in the previous steps.

3.1 Shot Boundary Detection

The employed shot boundary detection (SBD) technique consists of two stages.
The first stage utilizes scale-invariant feature transform (SIFT) keypoints [3] to
measure the similarity between two consecutive frames. We take the number of
matched keypoints in two frames as an indicator for similarity. If the number
of matching keypoints drops below a fixed threshold the technique recognizes
a shot boundary. The results of this simple approach deteriorate in two cases,
namely dissolves and sequences with fast motion. During dissolves (frames of
the preceding shot are blended with frames of the following shot) the number of
matching keypoints does not drop below the threshold and the shot boundary
is missed. We observe that missed dissolves do not impede scene segmentation
because dissolves usually do not coincide with scene boundaries in the material
under consideration.

Fast motion causes difficulties for the SBD technique because fast motion
introduces significant differences in consecutive frames. The number of match-
ing SIFT keypoints drops to zero and a shot boundary is detected. The false
differences lead to over-segmentation and motivate a second stage of our SBD
technique. The second stage heuristically corrects over-segmentation by combin-
ing shots that are below a reasonable length. Note that over-segmentation is
not critical, because similar but falsely split shots are later merged during scene
segmentation.

3.2 Scene Segmentation

Our scene segmentation technique relies on the results of the SBD to extract
keyframes which are used for the similarity measurements. Each shot is repre-
sented by the first frame of the shot. After these keyframes have been selected,
additional preprocessing is necessary. This preprocessing consists of image crop-
ping in order to remove the frame borders that do not carry any important
information, see Figure 2. For the selected film material the crop masks were
determined manually for each film.

The next computational step is the extraction of visual content-based fea-
tures. We employ three content-based features: block-based intensity histograms
(BBH), the edge change ratio (ECR) and SIFT keypoints. For the BBH we di-
vide the image into blocks and compute the intensity histogram for each block.
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(a) original (b) pre-processed

Fig. 2. A frame prior to (Figure 2(a)) and after (Figure 2(b)) preprocessing. Entirely
black areas are cropped to facilitate similarity matching. Cropping further removes
potentially misleading information like the horizontally handwritten numerics 2 and 5
at the bottom of Figure 2(a).

The edge change ratio (ECR) is an edge-based measure for the dissimilarity
of images [10]. ECR is the ratio of appearing and disappearing edges in two
(consecutive) frames. SIFT provides descriptions of salient points in the image.
These three features represent orthogonal information, namely intensity, edges,
and salient keypoints. Consequently, by combining the features we are able to
capture a larger spectrum of visual similarities. Furthermore, the features have
the potential to mutually compensate for weaknesses. For example in situations
where keypoints can hardly be detected (e.g. in a shot that mainly shows homo-
geneous areas like sky), the intensity histograms may provide a more accurate
description).

We compute the similarities between the shots using appropriate distance
measures for the features. We can limit the similarity computation to a time
window of several preceding and following shots without losing too much in-
formation. The similarity for the SIFT feature is expressed by the number of
matching keypoints. If the number of matching keypoints of two frames exceeds
the threshold TSIFT we consider the frames as similar. We compare BBHs using
the absolute sum of bin-wise differences and the number of matching blocks. We
employ two thresholds TBBHBin for the bin-wise differences and TBBHBlock

for
the number of matching blocks. TBBHBin is used to decide whether two image
blocks are similar and TBBHBlock

is used to decide whether two frames are simi-
lar. The ECR is a feature which is always computed for two frames and therefore
it is used directly as a measure for dissimilarity. If the ECR is lower than the
threshold TECR the frames are considered to be similar.

These similarity computations yield three different similarity scores for each
pair of shots. We use these scores separately for scene segmentation. The scene
segmentation algorithm groups all shots that are similar and inside a specified
time window into scenes. Additionally, shots that are between two similar shots
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Shot 1 Shot 3 Shot 4 Shot 6Shot 5Shot 2 Shot 7 Shot 8 Shot 9 Shot 10

Shot 1 Shot 3 Shot 4 Shot 6Shot 5Shot 2 Shot 7 Shot 8 Shot 9 Shot 10

Scene 1 Scene 2

Fig. 3. The similarity computations show which shots belong together (indicated by
the arrows and shading). Shots that have no similarities (Shot 9) but exist between
matching shots are assigned to the scene defined by the surrounding matching shots
(Shot 8 and Shot 10).

are assigned to the group of the surrounding similar shots. Figure 3 illustrates
this process. At the end of the shot grouping we obtain three different scene
segmentations (one for each content-based feature).

We merge these three segmentations using the set operation union. For an
illustration see Figure 4. For example consider Shot 2-4 in the first and second
row of Figure 4. Shot 3 and Shot 4 are part of one scene according to BBH
(first row in Figure 4). Shots 2 and 3 are part of one scene according to SIFT
(second row in Figure 4). The union operation combines these overlapping sets
of shots into one scene with the shots 2, 3, and 4. The output of this procedure
are the so called core scenes (last row in Figure 4).

Shot 1 Shot 3 Shot 4 Shot 6Shot 5Shot 2 Shot 7 Shot 8 Shot 9 Shot 10

Shot 1 Shot 3 Shot 4 Shot 6Shot 5Shot 2 Shot 7 Shot 8 Shot 9 Shot 10

Core Scene 1 Core Scene 2

Shot 1 Shot 3 Shot 4 Shot 6Shot 5Shot 2 Shot 7 Shot 8 Shot 9 Shot 10

Shot 1 Shot 3 Shot 4 Shot 6Shot 5Shot 2 Shot 7 Shot 8 Shot 9 Shot 10

BBH

ECR

SIFT

Final

Fig. 4. The three scene segmentations obtained by the content-based features, BBH,
SIFT, and ECR are combined. The result of this combination are the core scenes.

3.3 Post-processing

Usually, there are still unassigned shots between the core scenes. These shots
are assigned to scenes by iteratively repeating the scene segmentation for the
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unassigned shots. With each iteration we decrease the similarity requirements
(manipulating the similarity thresholds accordingly) until the shots are assigned
to adjacent scenes (see Figure 5).

Initial Shot 1

CoreScene 1 CoreScene 2

Shot 3 Shot 4 Shot 6Shot 5Shot 2 Shot 7 Shot 9 Shot 10Shot 8Shot 1

Shot 1 Shot 3 Shot 4 Shot 6Shot 5Shot 2 Shot 7 Shot 9 Shot 10Shot 8Shot 1

Shot 1 Shot 3 Shot 4 Shot 6Shot 5Shot 2 Shot 7 Shot 9 Shot 10Shot 8Shot 1

Shot 1 Shot 3 Shot 4 Shot 6Shot 5Shot 2 Shot 7 Shot 9 Shot 10Shot 8Shot 1

Shot 1

Scene 1 Scene 2

Shot 3 Shot 4 Shot 6Shot 5Shot 2 Shot 7 Shot 9 Shot 10Shot 8Shot 1

Relax T
SIFT

Relax T
BBH

Relax T
ECR

Final

unassigned shots

Fig. 5. Iterative repetition of the scene segmentation in order to assign the unassigned
shots. The similarity requirements are decreased until all shots are assigned.

The iterative reduction of the similarity thresholds avoids the unwanted merg-
ing of scenes. If we set the thresholds too low from the beginning, scene segmen-
tation would be too tolerant yielding an under-segmentation of the film. An
example is shown in Figure 6.

Shot 1 Shot 3 Shot 4 Shot 6Shot 5Shot 2 Shot 7 Shot 9 Shot 10Shot 8Shot 1

Shot 1 Shot 3 Shot 4 Shot 6Shot 5Shot 2 Shot 7 Shot 9 Shot 10Shot 8Shot 1

Scene 1

Initial

Final

Fig. 6. Unwanted scene merging occurs, when the initial similarity requirements are
too low. Arrows indicate similar shots, shading indicates assignment to scenes. The
iterative reduction of similarity thresholds prevents this situation.

4 Experiments and Results

The investigated artistic archive documentaries have an experimental style and
a complex temporal structure. We perform experiments with two films from
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the soviet filmmaker Dziga Vertov: “The Eleventh” and “Man with a Movie
Camera”. The films were selected because there is a common agreement among
film scientists about the scene segmentation of these films. This is not the case
for all films originating in this time where the segmentation into scenes usually
is highly interpretative. The characteristics of the two films are summarized in
Table 1.

Table 1. Characteristics of the investigated films

Title Length Frames Shots Scene boundaries

The Eleventh 58’ 63123 660 21
Man with a Movie Camera 1h28’ 95768 1782 38

We perform a detailed analysis of the approach (as a whole) and the different
components (features, processing steps, etc.). The experiments are structured as
follows:

1. Performance of single features: which of the employed features are most
beneficial for scene segmentation.

2. Evaluation of the overall system’ performance (based on the selected features
from the first step).

3. Analysis of postprocessing: what is the benefit of the proposed postprocessing
step (assignment of unassigned shots to core scenes)?

4. Performance on contemporary material: we perform scene segmentation on
contemporary movies enabling a comparison with the performance of other
state-of-the-art methods.

In a preliminary study, we analyze the performance of single features. Therefore,
we select a subset of the video material (the first 200 shots of “The Eleventh”)
and analyze how many similar shots are detected by the individual features. A
manual annotation reveals that 98 shots show significant similarities. For each
feature we empirically optimize the decision thresholds. Similarity comparison
by single features focuses on the optimization of precision while the next step
(scene scegmentation) targets the improvement of recall. The results for all three
features are summarized in Table 2.

The three features show an equally good performance (recall of approximately
0.50 at a precision of 1.00). This does not mean that the features represent the
same information. An evaluation of the results reveals that each feature finds a
different subset of similar shots. That means that they capture different types of
similarities and complement each other. Consequently, we select all three features
for the final system to retain as much information about similarities as possible.

For the SIFT feature the optimal decision threshold TSIFT is 40, which means
that two frames are considered similar if more than 40 feature points are similar.
The decision threshold for ECR, TECR is 23% which means that two keyframes
are similar if less than 23% of their edges are different. The two thresholds for
BBH are: TBBHBin = 0.5 and TBBHBlock

= 55%. That means that two keyframes
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Table 2. Performance of the single features

Feature Correct Missed False Positives Recall Precision

Block-based histogram (BBH) 50 48 0 0.51 1.00
Edge Change Ratio (ECR) 46 52 0 0.47 1.00
SIFT 48 50 0 0.49 1.00

are considered similar if the difference between their histogram is lower than 0.5
in more than 55% of the blocks. Experiments with block-size (5x5, 10x10, 20x20)
showed that this parameter has only little influence on the results. A block-size
of 10x10 is chosen for the final system. The thresholds are set rather strict to
avoid false positives at this stage of processing.

The performance measures for the entire system for the investigated films are
summarized in Table 3. Recall is the ratio of correctly detected shot boundaries
(SBs) and the total number of SBs according to the ground truth. Precision is
the ratio of correctly detected SBs and the total number of retrieved SBs. For
both films recall is above 90%. In “The Eleventh” only one scene boundary is
not detected. For “Man with am Movie Camera” three scene boundaries cannot
be detected. The (compared to recall) lower precicion values indicate that the
approach performs an over-segmentation of the films.

Table 3. The performance of scene segmentation for the historic documentaries

Title Correct Missed False Positives Recall Precision

The Eleventh 20 1 11 0.95 0.65
Man with a Movie Camera 35 3 50 0.92 0.41

Next, we investigate the performance of the proposed postprocessing step (it-
erative assignment of unassigned shots to core scenes). An analysis of the core
scenes obtained by the scene segmentation (without postprocessing) reveals that
a significant amount of shots are not assigned to any core scene, see Table 4. These
results show that the postprocessing is crucial for robust scene segmentation.

The postprocessing iteratively makes the decision thresholds more tolerant
to assign the unassigned shots to core scenes. Our experiments show that the
largest benefit in this postprocessing is provided by the SIFT feature followed
by BBH and ECR. From this observation we conclude that the SIFT feature is
the most expressive feature in our study. Additionally, we observe that only a
few iterations are necessary to assign all unassigned shots (3 iterations for “Man
with a Movie Camera” and 5 iterations for “The Eleventh”).

Finally, we evaluate the performance of our method for contemporary film
material which enables the comparison with other state-of-the-art shot segmen-
tation approaches. We apply the proposed approach to two films that are often
used for scene segmentation in literature: “Forest Gump” and “Blade Runner”.
The results for “Blade Runner” are summarized in Table 5. This film is also
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Table 4. Assignment of shots to core scenes results in a significant portion of shots
that are not assigned to any core scene

Title # Shots # Unass. Shots Percentage unassig. shots

The Eleventh 660 203 31%
Man with a Movie Camera 1787 460 26%

Table 5. The performance of scene segmentation for the film “Blade Runner” compared
to the approach of [6]

Approach SBs Found Correct Missed False Positives Recall Precision

“naive case” [6] 24 n/a 20 4 n/a 0.83 n/a
“using refinement” [6] 24 n/a 18 6 n/a 0.75 n/a

proposed approach 24 40 18 6 22 0.75 0.45

analyzed in [6] where Sundaram and Chang apply two versions of their algo-
rithm (“naive case” and “using refinement”), see Table 5.

From Table 5 we observe that our method performs comparably well to the
approach in [6] although our method is not optimized for (high-quality) color
video (for example we do not make use of color information). Furthermore, we
do not use audio information as in [6]. Note that the comparison is limited in
expressiveness since the authors of [6] do not provide information about the
precision of their approach.

We further analyze the movie “Forest Gump”. Since no ground truth segmen-
tation is available, we manually analyze the film and identify 52 scene boundaries.
The proposed method finds 68 scene boundaries, where 44 are correct and 8 are
missed. The number of false positives is 24 which yields a recall of 0.85 and a
precision of 0.65. This is a satisfactory result for state-of-the-art scene segmen-
tation algorithms. We compare our method with that proposed by Vendrig and
Worring [7]. The authors segment the movie into 152 “‘logical story units”. If
we apply the same rules and preconditions for segmentation as in [7] we obtain
143 segments. A more precise comparison is not possible since the authors in [7]
employ different evaluation criteria.

5 Summary

The specific characteristics of artistic archive documentaries require adapted
analysis techniques. We have presented a novel scene segmentation technique
that has been designed specifically for this type of film. The technique employs
orthogonal features to group similar shots into scenes in a two-step process. In
the first step, we identify core-scenes based on visual similarity. In the second
step, we assign the remaining unassigned shots to the core scenes, by iterative
adaptation of thresholds. We evaluate the technique using archive documentaries
and contemporary fiction films. The results for fiction films are satisfactory with
an average recall of 0.80 and an average precision of 0.55. We achieve signifi-
cantly higher recall for archive documentaries. An average recall of 0.94 and a
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precision of 0.53 prove the suitability of our technique to archive documentaries.
We will direct future work toward reducing over-segmentation and thus increase
the precision of the presented scene segmentation technique.
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Abstract. Emerging computational multimedia tools and techniques
promise powerful ways to organise, search and browse our ever-increasing
multimedia contents by automating annotation and indexing, augment-
ing meta-data, understanding media contents, linking related pieces of
information amongst them, and providing intriguing visualisation and
exploration front-ends. Identifying real-world scenarios and designing in-
teractive applications that leverage these developing multimedia technol-
ogy is certainly an important research topic in itself but poses a number
of challenges: the currently practiced methodologies and tools in the field
of Human-Computer Interaction and Interaction Design seem to work
better when the target users and usage requirements have been clearly
identified and understood in advance whereas much of what emerging
multimedia technology could offer is expected to create completely new
user activities and usage that we are not aware of; immature multime-
dia tools currently being researched are not good enough to be the core
engines of real-world applications today, making realistic user studies
through deployment difficult; our future interaction platforms will be
more than just desktop PC, Web, or mobile devices but many other
forms of tangible, embedded, physical appliances which we expect the
currently developing multimedia technology would be coupled with. In
this paper, these challenges and the insights into how we could get over
them are explored based on the author’s decade-long experience in de-
signing novel interactive applications for multimedia technology.

Keywords: Human-Computer Interaction, Multimedia, Interaction De-
sign, Innovation, Design Methodology, Novel Technology.

1 Introduction

With so much R&D in multimedia research in developing various novel tech-
niques and algorithms promising effective and efficient access to our growing
media archives and collections, thinking about how to channel those develop-
ments into usable and feasible usage scenarios and actual, practical, innovative
and high-impacting real-world applications is certainly a significant issue today.
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The “demonstration systems” often featured in many multimedia research
papers are in a sense such an effort to bring the developing computational tools
in multimedia into real-world applications, even though they tend to be short-
sighted, technically-oriented, poorly-designed and usually lack an understanding
of end-users and contexts in which such a system is to be used.

On the one hand, most multimedia research groups’ lack of expertise in Inter-
action Design and Human-Computer Interaction (HCI) knowledge and perhaps
their lack of collaboration with neighbouring HCI groups within their depart-
ments may be to blame. But on the other hand, the HCI community itself does
not seem to offer more prescriptive methods or procedures to help develop novel
scenarios and applications in such a way as to leverage the technologies devel-
oped by these multimedia researchers. Monitoring and interviewing end-users
and coming up with requirements to develop a better version of an existing ap-
plication is one thing, but trying to come up with a usable application not based
on end-user data but based on emerging technology itself is another.

While acknowledging the power of User-Centred Design and how the strong
emphasis on end-users and establishing comprehensive user requirements pro-
motes a product that satisfies existing user needs and thus fitting the system
well to their work context, an attempt to develop a completely novel application
that does not have existing user base or current practice of use tends to face a
lack of methodological support due to the HCI tools and procedures that seem
to be focused on supporting today’s tools and activities rather than tomorrow’s.

The culprit of the plethora of complex technology demos with poor usability
in multimedia witnessed today is not only the lack of inter-disciplinarity or lack
of collaboration between multimedia and HCI, but the lack of general under-
standing of how a novel application could and should be developed where the
starting point is technological possibility instead of an identified, unmet user
needs in a specific domain.

The focus of this paper is on “emerging” or “novel” multimedia techniques
rather than well-studied or already-robust techniques since the latter group of
tools, once matured enough, become the realm of “conventional” technologies
that any software house or companies can readily adopt in developing a highly
usable multimedia application with the well-established software development
and usability assessment processes available today. With this in mind, this pa-
per will describe three interweaving issues that make it challenging in developing
future interactive applications that incorporate emerging multimedia tools and
techniques, and in doing so draw on the author’s hands-on experience of design-
ing a variety of novel multimedia applications in a large multimedia research
group over the past ten years.

To name but a few of these novel applications, a Web-based video retrieval
system where a user can search a video collection by semantic features such as
the existence of faces/people, indoor/outdoor, and cityscape/landscape [3]; an
object-based photo archive where a user can search for objects in photos (e.g.
a vase, a car or a ship) in terms of the object characteristics rather than whole
photos [25]; a security video search system where CCTV video footage in a
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Fig. 1. Photos taken from a museum are automatically grouped by individual arte-
facts (left panel), and matched to the museum’s authoritative photo collection (middle
panel), then linked to detailed information about that artefact (right panel)

university campus is captured and indexed by people’s contours and later a se-
curity staff can trace whereabouts of a suspicious person appearing in multiple
camera locations [14]; a museum artefact explorer where a user can upload the
photos taken at the museum to match and group the same artefacts even if
the photos show different angles or sides, and display information on them (see
Figure 1 for a screen shot) [2]; an online photo organiser where the uploaded per-
sonal photos are automatically annotated by the people appearing in the photos
[23]; a Lifelogging browser where a large number of passively captured photos
from a wearable camera are automatically structured by individual events, their
relative importance identified and presented in an intriguing comic-book style
montage as to help the user review their day [15]; a route finder where a collection
of in-vehicle video footage is automatically indexed and seamlessly interweaved
with the vehicle routes on a geographic map [19], and many more. All of these
applications incorporated one or more combinations of multimedia techniques
that were on-going research topics at the time (and many of them still are), and
were more than just “technology demos” in the sense that an extensive Inter-
action Design effort was expended in developing them and specially designed
to support some form of novel activities that conventional applications do not
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support. Going one extra mile to package the developing multimedia tools to
come up with feasible and usable applications and studying the usage of such
applications is not commonly witnessed in multimedia or any other technology-
focused research communities today.

Serving as a “design consultant” and“usability expert” in thehighly technically-
oriented but extremely talented multimedia group that have been generating such
a great variety of exciting computational tools, the author’s unique position as the
HCI and InteractionDesign researcher-practitioner contributing to “all things end-
users” in the 40+ members of technology researchers over the past decade brought
many exciting outcomes. This paper tries to highlight the issues by reflecting on the
author’s own practice of communicating with his multimedia colleagues, of deal-
ing with multimedia ways of thinking, of monitoring the aggressive and dynamic
formation of new ideas, and of the design effort in applying various HCI tools to
developing novel applications inspired by these technical ideas in multimedia.

2 Designing Interactive Multimedia Applications and the
HCI Stance

One might attempt bringing in the well-structured HCI methodology in the de-
sign of a novel interactive multimedia application. Many of the HCI tools and
procedures currently practiced (and with desirable effects), however, are geared
towards those applications that we currently use, with relatively well-understood
domains and with an existing user base. Involving the target end-users at var-
ious stages of the development process in order to reflect the users’ wishes and
needs into the design is the central premise of the User-Centred Design (UCD)
approach. Currently popular ethnographic methods such as Cultural Probes [7]
and Contextual Inquiry [9] as well as other traditional interviews, questionnaire,
interaction logging and eye-tracking, are the examples of these methods where
the purpose is to obtain the information about people’s current practice of cer-
tain activities in order to incorporate them into the design.

Some of the multimedia technologies do promise an enhancement of existing
tools in existing practices. For example, face detection and recognition technique
could be plugged in to an existing personal photo or video management service
such as Flickr and YouTube, to help reduce the user’s manual annotation bur-
den by automatically tagging the photos or video clips by the appearance of
individual persons’ names. Advertisement detection in a video stream could be
plugged in to our VCR/DVD recorders at home to help save the storage and skip
the annoying ad breaks in the middle of a movie, by automatically identifying
them and removing or at least tagging them at the time of recording. These
scenarios are certainly a useful target for the computational multimedia tools
to be applied to and be made useful in the real-world, in the way that makes
people’s life easier and more convenient by automating those elements that so
far had assumed human labour and intervention.
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There are, however, ways in which technologies could support very new ac-
tivities, or rather, create new activities that people have not done before: online
chatting was not a known activity that anybody did until the infrastructure of
the Internet and the software that supported it appeared; the activity of blog-
ging did not exist only 5 years ago until web blogging services appeared and
people started using them; video sharing/voting and twitting are also the ex-
amples of recently invented activities whereby those technological applications
appeared first then the uptake of the usage happened afterwards. Designing for
these novel applications (albeit the lack of any technological innovations in some
of the above examples) that will support new activities is fundamentally different
from designing, for example, a next generation of a word processor or a better
version of a library management system.

We expect the tools and techniques researched in many multimedia R&D
groups today will in time create many such new activities in the form of “novel
interactive applications.” Because the design for the new activities expected to
be invented cannot rely solely on existing user data or precedent design exam-
ples, the starting point of designing such an application is on shaky grounds
(Section 3.1). While the novel multimedia tools themselves might not provide
robust and accurate performance today thus making any decent user-experiment
or deployment effort difficult (Section 3.2), we expect by the time these tools
become better understood and more mature in terms of their performance, the
kinds of interaction platforms that we will be interacting with on a day-to-day
basis will be much more diverse (Section 3.3). The next section will address these
issues in more detail.

3 The Issues

3.1 Shaky Starting Point

An interaction designer typically gets input from (1) engineers, who provide tech-
nologies; (2) anthropologists, who provide field data; (3) behavioural scientists,
who provide models and theories to support the design of artefacts [31]. While
the modern HCI practice strongly advocates the User-Centred Design approach
where the emphasis is on establishing requirements by understanding the users
and the environment where the system in concern is to be located and used,
designing novel multimedia applications often do not have the “field data” or
the information on the existing users’ practice of the application area, as that
application scenario itself is something new. Also, many successful designers rely
on their past experiences of designing similar artefacts [11], and many aspects of
design activity itself are based on building on successful precedences. Designing
novel applications, as there is no such initial exemplar or successful products,
has a very shaky starting point.

Some inspirations do come from observing people’s current lives and their
activities. Trying to use ethnographic studies to explore new possible scenarios
and innovations [22] and studying a particular practice to learn about the un-
derlying motivation for a more grounded innovation [17] have been suggested.
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These approaches try to start by studying end-users in developing technological
innovations. Also, we could first study the usage of existing applications of a
similar nature (probably a manually-intensive equivalent that the new applica-
tion is to supersede) and hope that they could help inform the design of the new.
For example, in order to design a novel application that uses a video summarisa-
tion technique, we could study how people browse their DVD collections using
a chapter selection feature provided in most DVD movies, or use an Electronic
Program Guide to quickly get the gist of the contents, and identify how the cur-
rent experiences in these activities could be enhanced with the automatic video
summarisation. Collecting usage data from the “proxy users” in this way is one
of the ways to ground the new technological development to the real-world. In a
recent article in interactions [18], Norman warns against the tendency to rely on
ethnography in technological inventions by explaining how major breakthroughs
and innovations in history came from technologists who had very little under-
standing of users, and how most often “technology will come first, the products
second, and then the needs will slowly appear.”

Because it is often impossible to predict whether a newly-supported activity
is something that people will want to do, or rather, impossible to predict how
people will accommodate and assimilate a novel activity afforded by the new
application into their lives, it is more important to quickly develop a robust ap-
plication first then get people to start using it. In this sense, the design decisions
for novel multimedia applications should be made as to come up with an artefact
that is open-ended in terms of its eventual usage or purpose (because we don’t
know what they would be at the time of design) but that strictly adheres to us-
ability principles [26]. Thus, quickly prototyping an application and conducting
a usage study with it is one sure way to go about developing a novel multimedia
application, without spending too much resources on trying to establish initial
requirements or understanding the usage context at the beginning. As more and
more people have the access to the Web, developing a Web-based application
has the great benefit of being able to easily deploy it for a number of users to use
although this can be a problem in limiting the usage scenarios for near future
(see Interaction Platform Issues Section below).

The shaky starting point tends to result in longer design time to produce an
initial application scenario and the user-interface, as having no previous exam-
ples to follow and having no good understanding of usage makes it difficult to
structure and streamline the design process in any way. For example, it took the
author well over full-time 4 months to design a video clip searching application
where a clip-to-clip content similarity measure is used to support a “find more
like this” type of query and interactive refinement of the query and retrieval
results in a highly efficient way [20]. Having a query panel on the left where ex-
ample video clips and their associated transcripts are added and retrieval results
on the right showing matched shots’ keyframes as well as a few preceding and
following shot keyframes in different sizes, had no such precedences and every-
thing had to be designed from scratch. For this, a series of iterative sketches and
brainstorming sessions with the technical members were undertaken as the main
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process over a 4-month period. After the system was fully implemented and a
user experiment conducted, we had much better understanding of the applica-
tion in terms of people’s opinions about such a tool and how it might be further
refined or re-branded into a product. It has been noticed that a number of other
multimedia groups designed similar user-interfaces in the subsequent years, and
now designing a similar interface can be a matter of days (precedences and prac-
tical know-how/experience makes such a big difference in design).

The design of a lifelogging photo browser where a large number of a person’s
lifelog photos from a SenseCam can be reviewed [15] took more than a year dur-
ing which the strategies to connect between the supporting back-end techniques
and their possible front-end manifestation and interaction schemes gradually de-
veloped - there was no precedence of such an application and there still is no
usage of such an application as it will take many more years for the passive
capture device such as SenseCam to be used by the general public. Many of the
novel applications incorporating multimedia techniques developed in our group
took months for each of them to form any concrete user-interface, because of
the lack of understanding in the application areas and the lack of examples to
narrow down the design space.

While in engineering fields the lack of initial understanding or requirements
generally poses challenges in formulating the questions and problems to work on,
design studies show that the inherent quality of designers is the ability to work
on an ill-defined problem space and quickly reach an initial design solution by
framing the problem space in a creative way, then going back and forth between
the problem and solution space over time [5]. When it comes to designing novel
multimedia applications, such quality will be very much needed and it may be
an important clue in any attempt to make explicit the procedure for innovative
design that lacks user/usage information.

3.2 Imperfect Back-End Performance and Implications

Developing effective video shot-boundary detection and keyframe extraction tech-
niques have been a very active sub-topic in the multimedia field since the late
90s and early 2000s and their accuracy level is said to have reached above 95-
98% today (for straightforward hard-cut transitions anyway) [29]. We call this
a “solved problem” and these well-understood techniques are today featured in
many video editing tools to help quickly browse the video contents. Face detec-
tion has been, as its potential value for such a technique is huge, an another
active research topic in computer vision and now many digital cameras feature
real-time face detection and highlighting in the camera viewfinder to help the
user focus the camera to those face areas. Some of these older topics in the
field are having fruition today by being featured in these commercial products.
There are a variety of different techniques in multimedia that are currently be-
ing studied and sooner or later to come out of the laboratories into real-world
applications.

One of the problems of making a working prototype of a novel multimedia
application is that the multimedia technique that the system is to demonstrate
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is, almost by definition, an imperfect technology that multimedia researchers
are working very hard today to improve in their laboratories. As the technology
research community, it is important to design novel applications now even though
their back-end multimedia techniques themselves may not yet be good enough
to be used in the real-world, in order to envision and shape the near-future when
such techniques will have become sufficiently matured.

Having an immature technology as a back-end of a system not accurate or
robust enough to be used un-supervised in a real-world application is a big hand-
icap as an interactive application: users will notice the inaccurate results on the
front-end and this lowers the perceived value and attraction of the application
enormously, even if all other usability aspects are crafted to high standards. It
can be compared to, say, an online shopping mall site where product information
is occasionally incorrect or some times wrong photos are displayed for a prod-
uct - whatever the reason, it is simply unacceptable. This means the precious
comments, feedback and usage of the test users that otherwise could have shown
valuable information about possible new usage or wishes will be clouded by the
obvious functionality flaws.

In order to remove such complaints on the performance of the system (and
to get useful comments on all other aspects), we need to manually correct the
results of the imperfect algorithms and show the perfect outcome to the users.

For example, we had an online video retrieval system we called F́ıschlár (“F́ıs”
means video, and “chlar” means programme in the Irish language) which was de-
ployed within the university campus for over 6 years (1999-2006) during which
more than 2,000 students and staff users registered and actively used the sys-
tem. The system ingested video streams from broadcast TV signal on our users’
requests and processed, indexed, and structured the incoming video stream for
browsing, searching and playback. One of its latest variations incorporated an
automatic news story segmentation technique and processed daily 9pm news
from the national TV channel RTÉ, and presented a news story-based searching
and browsing interface to the users. A lot of effort was put into capturing the
real usage of this system with interaction logging, diaries and questionnaire [16].
While the system had to be made robust and accessible at all times (our users
used the system in the morning before they start working, at lunch breaks, be-
tween lab sessions and in late evenings), the most problematic aspect was that
the story segmentation engine itself did not produce 100% accurate results, thus
our users would frequently see incorrect story units in their browsing. In order to
prevent this, the newly added news videos were manually checked every morning
to correct wrong segmentation with a simple editing tool before our users started
accessing the site in the morning. This early-morning manual intervention con-
tinued every day for more than 5 months during which this particular study was
conducted. Costs associated with deploying an application, especially when its
back-end uses an experimental multimedia techniques that is not mature, can
be so high that it may seem almost a luxury to be able to conduct this kind of
long-term deployment study with such an application.
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In this particular study, our users thought the system fully-automatically
indexed the news stories without any human intervention, but the more illumi-
nating fact for us was that they did not really care whether it was automatically
done or otherwise: all they wanted was to be able to locate the news stories
they were interested in and watch them to kill some time, as if it were a regu-
lar online news service such as Irish Times Online or BBC News Online. They
instead complained about the system not presenting the news stories by overall
categories such as “International”, “Politics”, “Entertainment” and “Sports”,
which did provide us with future desired features of the application.

An alternative strategy is to design the user-interface in such a way that
whenever a user notices such imperfect output of the back-end processing, he/she
could very easily fix or correct it while doing the task. The corrected facts can
then be fed back to the back-end processing and propagate to the rest of the
data, overall improving the accuracy of the system. Encouraging or motivating
the user to provide annotation during the use [27] is probably a good strategy for
providing a service with imperfect performance as long as the task of annotation
is not lengthy or laborious. For example, in a personal photo management system
we developed in 2007 [21], uploaded photos were automatically annotated with
the name of the people present in each of the photos using face recognition
augmented with a body-patch algorithm. As the accuracy of these algorithms was
not 100% accurate, sometimes the users noticed incorrect names being labeled
for some faces in the photos. Using a simple mouse-over action over the photo
and the selection of a predicted alternative names pushed to the user by the
system, he/she corrected the annotation with a minimal effort whenever such
error was noticed and the system re-calculated remaining photo collection with
the revised certainty based on that manual correction, just as is done in current
systems like Apple iPhoto.

Another stream of strategy is that when the back-end performance is imper-
fect, we could develop usage scenarios and the user interaction in such a way that
such imperfection would not be so blatantly noticeable or crucial in the user’s
task. For example, our online Movie Browser application [1] used movie scene
segmentation and classification techniques to present movie content by chunks
of Exciting, Dialogue, or Montage scenes (see Figure 2 for a screen shot). While
the state-of-the-art scene segmentation tools are still not mature enough to en-
sure reliable results, our user-interface arranged the browsing mechanism with
a large timeline where the segmented scene blocks are highlighted in different
colours depending on its identified scene types. When a user clicks any of the
highlighted blocks on this timeline, the series of scenes around that time region
is presented and the user can browse movie events around that time region. In
our deployment study of this system with over 260 students in a Media Study
course for a full semester, the students used the system freely to help write their
movie analysis assignments. Interviews, focus group and questionnaire were used
to obtain their usage and opinions, and the inaccurate scene boundaries and clas-
sification appearing on the interface was not an issue partly because the interface



420 H. Lee

Fig. 2. Three-band timeline shows where dialogue, exciting, and montage scenes are in
the movie, and clicking any area on the timeline will show the scene keyframes around
that area below

naturally reduced any negative effects by showing neighbouring scenes but also
partly because the concept of scene boundary itself cannot be objectively defined
or agreed upon by everybody: as long as the users were able to roughly reach
a point of their interest quickly and navigate around, they were happy and did
not complain about the segmentation inaccuracy.

The choice of these strategies will depend on the domain and the way the
usage scenario is drawn for that application. Thus, it will probably be more
difficult to design the above-mentioned news story browsing interface in such
a way that the incorrect story segmentation results will not be too obvious or
matter, because news stories are generally more well-defined and are often the
isolated unit of contents that news consumers will want. Even so, there might
be some novel scenarios that we could develop where the blending of adjacent
news stories is the main feature, perhaps a visualisation of an aggregation of
daily news stories over a long period.
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3.3 Interaction Platform Issue

Consider some of the multimedia tools and techniques we are currently devel-
oping are packaged into an intriguing application running on an Apple iPad,
with which a user can use a simple finger touch to easily command the func-
tions, search and browse with the powerful automatic indexing and visualisation
techniques in a way that conventional applications cannot. Are there particular
multimedia tools that might be better suited for this “Multimedia iPad” scenario
than others?

So far, whenever somebody showed a “demo” of a multimedia research project,
it was shown on a desktop PC or a laptop displaying a stand-alone or Web-based
user-interface in some way. Large databases of complex and colourful multimedia
information in image, video and text may be nicely visualised on a large moni-
tor with a mouse and keyboard, and help explore the data, adjust sophisticated
parameters, pinpoint the area of interest, draw a region, and navigate a deep
hierarchy of menus relatively efficiently. More recently some demos were shown
on mobile devices, with academic events specifically dealing with mobile mul-
timedia appearing such as the International Workshop on Mobile Multimedia
Processing (ICPR 2010), the International Conference on Mobile and Ubiqui-
tous Multimedia (MUM 2010) and the ACM Multimedia Workshop on Mobile
Video Delivery (MoViD 2010).

The great thing about Web-based and mobile multimedia applications is that
they can be packaged to be more or less readily accessible for anybody who has
access to the Internet or has an appropriate mobile device. Deploying a Web-
based prototype application or an iPhone app is methodologically very effective
in terms of getting people to use it to get feedback and monitor the emerging
usage of such applications.

However, by the time many of the emerging multimedia tools studied today
become mature enough to be used outside the lab and into real-world applica-
tions (say in 5-10 years as a ballpark figure for a cycle in which a newly proposed
computational tool becomes a commercialisable piece of technology), we will be
interacting in our daily lives with more variety of devices and platforms, most
likely far more frequently than with desktop PCs or mobile platforms: inter-
active tabletops, with such a ubiquity of physical tables at home, restaurants,
cafes, airplanes and schools, will probably become one of the most commonly en-
countered interaction platforms in the near future; interactive TV, augmenting
conventional TV boxes with social connectivity, storage and processing power,
will become the future way of watching TV; large multi-touch walls will dominate
our streets, at bus stops and shopping malls providing novel public spaces with
multi-user interactivity; other embedded appliances will be around us such as
electronic magazines, sophisticated digital picture frames, touch-screen in-home
displays (perhaps a variation of the next generation of iPad), door panels with
media alerts and weather forecasts, etc.

Thus we envisage that it will be more constructive and forward-thinking to
try to couple the emerging multimedia techniques that we are developing today
with these more novel interaction platforms, than just demoing on a desktop PC
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or a laptop. As different interaction platforms assume different physical and con-
textual characteristics and consequently different appropriate modes and styles
of interaction, we should consider that some types of multimedia tools currently
being developed might be more suitable to manifest on particular types of plat-
forms than others in order to maximise or best leverage their potential power
and benefits.

For example, an earlier project involved developing an automatic news story
segmentation tool from daily TV broadcast news videos and recommended indi-
vidual news stories to mobile users based on user preference, viewing history and
collaborative filtering [8] - the mobile platform with small screen and awkward
input mechanism makes the content analysis and structuring techniques cou-
pled with automatic recommendation of meaningful units of information quite
ideal for providing the kind of user interaction where the interaction effort is
minimised by the system intelligently digesting the information, structuring it,
summarising it, then selectively presenting the most useful piece of information
to the user on the mobile screen. Thus, multimedia techniques that result in
elaborate visualisation or explorative interaction is less of a value to mobile plat-
forms but summarising, structuring, and selective pushing types of techniques
seem more promising for mobile applications. For example, the sports summari-
sation technique we have developed [24] analyses any field-sports video content
and identifies those segments that contain high probability of important events
happening in the game. Stitching up those identified segments can result in a
3-minute video summary of important events from a 90-minute football match.
Such a summarised form of a playable video could very well support a mobile
entertainment service where the user’s interaction with the device is to simply
watch a 3-minute summary video rather than typing in text, selecting options,
dragging panels, and exploring a sophisticated visualisation scheme which all
cause interaction burden to the mobile user.

Down the road, we can imagine an ideal mobile device where its back-end
mechanism is so advanced that as soon as the user turns on the device he/she
will see only those information and interface that the user wanted to use without
any menu navigation selection of options requiring visual attention, as a result
of the combination of accurate information processing, intelligent inference and
adaptive interface.

Exploring the suitability of various interaction platforms for emerging multi-
media techniques should be one very important part of the interactive multimedia
application design. The obvious challenge in trying to develop such applications is
that the developed system (whether it being on a tabletop, iTV, Multitouch Wall,
or any other platforms) is difficult to deploy due to the current unavailability of
such platforms to the test users, unlike Web-based systems or iPhone apps that
could relatively easily be deployed as many users have access to these platforms
anyway.

In 2005, our group developed an interactive tabletop application that incorpo-
rates a number of video retrieval techniques to allow multiple users sitting around
the table to collaboratively search for video clips [28]. While the back-end
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multimedia tools were used to segment video streams to manageable chunks and
to allow similarity-based searching amongst the chunked clips, the front-end table
interface tested how the interaction can be arranged in such a way that the col-
laboration amongst the users could be encouraged and conducted smoothly. The
tabletop is still an on-going field of study in the HCI community, and coupling
multimedia techniques on an interactive table gives very interesting research op-
portunities to this line of study. Because regular users do not have an interactive
tabletop and in most cases have not even used such a platform, studying people’s
use of the application required for us to arrange appointments with the test users
in the room where we showed it and got them to do training tasks, in a typical
laboratory user testing style.

In 2008, we developed a “Multimedia TV” application which featured a num-
ber of multimedia techniques (including shot/scene/story boundary detection,
sports highlight detection, face detection, clip similarity calculation, etc.) in a
TV set and a viewer with a conventional remote control can use a small number
of buttons to use these capabilities [12]. Lean-back interaction that characterises
a TV interaction requires extremely simplistic screen element design and the
mechanism to invoke the functions while watching the TV. During the design
stage of the TV widgets and screen elements, we brought in test users to our
TV set and informally observed their behaviour and discussed with them. Even
though realistic usage can only be tested in people’s own homes, deploying such
a TV to a home is currently impossible as nobody has such a TV.

It is not easy to see any effort in experimenting the emerging multimedia
techniques on novel interaction platforms, as most multimedia researchers are
busy with their algorithms and techniques to seriously think about applying
them to these platforms and the HCI researchers often have little understanding
of what emerging multimedia tools offer.

While quite a lot of interaction design knowledge, experience and skill set are
today available for the desktop PC/Web platform, relatively little is understood
or practiced for the mobile platform, and far less for other more novel platforms.
The design knowledge for each of these platforms are, however, slowly growing
today as more and more experimental applications appear in the labs and the
trial-and-error process starts identifying what makes good interaction strategies
for each of these platforms. Growing design knowledge for each of these platforms
is highlighted and summarised in [13]. Leveraging the increasing amount of de-
sign knowledge for various novel platforms will be one of the keys to successfully
deploying usable interactive multimedia applications of the future.

4 Conclusion

The way we can interact with multimedia data depends on how the data is organ-
ised, indexed and presented, so there is certainly a very important link between
multimedia technology and interaction design [10]. A competent interaction de-
signer for multimedia applications will be someone who is equipped with HCI
tools, design thinking and skills while at the same time understands the nature
of multimedia technologies and the trend of their progress over time.
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In highlighting the issues, this paper did not emphasise the lack of design
thinking by the multimedia researchers although this is most likely one of the
factors slowing down the development of highly usable and attractive multime-
dia applications. Multimedia researchers without practical design skills usually
like to argue a multimedia application’s user-interface with such HCI terms and
concepts as “click distance”, “screen real-estate”, “consistency” as it seems they
find these concepts most comfortable to understand in their scientific and engi-
neering frame of mind. The fact of the matter is that a competent interaction
designer usually does not constrain himself to such terms in designing or assess-
ing the interface. For designers these terms are largely a hindsight, post-design
analysis or post-design rationale. He tries to find a wholesome solution that can
elegantly solve a range of issues in a single, coherent and unifying theme (some-
times called “primary generator” [11] or “first principle” [4]), even at the cost of
a sub-optimal level of, say, click distance or screen real-estate, more drawn from
his/her experiences and intuition, frequently ignoring an elaborate requirements
analysis that multimedia researchers in the science and engineering tradition
prefer to start with. Certainly design decisions are based on a series of good
judgements of the designer [30] who can juggle with many unknowns and known
factors, and the success of a design is at the designed outcome, not the way design
choices were argued and rationalised [6]. It is understandable how multimedia
researchers struggle to understand and often become frustrated when their in-
teraction design colleagues immediately start working on the final solution in a
sketch when given a description of the technologies to be incorporated.

The way forward would be on the one hand for the multimedia community
to embrace these “designerly ways of knowing” [5] and leverage their ability in
developing the new generation of interactive applications that incorporate the
emerging technologies the multimedia researchers are working so hard on today.
On the other hand, more competent interaction designers and HCI practition-
ers should start working directly with the multimedia technology researchers,
picking up those multimedia tools and algorithms with huge potential to design
novel scenarios and applications that will forever change the way people work
and play.
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Abstract. The growing amount of digital music content and the in-
creasing connectivity of vehicles raise new challenges in terms of media
access for vehicle drivers. Creating easily a personalized playlist in ve-
hicles involves a unified representation of various metadata, combined
with a mobile architecture addressing media resolution and aggregation
issues. This paper analyzes the technical aspects of mobile access to mu-
sic metadata and its use in a personalized playlist generation scenario.
A prototype illustrates this study and gives first results.

Keywords: Metadata, content aggregation, mobile architecture, playlist
creation.

1 Introduction

Music is one of the most consumed media assets in vehicles. The increasing vehi-
cle internet connectivity is bringing more multimedia content to the mobile use
every day. Digital music assets are nowadays distributed on-demand by internet
services for their consumption.

A typical use case in a modern vehicle is: The driver wants to quickly select
specific online digital music tracks, in order to create a playlist corresponding
to his tastes of the moment. Since his primary task is to drive a vehicle, this
selection process has to provide first class user guidance in terms of minimal
interaction, presentation and explanation. While driving, he wants to be able to
influence the composition of the playlist by choosing alternative tracks or music
styles, without having to reformulate the whole selection query.

The vehicle integration and adaptation of such services is raising a lot of
technical challenges in terms of software architecture, network infrastructure
and usability. We will address the following aspects in this paper:
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– provide the user with playlist generation techniques that require few inter-
actions but still allow granularity.

– define an efficient architecture, adapted to the mobile use and the vehicle
requirements.

– make use of internet cloud metadata from external providers while containing
the software complexity overhead.

We will first present the problem of playlist creation for vehicles in section 2 and
describe the state of the art in section 3. After a technical discussion about the
different sources of music metaknowledge according to their integrability into
a mobile architecture in section 4 and we will propose a prototype of playlist
generation, that takes into account architecture constraints for the aggregation
of content, as well as techniques that allow the user to take advantage of it and
consume easily music in a vehicle.

2 Using Metaknowledge to Create Music Playlists

From a user’s point of view, the creation of a playlist is an optimization problem
between the time necessary to create the playlist and the quantity of music assets
which are available. Important parameters are the quantity and the quality of
available information that helps the user to make his decisions. We will discuss
in this section the different kinds of criteria that can be used to create a playlist
and explain how a mobile device like a vehicle can access them.

2.1 Techniques for the Creation of Music Playlists

Digitalized music is a media asset that can be sorted and selected through dif-
ferent techniques [2].

Creating Playlists Based on Music Similarity

– acoustic similarity: different low-level features (MFCCs or MPEG-7) can
be extracted from the audio signal and using data mining techniques to
compute similarity, [10], [9].

– expert opinion: the music genome project [24] has identified more than
400 musical attributes that are analyzed by experts and saved in a database.

– social information: Social services allow users to share free-text tags,
tracks, artists or genre favorites, playlists and to write comments. They often
implement implicit relevance feedback mechanisms based on the monitoring
of the user behavior (like the scrobbling protocol [13] from Last.FM1). Based
on this information, it is possible to compute playlist co-occurrence [3], or
to analyze common tags between playlists.

1 http://www.last.fm/

http://www.last.fm/
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Creating Playlists Based on Filtering Criteria

– artistic performance: The semantic description of music performances [19]
can help to define playlist creation criteria: author information, performer,
instrument, year of release, etc.

– high-level acoustic features: Based on the accoustic features mentioned
previously, MPEG-7 defines high-level descriptors such as Timbre, Melody
and Tempo. They can be considered as understandable for all users, even
those with minimal music expertise.

– genre: Genres are defined on cultural and historical backgrounds [14]. They
define commonly accepted cultural properties of music composition and per-
formance.

– mood: A mood is a long lasting personal affect. The energy-stress [22], or
valence-arousal [21] models have been developed by psychology research to
semantically describe it. Regarding music the Moodswing [11] proposes a
technique to select music according to the mood.

– web crawled information: The world wide web is an important source
of comments on musical performances. Analyzing it allows to identify the
popularity of an artist (how often the artist has been quoted in musical
reviews) and his hotness (how he he has been quoted the last week).

2.2 Accessing Media Information Knowledge

Accessing the information we have defined in 2.1 is a crucial step to its aggrega-
tion and its use in playlist generation. This section describes the different types
of multimedia metaknowledge sources that can be used to filter music tracks. In
our context, metaknowledge means every kind of knowledge about the content
that can help in selecting it among others through one or several criteria. We
draw a distinction between metadata that is extracted from the content, meta-
content that is delivered together with the content and metainformation that
can be linked to the content.

Agent Self Extracted Metadata. A first option to access knowledge is to
extract it directly from the content (see table 1). Low-level features as well as
some high-level features can be accessed this way.

In spite of their advantages, we believe that the metadata extraction has
currently too many shortcomings to be integrated as such in a vehicle. This is
the reason why we decided not to use this technique in our prototype. However,
we will consider in section 4.3 other external services that propose to deliver
metacontent extracted from the content itself.

Co-delivered Metacontent. Metacontent like the performing artist, or a cover
art illustration is delivered together with the audio content (see table 2). This
knowledge is tightly linked to the value chain (see 4.1) of the music distribution;
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Table 1. Self extracted metadata

Playlist creation Integration in a mobile device

Advantages

The quality of the metadata is en-
tirely based on the quality of the
extraction. The more features can
be extracted, the more criteria can
be used.
A lot of algorithms based on simi-
larity are available.

Extracting information directly in
the client limits the need of internet
connectivity.

Disadvantages

Low-level descriptors are useful for
the computation of music similarity
but cannot be used as such as filter-
ing criteria by a user with no music
expertise.
Pure acoustic based music selection
has shown some limits and under-
performs, methods based on high-
level data[5].

The extraction of metadata in a
multi-layered architecture does not
scale to the aggregation role.
Considering the chain value, the dy-
namic computation of such features
in a client or in an aggregator does
not scale to the increasing amount
of available content.

from the producer to the publisher and to the online provider. It mainly consists
in expert information: track name, artist name, album name, year of release.
The ID3 tags were one of the first attempts to propose a standard way to deliver
track, artist, album and genre information, within the MP3 mediacontainer.
Afterwards then other formats have been proposed based on structured binary
information of the mediacontainer, or XML formats.

Separately Delivered Metainformation. In the past years, an increasing
amount of internet services aimed at federating new sources of metainformation
without providing music data themselves. We can distinguish:

– textual information based on web crawling.
– music similarity: it can be based on automated music analysis (Gracenote),

expert annotations (Music Genome Project), or social information (playlist-
co-occurrence).

– social tagging and classification, like Last.fm or Finetune who allow their
user to give free-text tags to the tracks or the artists, and compare user
profiles based on the listening behavior.

Since they do not propose the content themselves (see table 3), they all need to
implement some kind of identification in order to deliver the metacontent for a
specific music track. This identification can be based:

– either on extracted metadata: computation of a unique fingerprint of the
track [4],[1];
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Table 2. Co-delivered metacontent

Playlist creation Integration in a mobile device

Advantages

Correctness: Co-delivered metacon-
tent has usually a very good quality
in terms of reliability.

This type of metacontent does not
need any extra processing neither
on client side nor on aggregation
side.

Disadvantages

Consistency: spelling differences be-
tween different providers may lead
an aggregating recommender sys-
tem to propose twice the same
artists or oppositely to underesti-
mate his importance.
Completeness: for taxonomic val-
ues like genre or mood, the inner
structure (number of genre, hierar-
chy, dependency between semantic
concepts) can vary a lot between
providers.

The whole content need to be re-
quested even if only the metadata
is necessary.

– or on the co-delivered textual metacontent: the metadata is available through
a search engine using the name of the track, or the name of the artist per-
forming it.

3 Related Work

The music information and retrieval (MIR) research has already presented rec-
ommender systems to help users to create playlists. The Simple Playlist Gen-
erator [15] proposes to create a playlist based on a seed song. Using the user’s
skipping behavior [16], it is possible to infer implicit relevance feedback and
improve the playlists.

In the field of data visualization, the development of user interfaces for the
display of music libraries such as in [12] or [8], has also lead indirectly to propose
clients capable of creating music playlist by selecting regions on a map.

A third important aspect in the literature are the recommender systems based
on user input filters. Satisfly [17] proposes to select the variance around a genre,
an interpret, or an album, as well as a desired tempo or a specific time period
(i.e. 60’, 70’, etc.). Musiclens [7] uses other original metadata like the intention
of the music, importance of the voice or number of instruments.

Most of this research effort has focused on finding innovative ways to use
metaknowledge for the creation of playlists. However, they gave rather little
focus to the analysis of the quality of the metaknowledge for an online scenario
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Table 3. Separately delivered metainformation

Playlist creation Integration in a mobile device

Advantages

Those data are independent from
the content provider, so they are
not influenced by commercial ori-
entations and it allows address-
ing simultaneously different content
providers.
Some kind of information like popu-
larity, can only be gathered through
transverse crawling methods (web
information, radio charts, etc.),
that content providers do not pro-
vide.

Most of those services can be ab-
stracted and aggregated in a multi-
layered architecture.

Disadvantages

Correctness: folksonomy and other
user generated content need of-
ten extraprocessing of normaliza-
tion [18].
The lack of consistency in the co-
delivered metacontent may cause
problem to retrieve linked metain-
formation.

The architecture of such system is
less efficient than former systems,
since the query of new metadata re-
quires bidirectional exchange of in-
formation.

where the content changes every day, and the way to integrate it efficiently in
a mobile infrastructure. Moreover, most of them did not address the topic of
vehicle clients which have limited user interaction possibilities.

4 Prototype

Before giving the details of our prototype we think it is important to analyze
what are the different sources of content and metacontent that we need in or-
der to perform playlist generation in a vehicle using daily changing on-demand
media.

4.1 Role Definition

The music industry is a complex ecosystem that has been dramatically changed
by the digitizing of music assets [20]. The generation of playlists and more gen-
erally the selection and display of media content can be schematically positioned
at the end the value chain, after the production and publication of content (see
figure 1).
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Fig. 1. Extension of the value chain, with internet services

With the development of internet as a media distribution channel, new services
have emerged which do not propose content but rather metadata. We identify
mainly two categories of them.

– Web crawlers and cloud services: They provide metadata based on informa-
tion gathered from the web.

– Social services: They provide information based on social services.

On the one hand, the increasing amount of information available through this
services simplifies some processing tasks for the clients as we announced in 2.1
but on the other hand they involve a multiplication of interfaces which would
lead to a serious overhead in the software complexity of vehicle clients, and
increase the latency needed to access those services. New functional roles need
to be developed in order to achieve:

– The aggregation of multiple providers, like music providers and metacontent
providers while maintaining a low software complexity.

– The caching of metacontent to interconnect structured information and pro-
vide reactive user interfaces.

4.2 Functional Architecture

Our prototype focuses on the implementation of a multilayered architecture.
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Fig. 2. The functional components of the architecture for generating playlists in a
mobile environment

Abstraction. Since the prototype uses different kinds of metadata- and content-
provider to have access to a comprehensive set of knowledge, it needs to access
them all in a common way. This component abstracts their functionalities by
providing common functions like search for track or similar tracks for a specific
song to other software components. Thereby the precise implementation of the
several providers is hidden to the frontend and the playlist generator.

Aggregation. The data is collected and merged from different providers through
the abstraction component. This component builds up information entities which
hold all required metadata. The set of required metadata is defined by the caching
component.

During the aggregation of data different metadata sources have to be assem-
bled. Our prototype uses metadata provided by experts as well as metadata
provided by the so called folksonomies. To assemble them the system has to
consider factors like spelling differences in track or artist names and the various
kinds of identifiers.

Caching. This component caches a representative sample of the digital available
music of our content providers. In order to best support the user in his playlist
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generation process, the system must react to the user interactions very fast.
Short reaction times reduce the risk of distraction from the primary task of the
vehicle-driver. Thereby, it reduces the cognitive disorder.

These cached information permits a multi-criteria playlist generation. The
cached tracks have to support the following attributes:

– name of track, artist and album;
– year of release;
– genre and mood information;
– ratings of the popularity;
– user specific ratings;
– album cover;
– download URL of the audio data.

The Aggregation component provides this component with metadata, collected
from different providers. This data collections and caching process is scheduled
as a background process, independently from the playlist generation process.

Playlist Generator. This component receives from the vehicle, resp. from the
driver, a set of criteria which are the constraints for the desired playlist. By
matching these criteria with cached songs it receives some seed-songs. These
seed-songs provide the starting-point of the generated playlist. Combined with
similar tracks to these seed-songs (over the Aggregation and Abstraction com-
ponent), a playlist is automatically built up (for details see section 4.2 - the
interlacing strategy).

User Interaction & Playback. By interacting with this component the user
can control the whole system. As described he can select different criteria for
his playlist. He can combine the following criteria in order to tell the system his
current music tastes:

– Genre: A hierarchicaly structured tree with 8 top level genres likes Rock,
Pop, Jazz, Classical and so on;

– Mood: A set of 25 moods, ordered in a valence-arousal grid;
– Popularity: A three stepped scale from underground over mainstream to

hot ;
– Year: A period of time or the exact year of publication;
– Origin: A personalized option like music from the own repository or loved

songs.

For each selected criteria a preview of the playlist is presented. The songs of the
preview derive from the caching component. Therefore they can be displayed
very fast.

After the user has selected all his playlist constraints, the Playlist Generator
builds up a list of tracks which fit these criteria. Thereupon the Generator returns
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Table 4. Similar tracks for two seed song, collected from Last.fm’s web service

seed song 1: Mando Diao - Gloria seed song 2: Kasabian - Fast Fuse

T1,1 Mando Diao High Heels T1,2 Kasabian Take Aim
T2,1 The Libertines Can’t Stand Me Now T2,2 Arctic Monkeys Fire and the Thud
T3,1 Johnossi Man Must Dance C4 Editors Munich
C1 The Kooks Do You Wanna T3,2 White Lies Death
T4,1 Sugarplum Fairy She T4,2 Franz Ferdinand Turn It On
T5,1 The Hives Walk Idiot Walk T5,2 Arctic Monkeys Potion Approaching
C2 The Hives Tick Tick Boom C1 The Kooks Do You Wanna
T6,1 Johnossi 18 Karat Gold T6,2 The Libertines Can’t Stand Me Now
T7,1 Razorlight Wire To Wire C3 Razorlight America
C3 Razorlight America C2 The Hives Tick Tick Boom
C4 Editors Munich T7,2 Kaiser Chiefs The Angry Mob

the playlist to the user. Each track of the list has a download URL attribute.
So the vehicle can request the songs directly from the content providers and
playback them.

Query Adaption via Preference Relaxation. In the case that a filter com-
bination will not produce any results due to conflicting criteria the search query
is gradually relaxed along the path of the category taxonomy. In particular, the
most specific categories are replaced with their respective more general super
categories until there are matching results which can be combined to a playlist
of reasonable size. This approach is easily extensible to more sophisticated relax-
ation mechanism which incorporates additional domain knowledge into account
such as those described in [23] for instance.

Fast Filter Criteria Preview through Pre-Cached Content. In order
to support the driver in his playlist generation process a preview of the de-
sired playlist will be offered. Each time the filter criteria changes a new preview
demonstrates its influence on the final result.

The user can add as many filters as he wants, while filters from different
categories are linked by a logical AND and filters from the same category are
linked by a logical OR. We expect the user to naturally assume that kind of
linkage.

Track Interlacing Strategy and Parallel Metadata Aggregation. Once
a preview has been requested, the backend starts automatically a playlist gener-
ation process in background and saves the results. If the user is pleased with the
preview, the playlist is transferred from the backend to the frontend, otherwise,
it is deleted.

Since we are using different metadata providers to generate the playlist we
had to develop an algorithm to combine the results. The playlist generation
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Fig. 3. The interlacing method to generate playlists with smooth track-to-track inter-
sections. At the top two seed-songs with similar tracks (T) and common similar tracks
(C). At the bottom the generated playlist with interlaced tracks for two seed-songs.

process is based on the preview tracks which consist in a list of n seed songs;
S[0] = {s1, s2, ..., sn}. For every sk there is set of mk recommendations Rsk

=
{t1,k, t2,k, ..., tmk,k} which is retrieved from metadata providers. Our algorithm
process incrementally and takes the first seed song s1 and searches in s2, ..., sn

a song sk such that the cardinal of Cs1,sk
= Rs1 ∩ Rsk

is maximum, that is
to say that the recommendations of s1 and sk have the maximum of tracks in
common (see figure 3-1). The algorithm then carries on with the set S[1] =
{sk, s2, ..., sk−1, sk+1, ..., sn} where s1 has been removed, until S[n − 1] when
the set of seed songs is exhausted. This way, we create an ordered listed chain
of seed-songs S′ = {s1, s

′
2..., s

′
n} where s′k are a permutation of sk and sets

of common songs which can have different cardinality Csi,sj . A playlist can be
created by placing the common songs between the seed songs as following: s′i,
Cs′

i+1,s′
i
\Cs′

i,s
′
i−1

, s′i+1, Cs′
i+2,s′

i+1
\Cs′

i+1,s′
i
, where Cx \Cy is the difference between

the sets Cx and Cy .
The figure 3-2 and the table 4 illustrate how the remaining tracks that are

not common to the seed songs (i.e. they belong to the complementary of Cs′
i,s

′
i+1

in Rs′
i
∪Rs′

i+1
) are interlaced between the common tracks completing the result,

in order to create a playlist smoothly going from a seed song to another.
In order to deliver a playlist to the user as fast as possible, the collections of

similar songs are (a) parallel retrieved and (b) the playlist generation is split in
multiple parts. The parallel request for similar tracks accelerates the generation
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Fig. 4. The hardware architecture of the prototype

process. Depending on the latency of the service providers, waiting for the re-
sponse takes a significant amount of time in generating the playlist. By splitting
up the playlist a first part of it can be delivered in an acceptable delay to the
user. Thereupon, while listening to the first tracks of the playlist, the other parts
can be built up in background.

4.3 Deployment Architecture for a Mobile Use

The presented functional components have to be deployed on an adequate hard-
ware architecture. The prototype is split into two main applications: firstly the
graphical user interface (the so called frontend), with whom the user can in-
teract in the car and secondly a server (backend). A conceptual model of this
architecture is presented in figure 1. The discussed functional components are
mapped to the corresponding hardware components.

Frontend. The UI-Prototype we implemented for the frontend is written in
Flash. The input/output-devices used in the prototype are the controller knob (a
push-shift-rotate controller) for input and the central information display (CID)
for visual output. The music playback performs over the car audio system. The
flash application runs in a Web-Browser based on Webkit and specifically de-
veloped to read commands from the controller. Commands are forwarded to the
flash run-time using JavaScript. The browser is capable of handling gzip com-
pression over HTTP, which helps reducing the latency of exchanging requests.

We use a 7 Series BMW for our experimental vehicle. It is equipped with an
UMTS router and the described visual and haptic interface. A picture of the
user interface in the vehicle is presented in figure 5.
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Backend. We installed on a server a servlet container (Glassfish) and a re-
lational database (MySQL). The functional component Caching is mapped to
the relational database. The components Abstraction, Aggregation and Playlist
Generator are deployed in the servlet container . The Abstraction handles the
access to the several providers by implementing the web service API over WSDL
or REST. The Aggregation and Playlist Generator implement the business logic.

World Wide Web. The several providers for metadata and audio/image-
content reside in the world wide web. These providers aggregate dynamically
metadata by crawling the web for music related content. They also support ser-
vices to identify tracks and deliver similar music to given seed-songs. We use the
music-catalog from Rhapsody2 with over 9 Mio. songs as content-provider as
well as metadata-provider. Additionally Gracenote3 supplies the prototype with
mood-information. The social network Last.fm and the web crawler The Echo
Nest complete the list of the metadata providers that we have used.

The backend offers a web service that can be accessed by the frontend. This
service is designed in a RESTful style [6]. The data is transferred between front-
and backend in XML format over HTTP.

Fig. 5. The experimental vehicle. left: graphical user interface, right: controller knob.

First Results. We monitored the response time of the server to the client
based on the simulation of 1000 user preview queries that generated around
1600 queries from the frontend to the backend, with a number of playlist criteria
from 1 to 6. As depicted in figure 6, the response time does not depend of the
number of criteria (still it is only database selects on the different rows of the
track table) and remains reasonable from user experience since the user does
not have to wait longer than 3 seconds. The variability in the results can be
explained by the jitter of mobile communications, the very changing latency
of internet web services. In order to permit an almost immediate start of the
final playlist, its first three tracks are always composed of cached tracks, while
2 http://www.rhapsody.com
3 http://www.gracenote.com

http://www.rhapsody.com
http://www.gracenote.com
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Fig. 6. Response time for the preview and the playlist over 1000 user queries

our system retrieves additional metadata in the background with the algorithm
described formerly. As a result, the rendering of the playlist can start right after
the preview.

5 Conclusion and Future Works

We have analyzed the issues encountered when tackling the topic of personalized
playlist creation in a vehicle. Our vehicle scenario involves usability aspects like
selecting different metadata filters to create a playlist, overcoming the latency
of some internet services and proposing the user alternative choices to modify
the final result.

We have presented a prototype to illustrate how the main functional compo-
nents, user display, caching, aggregation and abstraction can be deployed in a
mobile architecture. We have noticed that even if this deployment gives satis-
fying results it could be improved to provide a more reactive interface for the
preview of user queries.

We believe that new web technologies that will be implemented in mobile
devices like HTML 5 browsers or Adobe Air, allow the development of efficient
caching methods on the client side. Combined with a synchronization mechanism
with our backend, a future version of our client will be able to give immediate
previews of user queries avoiding the latency of backend requests.
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Abstract. We introduce an easy-to-use video browsing tool which as-
sists users in getting a quick overview of videos as well as in finding
segments of interest. It provides a parallel and a tree-based view for
browsing the content of videos – or even video collections – in a hierar-
chical, non-sequential manner. The tool has a plug-in architecture and
can be extended both by further presentation methods and by video
analysis algorithms.

1 Introduction

Video browsing is an appealing approach to find out whether a video or some
parts of it are of interest and where the most interesting segments are located
within a video. Usually, video browsing solutions are based on content analysis
of the underlying video. Almost all proposed solutions use shot segmentation
as a first step and provide browsing mechanisms based on the shot structure.
Content analysis – of a newly stored video file – takes quite an amount of time.
In some scenarios, e.g. when only a quick overview of the content of a video is
required, it is an overkill to perform a deep content analysis. If single shot videos
are browsed, shot detection does not help at all. Examples for single shot videos
can be typically found in surveillance applications. For such scenarios it is much
better to provide quick, yet powerful, interactive navigation means.

Several video browsing tools have been proposed in the recent years. While
some of them try to improve navigation with extended timeline sliders (e.g.
[1][2], others show content abstractions that can help users to more quickly
locate desired segments [3][4]). Some other tools facilitate browsing by an index
of extracted keyframes, typically at different levels of granularity (e.g. [5]), or by
providing smart fast-forwarding features (e.g. [6]). A comprehensive review on
video browsing applications can be found in [7].

We propose a novel approach for instant video browsing that requires no con-
tent analysis at all. Our application can immediately and efficiently be used for
scenarios where a quick inspection of a newly recorded video is required. While
video retrieval tools typically perform much better and provide better content-
based search functions, they first need to perform a deep content analysis step
requiring a lot of processing time (often in dimensions of several hours). Users,
who just quickly want to get an overview of a new video or to find some specific
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segments in it do usually not accept long delays before they can use the tool.
From a preliminary user study [8] we know that users in such situations rather
employ common video players for interactive browsing although they provide
only poor navigation features. The tool proposed in this paper has been de-
signed to provide a real alternative to common video players for such situations.

2 Instant Video Browsing

Our tool divides every video into as many parts of equal length, as there are video
windows opened on the screen. The number of windows (n) can be increased or
reduced by the user with a single click. Two different views are available for
browsing the content: a parallel and a tree based view. With both of them it is
possible to traverse the content in a hierarchical way down, until the frame level
is reached, and up again.

Fig. 1. Parallel View

An example of the parallel view is given in Figure 1, where a news video is
divided into nine parts of equal length. If one of the parts is selected by clicking
the right mouse button, the user gets down into a deeper level with more details.
That means that the selected part is divided into n parts of equal length again.
To get a coarser view again, it is possible to go back to a higher level. The parallel
view only shows one level of the browsing hierarchy at a glance. In contrast the
tree based view shows all levels simultaneously in a treelike structure, thus the
context of the video windows is better preserved. Figure 2 shows an example1 of
the tree based view with a highlight video of a soccer match. Each row represents
one level of the browsing hierarchy. The browsing history from the top to the
bottom level is preserved by coloring the selected video parts on each layer with
a green border. This should help the user to quickly find an alternative browsing
path. If a part is selected, a new row that shows only that part is added to the
1 The red lines between the horizontal window rows have been added to the screen

shot for a better visualization of the tree-based browsing concept.
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tree. Browsing through the content of a video this way can be compared with
navigating through a tree structure. Having found the required scene the user
may select the starting point of it as the new root. This enables the user to
quickly locate a number of interesting scenes in a video.

Fig. 2. Tree Based View

Beyond hierarchical browsing, the tool also offers parallel playback. All shown
parts or only selected ones can be watched in parallel and the playback speed
can be adjusted. The slider at the bottom of the container window can be used
to scroll through selected videos in parallel. The users can get an impression of
the whole video in a fraction of the overall duration. The audio playback is only
enabled for one single selected video window (where the mouse points at). The
ability to play the audio stream only of parts regarded to be interesting, helps
the users in getting a better browsing experience.

The introduced views are not limited to single video files. They can be applied
to small video collections as well. Opening a video archive adds an additional
level to the browsing hierarchy, which means that on the first level all videos
of the selected collection are shown, serving as starting point for hierarchical
browsing of the whole video archive.

Another feature of our video browser is that segments of interest can be
selected and stored in a playlist for later use. Moreover, selected segments can
also be exported as a single file, which can be opened with a common video
player. Thus, our browser is also a ”poor men’s” video cut tool.

Our video browsing tool offers a simple plug-in architecture. With new plug-
ins it can be extended by further presentation views and also by video analysis
and video processing algorithms. By combining different plug-ins it can be easily
adjusted to the needs of the users and the peculiarities of different video domains.

Regarding the performance of the tool we can state that at least nine videos
can be decoded and played in parallel with normal playback speed on a standard
desktop computer (Pentium 4 2GHz, 1GB RAM).
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3 Conclusion

The presented tool focuses on easy to use video browsing concepts for instant
usage. The parallel view can be used to get an overview of the content of a
video by using parallel playback or parallel scrolling. The tree view provides
mechanisms for quickly exploring different search paths within a video and thus
it is better suited for searching for a particular scene. Both approaches refrain
from content analysis and work for single-shot videos as well. They provide
a flexible user interface for non-sequential hierarchical video browsing and are
suggested particularly for situations, in which video analysis is not adequate
(e.g. due to lack of rich semantics) or would take too much time.

In future we are going to perform another user study to compare our video
browser with other video players to measure the retrieval performance for situa-
tions where a user wants to get a quick overview of a video or a video collection.
Furthermore, we plan to integrate several lightweight video analysis plug-ins to
be able to perform a better segmentation of the videos. Users will be able to de-
cide whether they use the instant approach or a more sophisticated one, based
on fast video analysis steps.
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Abstract. Akamai offers the largest Content Delivery Network (CDN)
service in the world. Building upon its CDN, it recently started to of-
fer High Definition (HD) video distribution using HTTP-based adaptive
video streaming. In this paper we experimentally investigate the perfor-
mance of this new Akamai service aiming at measuring how fast the video
quality tracks the Internet available bandwidth and to what extent the
service is able to ensure continuous video distribution in the presence of
abrupt changes of available bandwidth. Moreover, we provide details on
the client-server protocol employed by Akamai to implement the quality
adaptation algorithm. Main results are: 1) any video is encoded at five
different bit rates and each level is stored at the server; 2) the video
client computes the available bandwidth and sends a feedback signal to
the server that selects the video at the bitrate that matches the avail-
able bandwidth; 3) the video bitrate matches the available bandwidth
in roughly 150 seconds; 4) a feedback control law is employed to ensure
that the player buffer length tracks a desired buffer length; 5) when an
abrupt variation of the available bandwidth occurs, the suitable video
level is selected after roughly 14 seconds and the video reproduction is
affected by short interruptions.

1 Introduction and Related Works

Nowadays the Internet, that was originally designed to transport delay-insensitive
data traffic, is becoming the most important platform to deliver audio/video delay-
sensitive traffic. Important applications that feed this trend are YouTube, which
delivers user-generated video content, and Skype audio/video conference over IP.
In this paper we focus on adaptive (live) streaming that represents an advance-
ment wrt classic progressive download streaming such as the one employed by
YouTube. With download streaming, the video is a static file that is delivered as
any data file using greedy TCP connections. The receiver employs a player buffer
that allows the file to be stored in advance wrt the playing time in order to mit-
igate video interruptions. With adaptive streaming, the video source is adapted
on-the-fly to the network available bandwidth. This represents a key advancement
wrt classic download streaming for the following reasons: 1) live video content can
be delivered in real-time; 2) the video quality can be continuously adapted to the
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network available bandwidth so that users can watch videos at the maximum bit
rate that is allowed by the time-varying available bandwidth.

In [8] the authors develop analytic performance models to assess the perfor-
mance of TCP when used to transport video streaming. The results suggest
that in order to achieve good performance, TCP requires a network bandwidth
that is two times the video bit rate. This bandwidth over provisioning would
systematically waste half of the available bandwidth.

In a recent paper [6] the authors provide an evaluation of TCP streaming
using an adaptive encoding based on H.264/SVC. In particular, the authors pro-
pose to throttle the GOP length in order to adapt the bitrate of the encoder
to the network available bandwidth. Three different rate-control algorithms for
adaptive video encoding are investigated. The results indicate that the consid-
ered algorithms perform well in terms of video quality and timely delivery both
in the case of under-provisioned links and in the case of competing TCP flows.

In this paper we investigate the adaptive streaming service provided by Aka-
mai, which is the worldwide leading Content Delivery Network (CDN). The
service is called High Definition Video Streaming and aims at delivering HD
videos over Internet connections using the Akamai CDN. The Akamai system is
based on the stream-switching technique: the server encodes the video content
at different bit rates and it switches from one video version to another based
on client feedbacks such as the measured available bandwidth. It can be said
that the Akamai approach is the leading commercial one since, as we will see
shortly, it is employed by the Apple HTTP-based streaming, the Microsoft IIS
server, the Adobe Dynamic Streaming, and Move Networks. By encoding the
same video at different bitrates it is possible to overcome the scalability issues
due to the processing resources required to perform multiple on-the-fly encoding
at the price of increasing storage resources. HTTP-based streaming is cheaper to
deploy since it employs standard HTTP servers and does not require specialized
servers at each node.

In the following we summarize the main features of the leading adaptive
streaming commercial products available in the market.

IIS Smooth Streaming [9] is a live adaptive streaming service provided by
Microsoft. The streaming technology is offered as a web-based solution requir-
ing the installation of a plug-in that is available for Windows and iPhone OS
3.0. The streaming technology is codec agnostic. IIS Smooth Streaming employs
stream-switching approach with different versions encoded with configurable bi-
trates and video resolutions up to 1080p. In the default configuration IIS Smooth
Streaming encodes the video stream in seven layers that range from 300 kbps
up to 2.4 Mbps.

Adobe Dynamic Streaming [4] is a web-based adaptive streaming service de-
veloped by Adobe that is available to all devices running a browser with Adobe
Flash plug-in. The server stores different streams of varying quality and size
and switches among them during the playback, adapting to user bandwidth and
CPU. The service is provided using the RTMP streaming protocol [5]. The sup-
ported video codecs are H.264 and VP6 which are included in the Adobe Flash
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plug-in. The advantage of Adobe’s solution is represented by the wide availability
of Adobe Flash plug-in at the client side.

Apple has recently released a client-side HTTP Adaptive Live Streaming
solution [7]. The server segments the video content into several pieces with con-
figurable duration and video quality. The server exposes a playlist (.m3u8) con-
taining all the available video segments. The client downloads consecutive video
segments and it dynamically chooses the video quality employing an undisclosed
proprietary algorithm. Apple HTTP Live Streaming employs H.264 codec using
a MPEG-2 TS container and it is available on any device running iPhone OS 3.0
or later (including iPad), or any computer with QuickTime X or later installed.

Move Networks provides live adaptive streaming service [2] to several TV net-
works such as ABC, FOX, Televisa, ESPN and others. A plug-in, available for
the most used web browsers for Windows and Mac OS X, has to be installed
to access the service. Move Networks employs VP7, a video codec developed by
On2, a company that has been recently acquired by Google. Adaptivity to avail-
able bandwidth is provided using the stream-switching approach. Five different
versions of the same video are available at the server with bitrates ranging from
100 kbps up to 2200 kbps.

The rest of the paper is organized as follows: Section 2 describes the testbed
employed in the experimental evaluation; in Section 3 we show the main features
of the client-server protocol used by Akamai in order to implement the quality
adaptation algorithm; Section 4 provides a discussion of the obtained results
along with an investigation of the dynamics of the quality adaptation algorithm;
finally, Section 5 draws the conclusions of the paper.

2 Testbed and Experimental Scenarios

The experimental evaluation of Akamai HD video server has been carried out by
employing the testbed shown in Figure 1. Akamai HD Video Server provides a
number of videos made available through a demo website [1]. In the experiments
we have employed the video sequence “Elephant’s Dream” since its duration
is long enough for a careful experimental evaluation. The receiving host is an
Ubuntu Linux machine running 2.6.32 kernel equipped with NetEm, a kernel
module that, along with the traffic control tools available on Linux kernels, allows
downlink channel bandwidth and delays to be set. In order to perform traffic
shaping on the downlink we used the Intermediate Functional Block pseudo-
device IFB1.

The receiving host was connected to the Internet through our campus wired
connection. It is worth to notice that before each experiment we carefully checked
that the available bandwidth was well above 5 Mbps that is the maximum value
of the bandwidth we set in the traffic shaper. The measured RTT between our
client and the Akamai server is of the order of 10 ms. All the measurements we
report in the paper have been performed after the traffic shaper (as shown in
Figure 1) and collected by dumping the traffic on the receiving host employing
1 http://www.linuxfoundation.org/collaborate/workgroups/networking/ifb

http://www.linuxfoundation.org/collaborate/workgroups/networking/ifb


450 L. De Cicco and S. Mascolo

tcpdump. The dump files have been post-processed and parsed using a Python
script in order to obtain the figures shown in Section 4.

The receiving host runs an iperf server (TCP Receiver) in order to receive
TCP greedy flows sent by an iperf client (TCP Sender).

Akamai
HD Video

Server

Receiver
TCP

Sender
TCP

Internet
Web

Browser

Receiving Host

point
Measurement

NetEm

Fig. 1. Testbed employed in the experimental evaluation

Three different scenarios have been considered in order to investigate the
dynamic behaviour of Akamai quality adaptation algorithm:

1. Akamai video flow over a bottleneck link whose bandwidth capacity changes
following a step function with minimum value 400 kbps and maximum value
4000 kbps;

2. Akamai video flow over a bottleneck link whose bandwidth capacity varies
as a square wave with a period of 200 s, a minimum value of 400 kbps and
a maximum value of 4000 kbps;

3. Akamai video flow sharing a bottleneck, whose capacity is fixed to 4000 kbps,
with one concurrent TCP flow.

In scenarios 1 and 2 abrupt variations of the available bandwidth occur: even
though we acknowledge that such abrupt variations are not frequent in real-
world scenarios, we stress that step-like variations of the input signal are often
employed in control theory to evaluate the key features of a dynamic system re-
sponse to an external input [3]. The third scenario is a common use-case designed
to evaluate the dynamic behaviour of an Akamai video flow when it shares the
bottleneck with a greedy TCP flow, such as in the case of a file download. In
particular, we are interested in assessing if Akamai is able to grab the fair share
in such scenarios.

3 Client-Server Quality Adaptation Protocol

Before discussing the dynamic behaviour of the quality adaptation algorithm
employed by Akamai, we focus on the client-server protocol used in order to
implement this algorithm.
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To this purpose, we analyzed the dump file captured with tcpdump and we ob-
served two main facts: 1) The Akamai server employs TCP in order to transport
the video flows and 2) a number of HTTP requests are sent from the client to
the server throughout all the duration of the video streaming. Figure 2 shows the
time sequence graph of the HTTP requests sent from the client to the Akamai
server reconstructed from the dump file.

2

3

1

videoname.smilvideoname.smil
gets parsed

Sends video description

(time t = t0)

(time t = ti)

Client
(Flash player)

User clicks
on video thumbnail

Server
Akamai HD

GET(’videoname.smil’)

POST(c(t0), l(t0), f(t0))
and feedback f(t0)

Sends command c(t0)

Sends command c(ti)
and feedback f(ti)

POST(c(ti), l(ti), f(ti))

Sends video level l(t0)

Sends video level l(ti)

Fig. 2. Client-server time sequence graph: thick lines represent video data transfer,
thin lines represent HTTP requests sent from client to server

At first, the client connects to the server [1], then a Flash application is
loaded and a number of videos are made available. When the user clicks on
the thumbnail (1) of the video he is willing to play, a GET HTTP request is
sent to the server pointing to a Synchronized Multimedia Integration Language
2.0 (SMIL) compliant file2. The SMIL file provides the base URL of the video
(httpBase), the available levels, and the corresponding encoding bit-rates. An
excerpt of this file is shown in Figure 3.

Then, the client parses the SMIL file (2) so that it can easily reconstruct the
complete URLs of the available video levels and it can select the corresponding
video level based on the quality adaptation algorithm. All the videos available
on the demo website are encoded at five different bitrates (see Figure 3). In
particular, the video level bitrate l(t) can assume values in the set of available
2 http://www.w3.org/TR/2005/REC-SMIL2-20050107/

http://www.w3.org/TR/2005/REC-SMIL2-20050107/
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<head>
<meta name="title" content="Elephants Dream" />
<meta name="httpBase"

content="http://efvod-hdnetwork.akamai.com.edgesuite.net/"/>
<meta name="rtmpAuthBase" content="" />
</head>
<body>
<switch id="Elephants Dream">
<video src="ElephantsDream2_h264_3500@14411" system-bitrate="3500000"/>
<video src="ElephantsDream2_h264_2500@14411" system-bitrate="2500000"/>
<video src="ElephantsDream2_h264_1500@14411" system-bitrate="1500000"/>
<video src="ElephantsDream2_h264_700@14411" system-bitrate="700000"/>
<video src="ElephantsDream2_h264_300@14411" system-bitrate="300000"/>
</switch>
</body>

Fig. 3. Excerpt of the SMIL file

video levels L = {l0, . . . , l4} at any given time instant t. Video levels are encoded
at 30 frames per second (fps) using H.264 codec with a group of picture (GOP)
of length 12. The audio is encoded with Advanced Audio Coding (AAC) at 128
kbps bitrate.

Table 1. Video levels details

Video Bitrate Resolution
level (kbps) (width×height)

l0 300 320x180
l1 700 640x360
l2 1500 640x360
l3 2500 1280x720
l4 3500 1280x720

Table 1 shows the video resolution for each of the five video levels li, that
ranges from 320 × 180 up to high definition 1280× 720.

It is worth to notice that each video level can be downloaded individually
issuing a HTTP GET request using the information available in the SMIL file.
This suggests that the server does not segment the video as in the case of the
Apple HTTP adaptive streaming, but it encodes the original raw video source
into N different files, one for each available level.

After the SMIL file gets parsed, at time t = t0 (3), the client issues the first
POST request specifying five parameters, two of which will be discussed in detail
here3. The first POST parameter is cmd and, as its name suggests, it specifies a
3 The remaining three parameters are not of particular importance. The parameter v

reports the HDCore Library of the client, the parameter g is fixed throughout all
the connection, whereas the parameter r is a variable 5 letters string that seems to
be encrypted.
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command the client issues on the server. The second parameter is lvl1 and it
specifies a number of feedback variables that we will discuss later.

At time t = t0, the quality adaptation algorithm starts. For a generic time
instant ti > t0 the client issues commands via HTTP POST requests to the server
in order to select the suitable video level. It is worth to notice that the commands
are issued on a separate TCP connection that is established at time t = t0. We
will focus on the dynamics of the quality adaptation algorithm employed by
Akamai in the next section.

3.1 The cmd Parameter

Let us now focus on the commands the client issues to the server via the cmd
parameter.

Table 2. Commands issued by the client to the streaming server via cmd parameter

Command Number of arguments Occurrence (%)
c1 throttle 1 ~80%
c2 rtt-test 0 ~15%
c3 SWITCH_UP 5 ~2%
c4 BUFFER_FAILURE 7 ~2%
c5 log 2 ~1%

Table 2 reports the values that the cmd parameter can assume along with the
number of command arguments and the occurrence percentage.

We describe now the basic tasks of each command, and leave a more detailed
discussion to Section 4.

The first two commands, i.e. throttle and rtt-test, are issued periodically,
whereas the other three commands are issued when a particular event occurs.
The periodicity of throttle and rtt-test commands can be inferred by looking at
Figure 4 that shows the cumulative distribution functions of the interdeparture
times of two consecutive throttle or rtt-test commands. The Figure shows
that throttle commands are issued with a median interdeparture time of about
2 seconds, whereas rtt-test commands are issued with a median interdeparture
time of about 11 seconds.

throttle is the most frequently issued command and it specifies a single
argument, i.e. the throttle percentage T (t). In the next Section we will show
that:

T (t) =
r(t)
l(t)

100 (1)

where r(t) is the maximum sending rate at which the server can send the video
level l(t). Thus, when T (t) > 100% the server is sending the video at a rate that
is greater than the video level encoding rate l(t). It is important to stress that in
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Fig. 4. Cumulative distribution functions of interdeparture time between two consec-
utive throttle or rtt-test commands

the case of live streaming it is not possible for the server to supply a video at a
rate that is above the encoding bitrate since the video source is not pre-encoded.
A traffic shaping algorithm can be employed to bound the sending rate to r(t).
We will see in detail in Section 4 that this command plays a fundamental role
in controlling the receiver buffer length.

The rtt-test command is issued to ask the server to send data in greedy
mode. We conjecture that this command is periodically issued in order to actively
estimate the end-to-end available bandwidth.

The SWITCH_UP command is issued to ask the server to switch from the current
video level lj to a video level lk characterized with an higher encoding bitrate,
i.e. k > j. We were able to identify four out of the five parameters supplied to
the server: 1) the estimated bandwidth b(t); 2) the bitrate lk of the video level
the client wants to switch up; 3) the video level identifier k the client wants to
switch up; 4) the filename of the video level lj that is currently playing.

The BUFFER_FAIL command is issued to ask the server to switch from the
current video level lj to a video level lk with a lower encoding bitrate, i.e. k < j.
We identified four out of the seven parameters supplied with this command: 1)
the video level identifier k the client wants to switch down; 2) the bitrate lk of
the video level the client wants to switch down; 3) the estimated bandwidth b(t);
4) the filename of the video level lj that is currently playing.

The last command is log and it takes two arguments. Since this command is
rarely issued, we are not able to explain its function.

3.2 The lvl1 Parameter

The lvl1 parameter is a string made of 12 feedback variables separated by
commas. We have identified 8 out of the 12 variables as follows:
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1. Receiver Buffer size q(t): it represents the number of seconds stored in
the client buffer. A key goal of the quality adaptation algorithm is to ensure
that this buffer never gets empty.

2. Receiver buffer target qT (t): it represents the desired size of the receiver
buffer size measured in seconds. As we will see in the next Section the value
of this parameter is in the range [7, 20]s.

3. unidentified parameter
4. Received video frame rate f(t): it is the frame rate, measured in frames

per second, at which the receiver decodes the video stream.
5. unidentified parameter
6. unidentified parameter
7. Estimated bandwidth b(t): it is measured in kilobits per second.
8. Received goodput r(t): it is the received rate measured at the client, in

kilobits per second.
9. Current video level identifier: it represents the identifier of the video

level that is currently received by the client. This variable assumes values in
the set {0, 1, 2, 3, 4}.

10. Current video level bitrate l(t): it is the video level bitrate measured
in kilobits per second that is currently received by the client. This variable
assumes values in the set L = {l0, l1, l2, l3, l4} (see Table 1).

11. unidentified parameter
12. Timestamp ti: it represents the Unix timestamp of the client.

4 The Quality Adaptation Algorithm

In this Section we discuss the results obtained in each of the considered scenarios.
Goodput measured at the receiver and several feedback variables specified in the
lvl1 parameters will be reported. It is worth to notice that we do not employ
any particular video quality metric (such as PSNR or other QoE indices). The
evaluation of the QoE can be directly inferred by the instantaneous video level
received by the client. In particular, the higher the received video level l(t) the
higher the quality perceived by the user. For this reason we employ the received
video level l(t) as the key performance index of the system.

In order to assess the efficiency η of the quality adaptation algorithm we
propose to use the following metric:

η =
l̂

lmax
(2)

where l̂ is the average value of the received video level and lmax ∈ L is the
maximum video level that is below the bottleneck capacity. The index is 1 when
the average value of the received video level is equal to lmax, i.e. when the video
quality is the best possible with the given bottleneck capacity.

An important index to assess the Quality of Control (QoC) of the adaptation
algorithm is the transient time required for the video level l(t) to match the
available bandwidth b(t).
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In the following we will investigate the quality adaptation control law em-
ployed by Akamai HD network in order to adapt the video level to the available
bandwidth variations.

4.1 The Case of a Step-Like Change of the Bottleneck Capacity

We start by investigating the dynamic behaviour of the quality adaptation algo-
rithm when the bottleneck bandwidth capacity increases at time t = 50 s from a
value of Am = 500 kbps to a value of AM = 4000 kbps. It is worth to notice that
Am > l0 and that AM > l4 so that we should be able to test the complete dy-
namics of the l(t) signal. Since for t > 50s the available bandwidth is well above
the encoding bitrate of the maximum video level l4 we expect the steady state
video level l(t) to be equal to l4. The aim of this experiment is to investigate the
features of the quality adaptation control. In particular we are interested in the
dynamics of the received video level l(t) and of the receiver buffer length q(t).
Moreover, we are interested to validate the command features described in the
previous Section.

Figure 5 shows the results of this experiment. Let us focus on Figure 5 (a)
that shows the dynamics of the video level l(t) and the estimated bandwidth b(t)
reported by the lvl1 parameter. In order to show their effect on the dynamics
of l(t), Figure 5 (a) reports also the time instants at which BUFFER_FAIL and
SWITCH_UP commands are issued.

The video level is initialized at l0 that is the lowest available version of the
video. Nevertheless, at time t = 0 the estimated bandwidth is erroneously over-
estimated to a value above 3000 kbps. Thus, a SWITCH_UP command is sent to
the server. The effect of this command occurs after a delay of 7.16 s when the
channel level is increased to l3 = 2500 kbps that is video level closest to the
estimated bandwidth initialized at t = 0. By setting the video level to l3, which
is above the channel bandwidth Am = 500 kbps, the received buffer length q(t)
starts to decrease and it eventually goes to zero at t = 17.5 s. Figure 5 (e) shows
that the playback frame rate is zero, meaning that the video is paused, in the
time interval [17.5, 20.8] s. At time t = 18.32 s, a BUFFER_FAIL command is
finally sent to the server. After a delay of about 16 s the server switches the
video level to l0 = 300 kbps that is below the available bandwidth Am. We care-
fully examined each BUFFER_FAIL and SWITCH_UP command and we have found
that to each BUFFER_FAIL command corresponds a decrease in the video level
l(t). On the other hand, when a SWITCH_UP command is issued the video level
is increased. Moreover, we evaluated the delays incurring each time such com-
mands are issued. We found that the average value of the delay for SWITCH_UP is
τsu � 14 s, whereas for what concerns the BUFFER_FAIL command the average
value is τsd � 7 s. These delays pose a remarkable limitation to the responsive-
ness of the quality adaptation algorithm.

By considering the dynamics of the received frame rate, shown in Figure 5 (e),
we can infer that the quality adaptation algorithm does not throttle the frame
rate to shrink the video sending rate. We can conclude that the video level l(t)
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Fig. 5. Akamai adaptive video streaming response to a step change of available band-
width at t = 50s
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is the only variable used to adapt the video content to the network available
bandwidth.

Let us now focus on the dynamics of the estimated bandwidth b(t). When
the bottleneck capacity increases to AM = 4000 kbps, b(t) slowly increases and,
after a transient time of 75 s, it correctly estimates the bottleneck capacity AM .
Figure 5 (a) shows that SWITCH_UP commands are sent to select level li when
the estimated bandwidth b(t) becomes sufficiently greater than li. Due to the
large transient time of b(t), and to the delay τsu, the transient time required for
l(t) to reach the maximum video level l4 is around 150 s. Even though we are
not able to identify the algorithm that Akamai employs to adapt l(t), it is clear
that, as we expected, the dynamics of the estimated bandwidth plays a key role
in controlling l(t). Finally, to assess the performance of the quality adaptation
algorithm, we evaluated the efficiency η by using equation (2), finding a value
of 0.676 and the average absolute error |qT (t) − q(t)| that is equal to 3.4 s.

Another important feature of Akamai streaming server can be inferred by
looking at Figure 5 (c) that shows the throttle signal T (t) and time instants at
which rtt-test commands are issued. The figure clearly shows that each time
a rtt-test command is sent, the throttle signal is set to 500%. By comparing
Figure 5 (b) and Figure 5 (c) we can infer that when a rtt-test command is
sent the received video rate shows a peak which is close to the channel capacity,
in agreement with (1). Thus, we can state that when the throttle signal is 500%
the video flow acts as a greedy TCP flow. For this reason, we conjecture that
the purpose of such commands is to actively probe for the available bandwidth.

In order to validate equation (1), Figure 6 compares the measured received
video rate with the maximum sending rate that can be evaluated as r(t) =
T (t)
100 l(t). The figure shows that equation (1) is able to model quite accurately
the maximum rate at which the server can send the video. Nevertheless, it is
important to stress that the measured received rate is bounded by the available
bandwidth and its dynamics depends on the TCP congestion control algorithm.

The last feature we investigate in this scenario is the way the throttle signal
T (t) is controlled. In first instance, we conjecture that T (t) is the output of a
feedback control law whose goal is to make the difference between the target
buffer length qT (t) and the buffer length q(t) as small as possible. Based on the
experiments we run, we conjecture the following control law:

T (t) = max
(

(1 +
qT (t) − q(t)

qT (t)
)100, 10

)
(3)

The throttle signal is 100%, meaning that r(t) = l(t), when the buffer length
matches the buffer length target, i.e. when qT (t) = q(t). When the error qT (t)−
q(t) increases, T (t) increases accordingly in order to allow the maximum sending
rate r(t) to increase so that the buffer can be filled.

Figure 7 compares the measured throttle signal with the dynamics obtained
by using the conjectured control law (3). Apart from the behaviour of the throt-
tle signal in correspondence of the rtt-test commands that we have already
commented above, equation (3) recovers with a small error the measured throttle
signal.
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Fig. 7. Measured throttle signal T (t) compared to the conjectured control law, eq. (3)

To summarize, the main results of this experiment are the following: 1) the
only variable used to adapt the video source to the available bandwidth is the
video level l(t); 2) the video level l(t) takes around 150 s to match the available
bandwidth; 3) when a BUFFER_FAIL command is sent to switch the video level
down, the server takes τsd � 7 s to actuate this command; 4) when a SWITCH_UP
command is sent to switch the video level up, the server takes τsu � 14 s to
actuate the command; 5) when a rtt-test command is issued the throttle signal
is set to 500% allowing the video flow to act as a greedy TCP flow to actively
probe for the available bandwidth; 6) a feedback control law is employed to
ensure that the player buffer length q(t) tracks the desired buffer length qT (t).
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4.2 The Case of a Square-Wave Varying Bottleneck Capacity

In this experiment we show how the quality adaptation algorithm reacts in re-
sponse to abrupt drops/increases of the bottleneck capacity. Towards this end,
we let the bottleneck capacity to vary as a square-wave with a period of 200 s,
a minimum value Am = 400 kbps and a maximum value AM = 4000 kbps. The
aim of this experiment is to assess if Akamai adaptive video streaming is able to
quickly shrink the video level when an abrupt drop of the bottleneck capacity
occurs in order to guarantee continuous reproduction of the video content.

Figure 8 shows the results of this experiment. Let us first focus on Figure 8
(a): when the first bandwidth drop occurs at time t � 208 s, a BUFFER_FAIL is
sent to the server after a delay of roughly 7 s in order to switch down the video
level from l3 to l0. After that, a switch-down delay τsd of 7 s occurs and the
video level l(t) is finally switched to l0. Thus, the total delay spent to correctly
set the video level l(t) to match the new value of the available bandwidth is 14 s.
Because of this large delay an interruption in the video reproduction occurs 13 s
after the bandwidth drop as it can be inferred by looking at Figure 8 (d) and
Figure 8 (e). The same situation occurs when the second bandwidth drop occurs.
In this case, the total delay spent to correctly set the video level is 16 s. Again,
13 s after the second bandwidth drop, an interruption in the video reproduction
occurs. We found an efficiency η = 1 when the bandwidth is Am = 400 kbps, i.e.
the quality adaptation algorithm delivers the best possible quality to the client.
On the contrary, during the time intervals with bandwidth AM = 4000 kbps,
the efficiency is roughly 0.5. Finally, in this scenario the average absolute error
|qT (t) − q(t)| is equal to 3.87 s.

To summarize, this experiment has shown that short interruptions affect the
video reproduction when abrupt changes in the available bandwidth occur. The
main cause of this issue is that the video level is switched down with a delay of
roughly 14 s after the bandwidth drop occurs.

4.3 The Case of One Concurrent Greedy TCP Flow

This experiment investigates the quality adaptation algorithm dynamics when
one Akamai video streaming flow shares the bottleneck capacity with one greedy
TCP flow. The bottleneck capacity has been set to 4000 kbps, a video streaming
session has been started at t = 0 and a greedy TCP flow has been injected at
time t = 150 s and stopped at time t = 360 s.

Figure 9 (a) shows the video level dynamics l(t) and the estimated bandwidth
b(t). Vertical dashed lines divide the experiment in three parts.

During the first part of the experiment, i.e. for t < 150 s, apart from a short
time interval [6.18, 21.93] s during which l(t) is equal to l4 = 3500 kbps, the video
level is set to l3 = 2500 kbps. The efficiency η in this part of the experiment is
0.74.

When the second part of the experiment begins (t = 150 s), the TCP flow joins
the bottleneck grabbing the fair bandwidth share of 2000 kbps. Nevertheless,
the estimated bandwidth b(t) decreases to the correct value after 9 s. After an
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(a) Estimated BW, video level , BUFFER_FAIL, and SWITCH_UP events
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Fig. 8. Akamai adaptive video streaming response to a square-wave available band-
width with period 200 s
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(a) Estimated BW, video level , BUFFER_FAIL, and SWITCH_UP events
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Fig. 9. Akamai adaptive video streaming when sharing the bottleneck with a greedy
TCP flow
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additional delay of 8 s, at t = 167 s, a BUFFER_FAIL command is sent (see
Figure 9 (a)). The video level is shrunk to the suitable value l2 = 1500 kbps
after a total delay of 24 s. In this case, this actuation delay does not affect the
video reproduction as we can see by looking at the frame rate dynamics shown
in Figure 9 (e). At time t = 182 s a second BUFFER_FAIL command is set and
the video level is shrunk after the usual delay τsd � 7 s at time t = 189 s. At
time t = 193 s an rtt-test command is issued so that for a short amount of
time the video flow becomes greedy (see Subsection 4.1). At time t = 196 s the
bandwidth is estimated to 2200 kbps so that a SWITCH_UP command is sent and
at t = 212 s the video level is switched up to the suitable value of l2 = 1500 kbps.
The efficiency η in this part of the experiment is 1, i.e. the best video quality
has been provided.

Finally, when the TCP flow leaves the bottleneck at time t = 360 s, the level is
switched up to l3 = 2500 kbps with a delay of 26 s. In this part of the experiment
the efficiency is 0.69.

To summarize, this experiment has shown that the Akamai video streaming
flow correctly adapt the video level when sharing the bottleneck with a greedy
TCP flow.

5 Conclusions

In this paper we have shown the results of an experimental evaluation of Akamai
adaptive streaming. The contribution of this paper is twofold: firstly, we have
analyzed the client-server protocol employed in order to actuate the quality
adaptation algorithm; secondly, we have evaluated the dynamics of the quality
adaptation algorithm in three different scenarios.

For what concerns the first issue, we have identified the POST messages that
the client sends to the server to manage the quality adaptation. We have shown
that each video is encoded in five versions at different bitrates and stored in
separate files. Moreover, we identified the feedback variables sent from the client
to the server by parsing the parameters of the POST messages. We have found
that the client sends commands to the server with an average interdeparture time
of about 2 s, i.e. the control algorithm is executed on average each 2 seconds.

Regarding the second issue, the experiments carried out in the three consid-
ered scenarios let us conclude that Akamai uses only the video level to adapt
the video source to the available bandwidth, whereas the frame rate of the video
is kept constant. Moreover, we have shown that when a sudden increase of the
available bandwidth occurs, the transient time to match the new bandwidth is
roughly 150 seconds. Furthermore, when a sudden drop in the available band-
width occurs, short interruptions of the video playback can occur due to the a
large actuation delay. Finally, when sharing the bottleneck with a TCP flow, no
particular issues have been found and the video level is correctly set to match
the fair bandwidth share.
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Abstract. Resolution of digital images is on the rise, but screens of mo-
bile devices are still small. Therefore, image adaptation and especially
image re-targeting for browsing images is still a challenging research
topic. In this short paper we report work in progress on a social inter-
active game that can be used to identify meaningful portions of images.
Based on preliminary evaluation we propose that these areas, found by
our game, should be retained in an image re-targeting process.

Keywords: Games with a purpose, digital images, image re-targeting.

1 Introduction

The availability of cheap imaging devices supports the enormous growth of digital
photos. With the internet and mobile devices like smart phones or portable
multimedia players people can upload and access images virtually anywhere.
Still, one problem is yet unsolved: how to present a big image on a small screen,
e.g. a 10 megapixel image on a 0.5 megapixel screen. Approaches include scaling
(just making the image much smaller), moveable viewports (scrolling the image
with the small screen; just a small part of the image is shown), cropping, image
re-targeting (selecting the most important section of the image), and hybrid
approaches combining two or all of the aforementioned. Especially image re-
targeting is a challenging task. It is typically based on visual attention models,
which try to find spots and areas in images people look at in a first glance, or
spots that carry the most information. These areas are retained, while others
are scaled and cropped.

In this short work-in-progress paper we present an interactive game with
a purpose [1]. It tries to tackle the problem of semantic image re-targeting by
uncovering the same picture to two players at the same time. The image is slowly
uncovered and the players can guess the image contents using game controllers.
Based on multiple runs with different players the statistics of the regions that
have been uncovered, when people could guess the correct answer we can infer
the semantically most important region of the image. Supported by a preliminary
evaluation we state that this region is a good candidate for being retained in
an image re-targeting process. Our short paper first gives a brief overview on
related work, then presents the actual game, discusses the results of a preliminary
evaluation and concludes our findings at last.

G. Leitner, M. Hitz, and A. Holzinger (Eds.): USAB 2010, LNCS 6389, pp. 465–470, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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2 Related Work

This work falls in the broad category of human computation [7]. Prominent ex-
amples for human computation are reCaptchta [11] and Peekaboom [10], whereas
the latter is a so called game with a purpose. The term game with a purpose or
short GWAP has been coined by Louis von Ahn in 2006 in a widely recognized
publication [1]. The author also describes in a subsequent publication the main
design patterns and critical issues in GWAPs [9].

As there are so many different GWAPs in many different domains available,
we focus on the most widely recognized ones solving computational problems in
multimedia. One of the earliest approaches is the ESP game [8], which generates
descriptive tags for images. Two distant players look at the same image and guess
tags. If both guess the same tags the overall score of both players improves. The
game was later adopted by Google and offered as the Google Image Labeler1.
Another one of the most prominent is Peekaboom [10], a multiplayer game for
creating metadata on objects in pixel images.

Our game presented in this article focuses on the problem of finding regions in
an image to be retained in the process of image re-targeting. Re-targeting selects
the most important sections of an image and is often based on a visual attention
model like for instance [3] or [6]. Seam carving for instance is a promising and
fast method to re-target an image [2]. It is based on an energy map, where each
and every pixel has an ”energy value”. Based on backtracking ”seams” of pixels
with minimum energy are found and ”carved” from the image. Other approaches
include for instance automatic pan and scrolling like in [4] or [5].

3 The Game

Our game features very simple game mechanics. Two players play on one screen
in a competitive image guessing game. Each of the players has a game controller.
A set of five images is sequentially slowly uncovered and the players guess the
right answer out of four different given answers (see also Fig. 1) using colored
buttons of the game controller. For each correct answer a score point is awarded
to the player. In case of wrong answers players lose score points. Winner is the
player with the highest score after all five images have been shown. Players can
then choose to play another game with five new pictures.

The way images are uncovered alternates with different images. Possible un-
covering options are (i) from one of the four corners, (ii) from one of the sides,
and (iii) from the center (see also Fig. 2). Note that the mode of uncovering
the image is selected automatically. We employ the bottom up visual attention
model of [6] to determine the portions of the image with the highest visual atten-
tion. The uncovering mode then tries to show these portions at earliest possible
time. So if most of the visual attention can be found in the bottom right area,
the image is uncovered starting from there.

1 URL: http://images.google.com/imagelabeler/

http://images.google.com/imagelabeler/
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Fig. 1. Screenshot of the game showing the main screen. In this case the image gets
uncovered from the center. On the top the names of the players are given along with
their already achieved scores. The icons for the answers resemble the according buttons
on the game controller. The labels translated from german to english in clockwise order
starting from the topmost are horse, cow, bull, and donkey.

In addition to the actual game a server application allows for data manage-
ment and gathering as well as basic statistical analysis of the games played. The
analysis offers a simple visualization of the intersection and union of pixel sets
that have been uncovered when a correct answer has been given. An example
can be seen in Fig. 3: the red rectangle indicates the intersection, which can be
interpreted as the minimum set of pixels to be uncovered to interpret the content
correctly for given the right answer. The non-black pixels – including the pixels
in the red rectangle – give union of pixel sets that have been uncovered at the
time of a correct answer.

4 Discussion

The approach has only been tested in an exploratory way: in a heuristic eval-
uation with 4 participants. In groups of two they played the game two times
(resulting in ten different images to be shown to the players) and gave feedback
on the game mechanics. Resulting analysis of three different images can be seen
in Fig. 3. For all three of the shown examples the approach worked well. The
cow can be easily recognized by its nose, also for the joystick only a small part
in the center is necessary for geeks, while others have to take a closer look at the
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Fig. 2. Modes for uncovering the images depicted. Note that for mode (A) and mode
(B) four different variations are possible (based on each corner and side of the image).

Fig. 3. Analysis of three sample pictures: The set of pixels within the red box are the
intersection of pixels needed for the right answers. The pixels not being black are the
union set of the pixels needed for the right answer.

picture. The rightmost image in Fig. 3 has been uncovered from the top and the
intersection and union set show that less than a third of the image is needed to
infer the answer rodeo.

What we found within our preliminary evaluation is rather encouraging. The
game based approach shows some advantages to an automatic approach based on
the visual attention model. As can be seen in Fig. 4 the visual attention is more
or less distributed over the whole picture. Our software infers that uncovering
from center is a valid option, however, people start to note that it is not a tiger
only as they can see the eyes. The analysis Fig. 4 shows that the correct answers
have only been given when players can see the eyes (cp. red rectangle in part (B)
of Fig. 4). However, uncovering from the center leads to relatively big intersection
and union sets. Therefore we assume that the uncovering process has to be varied
over multiple games – especially for images with spatially distributed peaks of
attention values.

A negative aspect is that the outcome is heavily depending on the set of
possible answers presented. While cat and tiger can be easily mistaken in the
example given in Fig. 4, the distinction between cat and elephant is rather easy
based on few pixels in the center. This is quite a hard problem as it heavily
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Fig. 4. Example of a kitten typically mistaken as a tiger. (A) shows the original picture,
(B) shows the game results analysis and (C) shows the visual attention: dark pixels
have higher attention values.

depends on the actual meaning an image has to convey. Image semantics can
differ over many scenarios for one single image.

Our preliminary evaluation indicated that there is potential in the approach.
While this is greenhouse work and no large scale evaluation has been undertaken
we still can formulate hypotheses based on the preliminary results and plan
for evaluation to support or reject the hypothesis. Our hypothesis is that our
game based approach allows for significantly better image re-targeting when the
semantics of an image have to be retained compared to the classical approaches
scaling, cropping and seam carving. We plan to test the hypothesis based on a
set of images in two stages. First we gather a set of test images and data on
the images by letting people play the game with the test data set. Subsequently
we employ for all images of the test data set (i) scaling, (ii) cropping, (iii) seam
carving, and (iv) re-targeting based on the games results. In the second stage
we do a quantitative study, where participants rate the semantic value of the
re-targeted images compared to the original.

5 Summary

We have presented a GWAP, which can be used to find areas of images, that
express more semantics than others. We propose this as a social approach to
select meaningful portions of an image, which should be retained in a image re-
targeting process. We hypothesize that this approach leads to semantically more
meaningful miniature images than classical thumbnail approaches like cropping
or scaling, or even seam carving. An exploratory discussion of the approach and
first results has been presented.

In our opinion the approach has certain potential. Critical – as with all
GWAPs – is that the game mechanics have to provide enough fun to encourage
gaming, thus enough data can be gathered. A potential setting for such games
are social platforms, where small and simple games are common. Also the se-
lection of possible answers is critical. One can possibly cope with that based
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by alternating the ”wrong” answers – even automatically, for instance based on
Google Sets2, where a set of words can be automatically created based on a few
examples.

Future work includes work on the game itself, including the variation of un-
covering methods and a more fine grained analysis of the regions, as well as the
large scale evaluation outlined in Section 4. An interesting question for our pro-
posed tool is the applicability of the approach to large scale image repositories.
Future research might also focus on a possible transition a (semi-) automatic
approach based on the gathered data able to cope with large data sets.
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Abstract. The paper presents an empirical study with a digital educational 
game (DEG) called 80Days that aims at teaching geographical content. The 
goal of the study is twofold: (i) investigating the potential of the eye-tracking 
approach for evaluating DEG; (ii) studying the issue of vicarious learning in the 
context of DEG. Twenty-four university students were asked to view the videos 
of playing two micro-missions of 80Days, which varied with regard to the posi-
tion of the non-player character (NPC) window (i.e. lower right vs. upper left) 
and the delivery of cognitive hints (i.e. with vs. without) in this text window. 
Eye movements of the participants were recorded with an eye-tracker. Learning 
effect and user experience were measured by questionnaires and interviews. 
Significant differences between the pre- and post-learning assessment tests sug-
gest that observers can benefit from passive viewing of the recorded gameplay. 
However, the hypotheses that the game versions with cognitive hints and with 
the NPC window on the upper left corner can induce stronger visual attention 
and thus better learning effect are refuted. 

Keywords: Eye-tracking, visual attention, game-based learning, vicarious 
learning, evaluation methodology, user experience, cognitive load. 

1   Introduction 

The inception of eye-tracking technique can be dated back almost a century ago when 
it was primarily deployed in the field of psychology. In the recent decade, the advance 
of computer technology has rendered this technique much less invasive, much more 
reliable and less costly than earlier on. Consequently, eye-tracking is increasingly 
adopted in various research fields for investigating people’s visual attention in a range 
of contexts. The main assumption underpinning the use of eye-tracking in scientific 
research is the relationship between the gaze pattern (e.g., number of fixation, fixation 
duration, scanpath) and its underlying cognitive processes. In the field of human-
computer interaction (HCI) the use of eye-tracking is deemed promising [1], for in-
stance, in usability research [2] and website design [3, 4]. This coincides with the trend 
in HCI of tapping the potential of psycho-physiological measures for understanding 
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user experience (e.g., [5, 6]) given the increasing emphasis on triangulating subjective 
experiential data with objective observational ones and the ongoing debates about 
correlations between these types of measures (e.g., [7, 8]) – an issue we look into in 
this study.  

Eye-tracking enables researchers to study how users direct their focus or attention 
when acting upon an interactive system. It is considered especially challenging in the 
case of digital game because of dynamically changing user interfaces during game-
play [9], making the capture and analysis of eye-tracking data much more compli-
cated and error-prone than otherwise. This practical hindrance may account for the 
relatively low number of eye-tracking studies on visual attention while playing video-
games in general (e.g., [10]) and digital educational games in particular.  We aim to 
provide and validate a methodological solution, namely, videotaping the game scenar-
ios to provide a constant set of interfaces. This approach supports well the primary 
aim of our study to understand how people’s visual attention varies with certain fea-
tures of the game design, viz. the location of the main text window and the nature of 
the content delivered in it.   

Another aim of our research study is to observe the effect of vicarious learning; 
whether people can gain conceptual knowledge by simply viewing instead of actively 
interacting with the scenarios of a digital educational game (DEG). According to [11], 
in vicarious multimedia environments, observers are not the addressees of the educa-
tional material. In other words, they can neither control the source of the material (i.e. 
the game) nor interact with it in any way [12]. However, they can cognitively engage 
in such an environment by actively processing the incoming information and integrat-
ing it into their existing knowledge schema [13]. We aim to investigate this specific 
phenomenon in our study by asking participants to view recorded gameplay of some 
DEG scenarios. Such an investigation is deemed relevant for the design of online 
multiplayer DEGs, which become increasingly popular thanks to the advent of social 
software like Facebook and YouTube. Similarly, it is intriguing to explore the ques-
tion whether a viewer can empathize with a player’s user experience (i.e. vicarious 
experience; e.g., [14]); this kind of empathy presumably enables software designers 
and other stakeholders to identify design issues and remedies [15]. Note that qualita-
tive data on vicarious experience will be dealt with in another publication. 

We address the aforementioned challenges in our empirical study with a DEG 
called 80Days (Section 3). Prior to presenting the details of our study, we review  
the related work (Section 2) and discuss their relevance to our results subsequently 
(Section 4). Implications for our future work are described in Section 5. 

2   Related Work 

2.1   Eye-Tracking 

Visual attention has a long tradition in psychology. As a survival mechanism for liv-
ing in complex environments, human vision comprises two basic processes – percep-
tion (i.e. bottom up) and cognition (i.e. top-down). El-Nasr and Yan [16] describe 
how these processes orchestrate in the context of 3D videogames. Accordingly, while 
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saliency of objects can grab players’ attention (bottom-up), the higher goal-orientation 
(top-down) in games is more effective for attracting attention. The big challenge for 
the authors was to develop a new methodology to analyse eye-tracking data in a com-
plex 3D environment, which differed considerably from the stimuli used in eye-
tracking experiments conducted until then. In eye-tracking studies, fixations (i.e. 
moments when eyes are relatively stationary and encoding of information takes place) 
and saccades (i.e. when quick eye movements occurring between fixations without 
any information intake) are two basic metrics [17]. A multitude of derivatives such as 
scanpath (i.e. sequence of fixations in a target area) are available [2]. While these eye-
tracking measures are commonly used, their interpretations remain malleable [1]. 

Specifically, fixation measures include two attributes: duration and number (or fre-
quency), which are inversely related. Mean fixation duration is normally used as an 
indicator of information complexity and task difficulty [18]. For a specific time slot 
(say one second), if a person fixates on a certain stimulus to process it, then less time 
is left for the other stimuli and the number of fixation thus becomes low. Longer fixa-
tion (i.e. lower number of fixation) implies higher task difficulty and thus higher cog-
nitive workload [19, 20]. However, considering the complexity of computer games, 
relationships between these variables can be very different.  

A common goal of eye-tracking studies is to understand how visual attention mani-
fest as eye-tracking data is related to cognitive processes. Some evidence can be 
found in the work of Jennett and her colleagues [9], who investigated the immersion 
in a videogame with the aid of eye-tracking technology. They found that a decrease in 
eye movements measured with the number of fixation per second in the immersive 
condition as compared to an increase in a non-immersive control condition. The au-
thors claim that in an immersive game the attention of the players becomes more 
focused on visual components relevant to the game (i.e. fixate on a selected set of 
objects within a specific timeslot), and in a non-immersive activity the individuals 
more likely get distracted by other items (i.e. fixate at various objects within a spe-
cific timeslot). In addition, they observe that their participants tended to change the 
nature of the game given (i.e. alter the game rule to make it more engaging), render-
ing it difficult to predict fixation behaviour. A similar observation was noted by 
Sundstedt and his colleagues [5] in their eye-tracking study with a maze videogame. 
They argue that such a player-effect (we coin it) of redefining a given game-task  
undermines the predictive power of saliency maps [21]. However, in a non-game 
situation, the validity threat posed by the player effect seems insignificant [3] or the 
non-game-based task can more effectively be controlled because of its lower com-
plexity and dynamicity.  

Furthermore, the eye-tracking study of Buscher et al. [3] on the user’s browsing 
behaviour of web pages reveals some interesting observation. Specifically, with the 
research question about the distribution of visual attention, they divide a webpage into 
ten regions: a 3x3 grid plus the fold region (which can only be seen when scrolling 
down a page).  They notice that the right third region (the lowest right corner) attracts 
almost no visual attention during the first second of each webpage view, suggesting 
participants’ low expectations of information content on the right side of most web 
pages. This finding seems consistent with those of the previous studies that identify 
triangular or F-shaped scan patterns on web pages [22, 23]. 
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2.2   Vicarious Learning  

According to Gholson and Craig [24], vicarious learning is defined as “knowledge 
acquisition under conditions in which learners are not addressed and are physically 
passive” (p.120). Accordingly, learners do not physically interact with the source of 
the content they are attempting to master. However, they can cognitively engage in 
the content, albeit with different depths of processing, depending on a range of per-
sonal factors (e.g., pre-existing knowledge schema) and other situational variables 
(e.g., provision of reflective questions). Presumably, the relative knowledge gain is 
determined by how deep the incoming information is processed.  In fact, the notion of 
vicarious learning is not new but was put forward in the field of educational psychol-
ogy about half-a-century ago by the renowned psychologist Bandura [25]. Originally, 
it was applied to study how children acquired aggressive behaviour through social 
modeling. Later on, the notion was further refined and known as observational (or 
social) learning (e.g., [26, 27]). More recent work has focused on identifying effective 
approaches to support the constructive processes during vicarious learning in the 
domain of computer-based instruction (CBI) [11, 12, 28]. CBI generally involves 
multimedia presentations [13, 29] in which learners receive information being pre-
sented in different modalities including visual, auditory, and textual stimuli. 

DEGs in particular draw heavily on the advantages of multimedia for educational 
purposes. Specifically, in the case of our study, provision of cognitive intervention 
(i.e. offering hints but not giving away answers) can serve as a kind of support for the 
constructive process in vicarious learning. Furthermore, some previous studies report 
the non-significant difference in spatial reasoning and visual attention between active 
gamers and their passive counterparts [5, 30, 31].   

3   Method 

3.1   Design 

The experiment includes two independent variables. A 2x2 mixed factorial design was 
employed. Firstly, as a between-subject factor or independent variable (IV), the posi-
tion of the NPC-window is varied (lower right corner versus upper left corner). Sec-
ondly, cognitive interventions are delivered or not (a within-subject factor). Table 1 
illustrated the experimental design and the number of subjects. 

Table 1. A 2×2 mixed factorial design with the variations of the two independent variables (IV) 
‘cognitive intervention’ and ‘NPC-window position’ 

IV2: Cognitive Intervention  
(within-subject) 

 

With Without 
Lower right n = 12 IV1: NPC-Window Position 

(between-subject) Upper left n = 12 
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Dependent variables (DV) include a range of different measures, which are roughly 
categorized as two types: objective eye-tracking data and subjective survey-based 
self-reported data. Each of the related measures will be described subsequently. 

3.2   Participants 

Altogether 24 participants took part in the study (17 female and 7 male). Participants 
were between 18 and 27 years old (M = 21.65, SD = 2.92). Most of them were psy-
chology students at a university in Europe. They were recruited through an an-
nouncement in a psychology lecture and got a course credit for taking part in the 
study. Participation was voluntary and participants were fully debriefed at the end of 
the experiment. 

3.3   Material 

The testing material was derived from a digital educational game prototype called 
80Days, which was developed under the auspices of a R&D project. The game 
teaches geographical content (e.g., cities and countries) based on an alien story to 
school children of 10 to 14 years old. The player takes the role of a 14-year-old boy, 
who gets hijacked by a friendly alien named Feon (a non-player character, NPC). The 
boy was asked to help Feon write a travelogue about the Earth. Together they fly a 
UFO round the globe. The player has to perform four micro-missions (MM) to collect 
geographical information with some of which being provided by Feon or the boy’s 
aunt (another NPC) in the form of verbal messages on the NPC-communication-text-
window. Furthermore, Feon provides cognitive intervention (i.e. adaptive hint) to 
support the player to resolve impasses encountered in the game. Besides studying the 
effect of enabling or withdrawing cognitive intervention, we aim to evaluate the effect 
of the location of the NPC-communication-window on visual attention. 

 
Recorded game session. The eye movements of the participants are recorded while 
they watch a video of a game session. Only parts of the game are used to ease the 
extraction and analysis of relevant data. They include the introduction (which is not 
analysed) and two micro-missions (called MM2 and MM3) of the game. The position 
of the NPC-window is the same for each participant in both missions (either lower 
right or upper left). The cognitive interventions are ‘on’ in one of the missions and 
‘off’ in the other mission. The player’s (the notional 12-year old boy is not visible at 
all in the game) learning performance in the recorded game session is identical for all 
the experimental groups. To eliminate noise data, the voice of Feon is turned off and 
the text is only displayed in the NPC-communication-window.  

Essentially the game play switches between two situations: (1) In the flying situa-
tion (see Fig. 1) the player flies with the UFO over Europe with the aid of the cursor 
keys. A Head-up display (HUD) is shown on the screen, with a compass in the mid-
dle, a communication window with the NPCs on the lower right side, a section of the 
map on the upper right side, and a computer text window on the lower side of the 
display. (2) In the map desk situation (see Fig. 2) the player has to label points with 
city or country names on a map. The NPC and computer text window, which provides 
the player with information, are the same like in the flying situation. On the upper 
right side is a list with options for city names. 
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Fig. 1. Flying situation of the 80Days demonstrator game with the NPC-window in the lower 
right corner 

 

Fig. 2. Map desk situation of the 80Days demonstrator game with the NPC-window in the 
upper left corner 
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Eye Tracker. The participants’ eye movements were recorded with a Tobii 1750 Eye 
Tracker with the Clearview software system. This eye tracker works with an infrared 
light source (in contrast to head mounted systems). To avoid a substantial loss of data 
a chin rest was used to restrain head movements. 
 
Learning Assessment. To measure the effect of vicarious learning from watching the 
recorded game, a learning assessment test was administered before and after viewing 
the video. We developed the test with reference to the content of the game. It con-
sisted of a map of Europe with nine countries being marked with dots. The task was to 
enter in a table the following information for each of these countries: its name, the 
name and location of its capital, its European Union (EU) membership, and some 
specific characteristics (e.g., the largest area in EU). The information of five of these 
countries is provided in the game whereas the remaining four serve as distractor and 
control.   
 
Subjective Measures. To measure different aspects of the participants’ attitudes 
towards and perceptions of the game, after-mission questionnaires (AMQ), free recall 
exercises, NASA-TLX (Task Load Index) and semi-structured interviews were con-
ducted. Specifically, AMQ is divided into two parts: Part A consists of ten questions 
addressing how the participant interprets the notional player’s performance in and 
perceptions of the game. Part B consists of five questions (Table 2) corresponding to 
their counterparts in Part A, albeit from the first instead of the third person perspec-
tive, including the micro-mission’s ease-of-use, enjoyability, duration, understand-
ability, and usability problems (qualitative, not to be reported here). Each question is 
rated with 5-point nominal scale.  In the subsequent analysis, we focus on Part B; 
comparisons between Part A and Part B will be dealt with in another publication. As 
the qualitative data collected with AQM and the other instruments are not addressed 
in the current paper, the related measures are not elaborated here. 

Table 2. Questions for evaluating four perceived qualities of the game 

 How easy would you find this Mission?  
 (Answer options: Very difficult, Difficult, Medium, Easy, Very easy) 

 How enjoyable would you find this Mission? 
 (Answer options: Not at all, A bit, Medium, Quite a lot, Very much) 

 How would you find the duration of this Mission? 
 (Answer options: Too long, Somewhat longer than I prefer, Appropriate, Somewhat shorter
   than I prefer, Too short) 

 How easy would it be for you to understand the instructions in the Mission?  
 (Answer options: Very difficult, Difficult, Medium, Easy, Very easy) 

Furthermore, the perceived cognitive load for watching the recorded game was as-
sessed by the standardized questionnaire NASA-TLX (Task Load Index).  NASA-TLX 
is a subjective workload assessment tool developed by Hart and Staveland [32] with 
established psychometric properties. It allows users to perform subjective workload 
assessments on users working with various human-machine systems. NASA-TLX is a 
multi-dimensional rating procedure that derives an overall workload score based on a 
weighted average of ratings on six subscales (i.e. Mental Demands, Physical Demands, 
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Temporal Demands, Own Performance, Effort and Frustration) and each is measured 
with a 21-point scale.  

3.4   Procedure 

The whole experimental procedure took about 90 minutes (see Table 3). After receiv-
ing some general instructions in the beginning of the session, the participants filled 
out the pre-learning assessment test. Then the eye-tracking measurement was started, 
first with calibration. After watching the introduction of the 80Days game prototype 
(which was not analysed), the participants were asked to view video recordings of 12-
year-old children playing an educational computer game on geography.  Additionally, 
the following instruction was given with the purpose of sustaining the participants’ 
motivation for the viewing task: 

 
“Please follow the recordings closely as if you were playing the game yourself. 
Please try to remember the content of the recordings as you will be asked to  
complete some recall exercises later on.” 
 

After a mission had been played, free recall exercise, after-mission questionnaire 
(AMQ) and NASA-TLX questionnaire were administered. The eye-tracking meas-
urement was then halted. The testing session was completed with the post-learning 
assessment test, a background questionnaire, and a semi-structured interview. 

Table 3. Experimental procedure 

Activity Duration 
Introduction, general instruction, questions ~ 5 minutes 
Pre-learning assessment ~ 5 minutes 
Calibration of the eye tracker ~ 2 minutes 
Watching video of the intro ~ 5 minutes 
Viewing video of micro-mission 2 (MM2) ~16 minutes 
Free recall exercise ~4 minutes 
After-mission questionnaire (AMQ) ~ 7 minutes 
NASA-TLX questionnaire ~ 3 minutes 
Viewing video of micro-mission 3 (MM3) ~ 7 minutes 
Free recall exercise ~ 4 minutes 
After-mission questionnaire ~ 7 minutes 
NASA-TLX questionnaire ~3 minutes 
Post-learning assessment ~ 5 minutes 
Background demographic questionnaire ~ 4 minutes 
Interview, debriefing and Thank You ~ 13 minutes 

Total ~ 90 minutes 

3.5   Hypotheses 

With reference to the literature review (Section 2), we assume that the lower the num-
ber of fixations per second (i.e. the longer the fixation duration), the higher the visual 
attention is and the more information processing takes place. Furthermore, vicarious 
learning can occur when passively viewing the recorded gameplay. Besides, different 
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combinations of NPC-window position and availability of cognitive intervention can 
lead to different perceptions of the game, including its ease of use, enjoyability, dura-
tion, and understandability. 

With these assumptions, the following hypotheses are formulated: 
 
H1: The number of fixations per second will be significantly smaller when 

NPC-window is positioned at the upper left than when it is at the lower 
right. 

H2: The number of fixations per second will be significantly smaller when cog-
nitive intervention is on than when it is off. 

H3: There will be significant differences in scores between the post- and pre- 
learning assessment tests (i.e. learning gain). 

H4: There will be significant differences between the four experimental condi-
tions in terms of the participants’ perceived qualities of the game: (a)  
enjoyability; (b) ease of use; (c) duration; (d) understandability. 

H5: Participants’ perceived cognitive load will be significantly different be-
tween the four experimental conditions. 

H6: There will be significant correlation between the number of fixations per 
second and learning gain. 

H7: There will be significant correlations between the perceived game qualities 
and the number of fixations per second. 

H8: Participants’ perceived cognitive load will be significantly correlated with 
the number of fixations per second. 

H9: Participants’ perceived cognitive load will be significantly correlated with 
the learning gain. 

 
To verify these nine hypotheses, a series of 2-way mixed design ANOVAs with the 
between-factor ‘NPC-position’ (lower right vs. upper left) and the within-factor ‘cog-
nitive intervention’ (on vs. off) were conducted.  In addition, Pearson correlations 
among these variables were computed to identify potential relationships between the 
objective and subjective measures. 

4   Results and Discussions 

4.1   Visual Attention: Number of Fixations 

As mentioned earlier, the two measures of fixations – duration and frequency (per 
second) – are inversely related. We use the number of fixations per second to conduct 
statistical analyses.  The number of fixations per second is computed by averaging the 
total number of fixations over the total viewing time for both micro-missions MM2 
and MM3. Table 4 displays the results under the four conditions. 
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Table 4. Average viewing duration and number of fixations per sec in the four conditions 

IV2: Cognitive Intervention  
(within-subject) 

 

With Without 
Total viewing time (sec) 703.5 642.5 Lower 

right No. of fixation per sec. 2.32 2.15 
Total viewing time (sec) 678.5 631.5 

IV1: NPC-
Window Position 
(between-subject) Upper 

left No. of fixation (per sec) 2.44 2.57 

 
Specifically, a non-parametric procedure was applied, because the condition of 

equal co-variances in the groups was not given (Box-test). However, the findings do 
not differ from those of ANOVA. Hence, the respective averages are reported (see 
Fig. 3). The Wilcoxon test shows no significant difference between the two cognitive 
intervention groups (Z = -0.71; p > 0.05). For the position of the NPC-window the 
Mann-Whitney-Test revealed a significantly higher number of fixations per second 
for the upper left position than for the lower right (Z = -2.10; p < 0.05). The higher the 
number of fixations per second the shorter the fixation duration is, and it can imply 
that the participants do not spend much time in processing the information presented.  
Put differently, it seems that the lower right corner is a relatively more favourable 
location for positioning the NPC-window in terms of enabling the uptake of the con-
tent. However, as pointed out in the foregoing literature review, interpretations of eye-
tracking data are somewhat malleable. Due to the complexity of computer games, the 
result may imply the exact opposite.  According to [9], a high immersion goes along 
with a decrease in the number of fixations per second; this would indicate a higher 
immersion in the lower right than in the upper left group. An alternative explanation 
is the arrangement of the objects in the game (see Fig. 1 and 2). In the upper left 
NPC-window position the distance to the other relevant objects (e.g., map) is higher 
than for the lower right condition, which would require a higher number of eye 
movements to follow the game. 

 
H1: The hypothesis was refuted. The opposite trend was observed with the num-

ber of fixations per second being significantly higher in the upper left than the lower 
right. Alternative explanations are plausible.  

H2: The hypothesis was refuted. No significant difference was detected.  The 
presence/absence of cognitive interventions or hints seems not play a role in influenc-
ing visual attention. 

4.2   Learning Effect, Perceived Game Qualities and Cognitive Load 

The analysis of the learning assessment (see Fig. 4) shows a significant effect for the 
geographical skills taught by the micro-mission MM2 (t = -5.73; df = 23; p < 0.001) 
and MM3 (t = -6.828; df = 23; p < 0.001). As expected, participants did not improve 
skills which were not taught by the game (t = 0.401; df = 23; p > 0.05). The ANOVA 
shows no significant difference, irrespective of the variables ‘cognitive intervention’ 
(F(1) = 0.983; p > 0.05) or ‘NPC-window position’ (F(1) = 0.242; p > 0.05). 
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Fig. 3. The number of fixations per second in the four different experimental groups 
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Fig. 4. Relative number of skills correct in the pre- and respectively post-learning assessment 
(MM = micro-mission) 

Furthermore, results of 2-way mixed design ANOVA show no significant difference 
in the four perceived qualities of the game except for Understandability (After-Mission 
Questionnaires; Section 3.3); Table 5 and Table 6 display the related descriptive and 
inferential statistics, respectively. While the perceived ease-of-use and understandabil-
ity of the instructions were high, the perceived enjoyability was relatively low and the 
duration of the game was somewhat too long.  
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Table 5. Descriptive statistics of the four perceived qualities of the game under different  
experimental conditions 

NPC-
Window 

Cognitive
Intervention 

Ease of
Use

Enjoyability Duration Understandability

Lower
Right

On 3.83 (.26) 1.83 (.31) 2.08 (.28) 4.25 (.28)
Off 4.0 (.2) 2.0 (.32) 2.17 (.17) 4.67 (.17)

Upper
Left

On 4.17 (.26) 2.08 (.31) 2.25 (.28) 4.33 (.28)
Off 4.25 (.2) 2.08 (.32) 2.50 (.36) 4.5 (.17)

Overall mean 4.06 (.19) 2.0 (.12) 2.25 (.18) 4.44 (.19)  

Table 6. Inferential statistics of the four perceived qualities of the game 

Ease of use Enjoyability Duration Understandability 
Main effect of  IV1: 
NPC-window 

F(1) = .336
p =.568

F(1) = .379
p= .544

F(1) = .442
p= .513

F(1) = 3.08
p= .093

Main effect of IV2: 
cognitive intervention 

F(1) =
1.469
p = .238

F(1) = .157
p= .696

F(1) = .42
p= .523

F(1) = .022
p= .885

Interaction effect 
between the two IVs 

F(1) = .037
p  = .849

F(1) = .379
p= .544

F(1) = .111
p=.743

F(1) = .566
p= .46  
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Fig. 5. Rating of Understandability in relation to the NPC-window position and availability of 
cognitive intervention 

As illustrated in Figure 5, the quality Understandability is rated significantly higher 
when the cognitive intervention is off than when it is off; it is explicable because the 
amount of text to be viewed is apparently less when the cognitive intervention is off.  

With regard to the perceived cognitive load – no significant effect could be found 
in all the six attributes (i.e. mental demand, physical demand, temporal demand,  
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performance, effort, and frustration). Hence, the position of the NPC-window and the 
presence of cognitive interventions seem to have no influence on the learning effect 
and the perceived task load. Table 7 displays the perceived cognitive load for the task 
of viewing video recording. Note that the maximum rating is 21 with the leftmost and 
rightmost anchors being labelled as “very low” and “very high”, respectively. Gener-
ally speaking, the task was perceived to be low in mental demand, causing low level 
of frustration, workable at quite a relaxing pace, and low in difficulty. However, the 
level of physical demand was about average (probably straining the eye muscles), but 
the participants’ perceived level of success was above average. 

 
H3: The hypothesis was supported. The significant difference indicated that the 

vicarious learning by passively viewing the recorded gameplay was effective. 
H4: The hypothesis was mostly refuted. Among the four perceived qualities of 

the game, only Understandability had a moderately significant within-subject differ-
ence with the higher understandability being shown when the cognitive intervention 
was off. No interaction effect between the two IVs on the four perceived game quali-
ties was detected. 

H5: The hypothesis was refuted. The perceived task load did not differ signifi-
cantly among the four experimental conditions. 

Table 7. Perceived task load (viewing video recording) for the two micro-missions (MM) with 
respect to the six dimensions of NASA-LTX 

  Mental Physical Temporal Performance Effort Frustration 
MM2 Mean 8.2 10.7 5.4 13.8 7.9 7 

 SD 4.8 6.1 4.6 5.3 4.9 6.3 
MM3 Mean 6.4 7.6 5.6 15.2 6.4 6.1 

 SD 4.1 6.1 4.4 3.8 3.8 5.2 

4.3   Correlations between Measures 

To find potential relationships between the different measures Pearson correlations 
were calculated. Three significant correlations have been found (see Table 8). The 
number of fixations per second was significantly correlated with the perceived per-
formance and perceived effort expended. In other words, the higher the participants 
rated the question “How successful were you in accomplishing what you were asked 
to do?” (performance), the lower was their number of fixations when viewing the 
video (i.e. higher visual attention). Similarly, the same relationship was observed for 
the question “How hard did you have to work to accomplish your level of perform-
ance” (effort). This result seems consistent with Jennett et al.’s [9], since the success-
ful and engaged learners tended to show a lower number of fixations per second, 
implying a higher degree of immersion. Furthermore, the lower the rating of mental 
demand (“How mentally demanding was the task?”) the higher the learning effect of 
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viewing the game was. This result seems intuitive, because a high mental demand 
may corrupt a potential learning effect. However, the subjectively perceived perform-
ance and effort did not correlate significantly with the objectively measured learning 
gain. Participants might interpret the term “performance” to a wider scope than learn-
ing the geographical content, which might entail limited effort. 

In contrast to our expectation, no significant correlation could be detected between 
the number of fixations per second and the learning gain in terms of the differences in 
scores between pre- and post-learning assessment tests, irrespective of MM2 or MM3.  
Such insignificance may imply that the fixation frequency (or duration) does not re-
flect the relative depth of information processing. Alternatively, it might be attributed 
to the ceiling effect, given that the participants had already possessed on average 52% 
of the skills covered by MM2 and MM3 prior to viewing the game.  

Furthermore, correlations between the four perceived qualities of the game and the 
number of fixations per second were also computed. Loosely speaking, moderately 
significant negative correlation was detected for Understandability (r = -0.269, p<.1) 
but not for the other three qualities.  In other words, the higher the understandability 
the lower the number of fixations per second was, implying that the participants had 
viewed the objects of interest for a longer period of time.  The insignificant and weak 
correlations between these subjective game quality measures and the objective eye-
tracking data suggest that the validity of the items gauging the former and the inter-
pretation of the latter need to be further investigated. Specifically, as each of the four 
qualities was gauged by only single item, one may challenge the validity of such 
measurement (cf. Hassenzahl’s [33] arguments about the holistic judgment of the 
highly subjective evaluative constructs such as beauty and goodness of which the 
fuzziness and dynamicity are comparable to enjoyability but stronger than ease-of-
use). This issue will be explored in our future work. 

 
H6: The hypothesis was rejected.  The fixation frequency did not reflect the depth 

of information processing and the possible ceiling effect of the learning gain. 
H7: The hypothesis was mostly refuted. Only one of the four perceived qualities of 

the game was moderately correlated with the number of fixations per second. 
H8: The hypothesis was partially supported with two of the three relevant attributes 

(i.e. performance, effort) of cognitive load being significantly correlated with the 
strength of visual attention 

H9: The hypothesis was partially supported with one of the three relevant attributes 
(i.e. mental demand) of cognitive load being significantly correlated with the learning 
effect.  

Table 8. Pearson correlations between number of fixations, learning effect, and perceived task 
load (n.s. = no significant correlation) 

 Number of fixations per second Learning effect 
Mental demand n.s. -0.40 (p < 0.01) 

Performance -0.30 (p < 0.05) n.s. 
Effort -0.31 (p < 0.05) n.s. 
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Fig. 6. Hot Spot analysis of the visual attention in the flying situation of the 80Days demonstra-
tor game 

5   Conclusion 

Here we revisit the two major research goals of the current pilot study. First, with  
regard to the potential of eye-tracking for evaluating digital educational games, we 
primarily used the key eye-tracking metric – number of fixations per second – to un-
derstand how visual attention could be related to the learning effect and other usability 
and user experience attributes. No clear picture, however, has emerged that this eye-
tracking metric could relate to the extent of learning effect in the existing context – 
vicarious learning by viewing the recorded gameplay. However, it does not exclude 
such a relationship, which might be masked by the ceiling effect (i.e. participants’ 
relatively high pre-knowledge). Furthermore, while the position of NPC-window was 
shown to have some impact on visual attention, the availability of cognitive interven-
tion (i.e. textual hints) did not make significant difference in it.  It seems to suggest that 
layout is more effective than content for capturing user attention, even for adult learn-
ers. Furthermore, the mixed picture about the interrelations between the objective  
eye-tracking measure and supposedly related subjective survey-based measures is 
consistent with the current literature. In other words, there remains a lack of a working 
model to predict as well as explain relationships between quality attributes. Neverthe-
less, the malleability of interpreting eye-tracking data can be seen as a limitation, as 
shown by alternative explanations for the number of fixations per second with respect 
to participants’ behavioural goals (i.e. actively taking in information or staring without 
seeing). Presumably, further calibration with a large volume of empirical data, given 
the increasing interest in eye-tracking, is called for. Second, concerning the issue of 
vicarious learning, our empirical findings demonstrate that it is feasible for passive 
viewers of a digital educational game to acquire knowledge.  This finding corroborates 
with the past studies on computer-based instruction and game. However, the research 
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design of the current study does not allow us to answer the question whether the effect 
of vicarious learning is comparable or even stronger than that of active learning. Com-
parative experimental studies in this direction are planned as our future work. 

In this study, we report the quantitative findings. Data related to the most relevant 
areas of interest (AOIs) - like the NPC-window - will be analysed in the next step, in 
terms of a Hot Spot analysis (see Figure 6) and the number of fixations per second on 
the various AOIs. A limitation of the present research is the involvement of adult 
participants (owing to various organizational constraints) instead of children of repre-
sentative age groups, who will be recruited for our further investigations. The aim of 
this upcoming study is also to compare different saliencies of instructional objects in 
terms of their efficiency and attention attraction.  Furthermore, the issue of vicarious 
experience will be explored with the qualitative data collected in this and to be col-
lected in the future work. 
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Abstract. In this tutorial, we will present the Human Interface Guidelines for 
both iPhone and iPad and offer hands-on experience in designing user interfaces 
for these devices. We will also discuss how to integrate the guidelines in higher 
education and give examples from our lecture on iPhone application develop-
ment. The goal of the tutorial is to provide the participants with a basic under-
standing of the iPhone Human Interface Guidelines and enable them to review 
and design iPhone apps according to the standards. 

Keywords: Usability, design, human computer interaction, mobile devices. 

1   Introduction 

Taking a closer look at the market of mobile devices, it can be seen that the largest 
growth rates can be found among mobile devices with mobile Internet connections. 
According to the latest AdMob Mobile Metrics report, “the mobile Internet devices 
category experienced the strongest growth of the [smartphones, feature phones, mo-
bile Internet devices], increasing to account for 17% of traffic in AdMob’s network in 
February 2010.” [4]. Platforms for mobile phones such as Symbian, Android, and 
iPhone OS become increasingly popular [7]. With the special capabilities of these 
platforms on the one hand and the restrictions of mobile environments on the other 
hand, user design principles and mobile usability testing needs to be reconsidered [1], 
[2], [3]. 

New interaction and usage paradigms, for instance, on the iPhone have an impact 
on the way end users interact with ubiquitous devices according to [6]. Jakob Nielsen 
coined the current situation appropriately, “Mobile Web 2009 = Desktop Web 1998” 
[5]. 

2   Motivation 

Considering the opportunities on, and distribution of, Apple’s iPhone and iPod Touch, 
Graz University of Technology decided to give a lecture on iPhone development to 
provide students with a fundamental and comprehensive of mobile device development. 
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The lecturers aimed not only to teach the actual programming skills required, but also to 
put an emphasis on usability and user interface design principles. This was achieved by 
a dual approach: human computer interface guidelines were taught, and a cooperation 
with a secondary level design school was struck. The design school’s experience was 
support students in user interface design. 

Students implemented iPhone apps for real-world problems from two domains: 
business applications and educational applications. The lecturers attempted to find out 
if it is possible to create useful and valuable apps during a lecture series, and how 
innovative usability can be brought to the next generation of programmers. Based on 
the insights from this lecture, this tutorial will provide information on the outcome of 
the lecture, the teaching process, and the content taught. 

3   Description of the Topic 

iPhone, iPod Touch, and iPad are sophisticated mobile devices using “multi touch” 
technology, which enables advanced and intuitive user interactions based on gestures 
[10]. It is frequently said to be more intuitive than other mobile devices which results 
not only from the large touch screen or the flashy behavior of the elements. A key 
factor of this appraisal is the flat hierarchy with only one top level menu and one 
physical button. This single button provides an all time consistent way to the top 
menu. Since it’s a small mobile device the interface aims to be as simple and consis-
tent as possible. The balance between an exciting interface with intuitive interactions 
and practical functionality can be held account for adding an emotional appeal, which 
in the end might explain its success on the consumer market. 

iPhone OS is the operating system running on these devices. In order to create appli-
cations for iPhone OS, developers have to use the iPhone SDK that is freely available at 
the Apple Developer Connection web-site. The SDK includes several tools for software 
development, whose most important parts are Xcode and Interface Builder. Interface 
Builder allows developers to design applications with an extensive library of interface 
objects. However, in order to create applications with the typical “look and feel” devel-
opers need to know about the recommended use of these UI elements. The iPhone  
Human Interface Guidelines therefore explain which kind of applications can be devel-
oped. Broken into four sections, it introduces developers to some of the concepts and 
paradigm shifts that they'll need to grasp before developing for the iPhone. The HIG 
help incorporating the key aspects of the iPhone's unique UI into development. 

4   Tutorial Procedure 

In this half-day tutorial, participants will be given an introduction to the fundamental 
human interface design principles for iPhone and iPad apps. This tutorial will help 
designing and reviewing iPhone and iPad apps, with a focus on the creation of an 
exceptional user experience. Participants are HCI practitioners, educators as well as 
PhD students in the field. 

The tutorial will have three parts. In the first part, Apple’s iPhone Human  
Interface Guidelines are presented and examples from the lecture on iPhone application 
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development held at Graz University of Technology are given. In the second part, the 
tutorial participants will practically utilize the guidelines in a sample iPhone application, 
will evaluate the design of the sample interface, and come up with ideas to improve the 
app. The outcome of this analysis and improvement process will be discussed in the 
third part of the tutorial. 

4.1   Guidelines 

In the first part, an overview of the iPhone/iPad guidelines is given [8], and several 
essential parts are discussed in depth. Therefore we will share examples from the 
lecture “Advanced Topics of Media Technologies” in which iPhone application de-
velopment is taught at Graz University of Technology. The topics in this first part will 
be: planning an iPhone app, user-centered design, elements of typical iPhone UIs, and 
design of the actual UI. Since Apple frequently applies user-centered design in soft-
ware development, participants owning an iPhone, iPod Touch, or iPad are invited to 
think about the principles in their favorite apps and will be encouraged to demonstrate 
them to the fellow participants.  

4.2   UI Design 

The second part is a hands-on tutorial during which participants will be able to design 
the interface of a new iPhone app. The topic of this app will either be defined by the 
presenters or can cover a genuine idea raised by the participants. The sketching can be 
done with pen and paper on pre-printed templates or with an iPhone mockup tool 
(e.g., [9]). Material for the UI design phase will be provided. 

The design phase will introduce the technologies particularly available on the 
iPhone—from multitouch to accelerometers. During this phase, also the limited re-
sources available on mobile devices will be taken into account where appropriate—
the relatively low CPU speed, a limited amount of memory, potentially slow network 
connections, limited screen size. 

4.3   Discussion and Analysis 

In the third part, the participants of the tutorial will present and discuss the results 
from the previous parts and evaluate the apps according to the guidelines. Further-
more a deeper insight in the teaching process is provided to give participants the pos-
sibility to plan a lecture or a workshop on their own. On request, an introduction to 
the administrative steps for iPhone development courses required by Apple can be 
given. 

5   Conclusion 

This tutorial will enable participants to get a detailed introduction on both the theoreti-
cal background and the practical aspects of UI design on the iPhone OS platform. With 
the information provided during this tutorial, participants will be able to teach UI de-
sign for iPhone and iPad, will be able to organise and administer a university-level 
course on this topic and will be capable of producing the required course materials. 
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Abstract. This paper addresses a paradigm shift in the way the web is being 
searched. This shift is occurring due to the increasing percentage of search re-
quests being made from mobile devices, changing the way users search the 
web. This change is occurring for two reasons: first, users of smart phones are 
no longer searching the web relying on generic, horizontal search engines as 
they do on the desktop, and second, smart phones are far more aware of the 
user’s context than desktop machines. Smart phones typically include multiple 
sensors that can describe the user’s current context in a very accurate way, 
something the standard desktop machine cannot normally do. This shift will 
mean changes for the information retrieval community, the developers of appli-
cations, the developers of online services, usability engineers, and the develop-
ers of search engines themselves.  

1   Introduction 

As device mobility, power and capability increases, and the amount of web-based 
information continues to rise, more and more searches are being performed by users 
on the move, especially in certain areas such as healthcare. This paper will discuss the 
implications that this usage shift will have on developers and users alike, and will 
investigate the ways in which search is changing from a text based, horizontal search 
paradigm, to a context aware, vertical search paradigm.  

2   Mobile Information Retrieval 

In the Future of the Internet III report [1] the authors claim that the mobile device will 
be the primary connection tool to the Internet for most people in the world by 2020. 
According to [2] there exists two major concepts that differentiate mobile IR from 
standard IR, and each comes with its typical research fields: Context Awareness and 
Content Adaption. 

Context Awareness deals with the fact that smart embedded devices have features 
that can make them aware of the user’s situation at any given moment. This means 
that time, location, social status (via a social network), and camera input, etc., can be 
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used to shrink the search space or the space for an information need. Recent work 
completed by [3] involved making music recommendations based on the context from 
which the information retrieval process is started. 

Content Adaption concerns how to visualize the results of an information need in a 
user friendly way, by optimizing content to suit the limited screen space on mobile 
devices. For example, in [4] the authors developed a block importance model to dif-
ferentiate the segments of web pages in order to extract and present more condensed 
search results to mobile users. 

Besides context awareness and adaption, mobile information retrieval systems 
must also make use of hardware components and device information: these include, 
but are not limited to, power awareness, multiple sensors and sensor fusion, comput-
ing power, and screen size. 

3   Paradigm Shift and Its Impact 

According to Nielsen1, iPhone users have installed an average of 37 apps per device. 
For the most part these apps are games, but fewer still are apps that focus on what is 
known as horizontal search. Horizontal search is what is typically performed by most 
search engines, such as Google, Yahoo!, and Bing when a user makes a search re-
quest. Vertical search, on the other hand, is search performed on a much more focused 
information need. This is typically the case with mobile apps, as the context of the 
user’s information need is already very well known, and the app itself can narrow the 
search space dramatically. In other words, users are focusing on apps to fulfill infor-
mation needs, and are not relying on broader, more generic search engines to do this. 

Other statistics show that search via traditional portals such as Google is in decline. 
According to comScore2, there has been a 90% increase, in data measured over the 
same three month period in 2009 and 2010, in search usage through applications. It 
was also found that searches performed through the browser have increased by only 
50%, with other areas such as social network access increasing by 90% in the same 
period. So while search usage is increasing rapidly on mobile devices, the usage of 
horizontal, web-based search engines is not increasing at the same rate. In fact, search 
is being accessing increasingly through apps, because apps are far better at knowing 
the user’s context than a search field in a browser. To slow this trend, developers of 
search engines will need to be able to deliver more specific results depending on con-
text, location, direction, time, and other contextual parameters. 

Also of interest is the location of the search field itself within the interface design 
of some mobile devices. Search, while being a primary feature, may not necessarily 
have a primary position within interfaces, Apple’s iOS being a notable example. The 
web search field on Apple’s mobile OS occupies a secondary position within the 
interface, available through the browser. Google, on the other hand, and rather unsur-
prisingly, have not done this with their Android operating system. On Android, search 
has a central position on the device’s “desktop”. However, it remains to be seen 

                                                           
1 http://blog.nielsen.com/nielsenwire/online_mobile/ 
the-state-of-mobile-apps/ 

2 http://www.comscore.com/Press_Events/Press_Releases/2010/6/ 
Social_Networking_Ranks_as_Fastest-Growing_Mobile_Content_Category 
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whether users will embrace the search bar in the same way in which they have on the 
desktop, where almost all browsers make search a fundamental aspect of the entire 
user experience. 

Of course, other ways of searching that do not make use of a standard text search 
field are being developed. Google, and others, are working hard to cater for users of 
mobile devices by offering products and services that are more at home on smart 
phones and tablets. A number of applications written by Google recently, including 
Google Goggles, Google Voice Search or Google Barcode Search, are typical exam-
ples of how search engine companies are making use of device components to trans-
form information needs in new ways. 

Considering the domain of medicine, Mobile IR also has the potential to alter the 
traditional interaction between the doctor and the hospital information system. As 
stated in [5] and [6] delivering content to mobile devices in an optimized way ensures 
increased legibility, but combining this knowledge with the enhanced context aware-
ness of newer devices would ensure an even more tailored view of patient records for 
the medical professional. Health information systems developers must make their 
systems capable of much more than just text-based search: they must make their sys-
tems capable of taking many more parameters into account when a doctor performs a 
search, such as the doctor’s whereabouts, to ensure more concise results are returned 
for a particular patient or situation.  

4   Conclusion 

The way in which search habits are changing on mobile devices will affect several 
areas of research.  Information retrieval itself will be impacted greatly, as designers of 
such retrieval systems will have to cater for the increasing amounts of context infor-
mation available to them from these new devices. This means that methods should be 
developed that will try to shrink the information space according to parameters sup-
plied regarding the user’s context. Developers of native applications for mobile de-
vices must take into account the paradigm shift of search on mobile devices. They 
should understand that users expect applications to make full use of their context and 
that may not be as willing to perform horizontal searches to fulfill their information 
needs. 

Content providers, who provide their services on the Web, must also be aware of 
how search is changing. They must ensure that they make available their content in 
such a way as to make it easy for application developers to a) have direct access to the 
information they provide (by providing RESTful services, for example), and b) make 
it easy for developers to supply the user context to the service. If content providers 
can allow context to be supplied along with the search term, it should be possible to 
return better results to the application. User interface designers must also be aware 
that users may not embrace the ubiquitous search field that is central to the user ex-
perience on all browsers in the same way on mobile devices. More innovative inter-
faces will have to be developed. Developers of applications for mobile devices will 
have two choices in this matter. An application could either search for content and 
filter the returned results according to the context of the user, or supply the user’s 
context to the information provider along with the information need, in order to get 
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more concise results back from the provider. In most cases it would be desirable to 
receive more concise results back, simply for bandwidth and speed reasons. Content 
providers must therefore carefully consider how they will make their information 
available, and consider how they will design their content APIs to allow the user con-
text to be submitted along with the actual search request. Last, developers of search 
engines must make it possible for applications to be able to supply user context to the 
search engine as a list of parameters.  

Another developing trend is the ability of web-based applications to make use of 
device information and user context. HTML5’s geolocation specification allows for 
web-based applications to determine the location associated with device accessing the 
website. Future work will consider the amount of context information that web-based 
applications can determine in comparison to natively programmed applications. Fur-
thermore, future work is also planned to perform usability testing, where test users 
will be asked to perform searches on an iPhone or similar smart phone. Their behavior 
will be monitored to determine whether users are more willing to use apps rather than 
a generic search engine when searching, if a suitable, more specific, app is also avail-
able to them. Perhaps users will only resort to searching the web directly when a suit-
able app is not available. 
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Abstract. Knowledge is considered a foundation of all aspects of society and 
economy in general, and the need for fast, relevant and just-in-time learning is 
more important than ever. However, current educational systems face difficult 
challenges when it comes to interoperability, reusability, adaptivity, as well as 
knowledge sharing and management. This paper presents a novel approach to 
the development of educational systems based on the integration of Semantic 
Web technologies and the agent technology through an open e-learning archi-
tecture named SWEA. SWEA is to provide a distributed, dynamic and adaptive 
learning environment.  
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1   Introduction  

In today's knowledge society, knowledge is considered a foundation of all aspects of 
society and economy in general, and the need for fast, relevant and just-in-time learn-
ing is more important than ever. In addition, the emergence of Internet and the World 
Wide Web has provided users with access to vast volumes of distributed data and 
information services. Furthermore, users with a wide variety of background, skills, 
interests and learning styles are using computers for quite diverse purposes. Conse-
quently, there is a need for effective pedagogical methods and tools for finding, filter-
ing, aggregating and presenting suitable information to users.  

In order to improve the effectiveness of the learning process, educational systems 
have to become more intelligent and adaptive, enabling delivery of individualized, 
comprehensive and dynamic learning content and activities in real time. However, 
current systems face difficult challenges when it comes to interoperability, reusability, 
adaptivity, as well as knowledge sharing and management [1]. In order to address the 
aforementioned issues, present-day efforts attempt to combine AI techniques with the 
latest research and development initiatives, such as the Semantic Web [2]. Semantic 
Web-based educational systems are considered to be the next generation of educa-
tional systems that use Semantic Web technologies in order to provide personalized, 
intelligent and cost-effective learning environments [3].  
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This paper presents a novel approach to the development of educational systems 
based on the integration of Semantic Web technologies and the agent technology. We 
elaborate on the impact of this integration, and propose an open e-learning architec-
ture named SWEA (Semantic Web-based E-learning Architecture). SWEA is to pro-
vide a distributed, dynamic and adaptive learning environment that can be configured 
on-the-fly, with intelligent agents searching, composing and invoking semantic Web 
services relevant for the current user and her/his learning context.  

2   Semantic Web Technologies and Agent Technology  

Present-day applications shift the focus from standalone computer systems to entire 
networks of open, distributed and dynamic systems. The agent technology is consid-
ered one of the most innovative approaches to modeling distributed software systems. 
Accordingly, the systems comprise autonomous and proactive components, i.e. agents, 
which support effective behavior in real-world, dynamic and open environments.  

In addition to this highly dynamic environment, the Web keeps getting larger both 
in size as well as diversity. Consequently, there is a greater need to automate many 
tasks, such as finding, filtering and reasoning about Web resources. The Semantic 
Web is an initiative led by the W3C to extend the present-day Web by defining the 
meaning (i.e. semantics) of data and services on the Web in a way that software enti-
ties, e.g. agents, can understand and reason about them. The backbone technology of 
the Semantic Web are ontologies that formally specify semantic annotations.  

The goal of semantic Web services is to ensure semantically rich descriptions of 
the services, hence enabling automation of service discovery, composition and execu-
tion. Unlike traditional Web services, semantic Web services are described by ontol-
ogy-based expressions which describe the intended meaning of the service (e.g. "the 
service accepts an author name and returns the list of her/his books") and also enable 
reasoning of service capabilities. Given the fact that semantic Web services remain 
passive until invoked, it is safe to conclude that they depend on higher-level software 
entities, e.g. agents, to understand and use them.  

As there is no comprehensive study on an overall e-learning architecture based on 
the integration of the agent technology and Semantic Web technologies, our objective 
is to use the aforementioned technologies so as to model a distributed, dynamic and 
highly adaptive learning environment. The imposed technological infrastructure in-
herently addresses the aforementioned issues in the development of (educational) 
systems. For instance, Web services offer benefits in terms of platform/vendor neu-
trality and ensure interoperable machine-to-machine interaction. The agent technol-
ogy complements the Web service technology by providing a high-level degree of 
autonomy, cognitive abilities and proactive behavior. The Semantic Web acts as the 
underlying infrastructure, enabling agents to understand and use semantic annotations 
of data and services. Agents, semantic Web services and ontologies are separate com-
ponents which can be deployed across the Web. Obviously, such an approach offers 
great possibilities in terms of system modularity, reusability and interoperability, 
consequently lowering the respective development costs.  
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3   SWEA E-Learning Architecture  

The SWEA architecture can be viewed as a three-layer decomposition comprising 
(Fig. 1): (i) the presentation layer, (ii) the application layer, and (iii) the data layer.  

 

Fig. 1. SWEA e-learning architecture  

The data layer in SWEA contains shared repositories of content, content structure, 
learner profiles and contextual information, along with related ontologies. Various 
adaptive systems are exploiting ontologies for the purpose of user modeling as well as 
context modeling, so as to enable adequate adaptations of the learning process. Some 
of the most quoted ontologies are the Dolog's learner ontology [4], CoOL (Context 
Ontology Language) [5], etc.  

The application layer in SWEA consists of two sub-layers. The semantic Web ser-
vices sub-layer encompasses services that retrieve and update content from the shared 
repositories. Our idea stems from the e-Framework for Education and research [6], an 
international effort to establish a service-oriented approach to the development of 
computer systems. SWEA puts the services defined by e-Framework (common ser-
vices, learning domain services) in the Semantic Web context, hence enabling their 
automated discovery, composition and invocation. The agent-based sub-layer can be 
viewed as an application that efficiently and effectively utilizes resources from the 
underlying layers. Agents are to perform specialized tasks by interacting with other 
agents, configuring the services and managing the entire life cycle of the learning 
process. The agents base their operation on automated discovery and invocation of the 
services relevant for the current user and her/his learning context, thus providing a 
high-level functionality of the architecture. The basic agents in SWEA are: broker 
agent, course manager agent, semantic search agent, communication agent, collabora-
tion agent, administration agent, authoring agent, profile agent, and system agents.  

The presentation layer encompasses different agents deployed on user terminals, 
such as: personal agent, tracker agent, and monitoring agent. The agents provide per-
sonalized access to various functional models (e.g. learning, authoring or administra-
tion) as well as extensive local support. They are also engaged in communication, 
negotiation and information sharing with the agents from the application layer so as to 
support the user in accomplishing her/his tasks.  
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4   Conclusion and Future Work  

Present-day educational systems face difficult issues in terms of their monolithic infra-
structure, limited or no support for interoperability and reusability, as well as low level 
of adaptive and intelligent behavior. Recent initiatives in the development of educa-
tional systems are investigating the use of Semantic Web technologies for addressing 
the aforementioned issues. The Semantic Web ensures a comprehensive framework for 
representing data and services on the Web in such a way that computers are able to 
understand and reason about them. The deployment of software entities, e.g. intelligent 
agents, on the Semantic Web enables intelligent and adaptive system behavior that can 
accommodate a wide variety of users. This paper considers the latest initiatives and 
presents a novel approach to the development of e-learning systems through an open e-
learning architecture named SWEA. SWEA is based on the integration of the agent 
technology and the Semantic Web. The agents, semantic Web services and data can be 
viewed as separate components distributed across the Web and offered in different 
parts of the world by different organizations and the academia. The components are 
configured and assembled dynamically for a specific objective, thus making SWEA 
highly modular. The learning experience is intelligent and adaptive because the agents 
base their actions on user profiles and contextual information. Our future work in-
volves the definition of thorough specifications for each layer and the development of 
complex prototype systems. Each system component is to be tested in terms of per-
formance, usability, effectiveness and user satisfaction.  
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Abstract. Personal Learning Environments have emerged as a complementary, 
even challenging, paradigm to Adaptive Learning Systems. We consider the 
mash-up era as an appropriate approach for a successful realization of digital 
personal learning environments. However, mash-ups are also accompanied by 
critical technical and usability challenges. In this paper, we try to identify some 
of these challenges and present our solution approach which results in Semantic 
Mash-up Personal and Pervasive Learning Environments (SMupple). 

Keywords: Personal Learning Environments, Mash-up, Ontologies, Embedded 
Semantics, Workflows, Pervasive Computing. 

1   Introduction 

Adaptive Learning Systems (ALSs), in general, focuses on automatically, often intru-
sively, changing the system behavior, according to the learner’s needs and other char-
acteristics and aiming at adapting the learning material and its presentation. However, 
it is already apparent that it is not possible to predefine adaptation rules for all differ-
ent usage contexts. Furthermore, Wild and his colleagues [1] claim that adaptation 
technologies take away experiences from end-users (learners) thus prohibiting the 
development of important competences. In this respect, Personal Learning Environ-
ments (PLEs) emerge as a complementary, even challenging, paradigm to the ALSs. 
Wild et al [1] value learning environment as an important aspect of the learning proc-
ess and consider it as an output of learning rather than a mere input. Digital learning 
environments can be composed of different applications, artifacts, and people etc. The 
individual at the centre modifies this environment through interacting with it, intend-
ing to positively influence her social, self, methodological, and professional compe-
tences and to change her potentials for future action. In other words, a learner actively 
or passively creates her own personal learning environment. In short, one can argue 
that PLEs aim at replacing the physical learning environment while ALSs focus on 
replacing the instructor. 
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Considering PLEs, learners acknowledge the abundance and variety of web appli-
cations, services and data sources to be used within their environments. Moreover, 
different technological devices, like mobile phones, digital media solutions, tablet 
PCs, intelligent household appliances, etc. are expected to be connected to the Web 
and serve their functionalities through embedded web servers or gateways coupled 
with the internal functions of available devices, possibly, with RESTful APIs [2]. This 
leads us to extend PLE paradigm to Personal and Pervasive Learning. Here, mash-up 
approaches enable users to design their ubiquitous and personal learning environ-
ments through combining functionalities and data available on the Web. However this 
leads to some challenges. In this paper, we identify these important challenges and 
present our solution approach, which builds on semantic technologies and, referring to 
[1], is called Semantic Mash-up Personal and Pervasive Learning Environments 
(SMupple). 

2   Approach 

We consider the mash-up paradigm to be crucial for realizing the PLE vision within 
the infinite space of the Web. However, before moving forward with our approach, 
we believe that a conceptual description of a personal learning environment and iden-
tification of basic requirements for a digital PLE shall be useful for situating impor-
tant challenges. On a conceptual level, a user (learning) environment can be seen as 
space of entities, including people, artifacts, tools, learning objects etc., available to 
the learner. Each of these entities is attached with several possible activities; addition-
ally composite activities and composite entities encompass several other entity-
activity pairs and entities respectively. In that space learners derive their personal 
(sub-) environments, orchestrate member entities for their goals through maintaining 
data and interaction flows between these entities, and continuously refine the PLEs as 
a result of their activities and often through their own implicit formative assessment 
methods. A PLE can be further partitioned into disjoint or overlapping clusters with 
respect to varying goals of learners. Learners often shift their focus from one cluster 
to another according to their current goals. From this perspective, a mash-up personal 
and pervasive learning environment enables learners to construct their digital learning 
environments spanning various digital web resources and web-enabled devices encap-
sulated through widget like constructs. 

Considering mash-ups, they can be created at client-side (i.e., at browser) or at web 
server-side. We identify two different types of mash-ups: (1) dashboard type (e.g., 
[1]), (2) box type (e.g., [3]). The former is usually created at the client-side where 
different applications are placed to the learner browser as widgets (all visible). Data 
and events can be moved from one widget to another one mainly through inter widget 
communication on the client, occasionally also through server-sided synchronization 
mechanisms. The latter mash-up type is usually created and provided by a server, 
combining the different applications into one single user experience (only the result-
ing application is visible). Data and events can be moved from one application to 
other application through server-sided synchronization mechanisms. The end product 
can also be used for developing other mash-ups of both types. 
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With respect to above descriptions and by considering the existing implementa-
tions [4], we identified several challenges. These challenges and our approach is de-
scribed in three tiers which is partially depicted in Fig. 1. 

 

Fig. 1. Presentation and comparison of different approaches along the three tiers 

Seven challenges have been identified each mapping to at least one tier: (1) com-
position/integration (services, applications and data), (2) inter widget communication. 
The first two challenges deal with data links between different applications, through 
server-sided synchronization or inter widget communication based on syntactic 
means, which is not sufficient for automated integration and composition of services 
leaving a huge burden to the end-user. Accordingly, injecting semantics through  
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ontologies and embedded semantics technologies (e.g., microformats) may serve well 
for automated linking (e.g., [3, 5]). (3) Workflow management: this challenge is re-
lated to typical mash-up composition and requires users to define full workflows thus 
cognitively overloading the learner. Therefore, it is important to enable mash-up 
composition on the basis of incomplete workflows automatically generated through 
observing user interactions. (4) Environment awareness and control [6]: in physical 
environments users manage a limited number of entities with a relatively high aware-
ness, however the Web offers an almost infinite amount of resources; therefore it is 
crucial to maintain awareness and control of one’s space, so that the links between a 
learner and the environment stay tight. (5) Ease of orchestration: since the learner is 
confronted with more resources, learners should not experience a cognitive overload 
while managing the space. (6) Engaging learner experience: learners should feel com-
fortable through their experiences with PLEs. Hence identification and amalgamation 
of engaging and easy-to-use end-user design facilities and metaphors are required. (7) 
Adaptive guidance and support: this challenge is necessitated from the fact that learn-
ing process and end-user design of the environments requires adequate machine sup-
port, in terms of non-invasive adaptations, and recommendations. At this point, a 
formalized representation of the user’s context through an ontology is promising with 
respect to “intelligent” guidance and end-user environment design. For the usability 
concerns, we approach a new type of mash-ups, a “flow” (see Fig. 1). Unlike 
dashboard type mash-ups, it tries to provide a reflection of the workflow among the 
widgets and the clustered nature of the learning environment.  

We have elaborated on a scripting language and a design environment for realizing 
box like mash-ups addressing users ranging from experts to naïve. Our end-user tests, 
particularly on the interface mockup, have revealed that the mash-up paradigm is 
quite new, and hard to grasp for non-experts. Developing natural and easy-to-use 
design environments stands as a main challenge. However, apart from appropriates of 
design facilities, setting a smooth balance between machine and user control is re-
quired, so that users are not overloaded or not totally dominated by the machine. In 
that sense, we believe that automated data linking and workflow creation, as well as 
adaptive recommendations are more promising than strong, rule-based adaptation. 
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Abstract. In order to create high quality and easy-to-use mobile software, the 
process of mobile device applications (MDAs) development must be accommo-
dated to usability challenges. As present-day MDAs mostly target smartphones, 
with touchscreen ones increasingly gaining popularity, the primary focus in im-
proving this process should include support for usability awareness at the earli-
est possible development phase for this class of mobile devices. In this paper 
we propose a model interaction benchmark test providing both quantitative and 
qualitative usability feedback at the elementary touchscreen action level.  

Keywords: Mobile applications, mobile HCI, touchscreen interaction, usability. 

1   Introduction 

The nature of current mobile software development processes is intensely iterative, 
and within a framework environment like that, appropriate usability studies are either 
conducted following the deployment phase when it is usually too late, or intentionally 
pushed off and eventually ignored. As noted in [1], this results in usability to become 
only an add-on fix or upgrade, rather than the initial software product driver, thus 
forcing us to make usability issues an integral part of the development process.  

Mobile applications are presently being developed using desktop computers and 
rich development tools coupled with mobile phone emulators. It is then plausible to 
ask oneself to what extent, by using emulators, does the experience of running and 
testing a mobile application correspond to its natural environment and true context of 
execution? In such a standard development process it is likely that certain usability 
issues will not come to the developer's attention. Hence, it can be claimed that  
some of usability problems mostly arise from the way mobile applications are being 
developed.  
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2   Mobile Applications and Usability Issues  

As it is necessary to provide the ground for usability awareness early in the imple-
mentation phase, we have devised several test scenarios thus creating a suitable 
benchmark application. Test scenarios correspond to what we believe to be the basic 
factors of usability, common to all touchscreen applications: (i) optimal size of touch-
screen objects, (ii) finding and selecting a particular target, (iii) feasibility of having 
screen objects located near the edge of the screen, (iv) touchscreen based drag-and-
drop actions, and (v) activation of a sequence of closely placed GUI control  
commands.  

2.1   Interactive Object Size and Occlusion  

Interface designers and developers can ask themselves what is actually the acceptable 
size of an interactive object on a touchscreen device? Experimental results presented 
in [2] show that reducing the size of the interactive screen object from the nearly ideal 
22 mm to 7.2 mm results in a negative performance impact of 25% along with a 6-7% 
increase in the need to correct erroneous actions thus carried out. Using experimental 
methods, Parham, Karlson and Bederson [3] determined the size of 9.6 mm as satis-
factory for objects on a small touchscreen for discrete tasks. They state that "the error 
rates could not be discriminated statistically with target sizes ≥ 9.6 mm in discrete 
tasks and key sizes ≥ 7.7 mm in serial tasks".  

A touchscreen device can be operated in two ways: either stylus or fingers. If fin-
gers are involved, the problem arises with the occlusion of screen objects underneath 
the finger touching the screen [4]. Depending on screen size, users can cover a sig-
nificant portion of the screen with their fingers. To understand whether an action was 
performed correctly, the user must consequently completely remove her/his finger 
from the screen surface, which hinders her/him to perform actions in a fast manner. It 
is certainly possible to reduce the impact of occlusion with an appropriate arrange-
ment of interactive screen objects, but only if this issue is properly confronted with 
both in the design and in the development process as a whole.  

2.2   Objects Near the Edge of the Screen and Drag-and-Drop Like Techniques 

Interface objects that are located along the edge of the screen of the mobile device can 
be difficult to reach. This is especially true when the thumb of the hand holding the 
device is used to tap onto screen objects. It is very likely that because of the distance 
the user will experience difficulties reaching objects in the far corners of the device. 
Objects in the near corners of the screen will possibly be equally inaccessible because 
of the need to use some effort in bending the thumb to tap on the object.  

Interaction techniques similar to drag-and-drop can be applied to a touchscreen to 
improve speed and accuracy of target selection [5]. Contemporary touchscreen inter-
faces for mobile phones combine First contact and Take-off strategies [6] in order to 
enable users to quickly activate the proper option. The technique is proven to be suc-
cessful in case of rather big screen objects such as menu items and icons, but because 
of finger size it shows a poor performance when handling smaller objects. The 



 Model of a Touchscreen Interaction Benchmark Test Supporting Usability Awareness 507 

 

method can be further improved by providing visual aids as a means of indirect target 
selection. Visual aid in form of some kind of a cursor drawn on screen is just another 
interactive object, and consequently all the aforementioned problems apply again: 
object size, occlusion and difficulties with target selection near the screen edge. Al-
binson and Zhai [7] have later suggested the use of Cross-Keys which is a form of 
visual aid for selecting small on-screen targets with a low error rate in object  
selection.  

3   MDA Development Process and Usability Awareness  

Testing and evaluation of MDA functionality is performed by porting the executables 
to a mobile device. The main disadvantages of this process is linking interface and 
interaction design to a smaller number of widgets since it is very unpractical to test an 
MDA on a variety of mobile devices, and it is literally impossible to predict or restrict 
the final set of devices on which it will be run. As opposed to real mobile device  
usage, the MDA development process can be based on the utilization of emulator 
platforms. When developing MDAs relying on touchscreen interaction on emulator 
platforms, it is obvious that the best possible way for both application testing and 
evaluation is to use a touch sensitive monitor. In such a working setup there is no 
need for porting executables on the physical device. Furthermore, various emulators 
can be installed within the available Interactive Development Environment (IDE), 
thus making possible to quickly verify both application performance and interaction 
characteristics on different mobile device platforms and models.  

No matter which developing framework and emulator platform is being used, it is 
quite hard to quantitatively specify how well the user experience is supported by emu-
lation in accordance with the respective physical mobile device. Evidently, while 
testing the application using emulators and touch sensitive screens, some of the even-
tual interaction design flaws can remain untraceable, and consequently overseen.  

Problems derived from emulator-based development environments are becoming 
even more considerable with changing the application's context of use. To be exact, 
MDAs are generally designed and implemented in a nonflexible setting (similar to 
laboratory conditions); hence it is very demanding for developers to anticipate inter-
action performance of the application in all possible contexts of use, and as a result 
discrepancy of application usability can be expected while comparing the interaction 
effects in the developer's working environment and the target user's working context.  

4   Conclusion and Future Work  

Within our research we especially focus on touchscreen interaction based MDAs, 
while the central motivation factor is to enhance a touchscreen application develop-
ment process by providing support for usability awareness. For this purpose, and 
specifically addressing the domain of touchscreen mobile devices, we are developing 
a benchmark test model for evaluating the respective interaction and obtaining both a 
quantitative and a qualitative feedback on the usability of elementary touchscreen 
actions.  
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Furthering the above work we are implementing the benchmark model, primarily 
focusing on improving the user interaction logging system. Additionally, we plan to 
apply the benchmark test prototype in real usability evaluation environments, where 
we are going to carry out appropriate testing within two framework setups: (i) using 
real touchscreen mobile devices, and (ii) interacting with device emulators on a touch 
sensitive monitor. With the results thus collected, we expect to get a better insight into 
the correlation between real devices and emulator-based touchscreen interaction ef-
fects. We will use special care in considering the correlation between usability issues 
and context-of-use, as evaluation within laboratory conditions may not give fully 
consistent results for more sophisticated context-aware mobile applications.  
 
Acknowledgments. This paper describes the results of research being carried out 
within the project 036-0361994-1995 Universal Middleware Platform for e-Learning 
Systems, as well as within the program 036-1994 Intelligent Support to Omnipresence 
of e-Learning Systems, both funded by the Ministry of Science, Education and Sports 
of the Republic of Croatia.  

References  

1. Scott, K.M.: Is Usability Obsolete? ACM Interactions. XVI 3, 6–11 (2009) 
2. Lee, S., Zhai, S.: The Performance of Touch Screen Soft Buttons. In: Proc. 27th Int’l Conf. 

Human Factors in Computing Systems (CHI 2009), pp. 309–318. ACM Press, New York 
(2009) 

3. Parhi, P., Karlson, A.K., Bederson, B.B.: Target Size Study for One-Handed Thumb Use on 
Small Touchscreen Devices. In: Proc. 8th Conf. Human-computer interaction with mobile 
devices and services (MobileHCI 2006), pp. 203–210. ACM Press, New York (2006) 

4. Roudaut, A., Hout, S., Lecolinet, E.: TapTap and MagStick: improving one-handed target 
acquisition on small touch-screens. In: Proc. Working Conf. Advanced Visual Interfaces 
(AVI 2008), pp. 146–153. ACM Press, New York (2008) 

5. Roudaut, A., Lecolinet, E., Guiard, Y.: MicroRolls: expanding touch-screen input vocabu-
lary by distinguishing rolls vs. slides of the thumb. In: Proc. 27th Int’l Conf. on Human Fac-
tors in Computing Systems (CHI 2009), pp. 927–936. ACM Press, New York (2009) 

6. Potter, R.L., Weldon, L.J., Shneiderman, B.: Improving the Accuracy of Touch Screens: An 
Experimental Evaluation of Three Strategies. In: Proc. SIGCHI Conf. Human Factors in 
Computing Systems (CHI 1988), pp. 27–32. ACM Press, New York (1988) 

7. Albinsson, P., Zhai, S.: High Precision Touch Screen Interaction. In: Proc. SIGCHI Conf. 
Human Factors in Computing Systems (CHI 2003), pp. 105–112. ACM Press, New York 
(2003) 



 

G. Leitner, M. Hitz, and A. Holzinger (Eds.): USAB 2010, LNCS 6389, pp. 509–512, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Information System User Interface Complexity 

Marko Rosic1, Sasa Mladenovic1, and Luka Borojevic2 

1 Faculty of Science, University of Split, Teslina 12, 
21000 Split, Croatia 

{Marko.Rosic,Sasa.Mladenovic}@pmfst.hr 
2 Ecsat d.o.o., Zrinsko-Frankopanska b.b., 

21000 Split, Croatia 
Luka.Borojevic@ecsat.hr 

Abstract. This paper examines problems and solutions related to the integration 
of the HCI perspective in software engineering and production. The goal is to 
bridge the gap between software engineers and HCI professionals by improving 
mutual understanding of their respective fields of interest. An information  
system is a complex system that can be modelled by means of the multilevel 
theory. The user interface design is a design problem without a single proper 
solution. There is no standard user interface look and feel, so that a multilevel 
user interface model is proposed. The user interface design is approached 
through hierarchical levels making it possible to choose between multiple de-
velopments methodologies. Case study: A highway automatic toll collection 
system user interface design proves that the multilevel approach can bridge the 
gap between developers and designers making team members use their respec-
tive strong points.  

Keywords: HCI, software engineering, requirement elicitation, complexity, 
multilevel model, user interface, highway toll collection system. 

1   Introduction 

A system is made of any combination of interacting elements, which are themselves 
systems. Interacting elements can be people (a person, a group of people, organizations 
of people), intangible elements (methods, approaches, theories, software, processes, 
concepts, ideas), and tangible elements (computers, network devices, mechanical de-
vices, sensors, vehicles) [1]. There are many definitions of complex systems [2], [3], 
but all agree that complex systems achieve missions, goals or functions through intri-
cate interactions between elements. Individual elements cannot achieve the same prop-
erties therefore the whole is greater than the sum of the parts, with system properties 
emerging. Emergent phenomena are conceptualized as occurring on the macro level, in 
contrast to the micro-level components and processes out of which they arise [4]. In 
this paper the complexity theory is used to improve the overall software user interface 
in specific system integrator production environments. System integrators choose be-
tween already existing and newly developed components that are integrated into the 
final system at the end. Such a final system is heterogeneous, resulting in heterogene-
ous user interfaces.  
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2   Information System Complexity and User Interface 

Development of complex systems requires the collaboration between team members 
arriving from different communities. Although the team is heterogeneous, from the 
domain knowledge point of view, satisfying the user is the goal shared by all team 
members. The correctness of the user interface is essential since the interface is the 
point at which the system is perceived by the user [5]. Regardless of the programmer 
expertise, if the user interface is poorly done, the user is confused and frustrated with 
the system [6]. User interface implementation elements are limited by people (team 
members), intangible (software) and tangible (hardware) elements. In heterogeneous 
team engineers are focused on functionality, scalability and efficiency of the design 
proposed (since the programmer is responsible for the realization), while HCI profes-
sionals are more oriented toward usability and suitability of the solution proposed, 
looking at the functionality as a black box not knowing or caring how the system 
works. To team members inexperienced in the HCI field, good design can seem sub-
jective, just a matter of personal taste[7]. Given the purpose of the product, its target 
market, and its desired performance specifications, the design team attempts to create 
a product form that will be successful [8]. Taking all mentioned above into account, 
design can be defined as service craft, not self-expression, in contrast to art [9]. At 
this point all team members have a clear understanding of both strong and weak 
points, which makes it possible to create a multilevel user interface model. When 
implementing the user interface in the real world it has to be noted that software sys-
tems that solve problems or implement computer applications in the real world are 
known as E-Type systems following the eight laws of software evolution [10]. User 
interface development is usually organized by a life cycle model describing and guid-
ing activities from the initial idea to the final implementation and performance testing, 
as for example the waterfall model [11]. The problem with this approach is that the 
model requires correct and complete understanding of the complete user interface 
design project from the beginning, as correcting a mistake made in a previous phase is 
a difficult and expensive task. To overcome these restrictions, many new models, 
especially in software development, have been suggested [12], [13]. 

3   Case Study: Highway Automatic Toll Collection System User  
Interface 

A highway electronic toll collection information system (ETC-IS) is defined as the 
technology that allows electronic tracing of toll payments regardless of payment 
method and user type. The task was to design the automatic toll collection payment 
system user interface for the customer Autocesta Rijeka-Zagreb (ARZ), to be used on 
the Demerje plaza. After several meetings and discussions, the common vocabulary 
has been defined to avoid ambiguities during meetings and brainstorming. The exist-
ing procedure for dealing with cashless payment failures has been identified and  
decomposed into toll collector steps. Following the information system multilevel 
modeling, the existing ETC-IS is represented as a hierarchical cone. The multilevel 
approach to user interface creation takes into account different limitations imposed by 
the technology and users. The low fidelity user prototype resulted in customers’  
request for changes in functionality, proving that the user’s perception of the system 
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is mainly related to the user interface. Instead of using a specific high fidelity user 
interface prototyping tool [14], like in other projects [15], the rapid application devel-
opment environment has been used [16]. The breakthrough was achieved by accept-
ing the idea of a virtual terminal proposed by the programmers’ team. User interface 
evaluation has been conducted on the high fidelity user prototype and after reviewing 
all suggestions and objections, the accepted changes have been implemented in the 
final product user interface of the virtual toll collector terminal. Even if satisfied at the 
beginning, most users will be able to objectively and subjectively evaluate system 
user interface only after they have used the system in practice for some period so we 
have concluded our research by providing toll collectors with questionnaires.  Ques-
tionnaire related to perceived usualness and ease of use, [17] has been provided to toll 
collectors using the new virtual toll collector terminal. The computer system usability 
questionnaire, [18], [19] gave the team a more general feedback needed for the gener-
alization of the user interface and the concept of virtual toll collection terminal and 
implementation of ideas presented in other systems. Results have shown that users 
perceived virtual toll collection terminal as useful, easy to learn and use. They are 
satisfied with the system and they would recommend it to others. 

4   Conclusion 

In this paper, the information system user interface is recognized as a complex sys-
tem. Bridging the gap between HCI experts and software engineers will result in en-
hancement of the overall information system perceived usefulness and ease of use 
which is crucial for acceptance of the new solution. By implementing the multilevel 
theory to both the information system and the user interface modeling, a common 
methodology and language is defined for these experts. The multilevel approach inte-
grates that which is seen as purely academic and purely industrial and practical parts 
into a whole that is greater than the sum of its parts. The information system chosen 
as the study case is representative of heterogeneous systems that are used continu-
ously throughout the year. The specific highway environment limited the user inter-
face design choices, adding additional pressure to the team. The highway automatic 
toll collection system user interface has proved that the multilevel approach supports 
easy communication and interaction between team participants resulting in an added-
value product, recognizable on the market. The virtual toll collector terminal as a 
product emerged from the interaction between users, user interface experts and soft-
ware engineers using multilevel modeling. This proves that teams working in soft-
ware production have to embrace a multidisciplinary approach to be successful in the 
ever demanding market. HCI is the field that has to be integrated into standard soft-
ware development methodologies to allow moving up to the next level of information 
system products, just like what we are witnessing now in the field of the telecommu-
nication industry. 
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Abstract. In this research we examine the influence of technical expertise on fu-
ture medical technology. Technical expertise is assumed to positively influence 
the acceptance of modern technologies, and there is evidence within the informa-
tion and communication technology (ICT) sector for this. While no one would 
seriously dispute this basic impact of technical expertise on technology accep-
tance, it is far from clear what the main drivers of technical expertise are. In or-
der to understand the complex nature of expertise on the one hand and its impact 
on the acceptance of other technology domains on the other, an empirical ap-
proach was undertaken. 100 participants (19–75 years) participated in a survey, 
in which the acceptance of a medical mobile device was explored. Outcomes 
show (1) that technical expertise is a highly complex construct entailing different 
facets (knowledge, motivational, emotional and pragmatic components), which 
are influenced by age and gender of respondents (2) technical expertise in the 
ICT domain decisively modulates acceptance of medical technology. Interest-
ingly, a low technical expertise does not only reduce the acceptance of the  
pro-using arguments, but is specifically related to a high confirmation of contra-
using arguments.  

Keywords: Technical expertise, technical literacy, perceived technical compe-
tence, distrust in technology, technology acceptance, medical technology, ICT. 

1   Introduction 

One of the most important social and societal challenges already in these days, but 
also in the near future is the contemporaneous occurrence of three major develop-
ments: the aging of societies, the ubiquity of mobile wireless technologies and a con-
siderable broadening of technical using contexts (context diversity) and user groups 
(user diversity). Old and increasingly older users will have to use technologies in 
many contexts, ranging from information and communication technology (ICT), over 
mobility services to medical technologies [1], [2]. The usage of these technologies is 
to a considerably lesser extent voluntary than it had been in former times; increasingly 
ICT usage represents a necessity for older people in order to have access to social life 
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and to maintain an independent living at home. Especially in Western Europe, the 
imbalance of generations is noticeable and we have to expect a prominent arising of 
this phenomenon, in combination with personal and structural societal consequences. 
In this context a lack of caregivers is anticipated and in the opposite a huge number of 
old and frail persons that are reliant on help [3], [4]. This future scenario makes it 
essential to think about possible solutions, which entail a complex bunch of measure-
ments on different societal levels.  

Future medical technologies in combination with mobile ICT usage might be one 
promising solution in this supply shortfall [5], [6]. Due to their overall availability, 
mobile (medical) technologies are assumed to be especially suited to maintain or even 
enhance older and chronically ill people’s mobility, independence and safety. Also, 
the increasing shortage in the available caring staff- relatives, nurses, caregivers, or 
physicians could be relieved by mobile electronic assistance, as patients could be 
remotely cared. Mobile digital medical assistants could also help to minimize hospital 
stays, and, in so doing enable not only patients an independent life in a domestic envi-
ronment, but also a relief of the threatening overcharging of sickness funds [5]. Cur-
rently, different kinds of mature and sophisticated medical assistive technologies are 
available to enhance older and ill peoples.  

However, recent experience shows that it is not predominately the technical barrier, 
which hampers a successful rollout and a broad responsiveness of users. Rather, far-
reaching acceptance barriers are prevalent which represent serious obstacles to techni-
cal solutions [7], [8], [9]. One major reason for this reluctant acceptance and a still 
negative evaluation might be due to the fact that current developments in this sector 
are predominately focusing on technical feasibility, inspired by technical disciplines, 
in combination with medical and computer science knowledge, while the “human 
factor” and the consideration of users’ needs in these systems are fairly underdevel-
oped [10], [11], [12]. 

Still, a barrier free and broadly accepted utilization of mobile devices is supposed 
to happen “along the way”. This attitude ignores the enormous difficulties of older 
users to handle technical devices properly and their hesitant technology acceptance, 
but also the considerable knowledge gap about the genesis of technical experience.  

1.1   Acceptance of Medical Technology 

Talking about the acceptance of technology in general is practiced meanwhile for 
about 25 years [14]. Especially the 1980ies and 1990ies, with the diffusion of  
computers and the Internet, pushed the subject as a prominent issue in research of 
different scientific disciplines (e.g. psychology, sociology, economics, anthropology, 
linguistics, and cultural studies). As technology cycles are increasingly faster, tech-
nology acceptance continued to be a key research issue. Technical products are only 
successful on the long run if users perceive them as useful and easy to use, e.g. [15], 
[16], [17], [18].  

Though research has made significant efforts in explaining and predicting technol-
ogy acceptance of ICT, the knowledge about factors, determinants and situational 
aspects impacting acceptance is still limited. With the increasing diversity of users 
(age, gender, technical generation, culture), the diversity of technical systems (visible 
vs. invisible, local vs. distributed) and using contexts (fun and entertainment, medical, 
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office, mobility), more aspects are relevant for understanding users' acceptance – 
beyond the ease of using a system and the perceived usefulness. In addition, studies 
dealing with technology acceptance had been mostly considered ICT within the work-
ing context, and it is highly disputable if outcomes might be transferable to other 
technology and using contexts.  

Furthermore, most studies are limited to technology acceptance of young, experi-
enced and technology-prone persons - a user group whose technology acceptance 
patterns seem not to apply to the broad variety of users nowadays confronted with 
technology. Technology is no longer an issue for a small number of interested people. 
Nowadays the usage of technology concerns everyone, men as well as women, and 
not only young people but also the older ones. Also, the using conditions are different 
compared to former times, especially in the medical sector: here, (mobile) technology 
covers vital and essential parts of life, and the usage is not voluntary any more, but 
highly correlated with involuntariness and dependency.  

Recently, research started to include the using context in combination with differ-
ent technology types in their impact on technology acceptance. Increasingly it is un-
derstood that technology acceptance is neither static, nor independently from the 
specific using context in which a technology is applied [12], [10]. Also, the impact of 
user diversity and the different abilities and restrictions that influence acceptance 
receive attention [11]. Among the user characteristics, age and gender effects had 
been identified to considerably impact the technology acceptance, and, as a strong 
moderator, users’ expertise of technology, which decisively determines the way users 
handle and evaluate technical devices [17], [18], [19], [20].  

1.2   Technical Expertise 

Computer expertise is definitively one of the most important user characteristics that 
influence the quality of human-computer interaction. Studies revealed that users with 
a high level of technical expertise show considerably higher performance when using 
technical devices [21], [22], [23], [24], [25], independently of the type of technology: 
performance advantaging expertise effects had been found for the interaction with 
personal computers, the Internet, as well as mobile devices (mobile and smart 
phones). Also, it had been found that users with higher technical expertise revealed a 
higher technology acceptance in terms of perceived ease of using a device and useful-
ness [26], [27], [28], [29], [30].  

Focusing on the nature of the expertise effect it is assumed that experts in a spe-
cific domain are able to reach higher performance levels, because they possess highly 
organized knowledge structures, more sophisticated procedural knowledge structures, 
more elaborated mental models and problem solving strategies, which enable them to 
analyze problems thoroughly and to develop flexible solutions and alternatives [21], 
[24], [25], [28], [29]. Bransford et al. [31] outlined six main characteristics of exper-
tise: First of all an expert is able to recognize attributes and important patterns of 
information, which cannot be seen by a novice (especially meta key patterns). Second 
an expert has acquired a vast proportion of content knowledge [28], [29], [32]. And 
this knowledge is organized in ways that make a reflected understanding of subject 
matter possible. Third the knowledge an expert has cannot be divided into single 
isolated facts. Further it is instead possible to reflect contexts of applicability. The 
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fourth point of an expert’s characteristic says, that an expert is able to demand its 
knowledge with little costs. But although an expert is absolutely in his topic it doesn’t 
mean in the other way that he/she is able to teach others his/her knowledge. The last 
aspect of an experts characteristics is that an expert has varying levels of flexibility in 
his/hers approach to new situations.   

Although computer expertise and its effect on performance had been studied thor-
oughly [21], [22], [23], [24], [25], the underlying concept of expertise and its meas-
urement are not exactly defined yet. In most studies computer experience is determined 
by subjective reports of length and frequency of computer use [33], [34], [35], [36], 
[37]. This kind of assessment is based on the simplified assumption that expertise can 
be understood as a function of the time spent operating a device.  

Furthermore, this conceptualization of expertise leaves open what knowledge 
structures are acquired while interacting with the technology and how these knowl-
edge components constitute the nature of expertise. However, it is highly questionable 
that the time spent at a computer automatically leads to an acquisition of computer-
relevant knowledge. Therefore, instead of defining experience by the assessment of 
quantitative aspects (duration and frequency) of computer usage, possibly qualitative 
aspects like domain-specific knowledge concepts should be assessed [33], [38].  

In addition, there are more questions in the context of operationalisation of com-
puter expertise as a main predictor of performance and acceptance of technology. 
Studies showed that motivational and emotional factors of human computer interac-
tion are also involved in technical expertise [13], [16], [17]: People with a high self-
confidence when using technical devices show higher levels of technical interest in 
general, and a lower computer anxiety. While both factors are not directly related to 
computer expertise, there is though an indirect relation: users with high levels of 
technical self-confidence and low computer anxiety levels show a considerably better 
performance when interacting with technical devices and the better performance is 
also correlated to a higher level of computer expertise.  

Furthermore, across studies the measuring of “computer”- expertise referred to 
very different types of technical devices, different using contexts of technology as 
well as different generations of technology (covering a time frame from 1980 until 
today). It is more than questionable if technical expertise with former devices may be 
transferred to current devices. The expertise, which had been acquired in former 
times, may have a considerable short half-life. In this context the factor users’ age 
becomes an important part. The relationship between age and technology is always to 
be dealt with the view on general changes in (technical-) history. It is not fully known 
in how far technical expertise formed by a specific former technology may be trans-
ferred to more recent technical devices. Yet, a basic transferability had been identi-
fied: It was found that computer expertise was also impacting the performance when 
handling mobile phones [36], [37], [38]. Beyond a basic positive effect on perform-
ance, computer expertise had also a positive effect on technology acceptance, espe-
cially on the perceived ease of using technical devices [10], [13].  

However can we assume that the expertise effect, which refers to information and 
communication technologies, is transferable to other domains (e.g. medical technol-
ogy), which might have completely different using characteristics?  

Taken together: On a first sight, technical expertise is a concise construct, which is 
assumed to positively influence the acceptance of modern technologies. However, 
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there is a lot of vagueness with this assumption. While no one would seriously dispute 
a basic impact of technical expertise on technology acceptance, it is far from clear 
what is the main driver of expertise: is it the increased technical literacy (declarative 
knowledge) of persons, which advantages the interaction with technology? It is an 
increased proficiency in how to handle technical devices (procedural knowledge, 
[28])? Or is it the perceived trust into own abilities, or the self-reported competence or 
even the interest in technical developments, which is mainly responsible for the  
advantaging effect of expertise? Furthermore, is the expertise effect limited to one 
technology context (e.g. ICT) or can we expect that expertise in one domain may be 
transferred to other domains (e.g. medical technology)?  

1.3   Questions Addressed in the Present Study and Working Model 

The current paper aimed for an explorative study of the different facets of technical 
expertise, their relation among each other and their impact on medical technology. 
The research model is visualized in Figure 1. 

 

Fig. 1. Research model 

Relying on the literature and the different aspects of computer expertise, which 
were found to be influential across studies, we measured motivational aspects (inter-
est in technology), emotional aspects (enthusiasm when using technology, trust in 
technology) as well as cognitive aspects of technical expertise (self-reported technical 
literacy and ability when handling technical devices). Additionally, we assessed par-
ticipants’ reported frequency of using technical devices.  

In a second step, we looked at the impact of the different expertise facets on tech-
nology acceptance of mobile medical devices. It is quite reasonable to assume that the 
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acceptance of medical technology distinctly differs from acceptance-patterns of ICT 
for several reasons: First, medical devices are used not just for fun, but also because 
of (critical) health states [9], [10], [11]. Also, beyond its importance for patients’ 
safety and the feeling of being safe, medical technology refers to “taboo-related” 
areas, which are associated with disease and illness [9]. Medical monitoring is often 
perceived as breaking into persons’ intimacy and privacy spheres and often leads to a 
feeling of being permanently controlled [9], [10].  

Recent studies [11], [13] showed that medical technology acceptance is a complex 
product out of positive and negative attitudes, which persist at the same time. Hence, 
both the positively connoted using motives as well as the negatively connoted using 
barriers should be assessed to get a complete picture. The following questions were 
guiding our research and data analysis: 

- Which aspects form expertise in the domain of ICT to which extent?  
- Are there inter-correlations between motivational, emotional and cognitive 

aspects of ICT-expertise? 
- Is ICT expertise (and if so, which facets) predictive to the acceptance of 

medical technology? 
- Which aspects of the acceptance of medial technology are formed by ICT 

expertise: The pros (using motives) or the cons (usage barriers)?  

2   Method 

In order to examine a large number of participants and to consider the diversity within 
the sample we have chosen the questionnaire method in combination with a scenario 
technique. Our participants were instructed into a medical scenario:  
 

“Imagine you came down on with diabetes mellitus and from 
now on forced to check your blood sugar meter several times a 
day. Imagine further that your medical device has the option to 
select the collected data via WLAN. This technical solution  
offers you the opportunity to collect and analyze your data  
easily. In addition to that you could also use the option you 
could send your body health parameters to your doctors,  
without being forced to bring them personally”. 

2.1   Variables 

As independent variables different aspects of technical expertise were selected.  

- Interest in technology and technology enthusiasm as motivational components 
- Technical literacy and perceived ability when handling technical devices as cogni-

tive components and 
- Distrust in technology as an emotional component.  
 
Dependent variable was the acceptance for medical technology, operationalized by 
five pro and con statements, each. The statements reflected arguments collected in 
focus groups (prior to the questionnaire study), and covered different aspects of the 
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usage of medical technology, including safety, reliability, ease of use issues as well 
social and financial aspects (items are described in detail in section 2.2.).  

2.2   Questionnaire-Instrument 

The questionnaire was arranged in four main sections: The first part included demo-
graphic data concerning gender, age, and educational level. The second section of the 
questionnaire inquires information about the technical expertise of the participants 
and attitude towards technology. First we asked for the frequency of using technology 
in a private or in a job related context. On a five-point scale the participants had to 
evaluate their frequency (1 = very little to 5 = very often). In this context we also 
asked for information about the possession of different devices (ICT and medical 
technology), the frequency of usage and the ease of use. Additionally participants 
rated the general attitudes toward technology (Table 1). 

Table 1. Components of technical expertise (1 = very low to 6 =very high) 

Interest for Technology... 
My technical interest is… 
My enthusiasm for technology is… 
My technical literacy is… 
My ability in dealing with technology is… 
My distrust against technology is… 

 
The third section of the questionnaire was concerned with the technology accep-

tance for a medical device, including both, “pro” using motives (Table 2) as well as 
“cons”, i.e. usage barriers (Table 3). 

Table 2. Pro Items for medical device(1 = complete confirmation to 6 complete rejection) 

The following arguments might supporting the usage of the device... 
I feel save, when a medical devices controls my body functions constantly.  
I am sure that the most innovative devices are solid. 
I want an easy instruction manual. 
I expect a positive feedback of my social surrounding.  
I would use the device, if the sickness funds pay for them. 

Table 3. Con items (1 = complete confirmation to 6 = complete rejection) 

The following arguments might hinder the usage of the device... 
I feel observed, when a medical devices permanently documents my body functions.  
I fear that a new medical device is not matured. 
I am afraid, that the new devices are not easy to use. 
I fear that my surrounding doesn’t support my technical device 
I fear that the devices would be expensive. 
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2.3   Participants 

The intention in the recruitment procedure was to survey users of a wide age range 
and health status in order to explore and to compare their motives and barriers about 
future healthcare solutions. 

A total of 100 participants between 19 and 75 years volunteered to take part in the 
study. The purpose in the recruitment procedure was to survey users of a wide age 
range in order to compare their motives and barriers about future healthcare solutions. 
For younger participants (N = 49), ranging between 19 and 30 years of age, 65.3% 
were females, 34.7% male. Regarding the middle-aged group (31 to 55 years of age, 
N = 35), 62.9% were female and, 37.1% male. Finally, for the older participants (N = 
29), between 56 to 75 years of age, 57.5% was female and 42.5% was male. Partici-
pants were reached through the authors’ social network and corresponded to notices 
posted on campus and in public places of the city. The educational level of our par-
ticipants was rather high. 59% (N = 59) declared to have an academic degree. 24% (N 
= 24) have at least the A-school level. Regarding the health condition, 45% of our 
sample reported to be healthy. 33% had one or two chronic illnesses and 22% were 
affected by comorbidity1. 

3   Results 

Outcomes were analyzed by ANOVA procedures and Spearman rank correlations. 
First, we analyzed the independent variables regarding their influence on technical 
expertise. Then, we examine whether there is a direct influence of technical expertise 
on the evaluation of the smart devices - blood sugar meter.  

3.1   Aspects of Technical Expertise 

Before we look at the inter-correlations of the different aspects of expertise, we de-
scriptively analyzed the different aspects of expertise, in order to learn the degree of 
each of the aspects as well as the distribution within the sample. Outcomes are visual-
ized in Figure 2 and 3.  

As can be seen from Figure 2, the motivational aspects of expertise, interest in and 
enthusiasm for technology showed similar patterns. Only few persons reported to 
have very low and low interest/enthusiasms for technical issues. The majority (about 
70%) ranked themselves with 3, 4 or 5 points out of 6 points possible. 

Regarding the distrust, we see a “perfect” distribution (normal distribution): more 
than 40% reported to have a medium degree of distrust in technology in general. 

Regarding the cognitive components of technical expertise (Figure 3) - the reported 
literacy and the handling competence – we also found quite similar patterns. While 
only few participants stated to have a “very low” declarative (technical literacy) and 
procedural knowledge (handling competence), about 80 % of participants ranked their 
literacy and handling competence with 3, 4 and 5 (“high”) points out of 6 (“very 
high”) points possible. 

                                                           
1 Presence of one or more diseases in addition to a primary disease.  
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Fig. 2. Descriptive outcomes in different expertise facets: left: interest in technology; center: 
enthusiasm for technology; right: distrust in technology (N = 100) 

  

Fig. 3. Descriptive outcomes in different expertise facets: left: technical literacy; right: reported 
competence when handling technical devices; (N = 100) 

In a second step, we looked at the relations between and across the single compo-
nents. According to correlation outcomes, all expertise facets revealed high inter-
correlations. Figure 4 illustrates the statistic connections between the relevant items, 
revealing that cognitive, emotional and motivation aspects do significantly contribute 
to the concept of technical expertise.  

In order to reduce the number of factors for further analysing of the relation between 
expertise and acceptance of medical technology, we selected one motivational, two 
cognitive aspects and one emotional aspect of expertise: Interest in technology, techni-
cal literacy, ability (handling competence) and the perceived distrust in technology. 

As in many studies technical expertise had been determined by reports of length 
and frequency of computer/device use, we now analyze whether the simplified as-
sumption that expertise can be understood as a function of the time spent operating 
the device, can be validated. We asked for the possession and the usage frequency of 
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Fig. 4. Inter-correlations between expertise aspects. Device usage refers to a mobile phone. 

ICT (PC, mobile phone, fax, digital camera) and medical devices (blood pressure / 
sugar meter, hearing aid, pulse watch), as well as the reported ease of use (Table 4).  

Table 4. Correlations (Ease of use, frequency of device usage and technical expertise) 
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For the ownership, no significant relations to neither of the expertise aspects were 
found. Also, the usage frequency of medical devices did not reveal statistically sig-
nificant relations to the extent of technical expertise.  

Though, regarding some ICT devices (PC, mobile phone, and digital camera), sig-
nificant correlations between expertise and ease of use ratings and well as frequency 
of usage were found. Thus, we can conclude that for common ICT devices, frequency 
of usage and ease of use ratings show a basic interrelation to the technical expertise, 
operationalized as interest in technology, literacy in technology, handling competence 
when using technical devices, and distrust in technology 

Another meaningful finding in this context is that expertise components are highly 
correlated to gender, and less pronounced to age. Regarding age, we only found one 
relation: with increasing age, the distrust in technology raises (r = .23; p < .05). In 
contrast, gender showed to be highly connected to expertise components. Women 
report to have a lower interest in technology (r = .43; p < .05; a lower self-reported 
handling competence (r = .58; p < .05) and also a lower self-reported technical liter-
acy (r = .52; p < .05) in contrast to male respondents. Interestingly, the level of dis-
trust is not different between both gender groups. 

In the following, we now focus on the influence the technical expertise aspects on 
the acceptance of medical technology, taking a blood sugar meter as an example, thus 
an external mobile device, which may have similar attributes than the mobile phone. 

3.2   Technical Expertise and Its’ Influence on the Acceptance of Medical 
Technology 

In order to learn something about the influence of the technological expertise and its 
influence on the acceptance of future medical technology we picked the following 
items to prove whether they have an influence on the evaluation of the pro or con 
arguments: reported interest (motivational component), reported literacy (cognitive 
component), reported ability/handling competence (cognitive component), and dis-
trust (emotional component). Each of the expertise components was dichotomized by 
the median in a “high” and a “low group” (e.g. high interest, low interest). 

In a first step, we looked at the main effects (ANOVA procedures) of expertise as-
pects on the acceptance of medical technology, separated for the pros and the con items 
Secondly we analyzed the influence of the expertise components on the single items of 
the pro using arguments and the using barriers (using Spearman rank correlations). 
 

Main effects of expertise facets on the medical device blood sugar meter 

First of all, the pro-using arguments are focussed at. While the ANVOA revealed no 
significant effect for the interest in technology, the technical literacy and the handling 
competence, the distrust in technology (F (5,92) = 3; p < .05) revealed to be a main 
driver for the pro-using motivation of medical technology. When looking at the usage 
barriers, the interest in technology was significantly impacting the using barriers of 
medical technology (F (5,88) = 2.4; p = .05), the technical handling competence (F 
(5,98) = 4.9; p < .05) as well as the distrust (F (5,92) = 5.1; p < 0.05) significantly 
influenced the negative connoted acceptance of medical technology. Comprising 
statistical analyses, the more distrust in technology persons report, the lower is their 
pro-using motivation and the higher their reluctance if not refusal to use medical 
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technology if necessary. Beyond the distrust in technology, which was found to im-
pact both, the pros and the cons, the reported competence in handling technical de-
vices and the interest in technology was influencing exclusively the using barriers, 
thus the reluctance of using medical technology. The lower the interest in technology 
and the lower the self-reported handling competence with ICT technology, the higher 
is the unwillingness to accept medical technology. 

Influence of expertise facets on the pro and con items in detail 

So far, we considered all pro-using items and all con-using items as a total score. As it 
might be insightful to get a deeper insight into the relative extent of (dis-) agreement 
for the specific pros and cons, we used correlation analyses to find out the relative 
relation between expertise components and the single items with the expertise com-
ponents. As can be seen from Figure 5, for the pro items there are only two statisti-
cally significant relations between the expertise component distrust in technology on 
the one hand and the pro-using argument “I feel save if a device checks my vital val-
ues constantly” and the pro-using argument “I would use the device if the sickness 
fund pays for it” on the other hand. Apparently, for persons having high distrust lev-
els, there are two arguments which militate in favour of using the medical device: the 
public sickness funds pay for it, which could be interpreted by high distrust persons 
that the reliability in the devices is high and that they are constantly informed about 
their own health status and vital parameters, respectively.  

 

Fig.  5. Intercorrelations between pros (left) and cons (right) and expertise components 

When looking at the usage barriers (right side in Figure 5), all facets of expertise 
showed significant correlations. Thus it can be concluded that participants with high 
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levels of distrust, low levels of technical interest, technical literacy, and a low self-
reported handling competence when using ICT technologies tend to refuse the usage 
of medical technology and to overestimate the negative aspects in contrast to the posi-
tive using argumentations.  

4   Discussion and Suggestions for Future Research 

The aim of the present study was to analyze the impact of expertise on the acceptance 
of medical technology, taking a mobile blood sugar device as an example. The fol-
lowing questions were guiding our research: (1) Is ICT expertise (and if so, which 
facets) predictive to the acceptance of medical technology? (2) Are there inter-
correlations between motivational, emotional and cognitive aspects of ICT-expertise? 
(3) Which aspects of the acceptance of medial technology are formed by ICT exper-
tise: The pros (using motives) or the cons (usage barriers)?  

Before findings of the research are discussed within implications for research, ap-
plication and future research demands, it should be noted that the topic “acceptability 
of medical technology” is highly sensitive. People asked to participate in this research 
showed a high interest for the topic and a high willingness to participate, independ-
ently of generation and gender. Apparently, a high public awareness for the societal 
needs of medical technology is present as well as a high motivation to express own 
opinions and fears connected to its usage. On the basis of the results we now can 
answer the research questions: 

 

(1) On the one hand we now can clearly say that technical expertise, operationalized 
by four components - interest in technology, technical literacy, handling compe-
tence and distrust in technology in general- is in fact impacting the acceptance of 
medical technology. The higher the technical expertise the higher is the accep-
tance of medical technology and the higher the intention to use the medical device. 
Apparently, there is a basic transferability of the positive expertise effect from one 
domain (information and communication technology to another quite different 
domain: medical technology.  

(2) When asking which of the facets of expertise, the cognitive, the emotional and the 
motivational part, we now can say that the emotional part (distrust in technology) 
is the strongest player for both, the pro-usage and the contra-usage motivation of 
medical technology. Beyond the emotional component, also cognitive and motiva-
tional factors) play also a role, especially in the unwillingness to accept medical 
technology. This findings lead to the final point, which is the most important one 
in our perspective.  

(3) Expertise, especially the missing or low technical expertise, is nearly exclusively 
related to the high confirmation of using barriers and the not-acceptance of medi-
cal technology. Conversely, the pro-using arguments and the positive expectations 
when using medical technology nearly play no role for persons with a low extent 
of technical expertise. From this it can be derived that it is not specifically the ac-
ceptance of medical technology, which is problematic. Rather, the low technical 
expertise with ICT technology and the low self-confidence of persons when  
 



526 M. Ziefle and A.K. Schaar 

interacting with common ICT devices acts as a general brake which is then trans-
ferred to the medical technology application context. 
 

Even though this study revealed detailed insights into differential components and 
effects of technical expertise on the acceptance of a medical mobile device, still there 
are many duties for future research: 

Other technology contexts: This study mainly concentrated on one medical tech-
nology, a mobile external device (blood sugar meter). This was selected because 
many people - though not chronically ill - know diabetes as a quite popular disease as 
well as the disease’s handling by means of a blood sugar device and therefore should 
have sufficient shared knowledge and experience. However, future studies will have 
to concentrate on other forms of mobile technology, which are not that prominent yet. 
Currently, mature medical technical solutions cover smart artifacts, a promising con-
text for medical technology, as all-day objects equipped with special functions like 
sensors, memory and communications skills and are assumed to be appropriate in 
disease handling (e.g., Smart Sofa [39], Smart Pillow [40] and Smart Dishes [41]). 
Another technological context regards ‘wearable computing’, that makes the com-
puter to an integral part of everyday clothing [42]. Future studies will have to study 
technology acceptance for this new forms of medical technology. 

User diversity: Another research duty regards user diversity, beyond technical ex-
pertise. In this study we did not differentiate in a detailed way whether other user 
characteristics may affect acceptance outcomes. This, however, is of prominent inter-
est considering the complexity of personal and individual factors, which might impact 
acceptance of technology. As opposed to the past, when mostly sophisticated and 
technology prone professionals were the typical end-users of technical products, now 
broader user groups have access to technology. Still, the development of technology 
in general seems to be limited to dominantly young, technology experienced, West-
ern, middle- and upper class males [43], [44]. Although the vital importance of ensur-
ing that a technology produced is both usable and acceptable for a diverse user group 
is known in the meanwhile, the recognition of the importance of users’ diversity is 
only slowly influencing mainstream usability studies and not yet considered within 
the development of technical products. Design approaches thus have to undergo a 
radical change taking current societal trends into account, which have considerable 
impact for the inclusion of a diverse user group.  

Thus, it is a central claim that mobile displays are designed to be in line with older 
users’ specificity and diversity [45]. Design approaches should therefore take the 
user-perspective seriously. The duty of further research efforts is to fill the knowledge 
gap, and to systematically integrate user diversity—age, gender, social and cultural 
factors—into usability approaches.  

Self-reported technical expertise vs. factual expertise: It should be kept in mind 
that the expertise-aspects, which were assessed in this research, are exclusively sub-
jective and represented users’ judgments about own abilities and attitudes. Users 
taking part in this study evaluated their own technical interest, literacy, their compe-
tencies when handling technical devices as well as their distrust in technology. How-
ever, so far, we do not have an external validation of the respective high or lower 
expertise levels. In addition, the real expertise level of participants should be deter-
mined by a psychometric testing procedure [33]. 
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