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Preface

The market demand for skills, knowledge and adaptability have positioned robotics to 
be an important field in both engineering and science. One of the most highly visible 
applications of robotics has been the robotic automation of many industrial tasks in 
factories. In the future, a new era will come in which we will see a greater success for 
robotics in non-industrial environments. In order to anticipate a wider deployment of 
intelligent and autonomous robots for tasks such as manufacturing, healthcare, enter-
tainment, search and rescue, surveillance, exploration, and security missions, it is 
essential to push the frontier of robotics into a new dimension, one in which motion and 
intelligence play equally important roles.  

The 2010 International Conference on Intelligent Robotics and Applications (ICIRA 
2010) was held in Shanghai, China, November 10–12, 2010. The theme of the con-
ference was “Robotics Harmonizing Life,” a theme that reflects the ever-growing 
interest in research, development and applications in the dynamic and exciting areas of 
intelligent robotics. These volumes of Springer’s Lecture Notes in Artificial Intelli-
gence and Lecture Notes in Computer Science contain 140 high-quality papers, which 
were selected at least for the papers in general sessions, with a 62% acceptance rate 
Traditionally, ICIRA 2010 holds a series of plenary talks, and we were fortunate to 
have two such keynote speakers who shared their expertise with us in diverse topic 
areas spanning the rang of intelligent robotics and application activities.  

We would like to thank the International Advisory Committee for their guidance and 
advice. We are also especially grateful to the Program Committee members for their 
rigorous and efficient reviewing of the submitted papers, and the Organizing Com-
mittee for their enormous efforts and excellent work. In addition, we greatly appreciate 
the Ministry of Education, National Natural Science Foundation of China, Science and 
Technology Commission of Shanghai Municipality, Shanghai Jiao Tong University, 
State Key Laboratory of Mechanical System and Vibration, State Key Lab of Digital 
Manufacturing Equipment & Technology, and Springer for their support.  

It has been our pleasure to organize the 2010 International Conference on Intelligent 
Robotics and Applications. We hope it is your pleasure to read these selected papers by 
some of the highest-quality researchers and practitioners in the world of intelligent 
robotics. We also hope that they provide inspiration for your own research and help 
advance the state of the art in the multidisciplinary field of robotics and its application.  

August 2010 Xiangyang Zhu
Han Ding

Zhenhua Xiong
Honghai Liu
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Abstract. This paper presents an impedance controller for five-finger

dexterous robot hand DLR-HIT II, which is derived in Cartesian space.

By considering flexibility in finger joints and strong mechanical couplings

in differential gear-box, modeling and control of the robot hand are de-

scribed in this paper. The model-based friction estimation and velocity

observer are carried out with an extended Kalman filter, which is im-

plemented with parameters estimated by Least Squares Method. The

designed estimator demonstrates good prediction performance, as shown

in the experimental results. Stability analysis of the proposed impedance

controller is carried out and described in this paper. Impedance control

experiments are conducted with the five-finger dexterous robot hand

DLR-HIT II in Cartesian coordinates system to help study the effective-

ness of the proposed controller with friction compensation and hardware

architecture.

Keywords: dexterous robot hand, flexible joint, Cartesian space,

impedance control, friction compensation.

1 Introduction

Since intelligence and hands are the two features that most distinguish humans
from other animals, researchers have long been fascinated by the mechanical
dexterity of the human hand. Nevertheless it is still an unmatched standard if a
broad scope of manipulation tasks is considered [1]. It is highly anticipated that
the forthcoming anthropomorphic robot hand will eventually supplant human
labor in intricate and hazardous tasks execution.

Many multifingered robot hands have been developed mainly in two cate-
gories: With actuators mounted in the robot hand, or located outside the robot
hand and power transmitted though tendon cables. The latter robot hands (e.g.,
Stanford-JPL hand by Salisbury et al. [2], the Utah/MIT hand by Jacobsen et
al. [3], and the robonaut hand by Lovchik et al. [4]) suffer from the elasticity
of the tendon cable with inaccurate joint angle control, and are problematic in

H. Liu et al. (Eds.): ICIRA 2010, Part I, LNAI 6424, pp. 1–12, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



2 Z. Chen et al.

commercial manufacturing due to their mechanical complexity. However the for-
mer group of robot hands (e.g., the Gifu Hand by Kawasaki et al. [5], the DLR
Hand II by Butterfass [6] and the DLR/HIT Hand I by Liu [7]) face other prob-
lems, such as insufficient fingers and joints, inappropriate large size and weight
for practical task.

Manipulative dexterity and grasp robustness are two main types of functional
requirements for a robot hand. By any reasonable definition, manipulation fun-
damentally requires mechanical interaction with the object being manipulated.
The problems of controlling the mechanical interaction between a manipula-
tor and its environment have been addressed by many researchers [8] [9] [10].
Hogan introduced a framework for impedance control [11], which can be used
to achieve compliant manipulation and reliable grasping with different objects
in unknown environments. Extensive literature exists on theories and applica-
tion of impedance control law. Kazerooni et al. [12] proposed practical compliant
impedance control law in Cartesian coordinates frame, by considering manipula-
tor and environment as a whole system to preserve the global stability. A unified
approach for motion and force control of robot manipulator in operational space
with kinematic singularity treatment was designed by Khatib [13]. An internal
force-based impedance control scheme for cooperating manipulators was intro-
duced by Bonitz and Hisa [14]. Asymptotic stability was proven using Lyapunov
theory and simulation results were presented to validate the proposed concepts.

The above approaches of impedance control were developed for robot systems
with rigid body models, which neglect effects of joint elasticity. However, joint
flexibility is non-neglectable in robots powered by DC or AC motor in series with
harmonic drivers, which are common in many precision positioning and light
weight applications. An effective Cartesian impedance control method based on
singular perturbation model was proposed by Spong [15], in which the flexi-
bility of joints is treated in a sufficiently fast inner torque control loop. Other
decoupling-based approaches are given by Lin and Goldenberg [16], De Luca
[17], which provide a linearized closed loop system, and ensure global asymp-
totic stability. However, these approaches resulted in moderate performance and
robustness in joint torque sensor-based robots, due to the requirement on high
derivative of link side positions and accurate robot model. To achieve both the-
oretically sound and practically feasible impedance controller for robots with
elastic joints, Albu-schaeffer and Ott et al. [18] [19] introduced passivity-based
impedance control which solely relies on motor position, joint torque, and their
first-order derivatives. However, nonlinear effects such as friction compensation
of the robots with elastic joint are not completely implemented in the above
work. In this paper, a impedance control strategy for dexterous robot hand is
proposed with friction compensation, which is estimated by extended Kalman
filter.

This paper is organized as follows: Section 2 presents the dexterous robot hand
system and robot model; Section 3 presents the joint and cartesian impedance
controller of the dexterous robot hand, global asymptotic stability is also proven;
Section 4 deals with the velocity observer and friction compensation based on
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extended Kalman filter; experimental results are presented in Section 5. Finally,
the conclusions of this work are drawn and presented in Section 6.

2 Robot Hand System and Dynamic Model

By considering the requirements for dexterous grasping and manipulation of ob-
jects, A five-fingered dexterous robot hand DLR-HIT II was developed jointly
by German Aerospace Center, Germany and Harbin Institute of Technology,
Chian [20], as illustrated in Fig. 1. The proposed hardware and software con-
trol architecture is composed of multisensory system, three DSP/FPGA based
processing units for the distal controller, finger controller and palm controller,
external real-time PC and multipoint real-time communication system.

To realize an anthropomorphic robot hand design, as well as augmentation
of available torque for a given motor size and a reduced weight, the proximal
joint of the robot finger is realized as coupled joints using a differential gear
with a harmonic drive and timing belt. As shown in Fig. 2, the differential gear
box is composed of four conical gears. Movement of one joint is realized by the
coordinated movement of two actuators. Without considering the elasticity, the
transformation matrix for each finger post differential gearing can be written as:

θl = Lθq (1)
τ = LT τl (2)

with

L =

⎡⎣1 0 0
0 1 −1
0 1 1

⎤⎦ ∈ R
3×3 (3)

θl and θq denote the link side position and joint position expressed in joint
coordinates, respectively. q represents θq later in this article to indicate the

Fig. 1. Dexterous Robot Hand DLR-HIT II
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Fig. 2. Modeling of Differential Bevel Gear

position of joint after link elasticity and joint coupling. Accordingly, τl and τq

represent joint torques in joint and motor coordinates, while τq will be denoted
as τ later in this paper.

Experimental results have shown that the elastic deformation of the joints,
either through deformation of the bearing or of the gear teeth, would also intro-
duce joint flexibility. Therefore the joint elasticity is taken into account in the
modeling of robotic manipulators in this paper, which is modeled by a linear
torsional spring with stiffness K. The kinematics model of the robot hand with
elastic joint and coupled joints can then be expressed as below [15]:

M(q)q̈ + C(q, q̇)q̇ + g(q) = τ + τext (4)

Jmθ̈m + L−T τ + τf,m = τm (5)

τ = K(Lq − θm) (6)

where M(q), C(q) and g(q) represent the inertia matrices, centrifugal term,
and gravity term, respectively. The joint torque vector is given by K(Lq −θm),
where θm indicates the vector of the motor angle divided by the gear ratio,
and q represents the link side joint angle. K, Jm are diagonal matrices which
contain the joint stiffness, and the motor inertia multiplied by the gear ratio
squared. τext and τf,m are external torque vector and friction torque vector,
respectively. The generalized actuator torque vector, τm, is considered as the
control input.

3 Impedance Controller Design for Dexterous Robot
Hand

The goal of the impedance controller is to achieve a desired dynamic behavior
with respect to external forces and torques acting on the link side of the end
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effector. As described in last section, robot hand dynamics can be expressed in
the joint coordinates system by using a transformation matrix L. Since elasticity
in the joints of DLR-HIT II robot hand is not negligible, resulting dynamics of a
motor position-based PD controller is influenced by the joint elasticity and the
motor inertia. By a negative feedback of the joint torque τ , the apparent inertia
can be scaled down such that the closed-loop system reacts to external forces
Fext as if the robot inertia were smaller [18], which can be represented as:

τj = JJ−1
c u + (I − JJ−1

c )τ (7)

with

τj = LT (τm − τf,m) (8)
J = LT JmL (9)

where u ∈ R is the new input variable, and Jc is a diagonal, positive define
matrix with jci < ji.

The position and orientation of the end-effector can be described by a set of
local coordinates x ∈ R

m, and the relationship between Cartesian coordinates
x and the configuration coordinates q ∈ Q is given by a known function f :
Q → R

m, i.e. x = f(q). With the Jacobian J(q) = ∂f(q)/∂q, Cartesian
velocities and accelerations can be expressed as

ẋ = J(q)q̇ (10)

ẍ = J(q)q̈ + J̇(q)q̇ (11)

Throughout this paper only the nonsingular case is considered, thus it is assumed
that the manipulator’s Jacobian J(q) has full row rank in the considered region
of the workspace.

To specify the desired impedance behavior, the position error x̃ = x−xd, be-
tween real position x and a virtual equilibrium position (possibly time-varying)
xd, is introduced. The goal of the impedance controller design here is to alter the
system dynamics (4) such that, in the presence of external forces and torques at
the end-effector Fext ∈ R

m, a dynamic relationship between x̃ and Fext could
be achieved as follows:

Λd
¨̃x + Dd

˙̃x + Kdx̃ = Fext (12)

where Λd, Dd and Kd are the symmetric and positive definite matrices of the
desired inertia, damping and stiffness, respectively.

The relationship between the external torque vector τext and the generalized
external force vector Fext on the end-effector is given by:

τext = J(q)T Fext (13)

By substituting (10), (11) and (13) into (4) and rewriting g(q), τ in the form of
the equivalent task space as Fg(x), Fτ , the relationship between the Cartesian
coordinates x and the joint torques τ can be expressed as:

Λ(x)ẍ + μ(x, ẋ)ẋ + Fg(x) = Fτ + Fext (14)
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where Λ(x) and μ(x, ẋ) are the inertia matrix and the Coriolis/centrifugal
matrix with respect to the coordinates x, and given by:

Λ(x) = J(q)−T M(q)J(q)−1 (15)
μ(x, ẋ) = J(q)−T (C(q, q̇) − M(q)J(q)−1J̇(q))J(q)−1 (16)

with q = f−1(x) and q̇ = J(f−1(x))ẋ.
Combining (14) and (12), the impedance control law, which is the desired

closed loop system, with Fτ as the control input, can be arrived:

Fτ = Λ(x)ẍd + μ(x, ẋ)ẋ + (Λ(x)Λ−1
d − I)Fext (17)

+Fg(x) − Λ(x)Λ−1
d (Dd

˙̃x + Kdx̃) (18)

If the desired torque vector τ is chosen as:

τ = J(q)T Fτ + C(q, q̇)q̇ − J(q)T Λ(x)J̇(q)J(q)−1 (19)

With the assumption that centripetal and Coriolis forces can be ignored at the
robot’s relatively low operating speeds. Furthermore, If the desired intertia Λd

is chosen as identical to the robot inertia Λ(x), the feedback of external forces
Fext can be avoided. This results in the following actual implementation of the
impedance controller:

Fτ = Λ(x)ẍd − Dd
˙̃x − Kdx̃ + Fg(x) (20)

and the desired joint torques τ :

τ = g(q) + J(q)T (Λ(x)ẍd − Dd
˙̃x − Kdx̃) (21)

Using motor θ instead of the link side angles q in the forward kinematics
x = f(q), impedance controller based on PD position control in the Carte-
sian coordinates can be generalized. The feedback law is given by:

u = −J(θ)T (Kxx̃(θ) + Dxẋ)

x̃(θ) = f(θ) − xd

ẋ = J(θ)θ̇ (22)

with Kx and Dx represent the desired stiffness and damping matrices, respec-
tively corresponding to Kd and Dd in (21). xd indicates the virtual motor side
position in Cartesian coordinates. As such, the controller in (22), together with
(7), forms the closed loop system:

M(q)q̈ + C(q, q̇) + g(q) = τ + τext

Jcθ̈ + J(θ)T (Kxx̃(θ) + Dxẋ) + τ = ḡ(θ) (23)

Since link side deviations from the steady state positions due to gravity is not
negligible, the following Lyapunov function V (q, q̇, θ, θ̇) is chosen:

V (q, q̇, θ, θ̇) =
1

2
q̇T M(q)q̇ +

1

2
θ̇T Jcθ̇ +

1

2
(θ − q)T K(θ − q)

+
1

2
x̃(θ)T Kxx̃(θ) + Vg(q) − Vḡ(θ)

≥ 0 (24)
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For τext = 0, derivative of Lyapunov function can be manipulated:

V (q, q̇, θ, θ̇) = −ẋT Dxẋ ≤ 0 (25)

The system converges to invariant set contained in subspace P = (θs, 0, qs, 0)T ,
which is actually the steady state given by (23):

K(θs − qs) = g(qs) (26)
K(θs − qs) + J(θs)T Kxx̃(θs) = ḡ(θ) (27)

Then the asymptotic stability is shown by the LaSalle Invariance Principle.

4 Velocity Observer and Friction Compensation

4.1 Friction Model Linearization and Parameters Estimation

Performance of the proposed impedance controller can be hindered by nonlinear
friction. In this paper, friction model τf,m is composed of Coulomb friction τc

and viscous friction τv , which can be written as:

τf,m = τc + τv = αsign(θ̇m) + βθ̇m (28)

with α and β denoting the Coulomb and viscous coefficient, respectively. The
following differential equation represents the resulting dynamics of the system
with the friction model:

Jcθ̈ + αsign(θ̇m) + βθ̇m = τm (29)

In order to implement a controller with friction compensation, it is necessary to
determine parameters corresponding to the robot dynamic model. Nonlinearity
of the above friction model resides in the signum function term sign(θ̇). By
multiplying both sides of the equation (29) with term θ̇, the friction model is
given by linear form:

Jcθ̇θ̈ + βθ̇2 + α θ̇sign(θ̇)︸ ︷︷ ︸
|θ̇|

= θ̇τ (30)

By integrating (30) over one timestep ts = tk+1 − tk with a trapzoidal approx-
imation, the least-squares estimation can be achieved:⎡⎢⎣

1
2 (θ̇2

k+1−θ̇2
k) ts

2 (θ̇2
k+1+θ̇2

k) ts
2 (|θ̇2

k+1|+|θ̇2
k|)

↓k=0...N

...

⎤⎥⎦
︸ ︷︷ ︸

LS

⎡⎣Jc

β

α

⎤⎦ =

⎡⎢⎣
ts
2 (τk+1 θ̇k+1−τkθ̇k)

↓k=0...N

...

⎤⎥⎦
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4.2 Velocity Observer and Friction Estimation

The extended Kalman filter (EFK) is adopted in this paper to estimate ve-
locity and friction, which is subdivided into prediction step and estimation
step as shown in [21]. Based on the current state and the dynamic model
of the system, a forecast can be calculated for the state in the prediction
step:

Δx̂−
k+1 = AkΔx̂+

k + BKuk

P −
k+1 = AkP+

k + GKQkGT
k (31)

The estimation step is defined, where the forecast and the measurements are
compared, to arrive the following:

Kk = P −
k HT

k (HkP −
k HT

k + Rk)−1

Δx̂+
k = Δx̂−

k − K(HkΔx̂−
k − Δyk)

P+
k = (I − KkHk)P

−
k (32)

In order to eliminate a possible divergence of Δx, the error state is set to zero
after the estimation step.

To derive an extended Kalman filter, viscous and static friction parameters
b and c are modeled as constant system states. τ is considered as a state vari-
able, or specifically a measurement variable rather than an input variable. The
dynamic model of the system can be expressed as [22]:

d

dt

⎛⎜⎜⎜⎜⎝
θ

θ̇
τ
b
c

⎞⎟⎟⎟⎟⎠
︸ ︷︷ ︸
:=x

=

⎛⎜⎜⎜⎜⎝
θ̇

1
JC

(τ − bθ̇ − csign(θ̇))
0
0
0

⎞⎟⎟⎟⎟⎠
︸ ︷︷ ︸

:=a

(33)

By partial derivation of the system dynamics equation and replacing the par-
tial derivation sign ∂ with differences sign Δ. The following linearized system
dynamics equation can be achieved:

d

dt

⎛⎜⎜⎜⎜⎝
Δθ

Δθ̇
Δτ
Δb
Δc

⎞⎟⎟⎟⎟⎠ = Alin ·

⎛⎜⎜⎜⎜⎝
Δθ

Δθ̇
Δτ
Δb
Δc

⎞⎟⎟⎟⎟⎠ (34)
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where:

Alin =

⎛⎜⎜⎜⎜⎝
0 1 0 0 0

0 −( b
Jc

+α c
Jc

)
1
Jc

−θ̇
Jc

−f(θ̇)
Jc

0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

⎞⎟⎟⎟⎟⎠ (35)

f(θ̇) =

⎧⎨⎩
−1 θ̇<−limit
1

limit
−limit<θ̇<limit

1 limit<θ̇

(36)

with α represents the derivation of f(θ̇), given by:

α =

⎧⎨⎩
0 θ̇<−limit
1

limit
−limit<θ̇<limit

0 limit<θ̇

Considering that α and β are constant and estimated with least squares in the
prior section, the linearized extended Kalman filter can be achieved by solving
(34):

Δxk+1 =

⎛⎝1 a2 a3

0 a1
1
Jc

· a2

0 0 1

⎞⎠ · Δxk (37)

Where:

a1 = e−(b+αc)· ts
Jc

a2 =
Jc

b + αc
· (1 − e−(b+αc)· ts

Jc )

a3 =
Jc

(b + αc)2
· (e−(b+αc)· ts

Jc − 1 + (b + αc)
ts

Jc

)

5 Experiments

The Cartesian impedance control experiment is carried out in the five-finger
dexterous robot hand DLR-HIT II with a hard real time control cycle 200 μs.
Multi-point LVDS serial communication system and QNX real time OS are uti-
lized to fulfill the requirements of the proposed controller. Dx and Kk are de-
signed by the double-diagonalization approach with the robot inertia matrix and
the desired damping ratio, as presented in [23]. Other parameters needed for im-
plementing the impedance controller (23) can be generated by directly using
Pro/E model of the dexterous hand.

In the following two experiments, the former one is conducted to test the
performance of the controller, whereas the latter one is carried out to show
the compliant behavior of the robot hand. The designed Cartesian impedance
controller is implemented in a single finger of the robot hand. The finger tracks
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the desired position trajectory(red line) and makes contact with a rigid external
object at the position offset Δx = 0.011m in the x direction, as shown in Fig.
3. Together with Cartesian force response in Fig. 3, the experimental results
show that the proposed impedance controller is effective in position tracking.

Fig. 3. Position tracking and force response

As shown in Fig. 4, The robot overcomes the gravity and friction, returning to
the equilibrium Cartesian position xd as soon as the external force is released.
With the friction and gravity compensation proposed in this paper, the static
error in the x axis is less than 0.2 mm, as well as y and z direction. It can
therefore be concluded that the Cartesian impedance controller is successfully
realized.

Fig. 4. Cartesian coordinate position and force response with impedance controller

6 Conclusions

In this paper, a Cartesian impedance controller with friction compensation is de-
rived for the dexterous robot hand DLR-HIT II hand with flexible joints. Global
asymptotic stability is guaranteed by LaSalle Principle analysis. To improve the
performance of the proposed controller, model based friction compensation is
adopted in this paper, in which friction parameters are estimated with the Least
Squares Method. Together with joint velocity observed by extended Kalman fil-
ter, non-linear friction compensation can be derived. Two experiments are car-
ried out on the DLR-HIT hand to show the effectiveness of designed impedance
controller with friction compensation and its compliant behavior with the robot
hand. For the harmonic drive robot hand with joint torque feedback, accurate
position tracking and stable torque/force response can be achieved with the
proposed Cartesian impedance controller.
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Abstract. The grasping force of traditional under-actuated hands can hardly be 
kept during grasping. It is a crucial task to improve the grasping forces of robotic 
hands. Changeable grasping forces unit is one of the most effective solutions. 
This paper proposed a linkage changeable grasping force (CGF) unit integrated 
with linkage under-actuation mechanism in accordance with summary of pro-
ceeding work of CGF units in TH series. The inner space of the finger is fully 
used by the CGF unit. Analysis is conducted to explain relation between 
changeable forces and corresponding parameters. As a consequence, the  
CGF unit presented in this paper not only provides changeable forces for TH-3L 
Hand but also throw light on design approach which combines CGF unit and 
under-actuation. 

Keywords: bionic dexterous hand, robot mechanism design, under-actuated 
grasping, self-adaptive grasping, changeable grasping force mechanism. 

1   Introduction 

Under-actuated hand was proposed as simplification of dexterous hands with fewer 
actuators and simpler control. It refers to a hand in which the number of actuators is less 
than the number of DOFs. The principle of under-actuation was presented in [1, 2]. It 
was pointed out that under-actuation in hands leads to self-adaptability. Most design are 
based on linkage or tendon cable, several of which are SSL Hand [3], DIES-DIEM Hand 
[4], Cassino Hand[5], LARM Hand [6] and TH-3R Hand [7].  

A crucial problem in robotic hands design is how to keep the grasping force after the 
hand has grasped the object. The grasping force need to be kept to ensure firm grasp. 
The question is whether the force could be remained while the actuator stops outputting 
torque. To solve this problem, one method is to design robotic hands with changeable 
grasping force (CGF) unit. Several designs haven adopted electric elements to achieve 
changeable forces. In [8], each finger in the hand is actuated by tendon. At the end of 
each tendon, a spring connects the tendon to the palm of the force. As a result, the 
forces exerted by the fingers are changeable to the extension of the springs. In [9], the 
hand is also tendon based. However, there is a spring not connected to the tendon di-
rectly but to the wheel that tensions the tendon. In [10] which also a tendon hand pre-
sented, a part of the tendon is spring. All these design realize the changeable grasping 
forces. The disadvantages lie in all the designs are the forces are limited and the tendons 
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give rise to friction and compliance. Robotic hands with changeable forces not based on 
tendon cable can be found in [11] and [12]. In [11], each finger is connected by a spring 
to a block fixed in the palm. One function of the springs is to provide five fingers with 
changeable forces. The index finger of TH-1 hand except for the thumb is driven by a 
leaf spring in [12].  

In this paper, CGF unit design in four TH series robot hands is addressed. A novel 
CGF unit combined with under-actuation mechanism is designed based on linkage for 
TH-3L Hand. 

2   The Changeable Grasping Force Units in TH Series Hands 

Applications of CGF unit include novel design of integral CGF unit or improvement of 
existing robotic hands. The former is more flexible since the hand design is able adapt 
to the CGF unit. The latter is relatively limited because the inter space of finger has 
been determined. TH-1 Hand, TH-2 Hand, TH-GCUA Hand and TH-COSA Hand are 
all under-actuated robotic hands designed by Tsinghua University. TH-1 Hand is based 
on changeable grasping forces in design. A universal CGF unit design approach was 
put forward in TH-2 Hand design, adopted in TH-GCUA Hand and TH-COSA Hand to 
achieve superior grasping forces. 

2.1   The CGF Unit in TH-1 Hand 

TH-1 Hand is the first hand designed with CGF unit. It begins CGF unit design in 
TH-series hands and forms foundation for latter designs. It has two fingers, one index 
with under-actuation and one index with CGF unit. The structure of the index is shown 
in Fig. 1.  

 
                         (a)                                          (b)                                           (c) 

Fig. 1. Structure of the index finger in TH-1 Hand. (a)CGF Design; (b)CGF realization; (c)TH-1 
Hand. 1-palm; 2-CGF joint; 3-finger; 4-motor; 5-reducer; 6-gear; 7-gear shaft; 8-driver block; 
9-leaf spring; 10-torsional spring; 11-encoder; 12-potentiometer. 

The index is composed of base segment, CGF Joint and CGF Segment. CGF Segment 
includes motor, joint shaft, driver blocks and leaf springs. The motor drives the driver 
blocks to bend through gear transmission mechanism. The leaf springs actuate the CGF 
Segment to rotate until it touches the surface of object. When CGF segment stops, the 
CGF segment has already rotated by an angle. The motor rotates continuously, and then 
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the joint shaft and driver blocks rotate continuously, which makes the leaf springs bend 
because CGF segment is restrained by the object. Hence elastic forces i.e. changeable 
forces are produced by the leaf springs. The motor stops when the elastic forces are 
strong enough. The joint will not rotate back due to the self-locked feature of the 
transmission mechanism. The distortion of leaf springs and elastic forces are kept, and 
the grasping forces are maintained.  

2.2   The CGF Unit in TH-2 Hand 

TH-2 Hand is developed in accordance with TH-1 Hand. The hand uses only two 
motors actuating five relative independent fingers, four of which are designed with 
CGF units. A universal approach of CGF units is adopted in TH-2 Hand for the first 
time shown in Fig. 2.  

   
(a)                                             (b)                                             (c) 

Fig. 2. Design of CGF unit in TH-2 Hand. (a)CGF Design; (b)CGF joint in TH-2 Hand; (c)Model 
of TH-2 Hand. 

The torsional springs are set around root joint shaft, with one end fixed into the root 
joint shaft and the other end fixed into a corresponding finger. The springs make the 
four fingers that driven by a single motor independent to each other relatively. Fingers 
in Fig. 2 could be any type no matter under-actuated or dexterous so that this design can 
be adapted to different types of robotic hands. While robot hand grasps an object, some 
fingers might touch the object firstly during the rotation of root joint shaft. After these 
fingers are restrained, the torsional springs connected to them continue rotating thus 
deform by an angle. Grasping forces are maintained due to the deformation. Other 
fingers continue to rotate until all fingers grasp the object.  

2.3   The CGF Units in TH-GCUA Hand and TH-COSA Hand 

TH-GCUA Hand is based on the gesture-changeable under-actuated function. All five 
fingers are added CGF units that are the same with those in TH-2 Hand. Each finger has 
a torsional spring around the proximal joint shaft linking the active pulley and the 
transmission wheel. The proximal joint shaft drives the finger through the transmission 
wheel, torsional spring and active pulley.  

TH-COSA Hand is designed based on concept of coupling and self-adaptation 
(COSA). Linkage mechanism is applied to achieve COSA. CGF unit is added to each 
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finger also in the same approach with TH-2 Hand. One end of the torsional spring is 
fixed in the proximal joint shaft while the other end is fixed to the driving bar that 
actuates the finger.  

3   Design of a Novel CGF Unit in TH-3L Hand 

3.1   Design of Linkage CGF Unit  

Linkage mechanism is used to realize under-actuation in TH-3L Hand design. It is 
designed that the CGF unit is combined with under-actuation linkage. The CGF unit 
consists of a spring and two sliders. A compression spring will generate and keep 
changeable grasping forces. Sliders are used to convert rotation to parallel moving, 
avoiding interference between CGF unit and under-actuation mechanism. The structure 
of a two-DOF finger with CGF unit is shown in Fig. 3.  

   
(a) 

     
   (b)                                                        (c) 

Fig. 3. Design of CGF unit in the TH-3L finger 

The finger is composed of linkage mechanism, two sliders and two springs. One 
spring is designed for under-actuation, called under-actuation spring, and the other is 
CGF spring. The two terminals of under-actuation spring are fixed in the proximal 
phalanx and the distal phalanx, respectively. The CGF spring connects the lower slider 
to the upper slider. When the finger grasps an object, it keeps straight and rotates as a 
rigid body at first shown in Fig. 3(a). Then the under-actuation spring begins to extend 
after the proximal phalanx is blocked by the object, which means the distal phalanx 
rotates with respect to the proximal phalanx shown in Fig. 3(b). The distal phalanx 
continues rotating until it is constrained by the object either. The motor goes on 
working to compress the CGF spring here. The lower slider is pushed forward while the 
upper slider stays still. The forces produced by the CGF spring are the changeable 
grasping forces. The motor can be stopped when the CGF spring is compressed to the 
extreme shown in Fig. 3(c). Due to the self-locking of reducer, the whole mechanism 
will not move. Grasping forces are maintained as a result.  

3.2   Comparing of TH-3L Hand with Former TH Sereis Hands 

In this part, design of TH-3L Hand will be compared with previous TH series hands.  
A summary will be given according to the comparison. Table 1 provides certain  
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Table 1. TH-series robotic hands 

Hand TH-1 TH-2 TH-GCUA TH-COSA TH-3L 
Fingers 2 5 5 5 5 
Fingers with CGF 1 4 5 5 5 
Under-actuation 
mechanism 

Active board and 
gears 

Slip blocks Belts and 
pulleys 

Linkages 
Linkages 

CGF unit Leaf springs and 
driver block 

Torsional 
springs 

Torsional 
springs 

Torsional 
springs 

Springs and 
sliders 

Relation(CGF & 
under-actuation) 

Independent In series In series In series Combined 

Installation of CGF Driving chain Root joint 
shaft 

Proximal joint 
shaft 

Proximal 
joint shaft 

Driving 
chain 

 
significant features of TH series hands including TH-1 Hand, TH-2 Hand, TH-GCUA 
Hand, TH-COSA Hand and TH-3L Hand. 

The ‘Fingers’ column gives indicates the number of the fingers in the hand. The next 
column corresponds to the number of fingers with CGF unit. The under-actuation 
mechanism, the CGF unit and the relation between the former two are indicated in next 
three columns, respectively. The final column gives the position of CGF unit installed 
in the finger. The design of under-actuation mechanism is so crucial that it determines 
the performance of the hand. The interference between under-actuation mechanism and 
CGF units must be eliminated. TH-1 Hand does not have this problem, since the un-
der-actuation and changeable forces are not achieved in the same finger. TH-2 Hand 
balances the two sides of the problem by arranging torsional springs around the root 
joint shaft. The motor torque is transmitted to the under-actuation mechanism in the 
finger through the torsional springs. Thus, the relation between under-actuation and 
CGF is in series. TH-GCUA and TH-COSA adopt the same universal CGF unit design 
proposed by TH-2. However, this universal design, very simple though, has certain 
limitations. The grasping forces of the whole finger are limited by the torsional springs. 
If larger grasping forces are required, it needs far more room to fix larger torsional 
springs. The whole inter space of the finger is not utilized completely because the 
springs are separated with under-actuation mechanism. Thus, CGF units should be 
integrated into the finger in the process of under-actuation design to achieve larger 
changeable grasping forces. CGF unit is designed form the beginning of the TH-3L 
Hand design. It is hard to distinguish the CGF unit from the under-actuation mecha-
nism. The two are combined and arranged in the driving chain. The effect of CGF unit 
is more direct thereby larger grasping forces are possible.  

4   Analysis of the CGF Unit 

4.1   Finger Static Model 

In this part, a theoretical analysis of grasping forces of on a two-DOF finger to illustrate 
the effect of CGF unit. Consider a situation both phalanges are in contact with the 
object. A static model is built to obtain the forces. Figure 6 shows the architecture of the 
finger where  
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O1 and O2 are the centers of the proximal joint and the distal joint, respectively 
l1 and l2 are the lengths the proximal phalanx and the distal phalanx, respectively 
a, b, d, and e are the lengths of the links,  
c is the initial distance between the two sliders,  
f is the distance between the center of the slider and O1O2,  
f1 and f2 are the grasping force on the proximal phalanx and the distal phalanx,  

respectively,  
h1 and h2 are the force arms of f1 and f2, respectively 
θa is the rotating angle of the lowest link with respect to the base,  
θ1 and θ2 are the rotating angles of he proximal phalanx and the distal phalanx,  

respectively, 
Ta is the torque of the motor. 
According to the principle of virtual work, one obtains  

          T T
a =t ω f V                           (1) 

where t is the input torque vector exerted by the motor and the under-actuation spring, f 
is the grasping force vector on the two phalanges, ωa is the corresponding rotating 
velocity vector, V is the velocity vector of contact points. 

One gets 
.
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where Jv is expressed as:  
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J                 (3) 

Let 

         a ω

⋅

=ω J θ                          (4) 

The Jacobian matrix
ωJ  determines the relation between ωa andθ . To establish

ωJ , 

velocities of the two sliders are expressed as: 

. .

1 1 1 1( )[sin( ) cos( ) sin2( )]
2 2 2 2

a a a a

f a
v a

b b

π π πθ θ θ θ θ θ θ θ= − + − − + − + + −    (5) 

.

2 2 2 2[sin( ) cos( ) sin 2( )]
2 2 2 2

f e
v e

d d

π π πθ θ θ θ= + − + + +     (6) 

The velocities of the two sliders are the same. Solve eq. (5) and eq. (6), one can ob-
tain

ωJ . Since
1 2 0vJ h h= ≠ , finally one gets 

  1T T
vω
−=f t J J                             (7) 
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Fig. 4. Architecture of the finger 

which is written as 

1 1 2

2

a a s

a s

T ABT AT

h h h

BT T

h

+⎛ ⎞−⎜ ⎟
⎜ ⎟=
⎜ ⎟+
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⎝ ⎠

f                     (8) 

In eq. (8), 

A= 1 2 2cosl hθ +                            (9) 

B=
2 2 2cos sin sin 2

2

sin cos sin 2
2

f e
e d d

f aa
b b

θ θ θ

ψ ψ ψ

+ −

− +
             (10) 

The angle between link a and the proximal phalanx is expressed as:        

12 a

πψ θ θ= + −                                  (11) 

4.2   Changeable Grasping Forces Exerted by CGF Unit 

Now effect of CGF unit is added into the force analysis. The forces produced by the 
CGF spring is equated to torque imposed on joints to simplify the analysis: 

e eT f f kf c= ⋅ = Δ                        (12) 

where k is the stiffness coefficient of the CGF spring. The torque Te pushes the distal 
phalanx forward while it resists the rotation of the link a. The motor torque increases to 
balance the Te. The incremental magnitude of the motor torque equals to Te. In the 
finger design, the CGF spring will be much stronger than the under-actuation spring. 
Hence the equivalent torque of the under-actuation spring is ignored. Then it is ob-
tained that: 
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2 2
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2 2
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a e
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e
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h h
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The total changeable forces on both phalanges are given by eq. (13). It should be noted 
that there are two types of changeable grasping forces before further analysis. One type 
is called total changeable force, since the forces are exerted by both and CGF unit. The 
other, exiting when the motor has stopped, is only generated by the CGF unit called 
elastic changeable force. The distribution and formation of elastic grasping force are 
dictated by three factors. The first factor is the configuration of the finger. The second 
is the mechanical design. The magnitude of the forces is determined by the input torque 
including the motor torque and the CGF torque. As addressed above, the CGF torque is 
determined by the motor either. The motor controls the deformation of CGF spring. 
That is how the changeable forces can be controlled. The maximum of the elastic forces 
are limited by the CGF spring stiffness and the distance between the two sliders in the 
CGF unit. The geometric parameters are shown in Table 2 in mm. The motor torque is 
given by 2 Nm. The stiffness of CGF spring is set to be 1.5 N/mm. 

Table 2. Geometric parameters 

a b c d e f l1 l2 
9 28 25 15 6 4 56 35 

In Fig. 5 (a) and (b), total changeable forces are expressed as function of cΔ and θ2. 
To reduce the number of variables, h1 is given by 30 mm and h2 is given by 15 mm 
which means contacting points on the phalanges are fixed. Note that θ1 is absent in the 
final expression of total changeable force.  

 

Δ

 
(a)                                                                        (b) 

Fig. 5. Total changeable forces as function of cΔ and θ2. (a) f1; (b) f2 
 
The reason is that it describes the rotating of the finger about the base before any 

contact is made with the object. The position status of distal phalanx is in primary 
place. The configuration influences the forces by θ2. The deformation of CGF spring is 
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determined by cΔ , controlled by the motor. It is illustrated that total changeable forces 
are mainly influenced by θ2 more than cΔ . The total changeable forces f1 rise asθ2 
increase. On the other hand, effect of cΔ on f2 is more apparent than on f1. Increasing 
of θ2 also leads to increasing of f2.  

In Fig. 6 (a) and (b), total changeable forces are expressed as function of cΔ and 
h2. Here θ1 is given by 60 degrees therefore a certain grasping configuration is con-
sidered. Since h1 only influence the magnitude of the forces, it is given by 30 mm. 
The figures show that if contacting points are regarded un-fixed, cΔ impacts the total 
changeable forces apparently. Increasing of cΔ will cause declining of f1. It is the 
opposite case with f2. The f1 reaches the minimum point when cΔ reaches the upper 
limit and h2 reaches its lower limit. In the same condition, the f2 is at the maximum 
point.  

Now consider only elastic forces remained on the finger when the motor stops. The 
elastic force f2 are also expressed as function of cΔ and θ2 or cΔ and h2 shown in Fig. 
7(a) and (b).  
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(a)                                  (b)  

Fig. 6. Total changeable forces as function of cΔ and h2. (a) f1; (b) f2 

(a)                                 (b)  

Fig. 7. Elastic force f2. (a) f2 as function of cΔ and θ2; (b) f2 as function of cΔ and h2 
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Given by the geometric parameters in Table 2, the elastic force f1 is negative in all 
conditions, so that no force will remain on the proximal phalanx virtually. In contrast, 
the elastic force f2 is always positive. As a conclusion, CGF unit realize effective re-
maining changeable force on the distal phalanx without motor torque. A two –phalanx 
grasp is not always required. However, in most common situation, the terminal phalanx 
grasp i.e. the distal-phalanx grasp here is sufficient in a whole hand grasp. It is shown 
that the magnitude of elastic force is dictated by cΔ . When θ2 increases or h2 declines, 
the elastic force f2 will be larger. The maximum of elastic force is near to 10N, which is 
sufficient for grasping middle things. 

5   Design of TH-3L Hand 

The designs of the TH-3L fingers are shown in Fig. 8. The TH-3L Hand design is 
shown in Fig. 9. The motor torque is transmitted to the proximal joint shaft via the gears 
transmission mechanism. Then the move is transmitted via linkage CGF unit to the 
distal phalanx. The 3-DOF finger is designed in accordance on the 2-DOF finger 
adopting the same CGF unit. It is noted that CGF unit is only integrated into the 
proximal phalanx of the 3-DOF finger. A shared link connects the CGF unit to the 
upper linkage under-actuation mechanism.  

 
          (a)                     (b)                    (c)               (d)              (e)           (f) 

Fig. 8. Mechanical design of TH-3L fingers. (a)Front view of 2-DOF finger; (b)Side view 2-DOF 
finger; (c)Side cutaway view 2-DOF finger; (d)Front view of 3-DOF finger; (e)Side view 3-DOF 
finger; (f)Side cutaway view 3-DOF finger. 1-base; 2-proximal phalanx; 3-distal phalanx; 
4-proximal joint; 5-distal joint; 6-gears transmission mechanism; 7-motor; 8-first link; 9-second 
link; 10-first slider; 11-second slider; 12-third link; 13-under-actaution spring; 14-CGF spring; 
15-middle phalanx; 16-middle joint. 
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Fig. 9. Mechanical design of TH-3L Hand 

The 2-DOF finger and the 3-DOF finger are mounted in a five-fingered hand, named 
TH-3. The whole hand has 15 DOFs using 6 motors. Changeable grasping forces are 
achieved on all five fingers with the modular CGF units. Except for the thumb, the 
other four fingers have the same structure equipped with one motor actuating three 
joints. A motor is embedded in the palm to actuate the thumb to swing around the side 
of the hand.  

6   Experiments of TH-3L Finger 

To verify the CGF unit, a prototype of 2-DOF finger was manufactured and relating 
experiments were conducted. The first goal is to test the self-adaptation to objects. A 
series of grasp experiments are shown in Fig. 10 in which various targets were selected 
including cuboids, cylinders and irregular-shape objects. The finger performed a firm 
grasp, two phalanges enveloping the object. The design is successful in the terms of 
under-actuation, no interference form CGF unit generated.  

 

 
 (a)                              (b)                                   (c)                                      (d) 

Fig. 10. Grasps of different objects by TH-3L finger 

After grasping, total changeable forces are exerted by CGF unit. Experiments were 
designed to testify the CGF effect. A Motorman six-joint robot was used providing a 
fixed prop hung with a weight beam used to detect the change of the grasping force. A 
light object here is hung on the weight beam. Firstly, the finger contacts the object and 
grasps it without large load. Then the motor torque rises so that changeable forces are 
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generated while the configuration of the finger remains. The display on the weight 
beam will show the change of the grasping forces as a sum. The initial display of the 
weight beam was about 0.1 kg (10 N approximately) when only the distal phalanx 
contacts the object. Then it reached 0.2 kg (20 N approximately) after a slight incre-
ment of the motor torque. Total changeable force are proved to exist. 

7   Conclusion 

Research work of CGF unit design in TH series hands was concluded. Based on the 
conclusion, a novel design was proposed to combine CGF unit with under-actuation 
mechanism, changing traditional approaches. Comparing to proceeding hands, TH-3L 
Hand with the novel linkage CGF unit has many advantages in the context of 
changeable forces. A large changeable force is obtained with compact structure. The 
CGF unit is analyzed in detail to know about the total changeable forces and elastic 
forces. Relation between parameters and the changeable forces are given. The 
changeable force is kept effectively on the distal phalanx verified by theoretical 
analysis, solving the problem addressed in the beginning if the paper. As a result, 
TH-3L Hand is provided with changeable grasping forces. The linkage CGF unit for 
TH-3L Hand exposes a design approach combining CGF unit and under-actuation. 
More CGF units can be achieved in this approach to be used in robotic hands.  
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Abstract. Grasping can be seen as two steps: placing the hand at a

grasping pose and closing the fingers. In this paper, we introduce an effi-

cient algorithm for grasping pose generation. Depend on the hand kine-

matic, boxes of different sizes are sampled. The reachability for graping

is represented by the information, from where the hand can grasp the

box firmly. These boxes represent real objects, which at run-time will be

decomposed into such boxes, so that the grasping poses for the real ob-

ject can be generated. Concrete grasps at a grasping pose will be further

checked for its grasp quality. Real experiments with two different robotic

hands show the efficiency and feasibility of our method.

1 Introduction

In the last decades, many robotic hands have been developed. To bring these
hands successfully from the research laboratory to household or industrial envi-
ronments, grasp planning system are needed, which are able to compute feasible
and stable grasps for robotic hands automatically within less than a few seconds.
Grasp planning has become an area of great interest in robotics with two main
properties: high-dimensional configuration space and stability analysis. To per-
form a planned grasp, not only the finger joint positions, but also the Cartesian
pose of the robotic hand and its corresponding joint configuration of the robotic
arm have to be considered. A brute force search in this high-dimensional config-
uration space would be intractable. In motion planning problem, the evaluation
of a configuration in this high-dimensional space is determined by the results of
collision checking, whereas it is determined by the stability analysis by the grasp
planning. Not the configuration itself but the contact points between the object
and the robot at this configuration will be used to check if it is a stable grasp,
using methods like the force closure property [1].

The crucial part of a grasp planning algorithm is to find out heuristics to
reduce the high-dimensional configuration space. The hand’s internal degrees of
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freedom and the Cartesian pose of the hand can be treated separately. Wren
and Fisher [2] proposed to use hand preshapes to reduce the finger configura-
tion space. Grasping is performed by placing the hand into a Cartesian pose
to encompass the object and then closing the fingers until they have contact
with the object. This high-dimensional finger configuration space can also be
described in a low dimensional space with the Eigengrasps [3]. The Cartesian
pose of the robotic hand should be chosen where the object can be grasped
firmly. Many approaches work in an object-centered way where the object is
decomposed into smaller pieces, from which the hand pose is determined. In
grasp simulator GraspIt! [4], the object is decomposed into shape primitives
such as boxes, spheres, cylinders and cones, from which starting positions and
approaching direction towards the object for the robotic hand are generated. In
the simulation, the hand within a predefined preshape starts to move from one of
the starting position along an approaching direction and try to grasp the object
by closing the fingers. Other object decomposition and representation methods
have been proposed, such as Superquadrics [5] and minimum volume bounding
boxes [6].

The grasping methods mentioned above can be improved, if the reachability
of finger and hand are taken into account, as will be shown in this paper. During
the generation of grasping directions, a problem which is still ignored is that
the starting positions and the grasping directions are object dependent, without
consideration of the kinematic information of different robotic hands. Instead of
a possible grasping pose, from which the object can be grasped firmly, a starting
position and an approaching direction are given. The hand needs to try to move
and close many times until it can reach the object in the simulation. Due to
the geometrical approximation, the generated starting positions do not cover
all possible grasping poses. The computed results are saved in grasp databases,
which is accessed during the real execution to find a feasible grasp which is
reachable by the robotic arm [7], [8].

In this paper, a novel grasp planning algorithm with reachability analysis is
proposed. Given the kinematic information of the robotic hand, its preshapes are
predefined. For each of the preshape, the swept volumes of the finger links during
flexing are generated to represent the hand reachability with this preshape. Based
on this hand reachability analysis, the possible graspable boxes of different sizes
are generated. The boxes are placed into discritized Cartesian poses within the
grapable region of the hand, where the collision between the faces of the box and
the swept volume of the fingers are checked to find out grasping poses that are
suitable for this box. This way, the grasping reachability for each of graspable box
is computed. It depends only on hand kinematic and can be computed off-line.
In the on-line phase the object that is to be grasped is decomposed hierarchically
into graspable boxes, from which the grasping poses for the robotic hand can be
computed directly. With the reachability analysis and the graspable boxes, the
object and its grasping poses are connected together.



28 Z. Xue and R. Dillmann

2 Reachability Analysis

In this section, the reachability of finger, hand and grasping are analyzed. The
grasping reachability is derived from the finger reachability and hand reachabil-
ity. It only depends on the robot’s hand kinematic information and is indepen-
dent of objects that can be grasped by the hand. Without considering a concrete
object, we want to concentrate on the volumes that can be reached and touched
by a single finger and the whole hand. This leads naturally to the computation
of the swept volumes.

2.1 Finger Reachability

The finger model we consider is anthropomorphic, similar like the human finger.
The rotation of the beginning joint causes abduct and adduct movements. The
following joints flexes the finger in a same plane. As many robotic fingers are
built this way, the following analysis can be applied to these robotic hands. As
reviewed in the introduction section, the grasping process can be decomposed
into two sub-processes: placing hand preshape and finger closing. In this paper,
the hand preshapes are defined so that the fingers have different initial joints.
During the finger closing process, the beginning joints will not be moved and only
the following joints will be rotated to grasp the object. It should be noticed that
with different joint velocities during the interpolation, different contact points
on the object surface can be touched as reported in our previous work [9].

Because the last finger link at the end of the kinematic chain can reach the
largest region during the finger closing, we use the swept volume of the last
finger link with respect to all of the finger joints, except the beginning joint
fixed by the preshape, to represent the reachability of the finger. A point in this
swept volume or an object intersecting with this swept volume indicates that
the point or the object can be reached by the finger. The recursive generation of
the finger swept volumes of a human hand model from GraspIt! [10], the Schunk
Anthropomorphic Hand (SAH) with four fingers and Schunk Dexterous Hand
(SDH) with three fingers are shown in Fig. 1.

2.2 Hand Reachability

The reachability of the robotic hand is represented by the reachabilities of all
its fingers. If an object intersects with some finger last links’ swept volumes, it
can be reached by the hand using these fingers. It means that it is possible to
grasp the object with these fingers. Otherwise, if an object does not touch any
swept volumes, it is not reachable for the hand at this Cartesian pose and no
grasp planning needs to be performed. This is an efficient method to check if an
object is reachable or not with only a few collision checking between the swept
volumes and the object.

Our algorithm is based on this reachability checking. Only if the object collides
with swept volumes of more than two fingers, it will be tried to grasp the object.
There are two special cases where grasps of small objects are lost. One is that
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Fig. 1. Recursively generated finger links’ swept volumes of different hand models

illustrated with transparent colors. Left: swept volumes of a human hand model. Upper

right: swept volumes of SAH. Lower right: swept volumes of SDH. These swept volumes

are used to represent the reachability of the hand.

the object can be grasped by only one finger. The other is that a small object
is near the palm, and does not collide with the swept volumes of the last finger
links, but can be grasped with other finger links. These two special cases are
ignored by our algorithm.

2.3 Graspable Boxes

Although whether an object is reachable for the hand can be easily checked using
our method, the check needs to be performed for each object, after its Cartesian
pose is available. Despite the reachability of the object for the hand, it is still not
sure if the object can be firmly grasped. We want to find out directly all possible
grasping poses for all possible objects. To do this with reasonable complexity, we
discretized the continuous six-dimensional Cartesian space into discrete sample
poses and approximate the possible grasping objects with its sampled bounding
boxes, which we call graspable boxes. The main idea is to test all sampled grasping
poses relative to each of the graspable boxes of a given hand, find out feasible
grasping poses and save the results for later use. At run-time, the object will
be approximated by its bounding box and decomposed into smaller bounding
boxes. Grasping poses of the graspable boxes similar to these bounding boxes
will be considered as grasping poses for the object. Because the graspable boxes
can be grasped by the hand, it is highly likely that the object or object parts
can also be grasped from these generated grasping poses. The provided grasping
poses will be further checked for the reachability with the arm, the stability of
the grasp and so on.
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Approximated Graspable Boxes. To grasp objects of all possible sizes, we
need to find a way to approximate the different sizes. Box is one of the simplest
shape primitives in three dimensional space. The bounding box of an object
describes the volume that completely contains the object geometry, which is
often used for collision checking. A box has six faces and eight vertexes. Width,
height and depth of a box determine the size of a box. Because of its simplicity, we
analyze how each box can be grasped with the robotic hand instead of concrete
object geometries. It is based on the assumption that if the bounding box of an
object can be grasped, it is likely that the object itself can also be grasped. In
fact, because the bounding box encloses the object, a preshape that does not
collide with the bounding box can not touch the object inside.

The size of an object, which can be grasped with a given robotic hand is
determined by the kinematic of the hand. The maximum opening distance of
the hand between two spread fingertips is the maximum length a graspable box
can have. The diameter of the fingertip is also an important metric for grasping.
It is still very difficult to grasp and stabilize objects that are smaller than the
robot fingertip with the robotic hands. It is used as a parameter to sample
graspable boxes with different sizes and to sample the Cartesian poses of the
graspable boxes in the graspable region of the hand. Given the opening distance
of the hand D and the diameter of the fingertip r, the sampled graspable boxes
are generated. Every side is sampled with the ratio between the opening distance
and the diameter of fingertip n = [D

r ] steps, resulting in a total n3 boxes. The
length of width, height and depth is sampled l = i× D

n , i ∈ [1..n]. A human hand
with opening distance of 200mm (between fingertips of thumb and ring finger)
and fingertip diameter of 15mm as example, n = [200/15] ≈ 14 different sizes
will be used to generate the graspable boxes. Other discretization step instead
of the fingertip diameter can also be used to sample the graspable boxes.

Discretized Cartesian Poses. After the graspable boxes are determined,
grasping poses from which the box can be grasped have to be found. A box
has to be necessarily reachable for the hand to be grasped. Because the pos-
sible grasping poses are continuous in the Cartesian space, it also needs to be
discretized. With the analysis of the hand reachability introduced in the last
subsection, we compute the bounding box of the swept volumes of the last finger
links. If the center of a graspable box lies in this bounding box, it very likely in-
tersects with the swept volumes and is reachable with the fingers. The positions
of the possible grasping poses are sampled in this bounding box. At each posi-
tion, uniformly distributed orientations are generated, which together with the
positions build the possible grasping poses in Cartesian space for the graspable
boxes. Here, the diameter of the fingertip is used again as step size to sample
the positions in the bounding boxes of the finger links’ swept volumes. Later
during grasping, if a grasping pose is not valid due to e.g. collision with the
environment, the next grasping poses near it will be tested with the distance of
a fingertip diameter to it. This allows efficient grasping in complex environment.
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After the positions are generated in the bounding box of the reachable region
for the hand, shown as the red dots in Fig. 2, the same uniformly distributed
orientations at each position are computed to generate the Cartesian grasping
poses. 12 equally distributed points on a sphere are chosen to determine the
first rotational axis of the orientation. It is generated by an axis from the origin
to one of the vertexes of a regular icosahedron, which is located at the origin.
Around this axis, it is then rotated in a fixed step size. Each time, a sampled
orientation is created. With 30◦ as the rotation step size, there are totally 144
orientations at each generated position. One of the orientations generated this
way is presented in Fig. 2.

Fig. 2. The reachable region of the robotic hand is equally sampled. Left: red dots

represent the sampled positions with the diameter of the fingertip as step size. Right:

144 Orientations at each position are generated using the 12 vertexes of a regular

icosahedron as the first rotational axis.

2.4 Grasping Reachability

With the reachability of the hand represented by the finger links’ swept volumes
for one hand preshape and the generated reachable graspable boxes, grasping
reachability of the hand is the computational results, a graspable box from which
grasping poses can be grasped. In order to grasp a graspable box, and to grasp
the object represented by it, some conditions must be fulfilled:

– The hand preshape may not collide with the graspable box, so that the grasp
later can be performed.

– At least two fingers must be used for grasping.
– More than one face of the graspable box have to be reachable by the fingers.

Otherwise, if only one face can be reached, the object can only be pushed or
pulled, but not grasped.

– Some faces of the graspable box are not reachable during finger closing. These
hidden faces should not be considered by the reachability computation.

– The swept volumes of the finger links represent the possible reachable volume
of the finger link. The graspable box represents the real object to be grasped.
The real grasp with concrete finger positions and object geometry still need
to be checked.
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The points listed above are performed to compute the grasping reachability.
Given a graspable box with width w, height h and depth d at origin, the hand
is placed at one of the generated Cartesian grasping pose (p, φ) relative to the
box, the collision checking are performed twice. If the graspable box does not
collide with the hand within predefined preshape, the collision between the swept
volumes of the finger Fi, i ∈ [1..nf ] and the six faces of the box fj , j ∈ [1..6]
is checked, where nf denotes the fingers number of the hand. If they collide,
the face is reachable by the finger and it is possible that the object in this
graspable box can be reached by this finger from the direction of the face. All
checking results are saved in a look-up table with each element expressed as
a tuple [p, φ, w, h, d,Fface,Ffinger], which we call the reachability data. Fingers
that collide with the graspable box are described in a set Ffinger = {Fi} and the
touched faces in another set Fface = {fj}. This collision checking depends only
on hand kinematic. The graspable boxes, all discretized grasping poses and the
swept volumes of the last finger links are generated from the hand kinematic. So
given a robotic hand that should be used, the whole reachability checking needs
to be computed only once off-line. To cut off the faces that are unreachable for
finger closing, the angle between the eight vertexes of the box and the first flexing
joint of the finger is computed. The faces intersecting at the vertex with the
minimum positive angle could be reached first during the finger closing process
and will be considered as reachable faces for the collision checking. If the axis
of the box is parallel to the first flexing joint axis of the finger, there are two

Fig. 3. Different sizes of graspable boxes are generated which will placed at discretized

Cartesian poses of the graspable region of the hand. If more than two faces of the box

can be reached by at least two fingers, the box could possibly be grasped by the hand

and so the object lies within it. First row shows three graspable boxes with different

sizes at feasible poses. Second row shows the resulted grasping poses in the coordinate

of the graspable box.
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or four vertexes with the same minimum positive angle. 3, 4 or 5 faces can be
found as reachable faces. The other faces are hidden faces with which the swept
volume could collide with, but which are not reachable during the finger closing.
Three graspable boxes of the SAH generated this way are shown in Fig. 3.

2.5 Real Object Approximation Using Graspable Boxes

With the knowledge about the reachability of the hand, next step is to ap-
proximate and decompose the real object using bounding boxes, find out the
similar graspable boxes used by the grasping reachability analysis and derive
the grasping poses from it, as presented in Fig. 4. The object approximation
using bounding boxes is inspired by the work of Huebner et al. [6]. They approx-
imate the object geometry at first with a minimum volume bounding box [11].
To avoid computation in three dimensional space, an optimal cut is found in the
three 2D planes perpendicular to the three axises with point clouds projected
onto the three sides of the bounding box. Bounding boxes of the decomposed
point clouds are separately computed and the algorithm decomposes the object
in a hierarchical way, until some stop criteria are fulfilled.

We have implemented this algorithm for the hierarchical object decomposition
with minimum volume bounding boxes and extended it with checking of invalid
faces. The faces of each bounding box are checked if they can be reached by the
finger due to the collisions with other decomposed boxes in the same decom-
position level. For example, if two decomposed bounding boxes lie besides each
other, the two neighbored faces of the two bounding boxes will be eliminated
after this checking, so that grasping from inside an object is avoided. This way,
the set of invalid faces Finvalid that should not be touched by the hand can be
created. For each of the resulting bounding boxes of the real object, a previously
generated graspable box larger than it in all three directions with minimum vol-
ume among the graspable boxes is found. Given a size length l′ of the bounding

Fig. 4. Left: generated starting positions and approach directions by grasp planner in

GraspIt!. Results are only object dependent, the hand needs to move from a starting

position along the approach direction to find the final grasping pose. Right: generated

grasping poses by our method for the same object with the SAH as shown in Fig. 3.

The results are directly final grasping poses, which depend on both the object and the

used hand.
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box, the next length used to generate the graspable box is [l′ × n
D ] × D

n . After
a corresponding graspable box with size [w′, h′, d′] for a bounding box is found,
the grasping poses for the object can be accessed directly from the reachabil-
ity data: [p, φ, w′, h′, d′,Fface,Ffinger]. Only the grasping poses (p, φ) at which
the fingers do not collide with the invalid faces will be used for grasping, i.e.
Finvalid ∩ Fface = ∅. If there is no graspable box which can completely contain
a bounding box of the object, the object is too big for the robotic hand to be
grasped. Graspable boxes for smaller bounding boxes decomposed from the big
bounding box can be found, with which it will be tried to grasp the smaller
parts of the object. The grasping poses are in bounding boxes’ coordinates. Af-
ter transforming into the object’s coordinate, the generated grasping poses need
to be checked to find out grasping poses that are also reachable by the robotic
arm involving the arm’s inverse kinematic algorithm.

3 Grasp Planning with Reachability Analysis

With the reachability analysis introduced in the last section, a main question
for grasping planning is answered: where should the hand be placed to grasp an
object. Our method uses heavily bounding volumes approximation to find the
grasping poses, where the hand can reach the object, can grasp its bounding box
with more than one finger, where the hand can touch more than one side of its
bounding box, and the hand can also be moved there using the robotic arm.

If information such as 3D geometry, weight and surface friction property of
an object are available, physical stability of a grasp can be exactly computed.
Many work has been done in the past to measure the grasp quality for known
objects. The 3D geometry model of an object can be decomposed hierarchically
to bounding boxes, from which the grasping poses can be computed. With the
robotic hand placed at one of the computed grasping poses, fingers close towards
the object until collision occurs. The closing motion should be interpolated and
the interpolation should stop at the first contact point. This is a problem of
continuous collision detection. It can find the first contact point between two
moving objects. The continuous collision detection library [12], [13] we use is
based on conservative advancement. The distance between two moving objects is
computed and the upper motion bound between them estimated. The algorithm
computes a time interval, where the motion can be advanced without collision.
It works in an iterative way until the distance is below an user defined threshold.
Only a few iteration steps are needed. In our previous work [13], swept volumes
of finger links were used to improve the efficiency of the continuous collision
checking by eliminating colliding pairs that do not collide with each other.

After the contact points between finger links and the object are found, contact
forces with Column friction model at the contact points along the contact nor-
mals are computed. With the object’s center of mass as chosen reference point,
torques can also be computed, which together with the grasping forces build
the graping wrench space in six dimensional space. We use the “largest sphere”
quality measurement as implemented in GraspIt! to compute the grasp quality.
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From each of the grasping poses, the collision checking and the grasp quality
computation are performed. The search ends if a grasp with more than 0.01
grasping quality is found. We have intensively tested the planed grasps with real
robotic hands and found out that grasps with more than this grasping quality
are sufficient stable. The friction coefficient was set to be 0.3. If the fingers are
moved to the joint positions with the contact points, the fingers only touch the
object and can not apply forces onto it. The forces are optimized as a linear
matrix inequalities problem [14] and can be applied using finger joint torque
impedance control [7]. For the SDH with tactile sensors on the finger surface,
we have defined a penetration depth at the contact points for the soft rubber
parts. With the transformation using the contact Jacobi matrix, the fingers are
moved towards the object further as at the contact points, so that the contact
areas between the finger pads and the object with the desired penetration depth
can stabilize the object in the hand.

After a high quality grasp is found and the finger joint positions determined,
the inverse kinematic algorithm of the robotic arm is used to find the arm joint
positions to bring the hand to the grasping pose. Direct after the arm joint
positions are computed, self collision checking and collision checking between
the robot and the environment are performed. A motion planning algorithm is
applied for collision free grasping. Also, the arm impedance control, like the one
provided by the KUKA light weighted robotic arm can be used to allow safety
physical interaction between the robot and its environment.

4 Experimental Results

Three hand models have been tested with the proposed method. The preshapes
for the human hand model from GraspIt!, the SAH and the SDH are defined
and their swept volumes are recursively generated, as illustrated in Fig. 1. Due
to paper limitation, only the experimental results with the SAH are reported
here. The diameter of the fingertip is 34mm and the maximum opening distance
is 130mm. 64 graspable boxes with different sizes are generated. The collision
checking between the swept volumes and each faces of the graspable boxes are
performed using library SWIFT++ [15]. The time needed was nearly 9 minutes.
It needs only to be computed once off-line. The resulted reachability data are
saved for later use. In Fig. 3, feasible graspable boxes are shown, which do
not collide with the hand in preshape and can be reached by the fingers. The
graspable box in the first column has the size of [32.5, 65, 32.5]. It has the most
grasping poses (2928) found. The second graspable box with size [65.0, 65.0, 65.0]
has 1648 grasping poses. The last graspable box is the largest one with size of
[130.0, 130.0, 130.0] and has 128, the least grasping poses.

Fig. 4 compares the grasping pose generation between the automatic planner
in GraspIt! and our method. It is shown that the resulted starting position and
approach direction by GraspIt! do not provide the final grasping pose, from
which the hand can grasp the object directly. Cartesian interpolation of the
hand from the starting position along the approach direction is needed to get
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Fig. 5. Grasping experiments with the SAH and the SDH. The robot computes feasible

grasps for both of the left and right hands and executes the pick and place operation.

To apply forces onto the object, finger joint torque impedance control of the SAH is

used for optimized grasping forces. Tactile sensors of the SDH are used to gain soft

contact areas with the object and to check the contact status.

the final grasping pose. Also, it is clearly illustrated that not all directions are
covered as in our case.

As explained in Section 3, stable grasps can be found from the generated
grasping poses. Actually more than 100 household objects are automatically
modeled in our object modeling center [7], [16]. All of the 100 objects can be
grasped using both SAH and SDH. Some grasping results are shown in Fig. 5.
The robot tries to find grasps with both hands, if it can find a feasible grasp
with one of the hand, it will be performed. The movement of the robotic arm is
planed using motion planning algorithm. During pick and place operation, the
robotic arm is controlled in impedance mode to allow safety interaction.

5 Conclusion and Outlook

In this paper, a novel algorithm for grasping poses computation was proposed.
The algorithm uses the bounding volumes to generalize the volumes that can be
occupied, touched and grasped. Reachability of the finger is represented by the
swept volume of the last finger link. Reachability of the hand is represented by the
reachabilities of all the fingers. Dependent on hand reachability, bounding boxes
with different sizes that could be grasped by the hand are generated and placed
at sampled Cartesian poses in the hand reachable space. If more than one face of
the box can be reached by at least two fingers, it is possible to grasp the object
within this graspable box with the hand. All of the grasping poses generated this
way depend only on hand kinematic and need to be computed only once off-line.
With this reachability knowledge, the object to be grasped will be decomposed
hierarchically at run-time to a few bounding boxes to compute good grasping
poses, from which the hand can reach and grasp the object.Experiments with
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real robotic hands show that our method is very efficient and provides direct
reachable grasping poses.
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Abstract. This paper presents a novel highly integrated prosthetic hand 
equipped with a man-machine interface for performing good grasping features. 
The hand has five fingers and each of them can be driven individually by the 
embedded actuation and control system fitted in the palm. By using the man-
machine interface, users can control the prosthetic hand by means of their EMG 
signals and get grasp force feeling through the sensory feedback system de-
signed based on surface electrical stimulus. At the end of this paper, a grasping 
trial is presented to verify the ability of interaction between the human body and 
the prosthetic hand. 

Keywords: Prosthetic hand, Man-machine interface, Sensory feedback, Em-
bedded control system. 

1   Introduction 

The prosthetic hand technology has made great progress under the promotion of ro-
botics and biotechnology. With respect to the semblance [1], control method [2] and 
dexterity [3], the prosthetic hand is getting close to the real hand. But it should be 
noticed that the function of normal hand is mainly divided into two aspects: 1. com-
pleting the body action under the control of human brain. 2. sensory feedback from 
body to human brain. It is an obvious process of bidirectional transmission of infor-
mation realized via passing bioelectrical signal on neural pathway connecting the 
brain and the hand together. Unfortunately, such mutual awareness can not be fully 
implemented between the amputee and prosthetic hand, because of the inexistence of 
the bidirectional messaging channel.  

For solving this problem, many researchers have employed some alternative ap-
proaches, such as separately establishing the control channel from human-body to 
prosthetic hand and the sensory feedback channel from prosthetic hand to human 
body. Recently, the electromyography (EMG) control is mostly applied on the pros-
thetic hand, resulted from the mature technology of controlling prosthetic hand  
by identifying EMG patterns [4]. However, the investigation of sensory feedback  
has not yet formed a mature approach. Reference [5] tried to obtain the sensory feed-
back in force through using vibration motor under the CyberHand. The tendon-driven 
prosthetic hand of University of Tokyo [6] initially achieved tactile feedback by 
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adopting surface electrical stimulus method [7]. Yet, their control system of the pros-
thetic hand is based on PC and too large to carry out portably. 

In this paper, an intelligent prosthetic hand system named HIT IV hand is proposed 
to perform man-machine interaction. This prosthetic hand has 5 degree of freedom, 15 
rotating joints and can handle all control algorithms in a high integrity control system. 
The interaction between human body and prosthetic hand is functioned by the dis-
crimination of EMG signals and execution of electrical stimulation on body surface. 

This paper is organized as follows: Section 2 will describe the mechatronics design 
of the HIT IV hand including the mechanism design and embedded control system 
design. Section 3 will propose the design of man-machine interface. Section 4 will 
give a grasping experiment to verify the effectiveness of the EMG control and sensory 
feedback. Finally, conclusions will be revealed in section 5. 

2   Mechatronics Design 

2.1   Mechanism Design 

The HIT IV hand is composed of five active fingers; and each finger is actuated by a 
DC motor. All the motors, sensors and motion control system are integrated in the 
hand. The hand is about 90% of a human hand in size, weighs about 420g, whose 
appearance is shown in Fig.1. 

 

Fig. 1. Comparison between human hand and HIT IV hand 

 

(a) spherical grasp          (b) cylindrical grasp              (c) precision grasp 

Fig. 2. Grasping objects with different shapes 
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By taking the advantage of coupling linkage mechanism, each finger is capable to 
rotate around the metacarpophalangeal (MCP), proximalinterphalangeal (PIP), and 
distalinterphalangeal (DIP) joints for a total of 15 movable joints of the entire hand. 
Compared with the fixed shape fingers, not only the grasp ability is enhanced, but 
also the mimics motion of human hand can be achieved. Fig.2(a)(b)(c) shows the 
grasp ability of the hand. 

2.2   Embedded Control System Design 

The embedded control system is composed of motion control subsystem and sensory 
subsystem. Fig.3 shows the details of the system hardware architecture. 
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Fig. 3. Architecture of embedded control system 

The sensory subsystem is crucial for both sensory feedback function and autono-
mous hand operation. A number of sensors, such as joint angle sensors, torque sensors 
and incremental magnetic encoders, are employed in the system. Position control of 
each finger’s base joint can be obtained by means of an absolute joint angle sensor 
embedded in the mechanisms based on giant magneto resistance (GMR). The main 
advantages of the GMR sensor are their small sizes and their contactless working 
principle, which can avoid friction force. To protect the mechanical structure of the 
finger and measure the actually exerted torque of the finger, one-dimensional torque 
sensor is integrated into each finger’s MCP joint except the little one. These torque 
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sensors are fundamental for impedance control and grasp force sensory feedback. 
Incremental magnetic encoders mounted on the motor shafts can produce feedback 
information of the rotation speed of the motor, which can be used in position control 
loop of the finger’s base joint.  

The motion control subsystem of prosthetic hand has to meet the requirements of 
small size, light weight, low power consumption, high computation speed and flexible 
integration (into the palm). The core of this system is a DSP chip (TMS320F2810) 
with 64K flash memory, 18K RAM, six independent PWM outputs, 16-channles 
high-speed A/D converter, two serial communication interfaces(SCI) and one control-
ler area network (CAN) module. The A/D ports are adopted to sample the torque and 
the position data. The CAN module is used to realize the communication with the 
man-machine interface. The SCI module is used to communicate between motion 
control system and the upper device as PC that uses RS-232 protocol for debugging. 
The PWM port is to drive the H-Bridge drive chip circuitry. Three H-Bridge drive 
chips which incorporate internal control logic are used to drive the DC motors. A kind 
of CPLD chip is selected as a coprocessor for dealing with the signals of motor en-
coders and sending the speed and direction of motors to DSP. The HIT IV hand inte-
grating the embedded control system PCB is shown in Fig.4. 

 

Fig. 4. Control system embedded in the HIT IV hand 

3   Man-Machine Interface 

The proposed man-machine interface is a type of interactive interface between human 
body and prosthetic hand for information exchanging. Its hardware is mainly composed 
of several EMG electrodes, a DSP board and an electrical stimulator as shown in Fig.5. 

The DSP board takes charge of the main control scheme and necessary calcula-
tions, including: 1) the acquisition and processing of the myoelectric signals; 2) the 
generation and transmission of the action code; 3) Acquirement of the grasp force and 
the generation of electrical stimulus waveform data. Towards the complex operation 
and intensive calculations, a high performance DSP chip (TMS320F2812) is adopted 
as the main processor of the board, and an additional sRAM (1M) is employed to 
cache the real-time variables. 
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Fig. 5. Control structure of man-machine interface 

Fig.5 also shows the working flow of the man-machine interface. After being am-
plified, filtered and rectified by the active electrodes (OttoBock 13E200=50), six 
channels of EMG signals are sampled at the A/D conversion ports of the DSP with a 
12-bit precision. Prediction are performed on each sample using pattern recognition 
methods, therefore the predefined hand action modes can be recognized. Labels of the 
action modes are encoded and transferred to the motor controller of the prosthetic 
hand through CAN bus connection. According to the differences of the action modes, 
the prosthetic hand will perform corresponding actions automatically and acquire the 
force information through proprioceptive torque sensors. Based on the measurement 
of the grasp force, the man-machine interface translates and sends this information to 
the stimulator via SPI bus, meanwhile, the stimulator generates electrical stimulus 
wave on the surface of the human body according to the force volume. 

3.1   EMG Processing 

Main feature of the Otto Bock electrodes 13E200=50 is that they produce the EMG 
signal linear to the muscle contraction intension. Many researches [8] have revealed 
that this type of active electrodes can be successfully applied on the hand motion 
classification and hand force regression for obtaining the EMG signals. Six Otto Bock 
electrodes are placed on the forearm of the human body to extract the myoelectrical 
signals [9].The whole processing of the EMG signals includes: 

1) Feature extraction; as stated before, because of the fine property of the output 
signals, sampling points at a frequency of 100Hz are directly used as the input feature 
vectors (6- dimension) to the classifier. 

2) Pattern classification; a machine learning method, support vector machine 
(SVM) is adopted for the recognition of the action patterns based on the EMG sam-
ples. Linear kernel is used for the binary classsification of any mode pairs (one-
against-one) [10]. So, there will be a total of 2

10C classifiers, and the final decision of 

the mode label will be made depending on their ballots. 
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3) Mode encoding and transmission; the 10 modes are sequentially labelled as 0-
relexion, 1-thumb flextion, 2-thumb extention, 3-index flextion, 4-index extention, 5-
rest three finger flextion, 6-rest three finger extention, 7-all flextion, 8-all extention, 
9-nip (thumb and index flextion). The label are directly transferred to the hand  
controller via CAN connection, and the controller will command the correlative mo-
tor/motors to drive the prosthetic hand’s fingers to perform the current action modes 
according to the label, as shown in Fig.5. 

3.2   Sensory Feedback Based on Electrical Stimulus  

For getting the knowledge of the prosthetic hand’s exerting force while grasping 
objects, thus making the amputees be able to control the force as their intentions, a 
sensory feedback system is proposed. The feedback system utilizes the prosthtic 
hand’s MCP torque sensor for getting the hand’s exerting force. The force data  
is acquired and graded by the hand’s motion control system, then transmitted to  
the man-machine interface via CAN bus connection. The man-machine interface 
generates some constructive parameters for establishing the stimulation waveform 
based on a typical stimulation strategy, then transmits the data to the stimulator  
via SPI bus connection. The stimulator produces the concrete stimulus  
waveforms which will be applied on the human body. Fig.6 shows these operations 
in detail. 

 

Fig. 6. The structure of the force feedback system 

The feedback system utilized a self-built micro electrical stimulator, which is also 
shown in Fig.5. The multi-channel stimulation electrode can realize 8 stimulating 
grades and consumes little power. The stimulus waveforms are modulated square 
waves, as shown in Fig.7, where the continus diphase square wave is utilized as the 
carrier wave [11], t1 is the stimulating time, t2 is the intermittent time, T is a period of 
the stimulating pulses. At present, 8 grades of stimulation intensity can be performed 
according to the scope of the grasping force (0F-1F, F denotes the maximum force), 
as shown in Fig.8. The pulse frequency of the stimulator can reach to 100Hz from 
0Hz gradually, which makes the feeling of the electrical stimulus more and more 
intensive. 
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Fig. 7. Electrical stimulation waveforms 

 

Fig. 8. Relationship between the grasping force and the grades of the stimulation 

4   Experiment of Man-Machine Interface 

In order to verify the features of man-machine interface, a grasp trial controlled by the 
EMG has been performed here. The hardware setup is exhibited in fig.9, which in-
cludes a prosthetic hand, a man-machine interface DSP board, an electrical stimulator, 
a stimulus electrode, 6 EMG electrodes, and a DC power source. 

 

Fig. 9. Experimental setup 
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The experiment was performed on a healthy subject. The prosthetic hand was con-
trolled by the subject’s forearm EMG signals to hold a plastic bottle more and more 
tightly. Meanwhile, the information of the hand grasp force was transmitted to the 
subject through the graded electrical stimulation. The stimulation intensity indicates 
the different levels of the grasp force introduced in section 3.2. Fig.10 shows the 
torque curve of index finger. Several squeezing and release action can be found in 
Fig.10.Then, Fig.11 shows the corresponding stimulus wave, which becomes more 
and more serried and changes sparse at last. Through this way, the subject can get an 
approximate sensory feedback about the grasp force. 
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Fig. 10. Torque curve of index finger 

 

Fig. 11. Stimulus wave flowing through the body surface 

5   Conclusions 

This paper developed a new highly integrated five-finger prosthetic hand with ability 
of interaction between human body and the prosthetic hand. Each finger of the hand 
was designed based on the coupling linkage principle and actuated by a DC motor 
individually. The embedded control system was composed of a sensory subsystem 
and a motion control subsystem which were integrated in the structure of prosthetic 
hand. A novel man-machine interface was designed for the hand based on EMG and 



46 N. Li et al. 

surface electrical stimulus, which can discriminate 10 types of hand gestures and 
feedback 8 levels of the grasping force intensity. Experiments were conducted using 
the developed system for a healthy subject. The experimental results showed that the 
subject can control the prosthetic hand through his EMG signals and get an approxi-
mate feeling about the grasp force at the same time. 
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Abstract. Traditional under-actuated function can make robotic hands low de-
pend on complex control, however, it cannot ensure the hands enough flexibility 
to grasp or operate. A gesture-changeable under-actuated (GCUA) function is 
presented to make traditional under-actuated hands grasp and manipulate more 
dexterously, simultaneously to lower the high dependence of robotic hands on 
control system. This paper presents a novel under-actuated humanoid robot hand: 
GCUA Hand II, which is designed with GCUA function. The hand has 5 fingers 
and 14 DOFs. All fingers use tendon mechanisms to achieve GCUA function 
which includes traditional under-actuated (UA) grasping motion and special 
pre-bending (PB) motion. Operation principles and force analyses of the fingers 
are given, and the effect of GCUA function on the movements of the hand is 
discussed. The control system of the hand is described. The analyses and ex-
perimental results show that the GCUA function is very nice and valid. The 
hands with the GCUA function can meet the requirements of grasping and op-
erating with lower control and cost, which is the middle road between traditional 
under-actuated hands and dexterous hands. 

Keywords: Robot hand, under-actuated grasping, self-adaptation, pre-bending, 
gesture-changeable under-actuated function. 

1   Introduction 

In recent years, breathtaking developments in robotics have been witnessed all over the 
world. There are great numbers of robotic hands or graspers which are designed and 
analyzed. 

In the field of dexterous hand, plentiful achievements have been made. For instance, 
Utah/MIT dexterous hand was designed by S. Jacobsen, et al[1], which has four 4-DOF 
fingers with 32 independent tendons and 32 pneumatic cylinders[2], the hand can be 
used as a high flexible tool for the study of machine dexterity; Stanford/JPL dexterous 
hand was designed and analyzed by J. Salisbury, et al[3], which has three 3-DOF fingers 
actuated by 12 DC motors, each joint of this hand can be flexed and extended inde-
pendently by one actuator; Gifu II hand, designed by H. Kawasaki, et al[4], has 5 fingers 
whose all joints are actuated by servomotors, which can perform dexterous object 
manipulation like the human hand; Dexterous hands can achieve almost all the 
movements of human beings’ hand, and even give some gestures which people feel 
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hard to pose. In reality, almost each joint of a dexterous hand needs an actuator to drive, 
which makes the hand high depend on control and great cost on manufacturing ex-
penses and maintenance charges. 

On the contrary, based on a very amazing feature: self-adaptation in grasping, un-
der-actuated hands use fewer motors to drive more DOFs, which let the hands easy to 
manufacture and control. Many studies on under-actuated hands have been done: L. A. 
Dollar, et al[5], gave a SDM robust robotic grasper which uses a single actuator to ac-
tuate 8 DOFs; Birglen, et al[6–7], designed many kinds of under-actuated grippers and 
gave force analyses on them; L. Tan, et al[8], designed a multi-fingered hand using 
hydraulic actuation with fluidic actuators, the hand has 14 DOFs which can bend when 
hydraulic pressure is applied by a water pump.  

A gesture-changeable under-actuated (GCUA) function is presented to make tradi-
tional under-actuated hands grasp and manipulate more dexterously, simultaneously to 
lower the high dependence of robotic hands on control system. This paper presents a 
novel under-actuated humanoid robot hand: GCUA Hand II, which is designed with 
GCUA function.  

2   Gesture-Changeable Under-Actuated Function 

Traditional under-actuated (UA) function can drive many DOFs of a robotic hand with 
motors, and the number of the motors is less than that of the hand’s DOFs. There are 
two main kinds of under-actuated hands with traditional UA function: 

1) When a hand grasps objects, it cannot change its initial gesture which is fixed 
(almost keep straight) until its phalanges touch the objects. An example of this kind of 
under-actuated hand is TH-3 hand which designed by Tsinghua University[9]. TH-3 
hand is based on gear-rack transmission, which cannot bend its phalanges without 
resistances of objects, this makes it feel hard to grasp gliding objects stably and it 
cannot do many gestures. 

2) When a hand grasp objects, all or part of its joints must bend in a fixed order 
which cannot be changed when the mechanism has been designed. For instance, a 
multi-function mechanical hand with shape adaptation which was designed by G. Guo, 
X. Qian, and A. Gruver[10], is based on linkage and gear transmission. The hand can 
grasp different objects with shape adaptive function. However, with its gear transmis-
sion, the rotating angles of middle joint and distal joint are proportional, which limits its 
dexterity.  

Traditional UA function can make robotic hands low depend on sensor and control, 
however, it cannot ensure the hands enough flexibility to grasp or operate. A concept 
called gesture-changeable under-actuated (GCUA) function[11-12] is presented to make 
traditional under-actuated hands grasp and manipulate more dexterously, simultane-
ously to lower the high dependence of robotic hands on control system. The GCUA 
function includes two main motions: under-actuated (UA) motion and pre-bending 
(PB) motion, which are shown in Fig.1. 

The most important feature of UA motion is self-adaptive grasping, which makes it   
preserve advantages of traditional under-actuated hand and lower the dependence of the 
hand on senor and control system. With UA motion, the hand can grasp different ob-
jects self-adaptively. 
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Fig. 1. UA motion and PB motion of 3-joint GCUA finger. a-d) UA motion; a) Initial gesture 
(keep straight); b) Proximal joint rotates until 1st middle phalange touches the object; c) Middle 
joint rotates until 2nd middle phalange touches the object; d) Distal joint rotates until distal pha-
lange touches the object; a-e) PB motion; e) Middle joint rotates to change the finger’s initial 
gesture; f-h) UA motion with the changed initial gesture. 

In some cases, the hand can change its initial gesture with PB motion, which can 
achieve different grasping postures. After getting a satisfied posture, the hand can grasp 
different objects with UA motion. PB motion is extremely important when high 
grasping dexterity and stability are required. 

3   GCUA-T Finger 

3.1   Design of GCUA-T Finger 

The GCUA-T finger with 3 joints uses tendon mechanism to achieve GCUA function, 
which is shown in Fig.2. 

Proximal joint is fixed in base, middle joint is fixed in 1st middle phalange, and distal 
joint is fixed in 2nd middle phalange; UA transmission and PB transmission are both 
fixed in base; 1st middle phalange is sleeved with proximal joint, 2nd middle phalange is 
sleeved with middle joint, and distal phalange is sleeved with distal joint; 1st return 
spring combines 2nd middle phalange and distal phalange with its two ends, similarly 2nd 
return spring combines 1st middle phalange and 2nd middle phalange with its two ends. 

Assembly methods of UA tendon, RS tendon, and PB tendon are shown in Fig.3. UA 
tendon combines UA transmission and distal phalange with its two ends, which wraps 
around distal joint, middle joint and proximal joint; RS tendon uses its two ends to 
combine 1st middle phalange and UA transmission, which wraps around proximal joint 
and cross through the base; PB tendon combines 2nd middle phalange and PB trans-
mission with its two ends, which wraps around middle joint and proximal joint; The 
wrapping directions of UA tendon and PB tendon are the same, which are different 
from that of RS tendon, so that UA tendon and PB tendon will drive the finger to be 
flexed, on the contrary, RS tendon will drive the finger to be extended. PB tendon can 
also be assembled in another method, which is shown in Fig.3(d). 
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Fig. 2. Structure of 3-joint GCUA-T finger. a) Front cutaway view; b) Side cutaway view. 

3.2   Work Process of GCUA-T Finger 

With UA tendon and RS tendon, UA motion will proceed in this way: 1st motor rotates 
forward, UA transmission pulls UA tendon and RS tendon to move down. Since the 
wrapping directions of these two tendons are different, UA tendon will tension, si-
multaneously RS tendon will relax; In this case, UA tendon drives distal phalange to 
rotate around distal joint. With the constraint of 1st return spring and 2nd return spring, 
1st middle phalange, 2nd middle phalange and distal phalange rotate around proximal 
joint together as a rigid body. When 1st middle phalange is blocked by objects, 2nd 
middle phalange and distal phalange will rotate around middle joint together, simul-
taneously 2nd return spring will extend; similarly, when 2nd middle phalange is blocked 
by objects, distal phalange will rotate around distal joint, therefore 1st return spring will 
extend. In this way, the finger can grasp objects self-adaptively. 

When 1st motor rotates back, UA transmission will pull these two tendons up, so that 
UA tendon will relax, and RS tendon will tension. RS tendon will drive the finger to 
extend and leave the object. When UA transmission goes back to the initial status, the 
finger will be back to the initial gesture too. 

If PB tendon is assembled in the method which is shown in Fig.3(b), PB motion will 
proceed like this: When 2nd motor rotates forward, PB transmission pulls PB tendon to 
change the finger’s initial gesture, since RS tendon prevents 1st middle phalange from 
bending and 1st return spring makes the top two phalanges become a rigid body, 2nd 
middle phalange and distal phalange will rotate around middle joint together, so that the 
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Fig. 3. Assembly method of finger’s tendons. a) UA tendon; b) PB tendon; c) RS tendon; d) 
Another assembly method of PB tendon. 

 

finger can change its initial gesture and then grasp things with UA motion. In this 
process of PB motion, if either of middle phalange and distal phalange is blocked by 
objects, the finger will stop bending. However, when PB tendon is assembled in an-
other method which is shown in Fig.3(d), PB motion will change. In this case, if 2nd 
middle phalange is blocked by objects, distal phalange can keep rotating around distal 
joint until it touches objects. 

When 2nd motor rotates back, PB transmission will pull PB tendon up, and PB ten-
don will relax, after that, return springs will drive the top two phalanges to go back to 
their initial status. 

Indeed, tendons can only restrict the movement of the finger in a single-direction, so 
that if one tendon relaxes, it won’t have effect on other tendons, in this way, UA motion 
and PB motion can proceed independently. Assume TUA, TPB, and TRS as the driving 
torques of UA tendon, PB tendon and RS tendon with regard to proximal joint, and 
suppose that when Ti>0, the tendon will tension, on the contrary, when Ti<0, the tendon 
will relax, When TUA>0, TRS<0, and TPB<0, both RS tendon and PB tendon relax, 
however, UA tendon tensions, so that UA motion proceeds and the finger is flexed; 
When TUA<0, TRS>0, and TPB>0, both PB tendon and RS tendon tension, however, UA 
tendon relaxes, so that PB motion proceeds and the finger changes its initial gesture; 
When TUA<0, TRS>0, and TPB<0, both UA tendon and PB tendon relax, on the contrary, 
RS tendon tensions, so that UA motion proceeds and the finger is extended. 

4   Force Analysis of GCUA-T Finger 

4.1   Analysis on Driving Force 

Fig.4 shows the driving force when the GCUA-T finger bends or flexes. When the 
finger grasps objects with UA motion, the radial interaction forces between nut and 
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screw are Fa and FUA, and the axial interaction forces between nut and screw are Ft1 and 
Ft2. According to law of action and reaction, the equation as follows, 

Ft1=Ft2, Fa=FUA                                                           (1) 

Let the driven torque caused by 1st motor to the nut be M1
UAT  which can be expressed as, 

M1
UA t1 2

1

2
T F d=                                                          (2) 

where d2 is the pitch diameter of the nut. 
When the motor rotates θ� the nut moves down S. Let UA transmission efficiency  

be η, according to law of the conservation of energy, the following equation can be 
obtained, 

M1
a UAF S T θη=                                                       (3) 

Considering the geometrical relationship of UA transmission, the equation as follows, 

P=πd2tanγ                                                        (4) 

where γ is the lead angle of UA transmission. 
Since UA transmission is single thread, according to eq.(3), the following equation 

can be obtained, 

( ) M1
a 2 UAtan 2F d Tπ γ πη= ×                                         (5) 

Simplify eq.(5), the radial interaction forces between nut and screw Fa and FUA can be 
expressed as, 

M1
UA

a UA
2

2

tan

T
F F

d

η
γ

= =                                                 (6) 

According to eq.(6), when the finger relaxes with UA motion, the driven force FRS 

which is actuated by the torque caused by 1st motor M1
RST  can be obtained in the similar 

way, 
M1

RS
RS

2

2

tan

T
F

d

η
γ

=
                        

                           (7) 

Similarly, when the finger pre-bends its phalange with PB motion, the driven force FPB 

which is actuated by the torque caused by 2nd motor M 2
PBT  can be expressed as follows, 

M2
PB 2

PB
2 2

2

' tan

T
F

d

η
γ

=                                                  (8) 

where η2 is PB transmission efficiency, d2' is the pitch diameter of the nut as a part of 
PB transmission, γ2 is the lead angle of PB transmission. 

Considering eq.(6), (7) and (8), the driving force of tendons can be adjusted, so that 
they can meet the requirements of grasping movements and stabilities. 
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Fig. 4. Driving force diagram of GCUA-T finger 
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Fig. 5. Force analysis of 3-joint GCUA-T finger 

4.2   Analysis on Grasping Force 

As is shown in Fig.5, the force analysis on the 3-joint GCUA-T finger is given. When 
1st motor rotates forward, UA transmission pulls UA tendon to bend the finger’s pha-
langes. Firstly, only consider force analysis on distal phalange. When distal phalange 
touches objects, the objects will stop distal phalange from rotating forward with FR

distal. 
Let the torque of FR

distal with regard to MP joint O1 be TR
distal which can be expressed as: 

[ ]R R
distal 1 2 3 2 3 3 distalcos( ) cosT l l H Fθ θ θ= + + +              (9) 

where l1, l2 are the lengths of proximal phalange and middle phalange, θ2, θ3 are the 
rotations of middle phalange and distal phalange, H3 is the force arm of FR

distal with 
regard to DIP joint O3. 
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Table 1. Specification of GCUA-T fingers 

Module Motor Gearbox ratio Torque (Nmm) 
3-joint finger 1st motor (UA motion) 298:1 172 

 2nd motor (PB motion) 200:1 103 
Thumb 1st motor (UA motion) 298:1 172 

 2nd motor (PB motion) 200:1 103 

 
Let the torque of FR

middle with regard to MP joint O1 be TR
middle which can be ex-

pressed as: 

( )R R
middle 1 2 2 middlecosT l H Fθ= +                 (10) 

where H2 is the force arm of FR
middle with regard to PIP joint O2. 

Similarly, let the torque of FR
proximal with regard to MP joint O1 be TR

proximal which 
can be expressed as: 

R R
proximal 1 proximalT H F=                     (11) 

Considering the torque and force balance of the finger, the following equation can be 
obtained, 

S S R R R
M distal middle distal middle proximalT T T T T T= + + + +            (12) 

When the finger grasps objects with UA motion, UA tendon will drive the finger to 
bend, and the driven torque TM can be obtained as follows, 

M UA 1T F R=                      (13) 

When the finger relaxes with UA motion, RS tendon will drive the finger to flex back, 
and the driven torque TM can be obtained as follows, 

M RS 1T F R= −                      (14) 

The finger sometimes needs to pre-bend to give a satisfied initial gesture before 
grasping, in this condition, PB tendon will drive the finger to proceed PB motion, and 
the driven torque TM can be expressed as: 

M PB 1T F R=                        (15) 

The specification of GCUA-T fingers is shown in Table 1. When the finger grasp ob-
jects with UA motion, let l1=28.5mm, l2=26.5mm, l3=33mm, H1=14mm, H2=13mm, 
H3=15mm, with the spring torque neglected, the residual torque TR can be obtained as 
follow, 

R R R
R M distal middle proximalT T T T T= − − −                (16) 

When TR is not less than zero, the finger has enough power to grasp objects stably. Let 
FR

middle=2N, FR
proximal=2N, the grasping stability area which is shown in Fig. 6, can be 

obtained with eq.(9), (10), (11) and (16). 
As is shown in Fig.6, when the grasping angles are in the area which is below the 

line, the finger cannot grasp objects stably. When the grasping force of distal phalange  
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increases, the size of the grasping stability area decreases, and the maximum size  
of grasped objects decreases too. Grasping forces of middle phalange and proximal 
phalange have similar effects to the grasping force of distal phalange. 

In fact, the magnitudes of grasping forces FR
dismal, F

R
middle, and FR

proximal can be es-
timated from eq. (9), (10), (11) and (12), and the suitable motor driven torques can be 
determined with different demands of the magnitudes of grasping forces. 

 

Fig. 6. Grasping stability area of 3-joint GCUA-T finger when UA motion proceeds. Red line: 
FR

distal=1N, FR
middle=2N, FR

proximal=2N; Blue line: FR
distal=1.25N, FR

middle=2N, FR
proximal=2N; 

Black line: FR
distal=1.5N, FR

middle=2N, FR
proximal=2N; 

5   GCUA Hand II 

Based on GCUA principle mentioned above, GCUA Hand II has 5 fingers and 14 
DOFs, the thumb has 2 DOFs, and each of other fingers has 3 DOFs, which is shown in 
Fig.7. All of these fingers are fixed in the palm, which can work together or separately 
with UA motion and PB motion. The sizes of the fingers are similar with human be-
ing’s: 60mm thumb, 87.5mm forefinger, 90.5mm middle finger, 84.5mm ring finger, 
and 75.5mm litter finger. 

A Control system is designed to control all the motions of the hand, which is shown 
in Fig.8. This control system includes 4 parts: computer, FPGA motion controller, 
driver circuits, and DC motors. Computer can communicate with FPGA motion  
controller through USB bus, and FPGA motion controller can send PWM signals  
to L293D driver circuits. DC motors are connected with the output of motor  
driver, which can be controlled to run towards different directions with various rotate 
speeds.  
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(a)                                              (b)                                                  (c) 

Fig. 7. GCUA Hand II 

Some typical grasping actions in experiments of GCUA Hand II are shown in Fig. 9. 
The hand can grasp different objects self-adaptively with UA motion, simultaneously the 
cooperation of UA motion and PB motion enables the hand to do some simple operation 
like pressing buttons, holding a pen, and so on. Based on GUCA function, the hand can 
achieve dexterous grasping movements with low requirements for controlling it. 

 
Fig. 8. Overall diagram of control system for GCUA Hand II 

    
(a)                                   (b)                                 (c)                                (d) 

Fig. 9. Typical actions of GCUA Hand II in experiments. a, b) Grasp a ball; c) Grasp a cup; d) 
Manipulate a pen. 

6   Conclusion 

A novel gesture-changeable under-actuated (GCUA) function is put forward, which 
includes two motions: under-actuated (UA) motion and pre-bending (PB) motion. The 
hands with GCUA function have many advantages of traditional under-actuated hands 
and dexterous hand, but not many disadvantages of them.  
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A novel humanoid hand, called GCUA Hand II, is developed. The hand has 5 fingers 
and 14 DOFs, which uses tendon mechanisms to achieve GCUA function. With GCUA 
function, the hand can change its initial gesture with PB motion, and grasp objects 
self-adaptively with UA motion; simultaneously the cooperation of UA motion and PB 
motion enables the hand to do some humanoid operations.  

The analyses and Experimental results show that the GCUA function is very nice 
and valid. GCUA Hand II can grasp different objects self-adaptively like traditional 
under-actuated hands. Furthermore, it can also operate some instruments or make 
humanoid poses as a dexterous hand. Although it is less dexterous than dexterous hand, 
it can meet many needs of grasping or operating with a lower manufacture and main-
tenance cost. The hands with the GCUA function will be the middle road between 
traditional under-actuated hands and dexterous hands. 
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Grasping Mode and the COSA-DTS Hand 
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Abstract. A novel category of humanoid robotic hands: COSA (Coupled and 
Self-Adaptive) hand is introduced in this paper. If a hand is called the COSA 
hand, which means that the fingers of the hand grasps objects with a special 
COSA grasping mode, which includes two processes, first is a coupled grasping 
process, then the second is a self-adaptive grasping process. The COSA grasping 
mode can take many advantages. A new COSA finger unit with double-tendon 
mechanism is designed based on the COSA function. The COSA finger is a new 
category of robotic finger which is different from conventional kinds of robotic 
fingers, such as coupled fingers or self-adaptive fingers. The shortages of tradi-
tional coupled fingers or self-adaptive fingers are avoided by the new COSA 
fingers. Based on the two joints finger, a three joints finger is designed and the 
COSA-DTS Hand with double-tendon-slider mechanism is designed based on it. 
In this paper, the core opinions about COSA fingers and COSA hands are pre-
sented, discussed and analyzed in detail via the force and motion simulations. 
The hand has 5 fingers, 15 joints and 6 motors. All fingers of the hand are 
COSA-DTS fingers. The hand is more similar to human hand in appearance and 
actions, able to more dexterously and stably grasp different objects than tradition 
coupled or self-adaptive under-actuated hands. 

Keywords: Multi-fingered hands, Under-actuated finger, Coupled finger, 
Self-adaptive finger, Grasping mechanism. 

1   Introduction 

If a man-made mechanical device is called robotic hand or gripper, the device should 
has a base which is “palm” and multiple linkages connected to the palm which are 
“fingers”. One of the key technologies to design a robotic hand or gripper is how to 
design the mechanism of the fingers aiming to bend the finger around different objects 
grasped.  

There are two kinds of robotic fingers as two poles: rigid fingers and active fingers. 
a) Rigid fingers, noted as the number “1”. 
In the fingers there is none joint or there are several pseudo rigid joints. The fingers 

are often used in industrial grippers or clamps, which are not robotic finger in some 
extent. Plenty of clamps have used in industry. The advantage of the rigid finger is that 
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the finger has fewest actuators so that the cost of the finger is low, and the finger is easy 
to control. The disadvantage of the rigid finger is that the fingers are not able to 
self-adapt objects grasped. 

b) Active fingers, noted as the number “2”. 
In the fingers there are multiple joints and all joints are active driven by actuators. 

The robotic fingers are called dexterous fingers. For example, Utah/MIT Hand [1, 2], 
Karlsruhe Hand [3], Robonaut Hand [4], DLR-II Hand [5], Shadow V5 Hand[6], Japanese 
high speed dexterous hand [7] and domestic BH series hands by BUAA (Beijing Uni-
versity of Aeronautics and Astronautics), HIT series hands by HIT (Harbin Institute of 
Technology). 

The advantages of the dexterous fingers are listed here: they are quite agile, they 
have more joints, are able to adapt different objects grasped like human fingers. The 
disadvantages of the dexterous fingers are found here: more actuators in one finger 
make its control very difficult even if the finger only grasps a cup of water, the cost of 
dexterous fingers are very expensive. 

2   The Under-Actuated Finger 

Due to the disadvantages of two kinds of fingers mentioned above, a special fingers 
were proposed several decades ago, which were hoped to have both advantages of two 
kinds of fingers mentioned above, and have none of disadvantages of either rigid fin-
gers or dexterous fingers. The special fingers are called under-actuated fingers. The 
word “under-actuated” or “under-actuation” is written as UA for short in this paper.  

How to produce UA fingers? The number of actuators in one UA finger is less than 
the degrees of freedom (DOFs) of the finger. The UA finger is a special kind of fingers 
between the number “1” of rigid fingers and the number “2” of dexterous fingers. 
Therefore, the number from “1” to “2” stands for the UA fingers. 

The mechanism principle of UA finger is to make the several joints rotate according 
to some order driven by one motor or other actuator.  

For example, there is a finger with several joints: the lower joint which is in the root 
of the finger and close to palm, the middle joint and the upper joint which is in the end 
of the finger and far from the palm. There is only one motor embedded in the root of the 
finger. There is a mechanism from the motor to several joints. There are three kinds of 
UA fingers according to the motion order of joints in the fingers.  

1) Joints rotate from end to root. This case can be written as the number “1.3” and the 
finger is called inverse order UA finger. The grasping process of inverse order UA 
finger is shown in Fig. 1.  

2) Joints simultaneously rotate. This case can be written as “1.5” and the finger is 
called coupled UA finger or coupled finger.  

For example, a coupled finger with 2 joints. The grasping process of coupled UA 
finger is shown in Fig. 2. If the proximal joint revolves, the distal joint will revolve by 
an angle with a fixed proportion of the proximal joint. A fixed rotating relationship 
between its joints is designed to reduce the number of actuators. The ratio of rotation 
angles between coupled phalanges is set to be fixed during mechanical design.  

For example, TBM Hand [8], MANUS-Hand [9], Southampton Hand [10] and iCub 
Hand [11] have many coupled UA fingers. 
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The advantage of coupled UA finger: it is similar to human finger in grasping ac-
tions, has fewest motors and its control is simple. The shortage of coupled finger: it 
cannot self-adapt different objects.  

3) Joints rotate from root to end. This case can be written as “1.7” and the finger is 
called self-adaptive UA finger, passive adaptive UA hand or even often UA Finger in 
short. The grasping process of self-adaptive UA finger is shown in Fig. 3. 

The inverse order UA fingers can be omitted since they are only used in some special 
situations. Traditional under-actuated (UA) finger mechanisms are divided into two 
main kinds: coupled UA finger and self-adaptive UA finger. General under-actuated 
fingers have two types: coupled UA finger and self-adaptive UA finger. 

    
  (a)                                  (b)                               (c) 

Fig. 1. The inverse under-actuated grasping process of 2 joints UA finger 

     
(a)                                    (b)                                  (c) 

Fig. 2.  The coupled grasping process of 2 joints UA finger 

     
(a)                        (b)                        (c)                         (d)                        (e)  

Fig. 3.  The under-actuated grasping process of 3 joints UA finger 
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The grasping adaptation to shapes and sizes of objects grasped is the main function. 
The fingers are able to self-adaptively grasp different objects of different shapes and 
sizes. The fingers can grasp a big range of sizes and shapes of objects and the grasp is 
stabled. 

For example, there are many hands which have self-adaptive UA fingers: SARAH 
Hand [12, 13], LARM Hand [14], the under-actuated hand by HIT [15, 16], the under-actuated 
hand by BH Univ. [17] and TH-3R Hand [18, 19, 20].  

Although the capability of the self-adaptive UA finger has been improved relative to 
the coupled UA finger, the self-adaptive UA finger has still some serious disadvan-
tages: the fingers are not able to rotate its middle joints before its touch the grasped 
object, therefore the grasping capability of the finger is limited and the grasping actions 
of small objects are far from the actions of a human finger.  

To combine the advantages of two kinds of fingers for improving the capability, a 
novel grasping mode: parallel coupled and self-adaptive (COSA) grasping mode is 
presented in this paper. A novel finger based on the COSA grasping mode is designed. 
to reach improved grasping capability. A novel humanoid robot hand based on this new 
technology is designed in this paper. 

3   The Coupled and Self-adaptive Grasping Mode 

A novel grasping mode: Coupled and Self-adaptive (COSA in short) grasping mode is 
presented. The action process of the COSA finger is divided into two stages.  

a) The first stage: coupling grasping stage. When an actuator in base drives the 
proximal joint rotate by an angle θ, the distal joint rotates coupling with the proximal 
joint by a same angle θ. The proportion between two joints is 1:1. This process will 
continue until one of the phalanges touches the grasped object.  

b) The second stage: self-adaptive grasping stage.  
With the rotating of the finger, the proximal phalanx rotates by the angle θ and 

touches the grasped object, but the distal phalanx has not yet touched the object, the 
grasping will continue.  

A movable slider as a receiver is set in the slot of the proximal phalanx. The slider 
can move freely in the slot. The moving range of the slider is small, such as 4-6 mm. 
The slider protrudes from the surface of the proximal phalanx. The slider is very im-
portant part. The coupled mechanism is connected by the slider from the proximal joint 
to distal joint.  

At the same time, the slider is a part of the self-adaptive mechanism. Once the object 
touches the slider, the slider will glide towards the inner of finger so that the coupled 
mechanism is broken and the self-adaptive mechanism is activated.  

At this time, the proximal phalanx turns by a small angle Δθ, the slider pans a small 
distance. Due to the self-adaptive mechanism from slider to the distal phalanx, the 
distal phalanx will rotate by a bigger angle α until it touches the object. In the second 
stage when the proximal phalanx (in fact, the slider) touches the object, the coupled 
transmission mechanism is replaced by the self-adaptive transmission mechanism 
automatically. This stage is a self-adaptive grasping process. 
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4   The COSA-DTS Finger 

4.1   The 2-Joint COSA-DTS Finger 

A 2-joint COSA finger is designed for realizing coupled and self-adaptive grasping mode. 
The principle of the finger is shown in Fig. 4. In the Figure, the finger mainly consists of  
a DC motor mounted in a base 1, a proximal phalanx 3, a lower tendon 4, a lower pulley 2, 
a lower slider 5, an upper slider 6, an upper tendon 7, an upper pulley 8, a distal phalanx 9, 
a compression spring 10. The special mechanical design is shown in Fig 5. 

The proximal joint-shaft, on which the proximal phalanx is mounted, is sleeved in the 
base. The distal joint-shaft is sleeved in the proximal phalanx. The distal phalanx is 
mounted on the distal joint-shaft and fixed with it. The lower pulley is sleeved on the 
proximal joint-shaft and the lower pulley is fixed with the base. The lower tendon meshes 
with the lower pulley. The lower slider and the upper slider are both set in two slots of the 
proximal phalanx. The moving directions of the two sliders are parallel. A surface plane 
of the lower slider touches a surface plane of the upper slider when the finger is at  
the initial straight status so that the lower slider is able to push the upper one towards the 
inner of the proximal phalanx. The lower tendon penetrates the lower slider, and  
the upper tendon penetrates the upper slider. The upper pulley, meshing the upper tendon, 
is sleeved on the distal joint-shaft and fixed with the latter. The tension spring connects 
the lower slider to the proximal phalanx. The torsion spring is sleeved on the distal 
joint-shaft and two side of the spring connects the distal joint-shaft to the distal phalanx. 

mT

1

1

motor

1

2

mT

motor

 

Fig. 4. The principle of the COSA-GRS finger unit 

4.2   Grasping Principle 

The grasping process of 2-joint COSA-DTS finger is shown in Fig. 6. The initial con-
figuration of the finger is that the finger keeps straight with respect to the base shown in 
Fig 6a. The distal phalanx is parallel to the proximal phalanx due to the effect of the 
torsion spring.  

The finger is provided with two grasping stage, detailed as followed, respectively. 
The first stage is coupling grasping motion. The motor torque is transmitted via the 
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     (a)                        (b)                   (c) 

       
(d)                                (e)                                    (f) 

Fig. 5. Mechanical design of 2 joints COSA-DTS finger. 1-base; 2-proximal joint-shaft; 
3-proximal phalanx; 4-distal joint-shaft; 5-distal phalanx; 6, 7-DC gear motor; 8, 9-gear; 
10-torsion spring (adjusting grasping force); 11-lower pulley; 12-lower tendon; 13-lower slider; 
14-upper slider; 15-upper pulley; 16-upper tendon; 17-tension spring. 

reducer and the gear transmission mechanism to the proximal joint-shaft. The proximal 
phalanx is driven to rotate the proximal joint-shaft. The finger bends towards the ob-
ject. Due to the rotation of the proximal phalanx and the lower pulley is fixed with the 
base, the lower tendon moves simultaneously towards the inner of the proximal pha-
lanx. As a result the lower slider moves together with the lower tendon and pushes the 
upper slider. The upper tendon moves with the upper slider so that the upper pulley 
rotates, in the same direction with the proximal phalanx. The distal phalanx rotates with 
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respect to the proximal phalanx until “the proximal phalanx” (actually the upper slider) 
contacts the object (Fig. 6a-b-c).  

It should be noted that the radius of the lower pulley and the upper pulley are the 
same. This leads to the ratio of the rotating angles of two phalanges is 1:1. 

 
(a)             (b)                        (c)                         (d)                             (e) 

Fig. 6. Grasping process of 2 joints COSA-DTS finger 

The second stage is self-adaptive grasping motion starts at the end of the first stage 
shown in Fig. 6c. The upper slider is pushed into the finger by the grasped object when 
“the proximal phalanx” (actually the upper slider) is blocked by the object. The 
proximal phalanx continues to rotate a small angle, which leads to the lower tendon 
with the lower slider pans a small distance because the diameter of the lower pulley is 
small (such as 5 mm). Due to the distance from the touching point between the object 
and the upper slider is larger, the same rotating angle  of the proximal phalanx make 
that the moving distance of the upper slider with the upper pulley is larger than the 
lower slider with the lower tendon. In other words, the upper slider with the upper 
tendon moves more quickly than the lower slider with the lower tendon. So the upper 
slider does not contact with the lower slider any longer, which realizes natural de-
coupling of two coupled joints. The quickly moving upper tendon with the upper slider 
leads to that the distal phalanx fixed with the upper pulley rotates more quickly than the 
proximal phalanx. The second stage continues until the distal phalanx touches the 
object, at this time, all of phalanges have touched the grasped object. The grasping 
process is successfully over (Fig. 6c-d). Whatever different shapes and sizes of the 
objects, the grasping process is always effective. 

In the second stage, the rotating angle of the distal phalanx is not proportional to the 
rotating angle of the proximal phalanx any longer.  

If in the first stage, the distal phalanx touches the grasped object earlier than the 
proximal phalanx (Fig 6e), grasping process is over, which realizes a stable pinch. 

The coupling grasping and self-adaptive grasping are both realized in the finger. The 
motion process of opening the finger has the same principle with the grasping motion 
process addressed above. 

4.3   The 3-Joint COSA-DTS Finger 

In fact, one can get multiple-joint COSA-DTS finger just using the same mechanism 
principle of the 2-joint finger. Several previous unit mechanisms can be arranged in 
series to produce a super COSA (high coupled and high self-adaptive) finger. The 
2-joint COSA-DTS finger can be considered as a unit for constructing COSA-DTS 
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fingers with different number of joints. This feature can be utilized to design the index, 
middle, ring and little fingers of a robot hand. 

Using the same mechanism of the 2-joint finger, a 3-joint COSA-DTS finger is de-
signed, shown in Fig. 7. There are two set of the double-tendon-slider mechanisms in 
the 3-joint finger.  

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 7. Mechanical design of 3 joints COSA-DTS finger 

5   Force Analysis 

The forces of the 2-joint COSA finger when the finger grasps an object are shown in 
Fig. 10. 

Where, f1: the force brought to the object by the proximal phalanx, N 
f2: the force brought to the object by the distal phalanx, N 
fs: the force brought by the tension spring, N 
fm: the force exerted by the upper slider towards the upper tendon, N 

mf ′ : the anti-force of the fm, N 
r2: the radius of the upper pulley, mm 
l1: the length of the proximal phalanx, mm 
Tm: the torque of the motor, Nm 
h1: the force arm of f1 with respect to ¬the center of the lower pulley, mm 
h2: the force arm of f2 with respect to the center of the upper pulley, mm 
s: the distance compressed of the tension spring, mm  
Δs: the move distance of the lower slider, mm  
k: the stiffness coefficient of the tension spring, N/mm 
θ1: the rotation angle of the proximal phalanx relative to the base, ° 
θ2: the rotation angle of the distal phalanx relative to the proximal phalanx, ° 
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The analysis here is based on a static model which the friction is also ignored. A 
set of formulas can be obtained according to the mechanism principle of double 
-tendon transmission mechanism and mechanics, transmission relation and geometric 
relation:   
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According to equation (5), one gets the below results: 
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When Tm=5000 mNm, r2=3 mm, the range of θ1 and θ2 from 0~90°, h1=20 mm, h2=10 
mm, l1=40 mm, k=0.5 N/mm, then the relationships of f1, f2, θ1 and θ2 can be obtained. 
The relationship of f1, θ1 and θ2 is shown in Fig. 11.  

The conclusions from the figures are listed below. 

1) If θ1 increases, then the f1 and f2 will change slightly. 
2) If θ2 increases, then the f1 and f2 will increase distinctly.  
3) Whatever the θ1 and θ2 are any values, the f1 and f2 will always keep positive and 

the amount of f1 and f2 are so large that the finger can be effective to grasp objects 
stably. 

These simulation results show that the COSA-DTS finger is effective: it can stably 
grasp objects. 
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Fig. 10. Force analysis of the COSA-DTS finger        Fig. 11.  f1 as a function of θ1 and θ2 
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6   A Humanoid Robotic Hand: The COSA-DTS Hand 

A humanoid robot hand with five COSA-DTS fingers is designed, called COSA-DTS 
Hand. The COSA-DTS Hand has 5 fingers (all COSA-DTS fingers), 15 joints (9 
COSA-DTS joints) and only 6 motors, similar to human hand in appearance and ac-
tions. The COSA-DTS Hand can do more gestures and more stably grasp objects than 
traditional coupled hands or self-adaptive hands.  

The joints of the hand can be divided into three classes of modules (Fig. 12a): 
Module A, B and C. The appearance of COSA-DTS Hand is shown in Fig. 12b, Module 
A is the COSA-DTS under-actuated finger unit above-mentioned. Module B is the 
active foot joint of five fingers with one embedded motor, reducer and gear transmis-
sion. Module C is the swing joint of the thumb in which there is one embedded motor. 

COSA-DTS Hand is the same size with an adult’s hand, with a length 200mm, palm 
length of 96mm, palm width of 76mm, palm thickness of 30mm with rotation angle 
range of 0~90° for all joints.  

All the fingers in COSA-DTS Hand are designed using modularized structure. The 4 
fingers except the thumb have the same structure with different sizes, with 1 motor 
driving 3 joints. The palm has 1 motor driving the side swinging of the base of the 
thumb, while the thumb has 1 motor driving 2 joints. 

COSA-DTS Hand is light weight and low cost. Its motors, the transmission 
mechanisms and controlling circuits are completely hidden inside the hand. It can grasp 
objects with changeable forces, coupling grasping and self-adaptive to the shape of the 
grasped objects. 

Compared to TH-1 Hand, TH-2 Hand, and TH-3B Hand designed and developed by 
Tsinghua University, COSA-DTS Hand has not only 5 fingers controlled separately,  
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more joint DOFs, more self-adaptive to the shapes of the objects(such as sphere), but 
also the ability to rotate multiple joints in each finger before contacting objects with 
better grasping performance. 

7   Conclusion 

A novel category of humanoid robotic hands: COSA (Coupled and Self-Adaptive) hand 
is introduced in this paper. If a hand is called the COSA hand, which means that the 
fingers of the hand grasps objects with a special COSA grasping mode, which includes 
two processes, first is a coupled grasping process, then the second is a self-adaptive 
grasping process.  

A new COSA finger unit with double-tendon mechanism is designed based on the 
COSA function. The COSA finger is a new category of robotic finger which is different 
from conventional kinds of robotic fingers, such as coupled fingers or self-adaptive 
fingers. The shortages of traditional coupled fingers or self-adaptive fingers are 
avoided by the new COSA fingers.  

Based on the two joints finger, a three joints finger is designed and the COSA-DTS 
Hand with double-tendon-slider mechanism is designed. The hand has 5 fingers, 15 
joints and 6 motors. All fingers of the hand are COSA-DTS fingers. The hand is more 
similar to human hand in appearance and actions, able to more dexterously and stably 
grasp different objects than tradition coupled or self-adaptive under-actuated hands. 
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Recognition via Surface Electromyography
Based Templates
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Abstract. Current tendency of electromyography (EMG) based pros-

thetic hand is to enable the user to perform complex grasps or manipu-

lations with natural muscle movements. In this paper, a new classifier is

introduced to identify the naturally contracted surface EMG patterns for

hand motion recognition. The recognition method utilizes a dependence

structure as a motion template, which includes one-to-one correlations

of surface EMG feature channels. Using an effective EMG feature, the

proposed algorithm can successfully classify different complex motions

from different subjects with a satisfactory recognition rate. To save the

computational cost, re-sampling processing has been employed.

1 Introduction

An ideal active hand prosthesis, regarded as a sensible replacement of the lost
hand, should be cheap, visually appealing, lightweight and long-running. More
importantly it is supposed to be highly dexterous and easily controlled with
sensory feedback. With the advances in the mechatronics, it has become feasible
to build a prosthetic hand with emulational appearance, advanced materials
and multiple active degrees of freedom. However, controlling the position and
especially the exerted force of each finger can not be done naturally [1].

The surface electromyography (sEMG) is the current state-of-the-art tech-
nique for the control of active hand prostheses. The best known commercial
hand prostheses are SensorHand and i-Limb. Both of them are limited to the
degree of freedoms (DOF) or electrodes, which makes them far from the ideal
active hand prosthesis [1]. Though others such as HIT/DLR prosthetic hand, Cy-
berHand, APL-led Revolutionizing Prosthetic Arm and DEKA arm have more
DOFs and electrodes, they are still suffering the problem of low sEMG recogni-
tion rates. How to enhance the sEMG recognition accuracy has become the main
focus of the ongoing research of rehabilitation and prosthetics. The two key is-
sues, feature selection and classifier design, play crucial roles in the performance
of recognition algorithms. Feature selection is to define a feature vector from
the original sEMG signal, while pattern classification is to discriminate feature
vectors to different classes.

A variety of features have been extracted by different feature selection meth-
ods in the time and frequency domains. The time domain features of sEMG

H. Liu et al. (Eds.): ICIRA 2010, Part I, LNAI 6424, pp. 71–80, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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include integral of sEMG (IEMG), wavelength (WL), variance (VIR). The fre-
quency domain feature is a frequency domain short-term feature corresponding
to the each frequency band. The zero crossing (ZC), slope sign changes (SSC),
willison amplitude (WAMP), histogram of sEMG (HEMG), coefficients of au-
toregressive model (ARM) and wavelet features belong to frequency domain
features, which are achieved by the time-frequency analysis methods such as
short-time Fourier transform, wavelet transform and wavelet packet transform
[2]; besides, Power Spectral Density (PSD) of sEMG signals can be estimated
by Fourier transform methods, Yule-walker algorithm, Welch’s method and the
maximum entropy method. Liu et al. [3] has proven that ARM and HEMG are
more effective than other six kinds of features including IEMG, WL, WAR, ZC,
SSC and WAMP. However, in [4], eight features are tested with additive 50 Hz
interference at various signal-to-noise ratios and WAMP outperforms other fea-
tures including root mean square, WL, SSC, HEMG, median frequency, mean
frequency, and ARM.

On the other hand, lots of classification methodologies have been proposed for
processing and discriminating sEMG signals. As a computation technique that
evolved from mathematical models of neurons and systems of neurons, Neural
Network is becoming one of the most useful methods[5]. Tsenov et al. [6] proved
that Multi-Layer Perception (MLP) gained a better recognition result than Ra-
dial Basis Function (RBF) and Learning Vector Quantization (LVQ). Naik et al.
[7] improved the Back-Propagation Neural Network (BPN) using multi run ICA
of sEMG to identify 6 hand gestures and achieved a relatively high classification
accuracy. Other Neural Network based algorithms for classifying sEMG signals
include Log-Linearized Gaussian Mixture network (LLGMN) , Probabilistic Neu-
ral Network (PNN), Fuzzy Mean Max Neural Network (FMMNN) and Radial
Basis Function Artificial Neural Network (RBFNN) [8]. The statistic classifiers
such as Hidden Markov Model (HMM) [9], Gaussian Mixture Model (GMM) [10],
Support Vector Machine (SVM) [11] and Beyes classifier [12] have also been used
intensively in sEMG recognition; Additionally, fuzzy system has gained much at-
tention in this research field [13]. A few studies has compared several different
methods [1,11], e.g., Claudio et al. [1] reported SVM achieved a higher recogni-
tion rate than NN and Locally Weighted Projection Regression, while Liu [14]
proposed Cascaded Kernel Learning Machine (CKLM) which has been compared
to other classifiers such as k-nearest neighbor, multilayer NN and SVM. How-
ever, none of them has explained why the performance is enhanced and most
of them are more concerned about individual muscle contraction than natural
movement with combined multiple muscle contractions. In addition, there is a
lack of consideration of sEMG’s uncertainties such as non-stationary nature,
muscle wasting, electrode position, different subjects and temperature impact.
Muscle wasting or muscle fatigue can be considered as the decrease in the force
generating capacity of a muscle and has been evidenced in numerous studies
[15]. For the same hand motion, muscle fatigue results in a different sEMG sig-
nal which may cause a failure of the recognition method. Electrode position is
crucial for the valid sEMG signal and leads to estimates of sEMG variables that
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are different from those obtained in other nearby locations [16]. Temperature is
also proved to have an important effect on the nerve conduction velocities and
muscle actions[17]. These uncertainties need more consideration in extracting
sEMG’s features which are determinant to the performance of classifiers.

In this paper, we have applied a new method, Empirical Copula, to study
the dependence structure of sEMG patterns with an effective sEMG feature,
and then managed to build up the motion templates for recognizing complex
hand motions. This paper is organized as follows: Section 2 describes recognition
method using Empirical Copula, including the feature selection and re-sampling
process. Section 3 gives the details of the experiment and demonstrates the
recognition results. Finally the paper is concluded with concluding remarks.

2 Recognizing with Empirical Copula

Empirical Copula has successfully been used as a recognition algorithm for hand
gestures captured from data glove in our previous study [18]. In this section, we
will firstly revisit the theoretical foundation of Empirical Copula and dependence
estimation, and then present the mechanism of the recognition algorithm.

2.1 Empirical Copula and Dependence Estimation

Empirical Copula is a characterization of the dependence function between vari-
ables based on observational data using order statistics theory and it can repro-
duce any pattern found in the observed data. If the marginal distributions are
normalized, the Empirical Copula is the empirical distribution function for the
joint distribution. Because only bivariate Empirical Copula will be employed in
this paper (section 2.4), details of bivariate Empirical Copula is given as follows.

Definition 2.11. Let {(xk, yk)}n
k=1 denote a sample of size n from a contin-

uous bivariate distribution. The Empirical Copula is the function Cn given by

Cn( i
n , j

n ) =
Num((x,y)|x≤x(i),y≤y(j) )

n
(1)

where x(i) and y(j), 1 ≤ i, j ≤ n, denote order statistics from the sample [19].
The Empirical Copula frequency cn is given by

cn( i
n , j

n ) ={
1
n , if (x(i), y(j)) is an element of the sample
0, otherwise

(2)

Note that Cn and cn are related via

Cn(
i

n
,
j

n
) =

i∑
p=1

j∑
q=1

cn(
p

n
,
q

n
) (3)
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Theorem 2.11. Let Cn and cn denote, respectively, the Empirical Copula and
the Empirical Copula frequency function for the sample {(xk, yk)n

k=1. If ρ denotes
the sample version of Spearman’s rho [20,21], then

ρ = 12
n2−1

n∑
i=1

n∑
j=1

[Cn( i
n · j

n ) − i
n · j

n ] (4)

Spearman’s rho is used to measure two variables’ association [19]. According
to the definition and theorem, we can estimate one-to-one correlations between
variables using Empirical Copula based on Spearman’s rho.

2.2 EMG Feature Extraction

In this paper, one effective EMG feature, mean absolute value (MAV), is selected
from EMG various features. An estimate of the mean absolute value of the signal,
f̄(x), in segment x which is t2 − t1 samples in length is given by

f̄(x) = 1
t2−t1

t2∑
x=t1

|f(x)| (5)

where t2 − t1 is the window size of the x segment. For example, figure 1 shows
the MAV feature of the sEMG segment.

2.3 Re-sampling

Supposing the number of sampling points is n and number of attributes is m, for
m << n, according to the equations 1 and 4, the time complexity of Spearman’s
rho is O(n3). If number of samples is huge, computational time would be too
long to get the result, which has been proven by our previous study [18]. To save
the computational time, re-sampling processing is also employed in this study.
We used the same strategy which is to take the samples at equal interval on the
original sEMG features, e.g., in figure 1, sampling points of the MAV is set to
be 11 instead of 1700, which alleviates the burden of the huge computational
cost.
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Fig. 1. Re-sample the data at equal interval
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2.4 One-to-One Correlation and Motion Template

Supposing there are m variables which could be sEMG features (Equ. 5) of all
channels in every motion, C2

m is the total number of the one-to-one correlations.
Let ρij be the Spearman’s rho between ith and jth variables, and the motion
template is defined as the matrix P of Spearman’s rhos:

P =

⎛⎜⎝ ρ11 · · · ρ1m

...
. . .

...
ρm1 · · · ρmm

⎞⎟⎠
where ρij = ρji when i �= j and ρij = 1 if i = j. Given s observations for
one motion, the template is trained by taking the average of all Spearman’s rho
matrices.

P̂ =

s∑
i=1

wiPi

s∑
i=1

wi

(6)

where w = [w1, · · · , ws] is a weight vector used to store the relative difference of
each observation in the estimated template, so that more valid observation may
carry larger weight than those with more uncertainties, which may be caused
by noise, capturing devices, software and the environment. Figure 2 shows an
example of the motion template representing the one-to-one correlations among
the finger angles when grasping a book.

The matrix P effectively aggregates the dependence relations of m variables
into just one m × m matrix, a highly reduced dimensionality of feature space.
The relation matrix is naturally uniformed that the matrix is not dependent
on differently sampled trials associated with specific speeds. This makes direct
comparisons of relation matrices with differently sampled data feasible and com-
putationally efficient.
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2.5 Motion Recognition

Motion recognition is straightforward with the proposed template. It is achieved
by finding the best match between an observed motion template and pre-trained
motion templates. The proposed algorithm is applied on an observed motion to
generate its motion template U = {�ij |i, j = 1, · · · , m}. Its dissimilarity with
the pre-trained template is achieved by

Dt = ‖U − P‖t =

(
m∑

i=1

m∑
j=1

|ρij − �ij |t
) 1

t

(7)

Dt is t-norm distance; t ≥ 1 and is a real number; usually we take t ∈ {1, 2,∞}
that D1 is the taxicab norm, D2 is the Euclidean norm and D∞ is the maximum
norm. The derived Dt norm infers the dissimilarity between the observed motion
and the trained motions. The threshold of the template P is defined as

thP =

m∑
i=1

m∑
j=1

|ρij |

α ;
(8)

where α ≥ 1, which indicates the threshold is 100/α percent of the whole absolute
value of the template. Different datasets may have different α values. In this
paper, we set α = 10, then the threshold of the template in fig 2 would be
8.33. The matching criterion of the motion recognition is that if Dt ≤ thP, the
observed motion is recognized as belonging to the trained motion.

3 Experiment

3.1 Subjects

Eight (2 female, 6 male) healthy right-handed subjects volunteered for the study.
Their ages range from 23 to 40 and average is 32.5 years; body height average
is 175.5 cm; body mass average is 70 kg. All participants gave informed consent
prior to the experiments and the ethical approval for the study was obtained
from University of Portsmouth CCI Faculty Ethics Committee. All subjects
were trained to manipulate different objects.

3.2 Tasks and Procedures

Participants had to perform 7 grasps or in-hand manipulations which are shown
in figure 3 and the motions are listed as following

1. Grasp and lift a book using five fingers with the thumb abduction.
2. Grasp and lift a can full of rice using thumb, index finger and middle finger

only.
3. Grasp and lift a can full of rice using five fingers with the thumb abduction.
4. Grasp and lift a disc container using thumb and index finger only.
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Fig. 3. Selected hand tasks

5. Uncap and cap a marker pen using thumb, index finger and middle finger.
6. Pick up a pencil using five fingers, flip it and place it on the table.
7. Hold and lift a dumbbell.

The contact points had been decided for every object and every motion lasted
about 2 to 4 seconds. Each motion was repeated 10 times. Between every two
repetitions, participants had to relax the hand for 2 seconds in the intermediate
state which is opening hand naturally without any muscle contraction. These
intermediate states were used to segment the motions. Once one motion with
ten repetitions was finished, participants had to relax the hand for 2 minutes
before the next motion started. This was designed to overcome the effects of
muscle fatigue.

3.3 Data Collection

The sEMG of 5 forearm muscles, i.e. flexor carpi radialis, flexor carpi ulnaris,
flexor pollicis longus, flexor digitorum profundus and extensor digitorum, were
measured using DataLINK system from Biometrics LTD with a gel-skin contact
area of about 4 cm2 for each bipolar electrode and a centre to centre recording
distance of 20 mm. The sampling frequency of DataLINK system in our exper-
iment was set to be 1000Hz and sEMG signals were amplified 1000 times and
bandwidth is 20 to 460 Hz using a sEMG amplifier (SX230FW sEMG Ampli-
fier, Biometrics LTD). To obtain clearer signals, subjects were scrubbed with
alcohol and shaved if necessary and then electrodes were applied over the body
using the die cut medical grade double sided adhesive tape. Electrodes locations
were selected according to the Musculoskelet of these five muscles and confirmed
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by muscle specific contractions, which include manually resisted finger flexion,
extension and abduction. The real time sEMG signals were visualized on a com-
puter screen giving participants feedback to choose the positions of electrodes
with stronger sEMG signals.

3.4 Results and Discussion

All original sEMG signals were separated by deleting the intermediate states.
According to equation 5, mean absolute value was calculated with window size
400 for every motion and re-sampled to 100 sampling points. Half of the mean
absolute value were used to train the Empirical Copula and the others were
used for testing, according to the section 2. Table 1 presents the overall results
in terms of different motions and different subjects. ‘S1’ means the subject 1;
‘M1’ denotes motion one; ‘SR’ is the recognition rate of one particular subject
and ‘MR’ is the recognition rate for one particular motion. The number from 1
to 5 represents the number of the correctly identified motions.

Table 1. Recognition rates in terms of different motions and different subjects

M1 M2 M3 M4 M5 M6 M7 SR

S1 5 2 4 2 5 3 5 74.29%

S2 5 5 5 4 5 4 5 94.29%

S3 3 4 5 5 4 3 4 80%

S4 2 5 5 4 5 5 5 88.57%

S5 3 5 4 1 4 4 5 74.29%

S6 2 5 5 4 4 4 5 82.86%

S7 5 4 4 4 5 5 5 91.43%

S8 4 5 2 5 5 5 5 88.57%

MR 72.5% 87.5% 85% 72.5% 92.5% 82.5% 97.5% 84.29%

From the table, regarding different motions from all subjects, the M7 gets
the highest recognition rate, 97.5%, with only one motion wrongly recognized
from S3, while the M5 achieves the second highest, 92.5%. These two motions
need much more force requiring stronger muscle contraction than others, which
makes the signals more identifiable than others. M1 and M4 have the lowest
rate, 72.5%, and about half mis-identified motions of them are caused by M3
and M2 respectively. This is mainly because of the similarity between M1 and
M3 and the similarity between M2 and M4, which is confirmed from the figure
3. Needing to point out that the M4 from S5 scores only 1 out of 5 which is the
lowest in all the motions.

On the other hand, for different subjects doing all motions, the recognition
rates range from 74.29% to 94.29%. For S2, only 2 motions have been wrongly
identified and they are from M4 and M5. Except S1 and S5, whose rates are
both 74.29%, others are all equal or above 80%. In the whole 56 motions (7
motions multiple 8 subjects), more than half score 5 out of 5 correctly identified.
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In addition, the overall recognition rate reaches 84.29%. These have proved that
the recognition algorithm is an effective classifier of sEMG signals to identify
different hand motions from different operators.

4 Concluding Remarks

sEMG signal recognition has been intensively studied aiming to find a reliable
classifier for the natural complex motions. In this paper, Empirical Copula has
been applied to study the dependence structure of sEMG patterns with an effec-
tive feature. The proposed motion template composed of one-to-one correlations
of the sEMG feature channels has been used to classify the natural complex hand
motions. This template frees the limitation of the motion speed when comparing
different motions, so that recognition process is easily achieved by finding the
dissimilarity between an observed motion template and pre-trained motion tem-
plate. The experiments on grasp tasks or in-hand manipulations from different
subjects showed that the classifier of Empirical Copula can identify complex mo-
tions with an overall 84.29% recognition rate. In addition, huge computational
cost of the algorithm has been saved by the proposed re-sampling pre-processing.
In the future, the recognition performance of this approach can be improved by
using another sEMG feature or combined features, such as WL, VIR, WAMP
and so on. It would be more convincing that it could be compared with other
dominant classifiers such as neural networks and HMM within the same condi-
tion. Another future research direction is to study sEMG patterns constructed
by fusing qualitative description for complex unconstrained motions [22,23].
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Abstract. This paper applies real time pattern recognition into the control of 
robotic hand with surface electromyographic (sEMG) signal. We focus on the 
hardware system design and the control strategy implementation. Time domain 
statistic methods are employed to extract the features, which have good effects 
on the pattern recognition. After the feature dimension reduction by Fisher lin-
ear discriminant (FLD), the feature vector is classified by a multi-layer percep-
tion (MLP) neural network. At last the data of several subjects is analyzed, and 
it shows good recognition accuracy. Using this system, the subjects can control 
a robotic arm to perform desired movements intuitively. 

Keywords: surface electromyographic (sEMG) signal, classification, robotic 
arm, continuous control, DSP. 

1   Introduction  

Electromyographic (EMG) signal is a kind of complex signal which is generated by 
the contraction of muscles. EMG signal contains much information of the muscle 
activity and it can be collected on the skin surface using electrodes. As a good control 
resource, it has been widely used in many applications. For example, EMG signal can 
be used to control prosthesis [1-3], robot arm [5], computer input device [11], wheel-
chair [12] and so on. In these applications, EMG signal processing is a key factor. 
Feature extraction and feature classification are two important procedures, and both of 
them may affect the final performance significantly. The effort to develop advanced 
pattern recognition algorithm was largely limited by the computing capacity of the 
day when pattern recognition was firstly applied to EMG control. Accompanied by 
the ever-growing computing capacity of CPU, more and more advanced pattern rec-
ognition algorithms have been developed. For feature extraction, there are time  
domain statistics [1], autoregressive coefficient [2], cepstral coefficient [3], and so on. 
For pattern classification, there are artificial neural networks [4], genetic algorithms 
[5], fuzzy logic classifiers [6], [7], linear discriminant analysis [8] and so on. 

Among the various applications of EMG, we are interested in control of robot arm 
and prosthetic hand as they share some common grounds. Although EMG controlled 
prosthetic hand emerged in 1970s [2], there is still one big challenge to develop a 
more intuitive and functional prosthetic hand at present, i.e. the available signal proc-
essing for sEMG only allows sequential and on/off control for a prosthetic hand with 
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more than one degree of freedom (DOF). The mature products in the market are still 
lacked of multifunction, for example, the famous prosthetic hand of Otto Bock has 
only one DOF. In this work, we aim to apply a continuous real-time control scheme 
on a robotic arm with multi-DOFs, and illustrate the feasibility of future application in 
prosthesis. Two classic methods, time domain statistics (TDS) and multiple layers 
perception (MLP), were employed in preliminary experiments. Actually, we have 
already designed a kind of prosthetic hand named as SJTU hand II (see Fig.1), which 
is based on the on/off control. The new version (SJTU hand III) is improved to adopt 
continuous control scheme, but it is still under manufacturing. In this work, we test 
our continuous control scheme on a robotic arm instead, which has the same control 
protocol in the hard-ware level as that for the prosthetic hand. 

 

Fig. 1. Actual picture of the prosthetic hand (SJTU hand II) 

2   Methodology 

2.1   Data Acquisition  

We collect the experimental data using our self-designed EMG system. In this work, 
surface EMG signals are acquired through four channels on the concerned four  
muscle groups (palmaris longus, flexor carpi ulnaris, flexor digitorum supercifialis, 
extensor digitorum) of forearm as shown in Fig.2. Each channel consists of three 
electrodes: two of them for data acquisition and the residual one for reference. The  
subjects are asked to practice four contractions (hand open, hand close, flexion, and 
extension) before acquiring the data. The skin areas of interest are abraded with alco-
hol before attaching the electrodes. 

The EMG signal is processed by a two-step amplifier, with a pre-amplifier of 100 
times and an adjustable post-amplifier of 2~10 times. The first amplification is set in 
the middle of the cable, and the second amplifier is set in the control box (see Fig.3). 
After pre-amplification there is a long distance to transmit the signal to the control 
box, so the signal must be strong enough to pass through the cable. For this reason we 
finally set the pre-amplification time at 100 according to many trial-and-error experi-
ments. It’s critical to shield the signal at the first amplification for the large number of 
amplification. After filtering, the EMG signal is collected by  DSP with a 12 bit A/D  
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Fig. 2. Placement of electrodes (a) posterior view (palmaris longus, flexor carpiulnaris)  
(b) anterior view （flexor digitorum supercifialis, extensor digitorum） 

    

 

Fig. 3. Hardware system. (a) Electronic control box(b) Cable with electrodes. 

converter under the frequency of 1000HZ, as the useful sEMG signal ranges from the 
frequency of 10—500HZ. A feature set was extracted from the sEMG signal every 
300 ms (namely 300 A/D samples). Breakpoints are set in the DSP so that the PC can 
read the data sets every 200 time windows from the RAM of DSP, and the subjects 
can relax his muscle. The data is processed by MATLAB. Finally, the coefficient 
matrices are provided to the DSP for pattern classification. The whole data acquisition 
process takes only 15 minutes. The whole control process is illustrated in Fig. 4. 

For DSP component, we adopt TMS320F2812 (Texas Instruments Incorporated), 
which has 8 independent PWM outputs. Since it only needs to write new data in rela-
tive registers to change the width of the pulse of PWM, it consumes little resource of 
the CPU to control the motor. The EMG processing algorithms are implemented in 
this DSP chip, which helps a lot to control a responsive robot arm or prosthetic hand. 
In the electronic control box as shown in Fig.3 (a), there are some other auxiliary 
circuits such as oscillation circuit, ADC input interface, PWM output interface, JTAG 
regulation interface and expanded external RAM. 

(a) (b) 

(a) (b) 
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Fig. 4. Data flow of control process 

2.2   Data Processing 

EMG data processing is the kernel of the control system. The flowchart of EMG 
process is shown in Fig.5. It consists of four stages: analysis window, TDS, FLD, and 
MLP. In the following, we discuss them respectively. 

Analysis Window Selection 
The length of the analysis window and the window increments are important for con-
tinuous EMG control [8]. The two factors are critical to make a trade-off between 
classification accuracy and the response time. After many experiments we set the 
window length to 300ms and the window increment to 100ms. The feature set con-
sists of four time domain statistics for each channel (the number of zero crossings, the 
waveform length, the number of changes in slope sign, and the mean absolute value) 
which has shown satisfactory performance in the transient signal classification [1]. In 
a continuous classification scheme, the data are essentially stationary in every single 
data window, so it’s feasible to use these time domain statistics here.  

Time Domain Statistics (TDS) 

Mean Absolute Value: An estimate of the mean absolute value of the signal in seg-
ments, which are samples in length, is given by  

∑
=

=
L

k
ki x

L
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1

1
     for i=1, . . ., I . (1) 
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Fig. 5. Flow chart of EMG data processing 

Zero Crossings: A simple frequency measure can be obtained by counting the num-
ber of times the waveform crosses zero. A threshold (ε ) must be included in the zero 
crossing calculation in order to reduce the zero crossings induced by noise. Given two 

consecutive samples kx and 1+kx  , the zero crossing count is increased, if   

{ }1 10 & 0 { 0 & 0}k k k kx x or x x+ +> < < >
 .

 (2) 

and 

 ε≥− +1kk xx
 .

 (3) 

Changes in Slope Sign: A feature that may provide another measure of frequency 
content is the number of changes in the slope sign. In addition, a suitable threshold 
must be chosen to reduce the changes of slope sign induced by noise. Given  

three consecutive samples, 1−Kx  , Kx and 1+Kx , the slope sign change is  

increased if  

{ }1 1 1 1& { & }k k k k k k k kx x x x or x x x x− + − +> > < <
 .

 (4) 
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and 

ε≥− +1kk xx  or  ε≥− −1kk xx . (5) 

Waveform Length: A feature that provides information on the waveform complexity 
in each segment is the waveform length. Simply it is the cumulative length of the 
waveform over the segment, and defined as:  

∑
=

Δ=
L

k
kxl

1
0  . (6) 

where 1−−=Δ kkk xxx The resultant values indicate a measurement of waveform 

amplitude and frequency. The durations are all within a single parameter. The feature 
sets are then concatenated to form 300 16-dimensional feature vectors for each con-
traction. Before using a multi-layer perception (MLP) network, the dimension of the 
feature vector is reduced to 3 by Fisher linear discriminant (FLD). Then the final 
decision is made to drive the robotic arm. FLD is represented by  

ii WX=η
 .

 (7) 

where 
iX is the 16-dimensional feature vector extracted from an analysis window, 

W is the linear projection matrix. η i is the vector after dimension reduction. More 

details of FLD can be found in [9]. 

MLP Neural Network: Here, a two-layer neural network is adopted as a classifier, 
and the structure is shown in Fig.6. In this network, each element of the input vector 
p  is connected to each neuron input through the weight matrix W1 of first layer. The 

i-th neuron has a summer that gathers its weighted inputs and bias to form its own 

scalar output 1
in . The variables 1

in  are taken together to form an S-element net input  
 

 
Fig. 6. A two-layer MLP network with R input elements and S1 neurons 
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vector n . Finally, the outputs of neuron layer 1 form a column vector 1a . Then 1a  

acts as the input vector of layer 2 (output layer). 2a  is the output vector of the  
network. 

                                          )( 1111 bpWfa +=  .                                            (8)  

                                         )( 21222 baWfa += .                                           (9) 

xe
xf −+
=

1
1

)(1 .                                                     (10) 

where 2f  is a  hard-limit transfer function, which returns 0 or 1. 

2.3   Robotic Arm 

A general robotic arm in lab teaching is used as a platform to test the proposed EMG 
control system. The robotic arm has five DOFs, and five motors are fixed on corre-
sponding joints (see Fig.7). No.1 motor drives the arm to rotate in the horizontal 
plane, No.2 motor makes it move in the vertical plane. No.3 and No.4 motors drive 
the arm to move around their own axes respectively. No.5 motor works to control the 
hand with two movements: hand open and hand close. In this work, we only need two 
DOFs, so we fixed joint 1, 3, and 4. We use joint 2 to mimic the wrist motions: flex-
ion and extension. The motors are driven by two channels of PWM outputs. Under the 
source voltage of 5V, the motor can rotate at a speed of 200ms/60°.  

 

Fig. 7. Robotic arm with five DOFs. The digital number indicates the position of motors. 

3   Result  

Table 1 shows the results of 5 subjects’ off-line classification accuracy in this control 
scheme, which can work as a reference to the on-line mode accuracy. The discrimi-
nant difference between off-line mode and on-line mode was caused by the different 
CPU performance of the PC and DSP. But the 32-bit CPU of the DSP is enough to  
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Table 1. Classification accuracy of four motions 

 

gain a good performance on addition and multiplication, which are the two operations  

in this work. We collect 500 feature vectors during each of the four contractions, and 
200 vectors were use for MLP training. The rest 300 vectors are used to test the  
classification accuracy. The whole calculation process is implemented on MATLAB.  

                       
 
 
 

                     
 

Fig. 8. Experimental demonstration of robotic arm performing continuous movements under 
the subject’s EMG control. The red big arrows indicate the sequence of movements. (a) grasp-
ing object, (b) lifting arm, (c) lowering arm, (d) opening hand. 

(a) (b)

(c)(d) 
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We test the performance of our control scheme on the robotic arm as follows. A 
healthy subject uses his EMG signals to control the robotic arm. In the demonstration, 
the arm can do four continuous motions according to the subject’s intention: seize an 
object, then move it to a higher place, lower the arm, and drop it at last (see Fig.8). 
The accuracy of this movement set is about 75%. The EMG signals acquired via our 
self-designed EMG system are easily to be affected by the environment noise, which 
is the fatal factor affecting the accuracy. So the result is not very ideal. If EMG sig-
nals are acquired using the commercial product, i.e. Mega system (ME6000), the 
classification accuracy is higher than that in Table 1. But the problem is that Mega 
system is not compatible with our system, and it cannot be redesigned. 

4   Discussion   

At the beginning of the contraction switching, there are always some noises (pulse 
signals) that are much stronger than the useful signal. We will introduce a majority 
vote function to prohibit the influence brought by the noises. During one decision, six 
modes are put into the function, and the mode with the biggest number is the final 
decision. If there are the same numbers of modes, the final decision is the previous 
sample. 

Although TDS performs very well in the feature extraction, a better recognition ac-
curacy may be gained by using discriminant Fourier-derived cepstrum (DFC) [10]. 
We will compare these two methods in the future work. 

Actually, more than 4 kinds of contractions can be classified by this scheme, but 
the accuracy deteriorates much unless more EMG channels are used. Therefore, per-
haps DFC may solve this problem, otherwise, more channels must be provided to 
ensure the accuracy at a high level. 

In near future, we will realize the continuous control of the prosthetic hand (SJTU 
hand III). Five DC motors are employed. The index finger and middle finger are 
driven by one motor, and the ring finger and little finger are driven by one motor. 
These two motors can realize the flexion and extension of relative fingers. The thumb 
is driven by two motors: one of them to realize the flexion and extension, the other to 
realize the retroflexion. The wrist joint is driven by one motor to realize supination 
and pronation. An underacuated mechanism is applied to design the prosthetic hand 
that is less motors are employed to drive a larger number of DOFs. Using this struc-
ture, the hand can grasp objects naturally.  

A visual feedback can be applied so that the disabled can use the prosthetic hand 
more intuitively. It acts in such a way: a movement produced by the prosthetic hand 
can be programmed to finish in several steps, and the amputee can make it stop at any 
step when grasping different objects. Some force sensors can be fixed on the fingers 
to make the control system more dimensional. To accomplish this task, much investi-
gation was needed to make the hand acting smoothly. 

Some clinical study is undergoing now. We need to do more experiments on the 
amputees to learn the muscle characters of the deficit arm, and then conceive an effec-
tive way for the amputees to use the phantom hand. 

Although our current project intends to implement the proposed EMG control strat-
egy in prosthesis, obviously the method is in nature very suitable for teleoperation of 



90 P. Hu et al. 

a robot arm in telemedicine, aerospace, or some hazardous environments and so on. 
So the scope of the possible applications is quite wide indeed. 

5   Conclusion   

This paper provides a robust, multifunctional and responsive way to control the ro-
botic arm using surface EMG signals. EMG signals are acquired from four channels 
on the forearm muscles. The EMG processing includes TDS for feature extraction, 
FLD for dimension reduction, and MLP for classification. In this paradigm, robotic 
arm can realize four continuous movements under the subject’s EMG control. The 
result is acceptable. This control system was designed in a distributed structure so that 
the hand can be controlled by other signals such as electroencephalogram (EEG) if 
needed. This work lays a foundation for our prosthetic hand control in future. 
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Abstract. In this paper, a robust control approach for a class of nonlin-

ear systems preceded by unknown hysteresis nonlinearities is addressed.

Due to the complexity of the hysteresis characteristics, the hysteresis

can not be linearized directly, and the effects caused by the hysteresis

will degrade the system performance. Therefore, it is necessary to de-

sign an effective controller mitigating the negative effects. In this paper,

the unknown hysteresis is represented by a differential equation-based

hysteresis model - Duhem model. By exploring the characteristics of

the Duhem model, the developed robust controller ensures the global

stability of the system without constructing the hysteresis inverse. The

effectiveness of the proposed control approach is demonstrated through

a simulation example.

1 Introduction

Hysteresis is a nonlinear phenomenon that appears in various systems includ-
ing ferromagnetic materials, mechanical actuators and electronic relay circuits.
For example, the smart material based actuators utilized in the high precision
positioning inevitably exhibit inherent hysteretic behaviors, which limits the po-
sition precision. Generally speaking, when the systems are preceded by unknown
hysteresis nonlinearities, the system performance will be degraded, causing the
undesirable inaccuracy or oscillations of the systems. Consequently, development
of a control technique to overcome the limitations introduced by the hysteresis
nonlinearity for the control system has currently attracted significant interest
[3][17]-[25].

As one of non-smooth nonlinearities, hysteresis has special characteristics,
such as the nondifferentiation and multivalues etc., which makes it difficult to
linearize the hysteresis nonlinearities directly. Therefore, the foremost step for
the controller design of the preceded hysteretic systems is to characterize these
hysteresis nonlinearities thoroughly.

Addressing this task, numerous hysteresis models have been developed to ex-
press various hysteresis phenomena. They can be roughly classified as operator-
based hysteresis models[2][8][13][23] and differential equation-based hysteresis
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models [4][5][6][14][15]. Based on these hysteresis modelling approaches, some
control approaches have been developed in the literature to mitigate the effects
caused by the uncertain hysteresis input. The obstacle for the controller design of
such hysteretic systems is the immeasurability of the hysteresis output (system
input), which causes available control schemes not to be applied directly.

Focusing on such a cascade hysteretic system structure, the control frames
can be also roughly classified as constructing the hysteresis inverse [3][9][11][20]
and without constructing the hysteresis inverse[18][25]. By constructing the hys-
teresis inverse as compensator, the available control methods can be utilized
directly. However, it may cause the complexity of the system structure and the
difficulty for the system closed-loop stability analysis. Alternatively, another
control scheme without the hysteresis inverse tries to avoid the complexity of
the closed-loop system stability analysis. Since this scheme does not need the
hysteresis inverse, the developed control methods should be combined with the
characteristics of the hysteresis models, which is the main feature of this control
scheme.

In this paper, a differential equation-based hysteresis model, Duhem model[5]
[6] [12], is adopted to describe the unknown hysteresis. The Duhem model can
describe a class of general hysteresis shapes by choosing different input functions.
However, due to the existence of the nonlinear input functions, it generates the
difficulty for the controller design, which needs a special new treatment. By ex-
ploring the characteristics of the Duhem model, a robust control approach for a
class of nonlinear systems with hysteresis input is proposed in this paper. With-
out constructing the hysteresis inverse, the proposed robust control algorithm
ensures the global boundedness of the closed-loop system and achieves the de-
sired tracking precision. Simulation results are provided to show the effectiveness
of the proposed approach.

This paper is organized as follows: Section 2 states the control problem.
Section 3 introduces the differential equation-based hysteresis model - Duhem
model briefly. Section 4 presents the robust controller and analyzes the stability
and performance of the closed-loop system. To demonstrate the effectiveness of
the proposed approach, simulation results are presented in Section 5. Finally,
Section 6 concludes this paper.

2 Problem Statement

In this paper, a class of SISO nonlinear systems in [16][18][19] preceded by un-
known hysteresis are considered.

x(n)(t) +
k∑

i=1

aiYi(x(t), ẋ(t), . . . , x(n−1)(t)) = bw(t) (1)

where Yi are known continuous linear or nonlinear functions, parameters ai are
unknown constants and control gain b is unknown bounded constant. It is a
common assumption that the sign of b is known. Without losing generality, we
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assume b > 0. w is the input of the system. Also, w is the output of the hysteresis,
which can be defined as

w(t) = P [v](t) (2)

with v(t) as the input of hysteresis.
The control objective is to design a control law for v(t), forcing the plant state

x(t) to follow a specified desired trajectory, xd(t), i.e., x(t) → xd(t) as t → ∞.
The desired trajectory is subjected to the following assumption.

Assumption 1. The desired trajectory xd = [xd, ẋd, . . . , x
(n−1)
d ]T is continuous.

Furthermore, [xT
d , x

(n)
d ]T ∈ Ωd ⊂ Rn+1 with Ωd being a compact set.

3 Duhem Hysteresis Model

In this paper, the unknown hysteresis is represented by Duhem model, which be-
longs to differential equation-based hysteresis models. In this section, the prop-
erties of Duhem model is introduced briefly.

For the Duhem model, it can be defined as

dw

dt
= α

∣∣∣∣dv

dt

∣∣∣∣ [f(v) − w] +
dv

dt
g(v) (3)

with α > 0 constant. Specifically, in [3][12], this differential equation can be
solved with the following three conditions for the function f(v) and g(v).

Condition 1. f(·) is piecewise smooth, monotone increasing, odd, with limv→∞
f ′(v) finite;

Condition 2. g(·) is piecewise continuous, even, with

lim
v→∞ g(v) = lim

v→∞ f ′(v) (4)

Condition 3. f ′(v) > g(v) > αeαv
∫∞

v |f ′(ζ) − g(ζ)| e−αζdζ for all v > 0.
Then, the solution of the equation (3) can be re-expressed as

w = f(v) + [w0 − f(v0)]e−α(v−v0)sgn(v̇) (5)

+e−αvsgn(v̇)

∫ v

v0

[g(ζ) − f ′(ζ)]eαζsgn(v̇)dζ

where (v0, w0) is the initial value.
For convenience, the equation (5) can be re-expressed as

w = f(v) + ϕ(v) (6)

where

ϕ(v) = [w0 − f(v0)]e−α(v−v0)sgn(v̇) + e−αvsgn(v̇)

∫ v

v0

[g(ζ) − f ′(ζ)]eαζsgn(v̇)dζ
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Property 1. The nonlinear function ϕ(v) is bounded, and ϕ(v) → 0 when v → ∞.

The boundedness of the function ϕ(v) is an important property for controller
design. The proof will be shown as follows briefly[4].

When v is increasing, sgn(v̇) = 1, and the solution wL of (3) that starts at
(v0, w0) is

w = wL(v) = wL(v; v0, w0) (7)

= f(v) + [w0 − f(v0)]e−α(v−v0) − e−αv

∫ v

v0

[f ′(ζ) − g(ζ)]eαζdζ, v ≥ v0

When v is decreasing, sgn(v̇) = −1, and the solution of (3) issuing from (v0, w0)
is

w = wU (v) = wU (v; v0, w0) (8)

= f(v) + [w0 − f(v0)]e−α(v0−v) − eαv

∫ v0

v

[f ′(ζ) − g(ζ)]eαζdζ, v ≤ v0

Obviously, according to Condition 3, it can be obtained that

lim
v→+∞[wL(v; v0, w0) − f(v)] = 0 (9)

lim
v→−∞[wU (v; v0, w0) − f(v)] = 0 (10)

Therefore, it can be concluded that the term ϕ(v) is bounded and when v → ∞,
ϕ(v) → 0.

Remark 1. The advantage of the Duhem model is that various hysteresis shapes
can be expressed by choosing different functions f(v) and g(v), which satisfy
three conditions. When f(v) and g(v) are selected as a linear function and a con-
stant, the Duhem model can also describe the backlash-like nonlinearities[18].
The motivation of using the Duhem model in this paper is to conduct the suit-
able control approach for more general hysteresis input. Especially, the control
scheme also is applicable to the nonlinear systems preceded by Backlash-like
nonlinearities[18].

4 Controller Design

In this section, the control scheme for the nonlinear systems with unknown
hysteresis input represented by the Duhem model is discussed. The plant defined
in (1) with the input w(t) described by Duhem model (3) can be expressed as

x(n)(t) +
k∑

i=1

aiYi(x(t), ẋ(t), . . . , x(n−1)(t)) = bf(v(t)) + bϕ(v(t)) (11)
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and the plant can also be re-expressed as

ẋi = xi+1, i = 1, . . . , n − 1 (12)

ẋn = −
k∑

i=1

aiYi(x) + bf(v(t)) + bϕ(v(t))

where x1 = x, x2 = ẋ, . . . , xn = x(n−1) and x = [x1, x2, . . . , xn]T ,

Remark 2. When the control input is a linear function, the control schemes
have been discussed in [18][25]. For the controlled plant (11), the challenge for
controller design is the existence of the function f(v), which is an unknown
nonlinear function. Therefore, a special new treatment is required to deal with
f(v), which constitutes the main contribution of the paper.

In order to design the controller for the plant (1), the following assumptions
about the plant and the Duhem model are required.

Assumption 2. There exist known positive constants bmin and D such that
control gain satisfies bmin ≤ b and the nonlinear item bϕ(v) satisfies |bϕ(v)| ≤ D.

Assumption 3. There exist constants aimax, i = 1, . . . , k such that ai ≤ aimax.

Assumption 4. The nonlinear input function of Duhem model f(v) satisfies the
following inequality:

vf(v) ≥ α1v
2 (13)

where α1 is known and satisfies α1 > 0.

Remark 3. As introduced in Section 3, ϕ(v) is bounded and ϕ(v) → 0 when v →
∞. It is reasonable to assume the bound of the |bϕ(v)| in Assumption 2 based
on the open-loop experiment data. Assumption 3 is common for the nonlinear
system control design. Numerous hysteresis shapes in the smart materials based
actuators, such as magnetostrictive actuators, can satisfy Condition 3 of Duhem
model easily, therefore, it is reasonable to assume f(v) satisfying this inequality
in Assumption 4 when f(v) is an odd function.

In order to present the robust control law, a tracking error vector e is defined as

e = x− xd (14)

and a filtered tracking error is given as

es = (
d

dt
+ λ)(n−1)e1 λ > 0 (15)

where e1 = x1 − xd.
Also, es can be re-written as es =

[
ΛT 1

]
e with Λ = [λ(n−1), (n − 1)λ(n−2),

. . . , (n − 1)λ]T .
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It has been shown in [1] and [16] that the filtered tracking error has the
following properties.

1). The equation es = 0 defines a boundary layer Sε, satisfying Sε = {e ∈
Rn||es| ≤ ε}, where ε is a strictly positive constant.

2). The tracking error vector will exponentially converge to an n-dimensional
box defined according to {|ei| ≤ ζiλ

i−n+1ε, i = 0, 1, . . . , n− 1} with ζi satisfying

ζi =

⎧⎨⎩
1, for i = 0

1 +
i−1∑
j=0

(
i
j

)
ζj for i = 1, 2, . . . , n − 1.

(16)

In this paper, a tuning error is introduced as

eεs = es − εsat(
es

ε
) (17)

where sat(·) is the saturation function.
For the plant preceded by the Duhem hysteresis model and subjected to the

above assumptions, the following robust controller is conducted

v(t) = −sgn(eεs)μ(x, t) (18)

where

μ(x, t) =
β

bminα1
(

k∑
i=1

|aimaxYi(x(t))| + D + |ν|) (19)

with ν = −x
(n)
d + [0 ΛT ]e, and β > 1.

The stability of the closed-loop system is established in the following theorem:

Theorem 1. For the closed-loop system consisting of the plant (1) preceded by
unknown hysteresis described by Duhem model in (3), subjected to Assumptions
1-4, the robust controller defined in (18) can guarantee the global boundedness
of the closed-loop system and the output tracking with a desired precision.

Proof : To establish the global boundedness, the following Lyapunov function
candidate is chosen as:

V (t) =
1
2
e2

εs (20)

Differentiating V (t) with respect to time t leads to

V̇ (t) = eεsėεs (21)

When |es| ≤ ε, the derivative V̇ (t) = 0 based on the definition of eεs. When
|es| > ε, the time derivative of the filtered error is

ės = −
k∑

i=1

aiYi(x(t)) + ν + bw(t) (22)

= −
k∑

i=1

aiYi(x(t)) + ν + bf(v(t)) + bϕ(v(t))
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When |es| > ε, we know the fact that eεsėεs = eεsės. Using (22), it has

eεsės = eεs(−
k∑

i=1

aiYi(x(t)) + ν + bf(v(t)) + bϕ(v(t))) (23)

According to Eq. (23), the following inequality can be obtained

eεsės ≤ |eεs|(
k∑

i=1

|aiYi(x(t))| + bsgn(eεs)f(v(t)) + D + |ν|) (24)

When eεs > 0, the controller defined in (18) can be expressed as v = −μ(x, t),
then the inequality (13) can be deduced as

vf(v) = −μ(x, t)f(v) ≥ α1v
2 = α1μ

2(x, t)

According to the definition of μ in (19), it is obvious that μ ≥ 0, then it can be
obtained that f(v) ≤ −α1μ(x, t), when eεs > 0.

Similarly, when eεs < 0, we have v = μ(x, t), then the inequality (13) can be
deduced as

vf(v) = μ(x, t)f(v) ≥ α1v
2 = α1μ

2(x, t) (25)

and it can also be obtained that −f(v) ≤ −α1μ(x, t), when eεs < 0.
Then, it can be concluded that

sgn(eεs)f(v) ≤ −α1μ(x, t) (26)

Using the conclusion in Eq. (26), the inequality (24) can be deduced as

eεsės ≤ |eεs|(
k∑

i=1

|aiYi(x(t))| − bα1μ(x, t) + D + |ν|) (27)

According to the definition of μ(x, t), the inequality (27) can re-expressed as

eεsės ≤ |eεs|(
k∑

i=1

|aiYi(x(t))| − bα1μ(x, t) + D + |ν|)

≤ |eεs|(
k∑

i=1

|aiYi(x(t))|+ D + |ν| − bα1
β

bminα1
(

k∑
i=1

|aimaxYi(x(t))|+ D + |ν|))

then we have

eεsės ≤ |eεs|(
k∑

i=1

|aiYi(x(t))| + D + |ν| − b
β

bmin
(

k∑
i=1

|aimaxYi(x(t))| + D + |ν|))

≤ |eεs|(
k∑

i=1

|aiYi(x(t))| + D + |ν| − β(
k∑

i=1

|aimaxYi(x(t))| + D + |ν|))

≤ |eεs|(1 − β)(D + |ν|) + |eεs|(
k∑

i=1

|aiYi(x(t))| − β

k∑
i=1

|aimaxYi(x(t))|)
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It is obvious that
∑k

i=1 |aiYi(x(t))| ≤
∑k

i=1 |aimaxYi(x(t))| by utilizing Assump-
tion 3, then the above inequality can be deduced as

eεsės ≤ |eεs|(1 − β)(D + |ν| +
k∑

i=1

|aimaxYi(x(t))|)

Since β > 1, it is obvious that eεsės ≤ 0. The proposed robust control approach
ensures that V̇ ≤ 0. Therefore, it can be concluded that V defined in (20) is
nonincreasing, and eεs is bounded. Since V̇ ≤ 0, it can be proved that V̇ (t) → 0
for all t. Therefore, it can be shown that eεs → 0, when t → ∞, then e will
exponentially converge to an n-dimensional box defined hereinbefore.

Remark 4. the main purpose of this paper is to explore the possibility to combine
the robust control approach with Duhem model. The future work will relax the
assumptions defined in this paper to make it easier to apply to the industrial
systems.

5 Simulation

To illustrate the proposed robust control algorithms, we consider a nonlinear
system in the form (1) given by

ẋ = a
1 − e−x(t)

1 + e−x(t)
+ bw(t) (28)

where w(t) represents the output of the hysteresis described by the Duhem
model. Therein, the nonlinear functions f(v) and g(v) are chosen as

f(v) = tanh(v) + 0.1v

g(v) = f ′(v)(1 − 0.58e−|v|) (29)

−3 −2 −1 0 1 2 3
−2

−1

0

1

2

v(t)

w
(t

)

Fig. 1. Hysteresis curve given by Duhem model
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Fig. 3. The system state x(t) with Duhem hysteresis

In this case, we know that f ′(v) > g(v) for all finite v and g(∞) = f ′(∞) = 0.1.
The input signal is chosen as v(t) = 2.5 sin(2.3t), and the hysteresis shape con-
structed by Duhem model is shown in Fig. 1. From Fig. 1, the strong hysteresis
preceding the controlled plant has multi-values and saturation properties, which
can describe the hysteresis with saturation property, such as magnetostrictive
actuators.

Also, the following inequality can be obtained that vf(v) = (tanh(v)+0.1v)v =
tanh(v)v + 0.1v2 ≥ 0.1v2 satisfying Assumption 4. The plant parameter values
are selected as a = 1 and b = 1 and the control design parameters are chosen as
α1 = 0.1, bmin = 1, β = 10, D = 3, α1max = 1 and ε = 0.005. The initial state
is x(0) = 1.05.
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Fig. 4. Control signal v(t) acting as the input of Duhem hysteresis
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Fig. 5. Hysteresis output w(t) acting as the input of system

In order to illustrate the tracking performance with the designed controller,
choosing the desired trajectory as xd(t) = 5sin(2t) + cos(3.2t), the simulation
results are shown in Figs. 2 - 5 in the time spend of 1 and 20s. Figs. 2 and 3
show the tracking error and the state trajectory. The control signal is shown in
Fig. 4 and the output of the hysteresis is shown in Fig. 5. It should be mentioned
that it is difficult to compare the control performance with considering hysteresis
or without considering hysteresis as [24], since the hysteresis represented by a
differential equation can not be divided into linear part and hysteresis part easily.
The simulation results show that the proposed control scheme can overcome the
effects of the hysteresis and keep the tracking performance of the closed-loop
system, which can justify the effectiveness of the designed controller.
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6 Conclusion

In this paper, the unknown hysteresis nonlinearities are presented by the a dif-
ferential equation-based model, Duhem hysteresis model, and a corresponding
robust control architecture is proposed for a class of preceded hysteretic non-
linear systems. The main contribution of this paper is the properties of Duhem
model are explored, which makes it possible to fuse this hysteresis model with the
robust control approach. The developed control law ensures the global bound-
edness of the closed-loop system and achieves tracking with a desired preci-
sion. Simulation results has confirmed the effectiveness of the proposed control
approach.
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Abstract. Smart actuators, such as shape memory alloy and magnetostrictive 
actuators, exhibit saturation nonlinearity and hysteresis that may be symmetric 
or asymmetric. The Prandtl–Ishlinskii model employing play operators has been 
used to describe the hysteresis properties of smart actuators that are symmetric 
in nature. In this paper, the application of a generalized play operator capable of 
characterizing symmetric as well as asymmetric hysteresis properties with out-
put saturation is explored in formulating a generalized Prandtl–Ishlinskii model. 
Since the proposed generalized model is a mere extension of the analytically 
invertible Prandtl–Ishlinskii model, an inverse of the generalized model is for-
mulated using the inverse of the Prandtl-Ishlinskii model together with those of 
the envelope functions of the generalized play operator. The effectiveness of the 
inverse of the generalized model in compensating for the hysteresis effects is 
subsequently investigated through simulations and experiments performed on a 
piezoceramic actuator. The simulation results suggest that the inverse of the ge-
neralized Prandtl–Ishlinskii model can be conveniently applied as a feedforward 
controller to compensate for hysteresis nonlinearities. 

Keywords: Prandtl-Ishlinskii, play operator, hysteresis. 

1   Introduction 

 Smart actuators such as magnetostrictive, shape memory alloys, and piezoceramic 
actuators are widely used in micropositioning applications. Such actuators generally 
exhibit strong hysteresis effects in their output responses, which may cause inaccura-
cies and oscillations in the closed-loop system responses [1]. Such oscillations could 
be particularly detrimental in applications involving positioning measurement and  
control. A number of models have been reported to describe hysteresis properties of 
smart actuators to achieve accurate micropositioning control through compensation of 
the hysteresis effects. These models include Preisach model, Krasnosel’skii-
Pokrovskii model, and Prandtl-Ishlinskii model [2].  

In the Preisach formulation, hysteresis is modeled as a cumulative effect (density 
function) of all possible relay elements (relay operators), which are parameterized by 
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a pair of threshold variable. Two other hysteresis models, Krasnosel’skii-Pokrovskii 
model and Prandtl–Ishlinskii model, have been derived from the Preisach model. The 
Krasnosel’skii-Pokrovskii model is based on an integral of a density function and 
Krasnosel’skii-Pokrovskii operators, defined by two functions that are bounded by 
two piecewise Lipschitz continuous functions [1]. The Prandtl-Ishlinskii model is a 
superposition of elementary play or stop operators, which are parameterized by a 
single threshold variable. This model is defined in terms of an integral of play or stop 
operator with a density function determining the shape of the hysteresis loop. The 
Prandtl-Ishlinskii model offers advantage over the Preisach model, since its inverse 
can be computed analytically, which makes it extremely attractive for real-time con-
trol applications, particularly for real-time compensation of hysteresis contributions 
[2]. The Prandtl-Ishlinskii model has been applied to characterize symmetric and rate-
independent hysteresis properties of materials and smart actuators. The model can 
yield considerable errors when an asymmetry exists in the hysteresis loops, such as 
those observed in the output-input properties of the shape memory alloy and magne-
tostrictive actuators, or when the output-input relations are dependent on the rate of 
the applied input [4]. 

In this paper, a generalized Prandtl-Ishlinskii model is formulated to describe the 
hysteresis properties of smart actuators. For this purpose a generalized play hysteresis 
operator is formulated and integrated to the Prandtl-Ishlinskii model. Since the result-
ing generalized model is a mere extension of the analytically invertible Prandtl-
Ishlinskii model, an analytical inverse of the generalized Prandtl-Ishlinskii model is 
obtained using the inverse for both the Prandtl-Ishlinskii model and the envelope 
functions. However, this requires that the envelope functions be invertible. 

2   Prandtl-Ishlinskii Model 

The Prandtl–Ishlinskii model utilizes the play operator and positive weights to de-
scribe the input-output hysteresis nonlinearities in actuators and materials [1]. The 
play operator is constructed with the current input, the previous output, and the 
threshold r, which is a positive constant. This constant handles the hysteresis nonlin-
earity of the play operator and the Prandtl-Ishlinskii hysteresis model. The play opera-
tor rΞ has also been described by the motion of a piston within a cylinder of length 2r 

where the instantaneous position of center of the piston is represented by the coordi-

nate u and that of the cylinder position by w [2]. Analytically, for any tϵ[0, T] the 

input u(t)ϵC[0, T], where C[0, T] is the space of continuous function, the output of the 
play operator is described as : 

)}}0]([,)(min{,)(max{)]([)( urturtututw rr Ξ+−=Ξ=  (1) 

where 

}}0,)0(min{,)0(max{)0]([)0( ruruuw r +−=Ξ=  (2) 

In the above formulation, r refers to the threshold value, which is the magnitude of 
increasing or decreasing input u(t) corresponding to zero output w(t). The play opera-
tor is continuous, rate-independent, and symmetric hysteresis operator. The argument 
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of the operator is written in square brackets to indicate its functional dependence, 
since it maps a function to another function. It has been shown that for any input C[0, 
T], the play operator is Lipschitz continuous and monotone [3].  

Since a finite number of hysteresis play operators with the weights θ j are adequate 
to model for hysteresis nonlinearities in practical applications [2], the output of the 
Prandtl-Ishlinskii model can be expressed with N play hysteresis operators as: 

∑
=

Ξ=Ω=
N

j
rj tututy

j

0

)]([)]([)( θ  (3) 

For any input u(t)ϵC[0, T], the output of the Prandtl-Ishlinskii model is C[0, T]. The 
Prandtl-Ishlinskii model has been applied to characterize hysteresis effects of piezoce-
ramic actuators [3]. The analytical inverse of the Prandtl-Ishlinskii model has been 
applied to compensate for hysteresis nonlinearities of piezoceramics actuators [3].  

The use of the Prandtl-Ishlinskii model to characterize asymmetric hysteresis loops 
may yield considerable characterization errors. Consequently, the use of the inverse 
Prandtl-Ishlinskii model to compensate for asymmetric and saturated  hysteresis non-
linearities may lead to considerable errors in the output compensation [4].  

3   Generalized Prandtl-Ishlinskii Model 

Generalized play operator is proposed in this paper to relax the symmetric property of 
the play hysteresis operator and to develop a generalized Prandtl-Ishlinskii model for 
characterizing asymmetric and saturated hysteresis nonlinearities of smart actuators. 
The inverse of the proposed model can be also obtained to compensate for hysteresis 
nonlinearities. 

3.1   Generalized Play Operator 

In the generalized operator Φr, an increase in input u causes the output of the genera-
lized operator m to increase along the curve Γf, while a decrease in input u causes the 
output m to decrease along the curve Γg, resulting in an asymmetric loop. The genera-
lized play operator is constructed with the following condition: 

)()( tt gf Γ≤Γ  (4) 

where the Γf  and Γg  curves are defined as: 

rtuftf −=Γ )}({)(  (5) 

rtugtg +=Γ )}({)( (6) 

The functions f and g are strictly increasing continuous odd function. Analytically, the 
output of the generalized play operator for any input u(t)ϵC [0, T] is defined as: 

)}}0]([),(min{),(max{)]([)( utttutm rgfr ΦΓΓ=Φ=  (7) 

where 

 
}}0),0(min{),0(max{)0]([)0( gfr um ΓΓ=Φ=

 
 (8) 
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Unlike the play operator, the generalized play operator constructed with invertible 
envelope functions yields zero outputs, m(t) = 0, at two different values, α  and β , of 
the increasing and decreasing inputs u(t). The values of α  and β  are expressed as: 

)(1 rf −=α  (9) 

)(1 rg −= −β (10) 

The difference in the magnitudes of α  and β  allows for describing asymmetric 
hysteresis loops. 

3.2   Input-Output Relationship of the Generalized Prandtl-Ishlinskii Model  

The generalized Prandtl-Ishlinskii model Δ is subsequently formulated upon inte-
grating the generalized play operator Φr and the weights jθ in order to model the 

asymmetric and saturated hysteresis nonlinearities. The output of the generalized 
Prandtl-Ishlinskii model Δ[u](t), which maps C[0, T] into C[0, T], is analytically 
expressed using N generalized play hysteresis operators as: 

∑
=

Φ=Δ=
N

j
rj tututm

j

0

)]([)]([)( θ  (11) 

The generalized Prandtl-Ishlinskii model can be used to model asymmetric hysteresis 
nonlinearities in piezoceramic actuators as well as shape memory alloy actuators. 

4   Hysteresis Modeling  

The parameters of the generalized play hysteresis operator and the weights need to be 
defined on the basis of known characteristics of smart actuators. In this study, the 
experimental data reported for a shape memory alloy actuator [5] used to identify the 
model parameters. The generalized play hysteresis operator is constructed with 
envelope functions to characterize the observed nonlinearities in the measured data. 
The hyperbolic tangent envelope functions are chosen so as to describe output satura-
tion under certain input, such that:  

3210

3210

)tanh()(

)tanh()(

bbubbug

aauaauf

++=
++=

 (12) 

The generalized Prandtl-Ishlinskii model is formulated using the following threshold 
and weights values :  

jrj δ=  (13) 

jr
j e

τρθ −= (14) 

where ao, a1, a2, a3, bo, b1, b2, b3, ρ > 0, τ, and δ  > 0 are constants, which are identi-
fied from the measured data. It should be mentioned that the proposed weight and 
threshold functions of the generalized play operator are not unique; they depend upon 
the nature of hysteresis of particular material or actuator. The model parameters were 
identified through minimization of an error sum-squared. 
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Fig. 1. (a) Comparison of responses of the generalized Prandtl-Ishlinskii model with measured 
data of NiTi Shape Memory Alloy under constant tensile stress of 50 MPa (Triangular - the 
measured strain percent; Square -The output of the generalized Prandtl-Ishlinskii model), (b) 
the error of the generalized Prandtl-Ishlinskii model. 
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( )∑
=

−=
L

l
m llXQ

1

2)()()( ηη  (15) 

where η is the displacement response of the generalized Prandtl-Ishlinskii model to a 
given input, ηm is measured displacement response of the actuator to the same input, L 
is the number of data points considered, Q is the error function and X is the parame-
ters vector, given by: {X}={ao, a1, a2, a3, bo, b1, b2, b3, τ, ρ, and δ }. The error mini-
mization problem was solved using the MATLAB optimization toolbox, subject to 
following constraints: {ao, a1, bo, b1, ρ, τ,

 
δ } > 0.  

The solutions of the minimization problem were attained using measured data for 
both actuators for different starting parameter vectors, which generally converged to 
similar solutions. The effectiveness of the generalized model in predicting the satu-
rated hysteresis responses of the shape memory alloy actuator  can also be seen from 
comparisons of the displacement responses in Fig.1(a). The figure represents the 
comparison of the model responses with the measured data. The error responses of the 
model is shown Fig.1(b). The figure shows that the peak error in the output responses 
of the generalized Prandtl–Ishlinskii model is approximately 0.3 %. 

5   The Inverse Generalized Prandtl-Ishlinskii Model  

The concept of the open loop control system used in this paper to obtain identity 
mapping between the desired input u (t) and the compensation output v(t) such that :   
u(t) = v(t). In this section, the inverse generalized Prandtl-Ishlinskii model is pre-
sented. Suppose that the inverse of the envelope functions of the generalized play 
operator exist ( f -1, g -1: R → R ) and the output of the inverse envelope functions are 
Lipchitz continuous, the exact inverse of the generalized Prandtl-Ishlinskii model can 
be obtained analytically. The output of generalized Prandtl-Ishlinskii model Δ -1[u](t) 
can be expressed as:  

⎪⎩

⎪
⎨
⎧

≤Ω
≥Ω

=Δ −
−

−

−
+

−
−

0)()]([

0)()]([
)]([ 11

11
1

tufortuog

tufortuof
tu

&

&
 (16) 

where Ω [u](t) is the output of the inverse Prandtl-Ishlinskii model when the desired 
input increases and decreases, respectively. Analytically: 

⎪⎩
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Since the inverse of the Prandtl-Ishlinskii model is a Prandtl-Ishlinskii model, the 
output of the inverse model can be expressed as [3]: 

∑
=

− Ξ+=Ω
N

j
sj tututu

1
0

1 )]([ˆ)(ˆ)]([ θθ  (18) 
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where the weights of the inverse model are defined for j = 1, 2, ... , N as [3]: 
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The threshold of the inverse model is expressed for j = 1, 2, ... , N as [3]:   

( )1

1

1
0 −

−

=

−+= ∑ jj

N

j
jjj rrrs θθ  (20) 

6   Simulation Example  

The response characteristics of the generalized Prandtl-Ishlinskii model is evaluated 
under a harmonic input of the form: u(t) = 6 sin(2πt), tϵ[0, 2]. The simulations are 
performed using different envelope functions to study their influences on the outputs  
 

 
Fig. 2. Compensation of hysteresis with saturation nonlinearities using the inverse generalized 
Prandtl-Ishlinskii model as a feedforward compensator.(Square- the inverse generalized 
Prandtl-Ishlinskii model, Circle- the generalized Prandtl-Ishlinskii model, Triangular-the output 
of the compensation). 
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of the generalized play operators. For the illustrative example, hyperbolic-tangent 
functions are selected for the envelope functions of the generalized play operator, 
such that: f(u)= g(u)=6 tanh(0.3u). The results clearly show that the generalized model 
yields saturated hysteresis loops, which are attributed to the generalized play operator 
and the selected envelope functions. Equations (13) and (14) of following constants 

, , and 
 
are selected to obtain  the weights and the thresholds 

of the generalized  Prandtl-Ishlinskii model.  
Equations (19) and (20) are used to obtain the inverse of the generalized Prandtl-

Ishlinskii model to compensate for the hysteresis nonlinearities represented by the 
generalized Prandtl-Ishlinskii model. As shown in Fig. 2, the results demonstrate 
linear relation with unity slope, illustrating effective compensation of hysteresis non-
linearities. 

7   Experimental Verification   

The effectiveness of the inverse generalized Prandtl-Ishlinskii model in compensating 
the hysteresis effects is investigated through laboratory experiments on a piezoceram-
ic actuator. The experiments were performed to compensate the hysteresis loops of 
the piezoceramic actuator. The generalized Prandtl-Ishlinskii model is applied in 
order to characterize the hysteresis nonlinearities of the actuator.  Fig. 3 illustrates the 
schematic of the experimental setup including the following elements: 

1. Piezoceramic actuator: P-753.31C piezoceramic actuator manufactured by 
Physik Instrumente Company was considered for measurements of the hysteresis 
properties. The actuator provided a maximum displacement of 100 μm from its 
static equilibrium position. The excitation voltage to the actuator ranged from 0 
to 100 V; 

2. Capacitive sensor: An integrated capacitive sensor was used for measurements 
of the actuator displacement response with a sensitivity of 1μm/V; 

3. Voltage amplifier: The excitation voltage to the actuator was applied through a 
voltage amplifier (LVPZT, E-505), with a fixed gain of 10; 

4. Data acquisition system: The actuator displacement response signal was ac-
quired in the dSpace ControlDesk, together with the input signal. 

Two different experiments were performed in the laboratory involving characteriza-
tion of hysteresis and compensation. The initial experiments were performed to char-
acterize the hysteresis properties of the piezoceramic actuator. The measured data 
were used to identify the generalized model parameters. The inverse generalized 
model was subsequently identified and applied as a feedforward compensator in the 
ControlDesk platform. The measurements were then performed to measure the com-
pensated displacement response under the same input. In the second experiment, the 
input u(t)=45sin(πt) was applied to the actuator through the inverse model. The meas-
ured displacement and input voltage data were used for identifying the parameters of 
the generalized Prandtl-Ishlinskii model subject to the harmonic input used in the 
 

1.0=ρ 1.0=τ 24.0=δ
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Fig. 3. Experimental setup 

experimental study. Considering the nearly symmetric hysteresis properties of the 
piezoceramic actuator, identical linear envelope functions were chosen, such that: 

)()()( tutt gf ξ=Γ=Γ  (21) 

where ξ  is a positive constant. The threshold ri were chosen as: 

jrj η=  (22) 

where η  is a positive constant. The validity of the generalized Prandtl-Ishlinskii 
model employing the generalized play operators was examined by comparing the 
model displacement responses with the measured data.  
 

 
Fig. 4. Measured output displacement of the piezoceramic actuator under the harmonic input 
voltage: (a) without the inverse generalized Prandtl-Ishlinskii model, and (b) with the inverse 
generalized Prandtl-Ishlinskii model 
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The results clearly suggest that the model can effectively predict the hysteresis 
properties of the piezoceramic actuator. Furthermore, the output-input properties 
appear to be symmetric and the generalized model can accurately describe the sym-
metric hysteresis. The inverse of the generalized Prandtl-Ishlinskii hysteresis model 
was employed as a feedforward controller to compensate for hysteresis nonlinearities 
of the piezoceramic actuator. The measured output-input characteristics of the piezo-
ceramic actuator with inverse model feedforward compensator are illustrated in  
Fig. 4(b). The results show that the inverse model can effectively suppress the hyste-
resis nonlinearities. 

8   Conclusions  

The results show that the integration of the proposed generalized play operator to the 
Prandtl---Ishlinskii model can effectively characterize the asymmetric hysteresis prop-
erties of a class of smart actuators. The results suggest that the feedforward compen-
sator based on inverse generalized Prandtl-Ishlinskii model yields nearly perfect  
compensation of the effects of hysteresis nonlinearities. The preliminary laboratory 
experiments conducted to evaluate real-time compensation effectiveness of the in-
verse generalized model for a piezoceramic actuator  revealed peak displacement 
error in the order of 2%, which was attributed to slight errors in the model. 
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Abstract. An approach of hysteresis modeling in piezoelectric actuators is pre-
sented based on the multi-input single-output (MISO) fuzzy system. The  
proposed model adopts first-order Takagi-Sugeno (T-S) fuzzy system and trans-
forms the multi-valued hysteresis into a one-to-one mapping with the extended 
input space vector. The generated fuzzy subspaces (multi-dimensional fuzzy 
sets) assign the maximum membership degree to the input data vectors. Fewer 
fuzzy subspaces are obtained by introducing the nearest neighbor and super ra-
dius concepts. The consequent parameter optimization is implemented after 
training the fuzzy system. Experimental results demonstrate that this method-
ology is algorithmically easy and can achieve high modeling accuracy.  

Keywords: hysteresis, MISO, fuzzy system, parameter optimization. 

1   Introduction 

Piezoelectric actuators are widely applied in high-precision applications [1-3] e.g. 
micro-robot systems, nanopositioning stages and atomic force microscopes due to their 
high resolution, large bandwidth, fast response and large output force. However, the 
inherent hysteresis nonlinearity severely degrades the system performance and results 
in instability of closed-loop systems. It is a challenging work to model and compensate 
for the hysteresis. 

To characterize the hysteresis, many hysteresis models are developed, which can be 
mainly classified into two types: physics-based models and phenomenological models. 
The physics-based approach is inspired from the underlying physics of the actuator or 
material and is derived based on the empirical observations. Jiles and Thoelke [4] used 
a set of experimental magnetization measurements and then calculated the hysteresis 
parameters from the anhysteretic susceptibility at the origin, the coercivity, remanence 
and the coordinates of the hysteresis loop tip. The phenomenological modeling method 
employs a mathematical structure to describe hysteresis without considering its fun-
damental physical characters. Bashash and Jalili [5] proposed a modified 
Prandtl-Ishlinskii (PI) hysteresis model to improve the modeling accuracy by intro-
ducing a new parameter in the primary backlash operators. Janaideh et al. [6] proposed 
a rate-dependent play hysteresis operator and applied it to the classical PI model in 
                                                           
* Corresponding author. 
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conjunction with density functions to describe the rate-dependent hysteresis. As a 
universal function approximator [7], fuzzy systems are widely used to model hysteresis 
recently. Tafazoli and Demirli [8] adopted the subtractive clustering fuzzy modeling 
approach to solve the problem of the hysteresis for the airfoil. Azzerboni et al. [9] 
presented an adaptive neuro-fuzzy inference system model of scalar hysteresis to de-
scribe symmetric minor loops of a magnetic material. K. Xu et al. [10] proposed a 
method of modeling stress-dependent hysteresis nonlinearity for the giant magne-
tostrictive actuator based on a modified PI model and fuzzy tree identification. 

This paper proposes a simple approach of hysteresis modeling in piezoelectric ac-
tuators based on the MISO fuzzy system. Fewer Takagi-Sugeno (T-S) fuzzy rules [11] 
are generated with simple training algorithm. This method is suitable for modeling a 
wide range of hysteresis under different excitation signals and can achieve high mod-
eling accuracy. The remainder of this paper is organized as follows. In Section 2, we 
present the developed fuzzy-based hysteresis model. Then the algorithm of model 
training and parameters optimization are given in Section 3. In Section 4, we show the 
experimental validation and simulation results. Section 5 concludes this paper. 

2   Fuzzy System Model 

The basic structure of the proposed fuzzy system consists of two blocks: fuzzification 
interface and fuzzy inference rules. Fig. 1 shows the block diagram of the fuzzy system. 
The fuzzification interface defines a mapping from a real-valued space to a fuzzy space 
and converts a crisp value to a fuzzy number through the definition of membership func-
tions. The block of T-S IF-THEN fuzzy inference rules [11] consists of parts of premise 
fuzzy sets and consequent parameter optimization. Premise fuzzy sets construct 
multi-dimensional fuzzy subspaces in IF parts of rules and consequent parameter opti-
mization calculates the coefficients of piecewise linear structure in THEN parts of rules. 
T-S fuzzy rules have crisp value outputs and thus make defuzzification interface needless. 

Fuzzification
Interface

Premise Fuzzy
Sets(Subspace)

Consequent
Parameter

Optimization

Inputs Outputs

 

Fig. 1. Structure diagram of fuzzy system 

In order to transform the multi-valued hysteresis into a one-to-one mapping, this 
work uses a MISO fuzzy system with m inputs and 1 output. Therefore, the corre-
sponding input and output linguistic variables’ universes can be written as 

( =1,2, , )iX i mL  andY . In addition, the input space can be defined as 

1 2 mX X X X= × × ×L  

As discussed above, membership function characterizes the fuzzification interface. 
Triangular, trapezoidal, Gaussian and Sigmoid membership functions are commonly  
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used in fuzzy system [12]. To construct the proposed model easily, we choose trian-
gular membership function in this work. Subsequently，we define ic  fuzzy sets 

1 2, , , ic
i i iA A AL with triangular membership function in the ith universe iX as follows: 

( ) 1 ,  ,
,  1 ,

0,          otherwise      

c
i

c
i c c c c

i i i ic
iA i

x a
x a b a b

x c c c Nbμ
⎧ −

⎡ ⎤⎪ − ∈ − +⎣ ⎦= ≤ ≤ ∈⎨
⎪
⎩

           (1) 

where N, c
ia  and c

ib  denote the set of all natural numbers, the mean and spread of the 

fuzzy set respectively. 
Suppose the value range of the input variable iX � in the ith universe�  is [ ],i iα β , 

we can get 

( )1 2 / ,  +( 1) ,   1 ,ic c c
i i i i i i i i i ib b b c a c w c c c Nβ α α= = = = − = − ⋅ ≤ ≤ ∈L

         
 

It can be proved that fuzzy sets 1 2, , , ic
i i iA A AL  are normal, uniform and complete in 

[ ],i iα β  [12]. So the fuzzy set of the ith input variable can be expressed as 

{ }1 2, , , ,    1 ,ic
i i i iF A A A i m i N= ≤ ≤ ∈L                                 (2) 

In the model, the number of first-order T-S IF-THEN fuzzy rules used is L, and the lth 
fuzzy rule is expressed as 

:  IF  is  THEN  is l l
lR A y ⋅x q x%                                     (3) 

where 1 2 1 2 ( 1), , , ,   [ , , , , ],  ,  1 ,
Tl l l l

m l l l lm l mA A A A X q q q q l L l N+⎡ ⎤= ⊂ = ≤ ≤ ∈⎣ ⎦ qL L , 

[ ]1 2= , , , ,  = ,1
TT T

mx x x ⎡ ⎤⎣ ⎦x x x%L . 

In addition, ( )1,2, ,l
iA i m= L is fuzzy set described by equation (1), l ⋅q x% is the 

consequent crisp real value, and 1 2 ( 1), , , ,l l lm l mq q q q +L are corresponding crisp 

real-valued coefficients. 
According to equation (1), lA can be represented as  

{ },l l lA = a b                                                               (4) 

where 1 2 1 2 = , , , , = , , ,
T Tl l l l l l l l

m ma a a b b b⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦a bL L . With respect to the input vector 

[ ]1 2= , , , , ( 1,2, , )
T

k k k kmx x x k n=x L L , the membership function ( )l
kA x  of a 

multi-dimensional fuzzy set [13] can be defined as follows: 

( )
( )

1/ 2
2

1

1/ 2

2

1

max 1  ,  0

( )

m
l
i ki

il
k

m
l
i

i

a x

A

b

=

=

⎧ ⎫⎡ ⎤−⎪ ⎪⎢ ⎥⎪ ⎪⎣ ⎦= −⎨ ⎬
⎡ ⎤⎪ ⎪
⎢ ⎥⎪ ⎪⎣ ⎦⎩ ⎭

∑

∑
x                                  (5) 
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The lth fuzzy basis function can be obtained as  

( ) ( )
( )

1

l
kl

k L
l

k
l

A
w

A
=

=
∑

x
x

x
                                                 (6) 

Therefore, the weighted average output value of fuzzy system is  

( )
1

ˆ
L

l
k k l k

l

y w
=

= ⋅∑ x q x%                                                    (7) 

Assuming that all the multi-dimensional fuzzy sets lA of the fuzzy system and the 
corresponding fuzzy basis functions ( )l

kw x are known, the optimal lq value can be 

obtained by minimizing E. E is defined in equation (8). We minimize E via the least 
squares method based on the input and output sampling data ( ) ( );  1, 2, ,k ky k n=x L .   

( )
2

1 1

n L
l

k k l k
k l

E y w
= =

⎡ ⎤= − ⋅⎢ ⎥⎣ ⎦
∑ ∑ x q x%                                           (8) 

Then the optimal parameter value can be expressed as 
1

= T T
nW W W Y

−
⎡ ⎤⎣ ⎦q                                                     (9) 

where 

[ ]1 2 11 12 1( 1) 21 22 2( 1) 1 2 ( 1)= , , , , , , , , , , , , , , ,
TT

L m m L L L mq q q q q q q q q+ + +⎡ ⎤= ⎣ ⎦q q q qL L L L L , 

[ ] ( ) ( ) ( )1 2
1 2= , , , ,   = , , ,

TT T T L T
n k k k k k k kW W W W W w w w⎡ ⎤⎣ ⎦x x x x x x% % %L L , 

[ ]1 2= , , , ,      1,2, ,
T

n nY y y y k n=L L . 

3   Fuzzy System Training and Parameter Optimization 

Based on the input and output data vector ( );k kyx , Wang L. X. and Mendal J. M. [14] 

generated the fuzzy subspace nearest to the input data vector kx  using maximum 

membership method. However, this method obtained too many fuzzy rules which may 
be mutually conflictive. George T. et al. [15] introduced the concept of the nearest 
neighbor, which effectively reduced the number of generated fuzzy rules by specifying 
a super radius ( ]0 0.5,1.0r ∈ . Due to using zero-order T-S fuzzy rules, the modeling 

accuracy is a little lower.  
Combining concepts of maximum membership and the nearest neighbor aforemen-

tioned, we propose an approach of training first-order T-S fuzzy system and optimizing 
the consequent parameters. The newly proposed approach can significantly reduce the 
number of fuzzy rules and meanwhile obtain high modeling accuracy. The algorithm 
can be realized as follows. 

Step 1: Use the first input data vector 1x  to generate its corresponding fuzzy sub-

space 1
1( )A x . 1

1( )A x  has the same definition as ( )O
kA x , which is defined 



118 P. Li et al. 

as 1 2
1 2( ) [ , , , ] ,1 , ,   1,2, , .mOO OO T

k mA A A A O L O N k n= ≤ ≤ ∈ =x L L Besides, ( )iO
i kiA x  is 

subject to the condition of '( ) ( ),  Oi Oii i
ki kiA A

x xμ μ≥ where 
'

, ,   i iO O
i i i iA F A F∈ ∈  

1, 2, ,i m= L  and iF  is given in equation (2). 

Step 2: Considering subsequent input data vector ( )2,3, ,k k n=x L , define 

( ) ( ){ }' 'max ,   1, 2, ,  o l
k kA A l L= =x x L where 'L  represents the number of generated 

fuzzy subspaces up to present, and ( )l
kA x  is defined by equation (5). If ( )'1 o

kA− x  is 

bigger than 0r , generate a new fuzzy subspace ( )O
kA x  corresponding to the input data 

vector kx . Otherwise, kx  has a membership degree of some generated fuzzy subspace 

to a large extent, and do not generate its corresponding new fuzzy subspace any more. 
Step 3: After finishing training input data vectors, denote the number of generated 
fuzzy subspaces as L, and then calculate q  using equation (9). 

4   Experiment 

The proposed modeling approach is applied to the experiments on a piezoelectric actuator 
(PST 150/7/100VS12), which is a preloaded piezo translator (PZT) from Piezomechanik 
in Germany. The resonance frequency of this actuator is 10 kHz. The actuator provides 
maximum 90 mμ displacement and includes an integrated high-resolution strain gauge 

position sensor (SGS). In order to process the data conveniently, all obtained data are 
normalized with the maximum values (150 V and 90 mμ respectively).  

The first set of experimental data is collected under the sinusoidal excitation signals. 
Sampling data include 4-period experimental data, which are normalized in the range of 
[0, 1]. Two-period data are used to train the fuzzy-based hysteresis model and another 
two-period data are adopted for model validation. Other modeling parameters are se-

lected as ic =9, 0r =0.505, and m=3. In addition, suppose that every sampling data pair 

are ( ) ( ),  1, 2, ,k kx y k n= L , relative error is given by ˆ( ) / 100%k k kRE y y y= − × , 

where ˆky  denotes the predictive output based on the proposed model.  

Table 1. The modeling maximum relative error and the number of generated fuzzy rules under 
different sinusoidal excitation signals at different conditions 

Conditions Maximum Relative Error (%) Number of Fuzzy Rules 

f=100,A=0.3 0.03 24 

f=50,A=0.3 0.03 23 

f=1,A=0.3 0.39 19 

f=100,A=0.4 0.30 31 

f=100,A=0.2 1.78 27 

f=100,A=0.05 0.05 25 
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The three-input single-output fuzzy system can be obtained by mapping [16] the data 
pair to ( ) ( )1 1( , , );  2,3, ,k k k kx y x y k n− − = L . So the input data vector is assigned as 

1 1( , , )k k k kx y x− −=x . Fig. 2 and Fig. 3 show the comparisons between the experimental 

data and simulation results under different sinusoidal excitation signals at different 
conditions. The modeling maximum relative error and number of fuzzy rules are also 
illustrated in Table 1. The simulation results show that the T-S fuzzy-based model well 
describe and predict the rate-dependent hysteresis characterization. 

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.4

0.5

0.6

0.7

0.8

0.9

1

Input voltage (V)

O
ut

pu
t d

is
pl

ac
em

en
t (
μm

)

 

 
experimental data
simulation data

0 50 100 150 200
−2

−1.5

−1

−0.5

0

0.5

1

1.5

2
x 10

−4

n

M
od

el
in

g 
er

ro
r 

(μ
m

)

 
                     (a) Hysteresis f=100 Hz                                     (b) Error f=100 Hz 

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.4

0.5

0.6

0.7

0.8

0.9

1

Input voltage (V)

O
ut

pu
t d

is
pl

ac
em

en
t (
μm

)

 

 
experimental data
simulation data

0 50 100 150 200 250 300 350 400
−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

2.5
x 10

−4

n

M
od

el
in

g 
er

ro
r 

(μ
m

)

 
                        (c) Hysteresis f=50 Hz                                       (d) Error f=50 Hz 

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0.4

0.5

0.6

0.7

0.8

0.9

1

Input voltage (V)

O
ut

pu
t d

is
pl

ac
em

en
t (
μm

)

 

 
experimental data
simulation data

0 0.5 1 1.5 2

x 10
4

−1

−0.5

0

0.5

1

1.5

2

2.5
x 10

−3

n

M
od

el
in

g 
er

ro
r 

(μ
m

)

 
                  (e) Hysteresis f=1 Hz                                          (f) Error f=1 Hz 

Fig. 2. Comparisons between the experimental data and simulation results, and additionally the 
modeling error under sinusoidal excitation signal ( ) 0.5 0.3sin(2 )x t ftπ= + at f=100, 50, 1 Hz 
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Fig. 3. Comparisons between the experimental data and simulation results, and additionally the 
modeling error under sinusoidal excitation signal ( ) 0.5 sin(2 100 )x t A tπ= + at A=0.4, 0.2, 0.05 

To compare the modeling performance with the method George T. et al. developed, 
another experiment was done with the non-uniform sawtooth-like excitation signals as 
shown in Fig.4. In this experiment, the captured data pairs 

( ) ( ),  1, 2, , 481k kx y k = L are normalized in the range of [0, 10]. Fig. 5 (a) shows 

comparisons between the experimental data and simulation results. In addition, the 

modeling error is illustrated in Fig. 5 (b). With the same modeling parameters ic =12,  
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Fig. 4. Non-uniform excitation signal 
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(a) Hysteresis                                                         (b) Error 

Fig. 5. Comparisons between the experimental data and simulation results, and additionally the 
modeling error 

0r =0.505, m=3, performance comparisons are given in Table 2. The results show that 

modeling accuracy proposed by our proposed model is over 20 times higher than 
George T. et al. developed. In other words, to achieve the same modeling accuracy, the 
proposed model in this paper generates fewer fuzzy rules than George T et al.  

In general, different modeling parameters influence the modeling performance 
within certain boundary. Table 3, Table 4 and Table 5 show the influence of 0, ,ic r m  

respectively. It is obvious that bigger ic  and smaller 0r  result in higher modeling  
 

Table 2. Performance comparisons between models proposed by this paper and George T et al 

Model 
Maximum 
Error 

Maximum  
Relative Error (%) 

Number of 
Fuzzy Rules 

Root-mean-square 
Error 

this paper 0.007 0.09 34 2.8e-006 

George T. 0.125 3.15 34 1.3e-003 
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Table 3. Modeling performance with respect to ic  

ic  Maximum 
Error 

Maximum Relative 
Error (%) 

Number of 
Fuzzy Rules 

Root-mean-square 
Error 

4 0.011 0.40 6 5.8e-006 

6 0.011 0.17 12 4.5e-006 

8 0.010 0.14 16 3.9e-006 

10 0.008 0.11 25 3.1e-006 

Table 4. Modeling performance with respect to 0r  

0r  Maximum 
Error 

Maximum Relative 
Error (%) 

Number of 
Fuzzy Rules 

Root-mean-square 
Error 

0.6 0.008 0.11 23 3.2e-006 

0.7 0.010 0.13 18 3.8e-006 

0.8 0.010 0.15 13 5.1e-006 

0.9 0.010 0.14 12 5.3e-006 

1.0 0.010 0.14 11 5.4e-006 

Table 5. Modeling performance with respect to m 

m 
Maximum 

Error 
Maximum Relative 

Error (%) 
Number of 

Fuzzy Rules 
Root-mean-square 

Error 

3 0.013 0.38 5 6.7e-006 

4 0.174 5.23 5 4.0e-004 

5 0.010 0.14 5 3.1e-006 

6 0.173 5.21 6 4.0e-004 

7 0.010 0.14 7 2.6e-006 

accuracy but more fuzzy rules. Meanwhile, m has a relatively small effect on modeling 
accuracy and the number of fuzzy rules. 

5   Conclusion and Future Work 

This paper proposes a simple approach of hysteresis modeling based on MISO 
first-order T-S fuzzy system. The proposed model uses input and output experimental 
data to train the fuzzy system and optimize the consequent parameters. Experimental 
results show that the fuzzy-based model can well characterize the hysteresis  
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nonlinearity with high modeling accuracy. The fuzzy system model has some idio-
syncrasy as follows: 

(1). With high modeling accuracy, the algorithm is easily realized and implemented in 
real-time controllers. 

(2). Only input and output experimental data are adopted in the proposed phenome-
nological modeling method, which is not involved in the underlying physical 
hysteresis characteristics. Good expansibility can be attained by changing pa-
rameters [ ],i iα β  denoted as the value range of the input data vector. 

(3). Extended into multi-dimensional input space, the multi-valued problem of hys-
teresis can be solved through sampling data mapping defined by 

1 1( , , , , , )
k k

k k j k j k k k

Y y

x y x y x− − − −

=⎧⎪
⎨ =⎪⎩x L

.  

(4). Different modeling accuracy can be achieved by changing some parameters such 
as 0,ic r  and m . 

The future work will be focused on the real-time controller design for tracking control 
of the piezoelectric actuator using the developed model. We will also have some try on 
fuzzy model-based predictive control. 
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Abstract. The paper proposes an effective modeling method for piezoelectric 
actuator with hysteresis, in which Bouc-Wen model is employed to describe the 
piezoelectric hysteretic phenomenon. In order to determine the model parame-
ters, the particle swarm optimization (PSO) algorithm is utilized. Finally, the 
comparisons of numerical simulations and experimental results for the piezo-
electric actuator in different frequency are drawn. It is found that the Bouc-Wen 
model based on intelligent optimization can model excellently the hysteretic 
phenomenon to achieve high-quality fitting curve between experimental and 
model data. The model generation performance and hysteresis curve fitting abil-
ity at 20-80 Hz prove the effectiveness of this method. 

Keywords: piezoelectric actuator; hysteresis; PSO; Bouc-Wen model. 

1   Introduction 

The piezoelectric actuator (PZT) is widely used to meet some specific requirements, 
especially in the field of precision pointing[1], micro-manipulation[2], micro-robot 
arm[3], and vibration active control[4] for the prominent advantages such as large 
force generation, high stiffness, high control precision, low power consumption and 
fast response. Nevertheless, it is well known that the main drawback of PZT comes 
from the nonlinearities mainly attributed to hysteresis behavior, creep phenomena and 
high frequency vibration. As the uppermost nonlinear characteristics, hysteresis behav-
ior restricts heavily its application in some high-precision required task and situation. 

Hysteresis is universal nonlinear effect in smart materials, such as piezoelectrics, 
magnetostrictives, shape memory alloys, and electroactive polymers which is com-
monly viewed as an undesirable, detrimental effect in engineering systems [5]. The 
piezoelectric actuator exhibits hysteresis phenomena between the applied voltage and 
output displacement, which makes a challenge to control its movements. Therefore, it 
is crucial to model precisely for PZT with taking into account the hysteresis to facili-
tate its application in micro-manipulation field. 
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In order to solve the hysteresis nonlinear problem in high-precision applications, 
many modeling methods for the hystersis behavior have been researched widely[6-
10]. Typically, the hysteresis phenomenon is described by the nonlinear model such 
as the Preisach model[6], neural network model[7], NARMAX model[8], Prandtle–
Ishlinskii model[9], and Bouc-Wen model[10-11], etc. By the weighted superposition 
of delayed relays, the Preisach model can model complex hysteresis loops with a 
large number of model parameters to produce a good fit with experimental data [6]. 
With a special hysteretic operator, the multi-valued mapping of hysteresis is trans-
formed into a one-to-one mapping, so that neural networks can be applied to the ap-
proximation of the hysteresis behavior in [7]. The Bouc-Wen model approach is 
popular in actual application[12-13] because of its simple interpretation as a nonlinear 
black-box model and the relatively low number of parameters needed. So in this paper 
the Bouc-Wen model is utilized to approximate the hysteretic nonlinear of the piezo-
electric actuator. As the key part to implement hysteretic nonlinear fitting, Bouc-Wen 
model parameters identification has been widely discussed and researched[14-17]. 
Both adaptive estimation approach[14-15] and evolutionary algorithm[13, 16-17] had 
been investigated to identify model parameters from experimental data. 

Particle swarm optimization (PSO) algorithm, developed by Kennedy and Eberhart 
in 1995[18], is an evolutionary algorithm which is inspired by the mechanism of bio-
logical swarm social behavior such as fish schooling and bird flocking. It differs from 
other evolutionary techniques in the adoption of velocity of individuals, and it can 
search randomly more than genetic algorithm(GA) and avoid falling into the local 
optimum with faster convergence speed. Due to its simple principles and low compu-
tational complexity, PSO algorithm has been widely applied in a wide domain in 
function optimizations such areas as optimal circuit design and data clustering[19-20]. 
In this paper, in order to model the hysteretic curve between the displacement output 
and applied voltage of a type of piezoelectric micro-actuators, the Bouc-Wen model is 
adopted to characterize the nonlinear hysteretic relationship. The corresponding pa-
rameter identification based on PSO algorithm is developed. Experimental setup is 
established to evaluate the effectiveness of the proposed method. 

The organization of this paper is as follows. In Section2, The PZT experimental 
setup for data acquisition between input voltage and output displacement is explained. 
The Bouc-Wen hysteresis model for the piezoelectric actuator is introduced in  
Section 3. The modeling method with PSO parameter identification is developed  
in Section 4. In section 5, comparisons between numerical simulations and  
experimental results are shown. Finally, some conclusions and prospective trend of 
hysteresis modeling for PZT with Bouc-Wen are drawn. 

2   Experimental Setup 

For a PZT, the relation between the displacement and applied voltage is not linear but 
is a nonlinear hysteretic characteristic. And the hysteretic loop with different  
frequency of PZT will be measured and described by an experimental setup. The 
schematic diagram of experiment for data acquisition is shown in Fig.1, while the 
photograph of the whole experimental setup is shown in Fig.2. The whole experimen-
tal system includes a piezoelectric actuator produced by PIEZOMECHANIK GmbH, 
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a piezoelectric ceramics drive power, an eddy current sensor(85745) and the 
DSPACE(DS1103) controller installed in the industrial control computer(IPC) bus 
slots which is used to realize the real-time experimental input and output data acquisi-
tion with a sampling frequency 1000hz. 

The applied voltage to actuator is produced by a signal generation module of Simu-
link. The D/A converter is used to transform the waveform to the specified power am-
plifier, which has the voltage output range 0~150V. An eddy current sensor is utilized to 
measure the actual displacement of the PZT, and the corresponding transfer ratio of 
displacement to the voltage measured from sensor is 8mV/μm. Finally, the voltage 
signal of displacement is transformed via the A/D converter to DSPACE control card 
and recorded in the IPC. The measured hysteretic loops with different frequency are 
also described in Fig.3. Obviously, the voltage/displacement curves are all hysteresis 
loops; therefore, it is necessary to investigate further the nonlinear actuator model. 

     

                Fig. 1. The schematic diagram          Fig. 2. The photograph of experimental setup 
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Fig. 3. The hysteresis loop with different frequency 

3   Bouc-Wen Hysteresis Model 

In this paper, the Bouc-Wen model is employed to describe the nonlinear hysteresis. 
The dynamic model of hysteresis should be established by the first-order nonlinear 
differential equations [10-11]: 
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nn
hVhhVVh &&&& γβα −−= −1

. (1) 

where V is the applied voltage and h represents the hysteretic nonlinear term; V&  and 

h&  are the derivatives of V and h with respect to time t, respectively; The coefficient 
α controls the amplitude of hysteretic loop, while the coefficients β  and γ  control 

the shape of the hysteresis loop. Additionally, the coefficient n controls the smoothness 
of transition from elastic to plastic responses. Through appropriate choices of parame-
ters in the model, it can show a wide variety of hysteresis loops with various shapes. 

The relation between the piezoelectric actuator displacement and the input voltage 
is not a linear behavior since the hysteresis effects is considered. When the voltage is 
applied to the plant, the piezoelectric actuator displacement x will form the hysteresis 
loop with respect to the applied voltage as shown in Fig.3. The Bouc–Wen model is 
considered in this work to model the piezoelectric actuator since it has fewer parame-
ters and is easier to implement. It has already been verified that the Bouc–Wen model 
is suitable to describe the hysteresis phenomenon of the PZT by Low and Guo [12]. 
The entire dynamic model between the displacement and the input voltage of the 
micro-piezoelectric actuator with nonlinear hysteresis is established with Bouc-Wen 
model as follows: 

⎪⎩

⎪
⎨
⎧

−−=

−=
− nn

hVhhVVh

hdVx

&&&& γβα 1 . (2) 

Where the displacement x of PZT is represented with a linear term dV  and a nonlin-
ear hysteretic term h. d is the ratio of the displacement vs. the applied voltage. This 
model reflects local history dependence through introducing the nonlinear term h.  

In this paper, the nonlinear model (2) will approximate the actual hysteretic loop 
with appropriate parameters. The intelligent evolution PSO algorithm is introduced to 
optimize model parameters which will be introduced in the next section. 

4   System Modeling Based on PSO Algorithm 

4.1   PSO Algorithm 

The particle swarm optimization technique is one of the most powerful methods for 
solving unconstrained and constrained global optimization problems[18]. It consists 
of a number of individuals that denote particles to simulate social behavior ‘flying’ 
around in a multidimensional search space. The individuals thus have a position and a 
velocity. The particles evaluate and update their positions with a fitness value at each 
iteration. By attracting the particles to a better positions with good solutions, each 
particle remembers its own previously best found position, and particles in the group 
share memories of their “best” positions, then use those memories to adjust their own 
velocities, and thus subsequent positions. 

Similar to other evolutionary algorithm, PSO algorithm works well by the fitness 
value of each particle based on the notations of “group” and “evolution”. In the  
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original PSO, the position of each particle in the swarm represents a possible solution 
to a problem in D-dimensional space. The position of particle i (i=1~N, N denotes 
group scale) represents as ),,,,( 21 iDidiii xxxxx LL= . Each particle also maintains a 

memory of its previous best position ),,,( 21 iDidiii ppppP LL= , and a flying velocity 

along each dimension, represented as ),,,,( 21 iDidiii vvvvv LL= .At each iteration, the 

distance between the position of the best particle in the swarm 
gdp  and the current 

particle position
idx , and the distance between the particle previous best position 

idp  

and the current particle position
idx , are combined to adjust the velocity along each 

dimension for the particle [18]: 

))(())(()()1( 2211 txprctxprctvwtv idgdidididid −+−+=+ . (3) 

where w  is the inertia weight and t means the current iteration number. Acceleration 
constants c1 and c2 are cognitive and social parameters respectively, and 1r and 2r are 

two random values in the range of [0, 1]. The position 
idx  is thus iteratively updated 

with the above velocity as follows [18]: 

)1()()1( ++=+ tvtxtx ididid  (4) 

The above deterministic and probabilistic parameters reflect the effects on the particle 
positions from both the individual memory and swarm influence. The portion of the 
adjustment to the velocity influenced by the previous best position is considered the 
cognition component, and the portion influenced by the best in the swarm is the social 
component. Additionally, the position idx  and velocity idv  are usually refined with 

limits ],[ maxmin xxxid ∈ , ],[ maxmin vvvid ∈  so as to reduce the possibility of the particle 

moving away from the search space. From (3) and (4), it can be seen that taking ad-
vantage of collective intelligence is the distinguishing property of the PSO method. 

The inertia weight operator w  plays the role of balancing the global search and the 
local search; suitable selection of w  can improve the convergence performance of 
PSO algorithm with less iteration on average to find a sufficiently optimal solution. In 
order to assure the initial global search and the later local research, a time-varying 
inertia weight w is employed[17]: 

)( minmaxmax ww
T

t
ww −−= . (5) 

Where T  is the maximum iteration generation. w decreases linearly form maximum 
value maxw to minimum value minw  during the optimization progress. 

4.2   Model Identification Based on PSO 

Based on PSO algorithm, the Bouc-Wen model parameters n,,, γβα  and piezoelec-
tric constant d are to be identified simultaneously. In application of the PSO method, 
how to define the fitness function is the key point.  
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The cost function between experimental data and model described by the root-
mean-square error(RMSE) or relative error(RE) are shown in equation (6).  

∑
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Where iYexp
 is the measured data form experiment at the ith sampling time, i

BWY  is the 

corresponding Bouc-Wen model estimator output, and L is the total number of sam-
ples. In order to fit the model output and experimental data accurately, the fitness 
functions 

)1/(1),,,,( += REJdnf γβα  (7) 

is utilized as evaluating indicator to verify the model performance. 
Since experimental input and output measurements are taken at discrete time inter-

vals tΔ , a discrete version model corresponding to (2) of the system is deduced. 
Therefore, the problem can be described as follows: 
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The discrete-time form of Bouc-Wen model with five unknown model parameters 
dn,,,, γβα  is employed to model the piezoelectric actuator.  

4.3   Modeling Steps 

(1) Data collection and preprocessing: Measure and record the experimental data 
and preprocess those data to get the input-output data pairs as training set 

},{ 11 XV and testing set },{ 22 XV  respectively.  

(2) Initialization: Initialize a group of random particles including model parameters 
dn,,,, γβα  and the PSO parameters such as c1, c2, maxw and minw , group size, 

random position and velocity, and initial vector. 
(3) Calculate model output and evaluate the fitness value:  Calculate the model 

output with the initialized parameter dn,,,, γβα  according to (8); as well as 

evaluate the fitness value of each particle according to fitness function (7). 
(4) Update the best position of individual and global position: For each particle, by 

comparing the individual fitness value at present with the individual best posi-
tion bestp  and the group best position bestg  in the past, the individual and global 

best position, bestp  and bestg , are updated if the present value is better than the 

past.  
(5) update velocity and position of particles: Calculate velocity and position of par-

ticles according to (3-4). 
(6) Termination: Return (3) if termination condition that the best searching positions 

so far reach the predetermined minimum fitness is not arrived or the maximum 
iterative number is not reached. 
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5   Numerical Simulation  

In this section, modeling results are compared with the experimental data to reveal the 
performance of the Bouc-Wen hysteresis model. The model identification is per-
formed using the sine wave with the frequency of 20Hz, 40Hz, 60Hz and 80Hz. Two 
sets of input and output signal of PZT with respect to frequency are sampled as the 
data pairs. For the parameter identification, in PSO we have taken the acceleration 
constans 221 == cc , the group scale N=30 and inertia weighting factor restricts 

]2.1,0[∈w  for obtaining best results. 

Fig.4 indicates comparison between hysteretic loop measured by experiments and 
those simulated based on the Bouc-Wen hysteretic model with (8) at 20Hz, 40Hz, 60Hz 
and 80Hz respectively. Fig.5 is the corresponding model output displacement compari-
sons at each frequency. We can see that the Bouc-Wen model can reach distinctly the 
actual hysteretic output displacement to achieve beautiful fitting results. Table 1 is the 
identified optimal parameters with Bouc-Wen model, and the mean square error and 
relative error of the training set },{ 11 XV  and testing set },{ 22 XV defined by (6) are shown 

in Table 2 to validate the generation ability of Bouc-Wen hysteresis model (2). 
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Fig. 4. Voltage/displacement hysteresis curve comparison between experimental measurement 
and the Bouc-Wen model with applied voltage at (a)20Hz, (b)40Hz, (c)60Hz and (d)80Hz, 
respectively 
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Fig. 5.  Iteration/displacement number comparison between experimental measurement and the 
Bouc-Wen model with applied voltage at (a)20Hz, (b)40Hz, (c)60Hz and (d)80Hz, respectively 

Table 1. The optimal parameters of Bouc-Wen model 

f (HZ) 20 40 60 80 
α  3.8404e-005 4.1874e-005 4.6330e-005 4.6918e-005 
β  9.9795 9.9969 8.7802 10.4524 
γ  1.8997 2.9930 1.3800 3.5992 
n 1.1427 1.1339 1.1285 1.1409 
d(m/V) 7.2801e-005 7.0718e-005 7.3347e-005 6.5769e-005 

Table 2. The generation performace of Bouc-Wen model with the training and testing data 
pairs 

f (HZ) 20 40 60 80 
RMSE(μm) of training 0.2845 0.5544 0.5574 0.8100 
RE of training 0.0328 0.0659 0.0670 0.1058 
RMSE(μm) of testing 0.2530 0.4562 0.5248 0.6974 
RE of testing 0.0291 0.0544 0.0631 0.0911 
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6   Conclusions 

This study proposed a modeling method for the piezoelectric actuator with hysteresis. 
By identification research, it is possible to construct a Bouc-Wen model to describe 
the piezoelectric actuator hysteresis with respect to single-frequency input voltage. 
The predict ability on the testing data successfully demonstrates that the Bouc-Wen 
model based PSO algorithm can be utilized to describe the piezoelectric actuator. 
According to the comparisons between the identified results and the experimental 
results prove the effectiveness of this method.  

The main advantage of Bouc-Wen model is in its simplicity with little parameters 
and its ability to describe a variety of complicated hystersis loop. However, it is worth 
to notice that the proposed modeling scheme is available for the single frequency only 
at present; so it is necessary to extend or modify the Bouc-Wen model with evolu-
tionary algorithm to model piezoelectric actuators when the rate-dependent character-
istic is considered. On the other hand, considering the restriction that the Bouc-Wen 
model cannot model asymmetry hysteretic loop, the modeling error would not be 
ignored when specific precision pointing or micromanipulation are needed. These 
would be the prospective work need to be considered in the future. 
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Abstract. The ionic polymer metal composite (IPMC) belongs to the

category electroactive polymers (EAP), many potential applications for

low-mass high-displacement actuators in biomedical and robotic systems

have been shown. But identification of some physical parameters for non-

linear IPMC models is still a difficult issue. Moreover, hysteretic behavior

exists in IPMCs and affects the performance of actuators, even makes the

system with these actuators exhibit undesirable oscillations and instabil-

ity. In this paper, a new nonlinear model of the IPMC with uncertain-

ties and hysteresis is obtained. According to hysteresis and uncertainties

for the proposed model, a nonlinear robust control using operator-based

robust right coprime factorization is designed for the IPMC. The effec-

tiveness of the proposed method is confirmed through simulation and

experiment.

Keywords: IPMC, Uncertainties, Hysteresis, Nonlinear Control, Right

Coprime Factorization, Robust Stability.

1 Introduction

Various electroactive polymers (EAP) materials, also called artificial muscles,
are being developed to enable effective, miniature, light and low power actu-
ators. The Ionic Polymer Metal Composite (IPMC) belongs to the category
electroactive polymers (EAP). An IPMC sample consists of a thin ion-exchange
membrane (e.g., Nafion) plated on both surfaces with a noble metal as elec-
trodes. Because IPMCs are capable of producing large deformation under a low
driving voltage, they have been shown to have many potential applications as
biomimetic robotic distributed sensors, actuators, transducers, artificial muscles
and so on [1, 2].

Several linear and nonlinear models have been proposed in precision displace-
ment control [3, 4]BThe linear models are often obtained from approximate
method, for linear models, linear quadratic regulator (LQR), proportional in-
tegral and derivative (PID), adaptive fuzzy algorithm and impedance control
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scheme are usually used in position control for linear models [5, 6]. The IPMC
mainly shows nonlinear behaviors, but identification of some physical parameters
is difficult in practice. Some physical parameters are small enough the influence
for displacement deformation in practice, which can be ignored and considered
as uncertainties in the model. According to variables ignored and measurement
error of parameters, an improved nonlinear model with uncertainties is obtained.
Moreover, hysteretic behavior exists in IPMCs and affects the performance of
actuators [7], even makes the system with these actuators exhibit undesirable
oscillations and instability. In order to make hysteresis model closer to the real
hysteretic behavior, a symmetric PI hysteresis model which is described by sym-
metric play hysteresis operator with unknown slopes is given.

In precision position control, IPMC actuator has to move from one specified
position to another, and has to maintain the position constant. It needs a skilful
operator to control manually based on his or her experiences to stop the swing
immediately at the right position. To resolve this problem, operator-based ro-
bust right coprime factorization is proposed in this paper. It is well known that
coprime factorization has been a promising approach for analysis, design, stabi-
lization and control of nonlinear system [8, 9]. Especially, robust right coprime
factorization has attracted much attention due to its convenient in researching
input-output stability problems of nonlinear system with uncertainties [10, 11,
12, 13]. As a result, there exits hysteretic behavior and some uncertainties for
the proposed nonlinear model, the nonlinear IPMC position control system is
considered by using robust right coprime factorization approach in this paper,
robust right coprime factorization and its application to a nonlinear IPMC con-
trol setup are investigated.

The outline of the paper is given as follows. In Section 2, experimental sys-
tem is described. In Section 3, modeling and problem statement are introduced.
In Section 4, robust right coprime factorization approach is presented for an
IPMC set. The simulation and experimental results are shown in Section 5, and
Section 6 is the conclusion.

2 Experimental System

Fig. 1(a) shows picture of experimental system. The experimental system
schematic illustration is shown in Fig. 1(b). In this experimental system, an
IPMC sample of dimensions 50 mm 10 mm 0.2 mm is clamped at one end, and
is subject to voltage excitation generated from the computer and board (PCI-
3521). A laser displacement sensor (ZX-LD40: 40±10mm) is used to measure
the bending displacement d. The relationship between the bending curvature
1/ρ and the displacement d can be described by (see Fig. 2):

1
ρ

=
2d

d2 + h2
. (1)

where, h is the vertical distance.
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(a) (b)

Fig. 1. (a) Picture of experimental system; (b) Experimental system schematic

illustration

Fig. 2. Calculation of the displacement d based on the curvature 1/ρ

3 Modeling and Problem Statement

3.1 Nonlinear Model of IPMC

Displacement control models of IPMCs fall into two general categories: linear
models, and nonlinear models. Linear models have no prior knowledge or some
knowledge of the system. Nonlinear models have a comprehensive knowledge of
the physics system derivation. A nonlinear dynamic model with uncertainties of
IPMC can be described by [14]:

v̇ = − v − u

C1(v)(Ra + Rc)
,

y =
3α0κe

√
2Γ (v)

Yeh2
+ ΔP. (2)

where, v is the state variable, u is the control input voltage, y is the curvature
output, Ra is the electrodes resistance, Rc is the ion diffusion resistance, κe is
the effective dielectric constant of the polymer, α0 is the coupling constant, Ye

is the equivalent Young’s modulus, ΔP denotes uncertainties which consist of
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measurement error of parameters and model error of the IPMC. Γ (v) and C1(v)
are functions of the state variable and some parameters,

Γ (v) =
b

a2
(

ave−av

1 − e−av
− ln(

ave−av

1 − e−av
) − 1). (3)

here,

a =
F

RT
, b =

F 2C−

RTκe
. (4)

F is Faraday’s constant, C− is the anion concentrations, R is the gas constant,
T is the absolute temperature.

C1(v) = Sκe
Γ̇ (v)√
2Γ (v)

, (5)

where, S = WL is the surface area of the IPMC, L, W and h donote the length,
the width and the thickness of the IPMC respectively.

According to (2), (3) and (5), the following equations are established,

v̇ = −
(v − u)

√
2b( ave−av

1−e−av − ln( ave−av

1−e−av ) − 1)

Sκeb(Ra + Rc)(1 − 1−e−av

ave−av ) e−av(1−e−av−av)
(1−e−av)2

y =
3α0κe

√
2b( ave−av

1−e−av − ln( ave−av

1−e−av ) − 1)

aYeh2
+ ΔP (6)

Defining a new state variable x = av, the following equations can be obtained,

ẋ = −
(x − au)

√
2b( xe−x

1−e−x − ln( xe−x

1−e−x ) − 1)

Sκeb(Ra + Rc)(1 − 1−e−x

xe−x ) e−x(1−e−x−x)
(1−e−x)2

y =
3α0κe

√
2b( xe−x

1−e−x − ln( xe−x

1−e−x ) − 1)

aYeh2
+ ΔP (7)

For the IPMC actuators, hysteresis is also one of the most important proper-
ties. On the existence of the hysteretic nonlinearities, the system usually exhibits
undesirable oscillations and even instability. To avoid oscillations, hysteresis phe-
nomenon must be considered.

3.2 Hysteresis in IPMC

The displacement response of IPMC is measured under a sequence of voltage
values which are monotonically from -2.0 V to 2.0 V and then back to -2.0 V (see
Fig. 3(a)). Each voltage value v is held for 100 seconds to guarantee the IPMC
to reach the steady-state, which makes sure that the effects of other dynamics
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Fig. 3. (a) The sequence of inputs applied to IPMC sample; (b) Steady-state

displacement vs voltage input

Fig. 4. Model structure for an IPMC actuator

are eliminated or minimized, and any measured input-output loop would indeed
come from hysteresis.

It is evident from the measured steady-state displacement vs. the voltage
input (see Fig. 3(b)) that the input-output relationship shows hysteresis. The
controlled IPMC is either nonlinear or with uncertainties and hysteresis, model
structure for an IPMC actuator can be shown in Fig. 4.

3.3 The Prandtl-Ishlinskii Model

Prandtl-Ishlinskii hysteresis model is used to describe the hysteresis. The PI
model is formulated through a weighted superposition of elementary hysteresis
operators. The elementary hysteresis operators are stop hysteresis operators and
play hysteresis operators [15, 16].

In this paper, PI model defined by play operators with threshold value h > 0,
is used. Analytically, suppose that Cm[0; tE], where 0 = t0 < t1 < · · · < tN = tE
is a partition of [0; tE ], is the space of piecewise monotone continuous functions.
The input function u(t) ∈ Cm[0; tE ] is monotone on each of the sub-intervals
[ti; ti+1]. The play hysteresis operator Fh(·; u∗−1) : Cm[0; tE] × u∗−1 → Cm[0; tE ]
for an initial value u∗

−1 ∈ R, is defined as

Fh[u(0); u∗
−1] = fh(u(0), u∗

−1)
Fh[u(t); u∗

−1] = fh(u(t), Fh[u(ti); u∗
−1])

for ti < t ≤ ti+1 and 0 ≤ i ≤ N − 1 (8)



140 A. Wang, M. Deng, and D. Wang

4 2 0 2 4
10

5

0

5

10

15
                f = 0.1 Hz

D
is

pl
ac

em
en

t [
m

m
] 

Voltage [V]

4 2 0 2 4
5

0

5

10

15
                f = 0.2 Hz

D
is

pl
ac

em
en

t [
m

m
] 

Voltage [V]

4 2 0 2 4
2

0

2

4

6

8
                f = 0.4 Hz

D
is

pl
ac

em
en

t [
m

m
] 

Voltage [V]

4 2 0 2 4
2

0

2

4
                f = 0.8 Hz

D
is

pl
ac

em
en

t [
m

m
] 

Voltage [V]

(a)

4 2 0 2 4
2

0

2

4
                f = 0.8 Hz

D
is

pl
ac

em
en

t [
m

m
] 

Voltage [V]

1 0 1 2 3
5

0

5

10

15

20
                f = 0.1 Hz

D
is

pl
ac

em
en

t [
m

m
] 

Voltage [V]

2 1 0 1 2 3
5

0

5

10

15
                f = 0.2 Hz

D
is

pl
ac

em
en

t [
m

m
] 

Voltage [V]

4 2 0 2 4
2

0

2

4

6

8

10
                f = 0.4 Hz

D
is

pl
ac

em
en

t [
m

m
] 

Voltage [V]

(b)

Fig. 5. The response of the displacement, (a) u(t) = 3sin(2πft); (b) u(t) = 3
sin(2πft)

t+1

with

fh(u, q) = max(u − h, min(u + h, q)) (9)

The spaces of input and output can be extended to the space C[0; tE ] of contin-
uous functions. Here the play operator is represented in another format [18].

Fh(u)(t) =

⎧⎨⎩
u(t) + h, u(t) ≤ Fh(u)(ti) − h
Fh(u)(ti), −h < u(t) − Fh(u)(ti) < h
u(t) − h, u(t) ≥ Fh(u)(ti) + h

(10)

where Fh(u) shows Fh(u; u∗
−1) in brief. The initial condition of (10) is given by

Fh(u)(0) = max(u(0) − h; min(u(0) + h; u∗−1)). PI model can be described by a
weighted superposition of the above play operator with threshold value H.

u∗(t) = Γ (u)(t) = DPI(u)(t) + Δ(u)(t) (11)

where

DPI(u)(t) = Ku(t), K =
∫ hx

0

p(h)dh

Δ(u)(t) = −
∫ hx

0

Snhp(h)dh +
∫ H

hx

p(h)Fh(u)(ti)dh

Sn = Sgn(u(t) − Fh(u)(ti))

where p(h) is a given continuous density function, satisfying p(h) ≥ 0 with∫∞
0

hp(h)dh < ∞, and is expected to be identified from experimental date.
To identify the density function parameters in a density function p(h) = a ×
eb(h−1)2 , we set the threshold value h. The weight parameters a and b are found
by performing nonlinear least squares fit. To evaluate the above PI model, an
experiment is conducted. In the experiment, input voltage of u(t) = 3sin(2πft)
(f = 0.1, 0.2, 0.4, 0.8) are applied to IPMC actuator. Fig. 5 shows the response of
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Fig. 6. (a) The input and output of the identified PI hysteresis model; (b) The response

of the identified PI hysteresis model

the displacement of IPMC. Where parameters p(h) = 0.00024× e−0.00075(h−1)2

and h ∈ [0, 3] of PI model are found by performing a nonlinear least squares fit
using Levenberg-Marquardt method. Fig. 6(a) shows the input and output of
the identified PI hysteresis model. The response of the identified PI hysteresis
model is shown in Fig. 6(b).

3.4 Problem Statement

The objective of this paper is to design a robust nonlinear control for IPMC
with uncertainties and hysteresis using operator-based robust right coprime fac-
torization so that the validity of the proposed model can be confirmed and the
precision position control of IPMC can be implemented.

4 Design of Robust Stable Control System

Right factorization is to factorize a given plant operator P as a composition of
two operators N and D in the following form

P = ND−1 (12)

If there are two operators A and B, such that the following condition is satisfied.

AN + BD = I (13)

where I is the identity operator, then the right factorization is said to be coprime
[8, 9].

Consider the nonlinear system with bounded uncertainties, the robust con-
trol problem by using robust right coprime factorization approach has been re-
searched in [10, 11, 12]. Assume that the uncertainties are included in ΔP , where
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ΔP is unknown but bounded. The right factorization of the nonlinear system is
in the following form

P̃ = P + ΔP = (N + ΔN)D−1 (14)

From [10], we can see that if the following conditions are satisfied,

AN + BD = L (15)
A(N + ΔN) + BD = L̃ (16)

‖(A(N + ΔN) − AN)L−1‖ < 1 (17)

then the stability of the uncertain system P̃ is guaranteed, where L and L̃ are
unimodular operators and ‖·‖ is Lipschitz operator norm. Then, we consider the
mentioned nonlinear IPMC by using robust right coprime factorization. Consider
hysteresis in model structure, the nonlinear dynamics can be described,

ẋ = −
(x − au∗)

√
2b( xe−x

1−e−x − ln( xe−x

1−e−x ) − 1)

Sκeb(Ra + Rc)(1 − 1−e−x

xe−x ) e−x(1−e−x−x)
(1−e−x)2

y =
3α0κe

√
2b( xe−x

1−e−x − ln( xe−x

1−e−x ) − 1)

aYeh2
+ ΔP (18)

D, N and ΔN are denoted as the following forms

D(ω)(t) =
Sκeb(Ra + Rc)ω̇(t)(1 − 1−e−ω(t)

ω(t)e−ω(t) )
e−ω(t)(1−e−ω(t)−ω(t))

(1−e−ω(t))2

a
√

2b(ω(t)e−ω(t)

1−e−ω(t) − ln(ω(t)e−ω(t)

1−e−ω(t) ) − 1)
+

ω(t)
a

(19)

N(ω)(t) =
3α0κe

√
2b(ω(t)e−ω(t)

1−e−ω(t) − ln(ω(t)e−ω(t)

1−e−ω(t) ) − 1)

aYeh2
(20)

ΔN(ω)(t) = Δ

√
2b(

ω(t)e−ω(t)

1 − e−ω(t)
− ln(

ω(t)e−ω(t)

1 − e−ω(t)
) − 1) (21)

where ΔN is the numerator of the coprime factorization presentation of ΔP ,
N, ΔN , and D are stable operators respectively, and D is invertible.

For the IPMC, based on robust right coprime factorization method, a robust
stable control for a nonlinear model is designed. The framework of control system
is shown in Fig. 7. U is the input space of PI model, and U∗ is the output spaces
of PI model. Let the output space of the original nonlinear plant and quasi-state
space be Y and W . N , ΔN, D are N : W → Y , ΔN : W → Y , D : W → U∗,
respectively. A, B are the stable operator controllers and B is invertible. We
can choose W = U. In Fig. 7, the output u∗ of PI model is the input of the
original nonlinear plant. In practice, the signal of u∗ between the hysteresis
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Fig. 7. A robust control system with uncertainties and hysteresis

Fig. 8. The tracking control system

and the nonlinear plant is unavailable. So the hysteresis of actuator should be
considered as a part of the nonlinear plant during designing controllers. We
consider DPI(u)(t) in the hysteresis model given in (11) and D of the above plant
as a new invertible factor of right coprime factorization D̃(ω)(t) = D−1

PID(ω)(t).
The corresponding controllers A and B which satisfy Bezout identity AN + BD̃
= M ∈ S(W, U) are also designed to make the nonlinear system be BIBO stable,
where S(W, U) is the set of unimodular operator [15, 16].

Based on the proposed design scheme, we design controllers as follows.

A(y(t)) = −aSYeh
2(Ra + Rc)
3α0

ẏ(t) (22)

B(u(t)) = aKu(t) (23)

where K =
∫ hx

0
p(h)dh.

Besides the robust stability of the IPMC position control system is guar-
anteed, the tracking performance of the system is also considered. Here, the
tracking condition is difficult to obtain because the operator N is a complex
nonlinear function, therefore we design a tracking system shown in Fig. 8, where
the stabilizing system regarded as the plant is equal to the system in Fig. 7.

The tracking controller C is designed satisfying the conditions in [11]. Here,
the controller C is designed as

u(t) = kpe(t) + ki

∫
e(τ)dτ (24)
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5 Simulation and Experimental Results

In this section, some simulation and experimental results are given to illustrate
the effectiveness of the proposed method. Some physical parameters have been
identified through experiments, which are shown in Table 1.

Table 1. Parameters in the model

T F κe

290 K 96487 C mol−1 1.12 × 10−6Fm−1

Ra R Ye

18 Ω 8.3143 J mol−1K−1 0.56 GPa

Rc C− α0

60 Ω 980 mol 0.12 J C−1

L W h

50 mm 10 mm 200 μm

During the simulations and experiment, the uncertain factor in (21) is mod-
eled as Δ = 3α0κe

√
2b

aYeh2 ×5%, the uncertainties of model are smaller than ΔN
in practice. The simulation result of the IPMC with uncertainties and without
uncertainties of control system based on right coprime factorization is shown in
Fig. 9(a). Fig. 9(b) shows the simulation result of system with tracking controller
where the reference input of the curvature is rf = 1[1/m]. From Fig. 9, we can
find that the nonlinear IPMC with uncertainties control system using right co-
prime factorization control is robust stable. By the tracking controller, the IPMC
output can track the reference input. Fig. 10 shows the displacement response
of the IPMC using robust right coprime factorization, the desired outputs of
displacement d is 8 [mm]. These results show that the robust stability of the
IPMC displacement control system is guaranteed and tracking performance is
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Fig. 9. (a) The simulation result based on robust coprime factorization; (b) The sim-

ulation result with tracking controller
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Fig. 10. Experimental results on output response, (a) Without PI model; (b) With PI

model

satisfied by using the proposed method. The oscillations in the system responses
can be avoided by considering hysteresis of IPMC actuator.

6 Conclusions

In this paper, we investigate robust nonlinear control for the ionic polymer metal
composite with hysteresis and uncertainties. The nonlinear model of the IPMC
with uncertainties and hysteresis is obtained. The Prandtl-Ishlinskii model is
used to model the hysteresis. To avoid the influence of the uncertainties and
hysteresis, robust right coprime factorization approach for the IPMC displace-
ment control system is proposed. Finally, simulation and experimental results
are presented to show the effectiveness of the proposed method.
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Modeling of Hysteresis Nonlinearity Based on 
Generalized Bouc-Wen Model for GMA 
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Abstract. In this paper, the classical and generalized Bouc-Wen models are 
used to describe the hysteresis loops of Giant Magnetostrictive Actuator (GMA) 
for the first time. The parameters of the models are optimized with Particle 
Swarm optimization (PSO) algorithm. The hysteresis loops of GMA are asym-
metric, and the classical Bouc-Wen model can not describe such asymmetric 
hysteresis loops satisfactorily, but the generalized BoucWen model can describe 
asymmetric hysteresis loops better. Simulation results prove the correctness of 
the conclusion.  

Keywords: GMA; hysteresis; asymmetric; generalized Bouc-Wen model;  
Particle Swarm Optimization. 

1    Introduction 

Giant Magnetostrictive Material (GMM) is a type of functional material. It can produce 
stress and strain when a magnetic field is applied to it. Compared to conventional mag-
netostrictive and piezoelectric materials, it has higher strain value, more rapid response 
speed, better frequency characteristics and higher reliability. Furthermore, it is not 
subject to fatigue, overheating and failure. GMM is widely used in the areas of avia-
tion, aerospace, and precise manufacturing, etc. One of the most important applications 
is to construct actuators which are often called Giant Magnetostrictive Actuators 
(GMA). A type of giant magnetostrictive actuator produced by Department of Materi-
als Science and Engineering of Beihang University is depicted in Fig.1. 

However, hysteresis nonlinearity is the inherent property of GMA, it can reduce 
the control accuracy and even lead to oscillation. There are mainly three classes of 
approaches for the modeling of hysteresis. One is the physical modeling theory, 
which is represented by Jiles-Atherton model [1] and Duhem model [2]. The other is 
the operator modeling theory, which is represented by Preisach model [3] Krasnosel-
skii-Pokrovskii (KP) model[4], Prandtl-Ishlinskii (PI) model [5], etc. Another is the 
intelligent modeling theory based on computational intelligence [6]. All the three 
classes are widely used. 

The Bouc-Wen model is a semi-physical model which was initially proposed by 
R.Bouc in 1971 and generalized by Y.K.Wen in 1976. The model has the advantage 
of computational simplicity, because it needs only one auxiliary nonlinear differential 
equation to describe the hysteretic behaviour. It is widely used in the current  
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    (a)                                              (b) 

Fig. 1. Giant Magnetostrictive Actuator. (a) Section. (b) Prototype. 

literature, particularly within areas of civil and mechanical engineering. However, 
according to the published papers, few people have used the Bouc-Wen model to 
describe the hysteresis loops of GMA. 

In this paper, the hysteresis loops of GMA is modeled with the classical and the 
generalized Bouc-Wen model for the first time and the parameters of the models are 
optimized with the Particle Swarm Optimization (PSO) algorithm.  

This paper is organized as follows: In section 2, the Bouc-Wen model is briefly in-
troduced. In section 3, approaches of modeling the hysteresis of GMA are presented 
and parameters of the models are optimized with PSO algorithm. In section 4, simula-
tion is carried out and the results are discussed. Finally, some concluding remarks are 
stated in section 5.  

2    Bouc-Wen Model  

In Ref. [7], the Bouc-Wen model takes the form: 

11

( )( ) ( ) (1 ) ( ),

( ) .

BW

n n

x t kx t Dkz t

z D Ax x z z x x

α α

β γ
−−

Φ = + −

= − −& & &&

 (1) 

Where the over-dot denotes the derivative with respect to time and 0 1,α< <  0,k >   
0,D >  1,n > 0.β γ+ ≠ Equation (1) is called the standard Bouc-Wen model. The 

normalized version of the Bouc-Wen model, takes the form: 

1
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(3) 

The standard and normalized form are called classical Bouc-Wen model here. The 
output of the classical Bouc-Wen is a point symmetric loop, as depicted in Fig. 2. 
However, in practice, the hysteresis loops may exhibit asymmetric shape due to 
asymmetry in geometric bound conditions or material properties, such as the  
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        Fig. 2. Loops of classical Bouc-Wen model     Fig. 3. Asymmetric loops of GMA 

hysteresis loops of GMA. Fig. 3 depicts the hysteresis loop of a GMA which bulges 
upward (the input electric current is 1A, 0.5Hz). So, modeling asymmetric hysteresis 
loops of GMA with classical Bouc-Wen model may lead to large error.  

To account for the asymmetry, Junho Song and Armen Der Kiureghian introduced 
a generalized Bouc-Wen model [8] which has enhanced flexibility in shape control. It 
can describe highly asymmetric hysteresis with fixed parameters. The generalized 
Bouc-Wen model takes the form: 

0 0( , , ) (1 ) ,

[ ( , , )] .
n

f x x z k x k zs

z x A z x x z

α α

ψ

= + −

= −

&

& &&

 (4) 

Where z& is the derivative of z with respect to time, A and n are parameters that con-
trol the scale and sharpness of the hysteresis loop respectively, ( , , )x x zψ & is the 

nonlinear function of , ,x x z&  that controls other shape features of the hysteresis loop. 
The function ( , , )x x zψ &  is called shape control function and it could take different 

forms. The form used in Ref. [8] is: 

1 2 3 4 5 6sgn( ) sgn( ) sgn( ) sgn( ) sgn( ) sgn( ) .xz xx xz x z xψ β β β β β β= + + + + +& & &  (5) 

Where 1,..., 6β β are fixed parameters and sgn() is the sign function. This model has six 

degrees of freedom as it can control the values of ( , , )x x zψ & at six phases. The six 

phases are inferred as follows: 

phase1: 
1 2 3 4 5 6

,0, 0, 0, ( , , )x x z where x x zψ β β β β β β++ + + +> > > =& &  

phase2: 
1 2 3 4 5 6

,0, 0, 0, ( , , )x x z where x x zψ β β β β β β+− − + +> < > = −& &  

phase3: 
1 2 3 4 5 6

,0, 0, 0, ( , , )x x z where x x zψ β β β β β β−− − − +> < < =& &  

phase4: 
1 2 3 4 5 6

,0, 0, 0, ( , , )x x z where x x zψ β β β β β β++ − − −< < < =& &  

phase5: 
1 2 3 4 5 6

,0, 0, 0, ( , , )x x z where x x zψ β β β β β β+− + − −< > < = −& &  

phase6: 
1 2 3 4 5 6

.0, 0, 0, ( , , )x x z where x x zψ β β β β β β−− + + −< > > =& &  
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With different combinations of the parameters of
1,..., 6β β as listed in table 

1( 0 =8, 0.8, =2,n=1k Aα = ), the generalized Bouc-Wen model can describe loops of 

asymmetric shapes, as depicted in Fig.4. 

Table 1. Parameters of the Generalized Bouc-Wen Model  

 1β  2β  3β  4β  5β  6β  

(1) 1 1 1 1 1 1 
(2) 1 1 3 1 1 1 
(3) 1 1 -1 -1 -1 1 
(4) 1 1 -3 -1 -1 -1 

With equation (4) and (5), the parameters of the generalized Bouc-Wen model can be 
adjusted to minimize the difference between the output of the model and the experi-
mental data over the entire hysteresis loop of GMA. 

 

 

Fig. 4. Loops of the generalized Bouc-Wen model with different parameters 
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3   Modeling and Parameter Optimization 

3.1   Discrete Generalized Bouc-Wen Model 

From equation (4) and (5), the discrete form of the generalized Bouc-Wen model is 
expressed as (first order forward difference):  

0 0
ˆ ( 1) ( ) (1 ) ( ),

( 1) ( ( 1) ( ))( ( ) ) ( ) .

y k K x k K z k

nz k x k x k A z k z k

α α

ψ

+ = + −

+ = + − − +
 (6) 

1 2

3 4 5 6

sgn(( ( 1) ( )) ( )) sgn( ( )( ( 1) ( )))

sgn( ( ) ( )) sgn( ( 1) ( )) sgn( ( )) sgn( ( )) .

x k x k z k x k x k x k

x k z k x k x k z k x k

ψ β β

β β β β

= + − + + − +

+ + − + +
 (7) 

where ( )x k and ( )y k are the input and output of the actuator at time k and ˆ( 1)y k + is 

the output of the model at time k+1.The model essentially predicts the output of the 
actuator at time k+1 using the current and historic inputs and outputs of the actuator. 
(Discretization of the normalized Bouc-Wen model is similar to that of the general-
ized one). 

3.2   Particle Swarm Optimization (PSO) Algorithm [9] 

Due to its highly nonlinear nature, parameter identification of Bouc-Wen systems 
constitutes a challenging problem.  PSO algorithm is a kind of evolutionary algorithm 
developed in recent years, which has been shown to be simple and effective in pa-
rameter optimization. It is deployed in this paper to identify the parameters of the   
Bouc-Wen model. 

PSO algorithm treats each set of parameters as one particle. The number of the pa-
rameters is the particle’s dimension. Each particle knows its current position and the 
past best position. Moreover, each particle knows the past best position of the group. 
Each particle moves to a new position according to the previous positions and the 
new velocity of the particle. The new position is compared with the best position 
generated by previous particles and the best one is kept. If a particle discovers a new 
probable solution, other particles will move closer to it to explore the region more 
completely. 

There are three attributes for each particle: current position (current value of the 
particle), current velocity (the rate of the position change) and past best position. The 
new velocity and position of each particle can be calculated by the formulas (8), (9) 
and (10). Each particle i in the dth sub-dimensional space is iteratively updated until 
the best solution is gained or the iteration reaches the allowable maximum number. 

1

1 1 2 2()( ) ()( ),t t t t t t

id id id id gd id
v wv c rand p x c rand p x+ = + − + −  (8) 

max max

max max

, if ,

, if .

t t

d id did

t t

d did id

v v v v

v v v v

= >

= − < −

⎧⎪
⎨
⎪⎩

 (9) 
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1 1
,

1, 2, ..., ; 1, 2, ..., .

t t t

id id id

i N d D

x x v+ +

= =

= +
 (10) 

where t

id
v is the velocity of  particle i in the dth sub-dimensional space at iteration t; 

w is the inertia weighting factor; 
1

c  and 
2

c  are the acceleration constants; 1()rand  

and 
2 ()rand  are random numbers between 0 and 1; t

id
p is the past best position of 

particle i in the dth sub-dimensional space at iteration t;  
gd

tp is the past best position 

of the group in the dth sub-dimensional space at iteration t; max

d
v  is the maximum 

velocity of the particle in the dth sub-dimensional space; t

id
x  is the position of particle 

i in the dth sub-dimensional space at iteration t; N is the number of particles; D is the 
dimension of each particle. 

There are two key points for the PSO algorithm: the coding of the solution and the 
fitness function. The PSO algorithm uses real-value encoding, the initialization of the 
algorithm can be of arbitary values. Root-Mean-Square-Error (RMSE, in formula 
(11)) of Bouc-Wen model’s outputs and experiment outputs is adopted as the fitness 
function. The best solution is gained when the expected RMSE (ERMSE) reaches the 
preset value.  

.
2RMSE= ( ( ) ) /

1
i i

n
f x y n

i
−∑

=
 (11) 

.
2 2

( ) /
1 1

i i i

n n
RE f x y y

i i
= −∑ ∑

= =
 (12) 

In formula (11) and (12), ( )if x is the output of the model. 

3.3   Process of Modeling 

Step 1: Data collection. Choose two sets of experimental data pairs ( ( ), ( ))x k y k  of 

GMA for model training and testing. 
Step 2: Initialization. All the parameters (

0 3 4 5 61 2
, , , , , , , , ,k A nα β β β β β β ) of the gener-

alized Bouc-Wen model are combined as one particle (for the normalized Bouc-Wen 

model, the combination is ( , , , , nx wκ ρ σκ )). Determine the feasible ranges of the 

parameters and the expected RMSE (ERMSE). The feasible ranges can be big enough 
at first to ensure that the optimal values be in the range. Determine the number of the 

particles N, the range of inertial weighting factor min max[ , ]w w ,the range of the veloc-

ity maxmin[ , ]d dν ν , the acceleration constants 1c and 2c , and the number of iterations M. 

Generate the initial positions of the particles in the feasible ranges randomly. 



Modeling of Hysteresis Nonlinearity Based on Generalized Bouc-Wen Model for GMA 153 

`Step 3: Evaluation. The outputs of the model are calculated by equations (6) and (7). 
Take formula (11) as the fitness function. Evaluate the fitness value of each particle 
and find the best position of each article and the group. If the value of the fitness func-
tion RMSE ERMSE> and the iteration number < M , go to step 4; otherwise go to step 5. 
Step 4: Position Change.  Calculate the velocity and position of each particle by the 
formulas (8), (9) and (10). The inertial weight factor is adjusted by formula (13). Then 
go to step 3. 

max max min( 1)( ) / , 2, ..., .w w k w w M k M= − − − =  (13) 

Step 5: Termination. The algorithm ends and the present best position of the group is 
the final solution. 
Step 6: Test the model with the training and testing data pairs to obtain the RMSE and 
the RE by formula (11) and (12). 

4    Simulation 

All the data are from the experiment done by Kang Xu on April 14th, 2008. The 
GMA used in experiment is manufactured by Department of Materials Science and 
Engineering of BeiHang University. The GMA is driven by a power amplifier (GF-
20). The dSPACE system is DS1103. The output displacementïis measured by the 
eddy current sensor (the resolution is 8 /mV mμ ). The sample frequency is 10 kHz. The 

experiment equipments are described in Fig.5. 

 

Fig. 5. The experiment equipments 

The input is quasi-static sine signal of 0.5Hz, the driving currents are 0.5A, 1A and 

1.5A respectively. 5000 input-output data pairs of ( ,i ix y ) are chosen as training  

data, and another set of 5000 pairs as testing data. The hysteresis modeling and pa-
rameters optimization is carried out according to section 3 with the training data. The 
number of the particles N is set as 30. The range of inertial weighting factor 

min max[ , ]w w is set as [0.3, 1.2]. Iteration number M is set as 100. Acceleration constant 

c1 is set as 2, c2 as 2. Then the model with the optimized parameters is tested with the  
 



154 Y. Guo and J. Mao 

Table 2. Parameters of the Generalized Bouc-Wen Model 

current 0k  0α  A  n  
1β  2β  3β  4β  5β  6β  

0.5A 2.70 0.92 3 3 1.2564 0.5225 -0.5403   -0.6818 0.4652 0.0630 
1A 6.0 0.84 2 2 1.6350 0.6350 -0.5425 -1.4387 0.8001 0.5804 
1.5A 8.99 0.77 2 1.45 1.2850 -0.0838 -0.1320 -0.6642 -0.2867 1.0305 

testing data pairs. The optimized parameters of the normalized Bouc-Wen model are 
as follows: 

5.095, 1, 1.4686, 1.9132, 1.9x w nκ κ ρ σ= = = = = (The input current is 1 A). The opti-

mized parameters of the generalized Bouc-Wen model are listed in table 2. 
The simulation result with the normalized Bouc-Wen model is depicted in Fig.6. It 

can be seen that the output of the normalized Bouc-Wen model doesn’t coincide with 
the loop of GMA properly. The RMSE and RE of the normalized and generalized 
Bouc-Wen model are listed in table 3. It can be seen that the generalized Bouc-Wen 
model is more suitable to describe the hysteresis loops of GMA. 

 

Fig. 6. Modeling with normalized Bouc-Wen model (1 A). Solid line: simulation  ;  Dashed 
line: experimental measurement  

Table 3. RMSE and RE of normalized and generalized Bouc-Wen model (1 A) 

Bouc-Wen Training RMSE Training RE Testing RMSE Testing RE 
normalized 0.1893 0.0444 0.1851 0.0434 
generalized 0.1102 0.0259 0.1071 0.0251 

Table 4. RMSE and RE of training and testing with different currents 

current Training RMSE Training RE Testing RMSE Testing RE 
0.5A 0.0709 0.0365 0.0710 0.0370 
1A 0.1102 0.0259 0.1071 0.0251 
1.5A 0.1384 0.0199 0.1377 0.0198 
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Fig. 7. Modeling with generalized Bouc-Wen model at different currents. Solid: simulation ; 
Dashed: experimental measurement. 

The RMSE and RE of the generalized Bouc-Wen model with different currents are 
listed in Table4. The simulation results are depicted in Fig. 7.  

The RMSE and RE show that the generalized Bouc-Wen model can be used to 
model the hysteresis loops of GMA at low frequencies.  

The hysteresis nonlinearity of GMA is rate-dependent, that is to say, for inputs 
with different frequency, shapes of hysteresis loops are different. The classical  
Bouc-Wen model is rate-independent [7], so is the generalized Bouc-Wen model. 
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Therefore, parameters of the generalized Bouc-Wen model need to be re-identified 
when input frequency changes. 

Fig.8 shows the modeling of hysteresis loops of GMA at different frequencies, the 
RMSE and RE are listed in table 5. It can be seen that the simulation result is satisfac-
tory below 50 Hz. The RMSE and RE get larger when frequency gets higher (above 
50Hz). This is because the loops of GMA show ellipse-like shapes and become more 
asymmetric when the frequency gets higher. The Bouc-Wen model needs to be further 
modified to describe such hysteresis loops of GMA. 

 

 

 

Fig. 8. Modeling with generalized Bouc-Wen model at different frequencies. Solid line:  
simulation; Dashed line: experimental measurement. 
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Fig. 8. (continued) 

Table 5. RMSE and RE of training and testing at different frequencies 

Frequency Training RMSE Training RE Testing RMSE Testing RE 
10Hz 0.0991 0.0235 0.0930 0.0220 
30Hz 0.1340 0.0324 0.1371 0.0332 
50Hz 0.1316 0.0338 0.1276 0.0325 
100Hz 0.1723 0.0494 0.1862 0.0535 
130Hz 0.2213 0.0585 0.2327 0.0710 

5    Conclusion 

In this paper, a method of modeling the hysteresis nonlinearity of GMA by using the 
generalized Bouc-Wen model is proposed, and the parameters of the model is opti-
mized with the Particle Swarm Optimization (PSO) algorithm. Simulation results 
show that this model is more suitable to describe the hysteresis loops of GMA than 
the normalized Bouc-Wen model at low frequencies. The range of the parameters of 
the generalized Bouc-Wen model is determined based on experiential  judgment about 
the relationship between the shape of the loops and the values of the parameters. As 
the frequency gets higher, the Bouc-Wen model needs to be further modified to de-
scribe hysteresis loops of GMA. The result of this paper can be considered as a step-
ping stone to be used towards the development of modeling the hysteresis nonlinearity 
of GMA with the Bouc-Wen model.  
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Abstract. A modelling approach of the motion dynamics of a four-

wheel electric robot is proposed. The mechanism analysis method is em-

ployed to establish a mathematical model for a robot.With experimental

data of various scenarios for the step responses of the system, the pa-

rameters of the model are identified. Simulation shows the feasibility and

reliability of the motion modelling approach.

Keywords: Wheel robot; motion modelling; parameter estimation.

1 Introduction

In recent years, the applications of mobile robots with four wheels, are becom-
ing more and more popular [1]. The common controllers for them are designed
based on PID algorithms and/or fuzzy logic algorithms. Without the mathe-
matical models of the motion dynamics, the parameters in the controllers are
tuned with experiments. The design process is hard and subjective to the de-
signer’s experiences. If the mathematical model is known, it is possible to design
controllers with the performance optimized [2, 3].

A robot is subjected to vertical, lateral and longitude’s forces, which are in-
teractive and coupled. The integrated analysis of three degrees of freedom has
appeared and the analysis is extended to nonlinear characteristics [4]. However,
it is common and convenient to independently analyze the vertical, lateral and
longitudinal dynamics such that the degree of freedom is decreased and it is sim-
ple. Moreover, when the robot operation condition is limited, the interactivities
and coupling will be very weak.

To facilitate the control design for a four-wheel robot, the modelling of mo-
tion dynamics is studied. Both the mechanism analysis and experimental test are
employed to establish a mathematical model for the studied robot. The robot
is with steering wheels at the front and driving wheels at the rear. The input
variables are the control command signals for the steering gear and the driving
motor, which respectively manipulate the steering angle and advancing speed,
while the output variables are the coordinates of the robot in the plane. Firstly,
� This paper is partially supported by“the Fundamental Research Funds for the Cen-

tral Universities.”

H. Liu et al. (Eds.): ICIRA 2010, Part I, LNAI 6424, pp. 159–170, 2010.
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the model structure is obtained through the analysis of robot mechanism. The
robot model is divided into three parts: steering subsystem, driving subsystem
and robot kinematics. With the dynamical functions of the three parts combined,
the robot model structure is determined. Then some experimental scenarios on
the robot are designed and executed to get the operation data. With data pro-
cessing and parameter identification algorithms, the unknown parameters are
identified. Comparing simulation with experiment results under the same set-
tings, it proves the feasibility and reliability of the proposed approach.

The remaining part of the paper is organized as follows: Section 2 described the
determination of the dynamical model structure for the robot with mechanism
analysis. Section 3 presents the parameter identification of the robot model.
Some conclusions are given in Section 4.

2 Model Structure

A four-wheeled robot, with steering wheel controlled by a DC servo at the front,
and driving wheels controlled by a DC motor at the rear is studied. The rear
wheels are fixed in accordance with the robot body longitudinal direction. The
robot body is assumed to be rigid and the rotating dynamics are ignored.

The planar motion is studied here, and the control variables are the PWM
signals xa(t), xu(t) manipulating the steering gear and driving motor respectively
while the controlled variables are the plane coordinates of the axis center of rear
wheels (XM , YM ).

The steering gear and driving motor subsystems are studied independently
and then be merged together through the robot kinematical model. In the steer-
ing gear model, the input is the PWM signal for gear, and the output is the front
wheel angle. In the driving motor model, the input is the PWM signal for the
motor, while the output is the speed of rear wheels, which is partial affected by
the front wheel angle. With the robot kinematics, the plane coordinates of the
rear wheel axis center are expressed as functions of the front wheel angle and
the rear wheel speed.

2.1 Steering Gear Model Structure

The front wheel angle is manipulated through a DC electric steering gear in the
robot. This gear is controlled by a PWM signal xa(t). An electric steering gear
is a typical position servo loop system as shown in Fig.1.

An actual steering gear is much more complex than that shown in Fig. 1.
On the other hand, a more complicated control algorithm is applied to obtain
a good performance. Generally, it is difficult to know the control algorithm of
an existing steering gear, and the parameters of the DC motor and gear reducer
are unknown. So it is impractical to obtain the steering gear model with the
analysis of the gear components. However, it is known that the steering system
is a time-delay system. The closed-loop dynamics of the steering gear could be
approximated by a first-order system with delay as (1).
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Fig. 1. Electric steering servo system

Gservo(s) =
Ke−τs

Ts + 1
, (1)

The input of the model (1) is xa(t) while the output is the steering angle ϕ(t).
The model (1) could be expressed by the following differential equation

T
dϕ(t)

dt
+ ϕ(t) = f(xa(t − τ)). (2)

With the geometric analysis of the front wheel steering structure, the relationship
between front wheel angle α(t) and steering angle ϕ(t) is as follows,

α(t) = fϕ2α(ϕ(t)). (3)

2.2 Motor Model Structure

The rear wheel of the robot is driven by a permanent magnet DC motor, whose
speed is adjusted through the motor’s armature voltage. The DC drive motor
circuit is an H-bridge circuit. The armature voltage is modulated by a PWM
signal with different duty cycle approximating different average voltage value to
achieve the speed control.

Stress analysis is required to establish the motor model. The robot resistance
forces include acceleration resistance force, rolling resistance force, air resistance
force and the slope resistance force. The driving force is the motor torque trans-
mitted by the driving wheel on the transmission. The force balance is as follows,

Ft =
∑

F, (4)

where Ft is the driving force and
∑

F is the sum of the resistance force.

Resistance force. When the robot is uniformly moving on a level road and
the robot’s internal mechanical friction loss is ignored, the resistance primarily
includes rolling resistance force Ff and air resistance force Fw. When the robot
has an acceleration, then acceleration resistance force Fj emerges.

When the elastic tire is rolling on a hard road, the tire deformation is the main
course for energy consumption [5]. In order to overcome the rolling dual resis-
tance a push force is characterized as the rolling resistance forces Ff calculated
as follows,

Ff = fmg, (5)
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where m is the robot mass, g the gravity acceleration, and f the rolling resis-
tance force coefficient which could be calculated through the moment equilibrium
condition. When the rolling speed is low, f could be seen as a constant.

Air resistance force is the decomposed part in the running direction of the air
force, which could be ignored when the robot speed is low [6].

The acceleration resistance force is the product of robot mass and the ac-
celeration speed. However, when the vehicle accelerates, not only the planar
movement produces the inertial force, but also the rotating mass inertia mo-
ment produces the inertia force. In the calculation of the acceleration resistance
force, a coefficient δ − 1(> 0) is considered to translate a rotation mass inertia
moment into planar mass. So the acceleration resistance force is as follows,

Fj = δm
du(t)

dt
. (6)

The slope resistance force is ignored in this model.With the above analysis, the
sum of the resistance force undertaken by the robot is∑

F = Ff + Fj = fmg + δ
du(t)

dt
. (7)

Driving force. The driving force is provided by a permanent magnetic DC
motor, whose mechanical characteristic equation is

n =
U − Ia(Ra + Rj)

CEΦ
=

U

CEΦ
− (Ra + Rj)Tem

CECT Φ2
, (8)

where n is the motor rotating speed, in units of r/min, U the armature voltage,
Ra the armature winding resistance, Rj the adjustable resistance series in the
armature circuit, Ia the armature current, CE the electromotive force constant,
CT the torque constant, Tem the electromagnetic torque, and Φ the magnetic
flux per pole. If the armature reaction effect is ignored, Φ is constant [7].

If the shaft moment of inertia of the motor is ignored, then Tem = T2 + T0,
where T2 is the mechanical torque and T0 is the non-load torque.

T2 = Ftr, (9)

where Ft is the driving force and r is the arm length of the driving wheels.
The output power of the motor is Pout = T2Ω = T2(n2π)/60 = nπT2/30.
From (8), it is seen that the speed is proportional to the armature voltage

when the output torque is constant. The speed is adjustable with the change of
the armature voltage U . The most common approach for speed adjustment is
that the armature voltage is proportional to the duty cycle xu(t)/Xu max of a
PWM signal where Xu max is the control resolution. For an electric motor, when
output voltage of the power supply is U0, then

U = U0 × xu(t)/Xu max. (10)

With (10), (8) and (9), the following is true.

Pout =
Ftπr

30

(
U0xu(t)

Xu maxCEΦ
− (Ra + Rj)(T2 + T0)

CECT Φ2

)
. (11)
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Motor model. For a DC motor,

Fout = Ftu(t), (12)

where u(t) the rear wheel velocity. Compared (12) with (11) and (9), the motor
model could be written in the following framework,

k3
du(t)

dt
+ u(t) = k1xu(t) − k2, (13)

where

k1 =
rπU0

30XumaxCEΦ
, k2 =

rπ(Ra + Rj)
30CECT Φ2

(fmgr + T0), k3 =
(Ra + Rj)πr2δ

30CECT Φ2
.

2.3 Robot Kinematics

There are several kinds of model structures for four-wheeled robots. A two-
wheeled bicycle model could be used to study turn movements and propelling
dynamical control with the assumption that the steering angle and wheel side
angle of the left wheels are the same as those of the right wheels. So a two-
wheeled model is employed in this study.

Fig. 2. Robot planar movement

A planar movement of a robot is as shown in Fig. 2. Point F and M are the
front wheel axis center and rear wheel axis center respectively. The variables
L, l, β, θ, α are shown as in Fig. 2. The robot is propelled by the rear wheels, so
the velocity of point M in the direction MF is the robot velocity u(t). To simplify
the model, point M is chosen as the reference and the kinematics are as follows,
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T
dϕ(t)

dt
+ ϕ(t) = f(xa(t − τ)), α = fϕ2α(ϕ),

k3
du(t)

dt
+ u(t) = k1xu(t) − k2,

dXM

dt
= u(t) cos θ,

dYM

dt
= u(t) sin θ,

dθ

dt
=

u(t)
L

tan α.

(14)

3 Model Parameter Identification

From (14), there are three parameters in the steering subsystem required to be
identified: the time constant T , the time delay τ and the function K = f(xa(t)).
From the analysis of test experimental results, K = f(xa(t)) is a piecewise func-
tion. The function α = fϕ2α(ϕ) could be deduced from the geometry analysis.
There are three parameters in motor model required to be identified: k1, k2 and
k3. The parameter k3 is a time constant, k1 is only determined by the motor
features and the armature voltage, k2 is constant when the road conditions are
unchanging. The parameters in the kinematical equations of (14) are known
from the geometry structure.

3.1 Steering Gear Model Parameter Identification

The control input variable is the duty cycle xa(t) of the PWM signal for steer-
ing servo and the output is the front wheel angle α(t). To identify the model
parameters in steering system, α(t) should be measured. In this subsection, a
measurement method is proposed for the front wheel angle. Some experiments
are done to get the running data (input and output). With those data, the
parameters T, τ and function K = fa(α) are identified.

Front wheel angle measurement. There are many angle sensors, including
laser angle interferometer (high-precision and expensive), rotary encoder (used in
multi-turn angle measurement), non-contact angle sensor based on Hall devices
and potentiometer-based rotation sensors. With the price and installation con-
venience considered, a direct sliding potentiometer (30mm length) is employed
to calculate the angle through measuring the potentiometer displacement.

The installation is shown in Fig. 3, where grey part is the fixed shaft, straight-
sliding potentiometer is fixed to the robot chassis, and its handle is laterally
moving when the servo output arm rotates. by measuring the horizontal dis-
placement of the handle from the center, the steering angle and then the wheel
angle can be calculated. The sliding potentiometer has three pins, are connected
to the handle terminal and the two potentiometer terminals. The potentiome-
ter terminals are connected across the two pins on the +5V reference voltage
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Fig. 3. Steering angle measurement α = 0

resource, and the third pin connected micro-controller ADC channel, by which
the displacement of the handle could be read out.

From the geometry analysis in Fig. 3, when the arm of the steering sys-
tem start to rotate from the vertical position, the sliding potentiometer’s han-
dle moves x to the right, the steering angle is ϕ = arcsin(x/h1). When ϕ is
small, arcsinϕ ≈ ϕ, so x has approximate linear relationship with ϕ. The out-
put voltage of the arm handle for handle displacement x is ya(ADC output,
8-bit precision), and the total travel of the sliding potentiometer is 30 mm.

Then x =
0.03ya

256
. From Fig. 3, it is obvious that α = γ + arcsin(

x − h2

h3
). The

Parameters h1, h2, h3 and γ are determined by the potentiometer structure. In
Fig. 3, γ = 0.253rad(14.5o) and h3 = 15.5mm.

In an experiment, when x = h2, ya = 47. Then the following is true,

α = 0.253 + arcsin
(

(ya − 47) × 0.03
256 × 0.0155

)
. (15)

With (15), the front wheel angle could be directly calculated with the ADC
output, instead of the medium variable ϕ.

Parameter identification. When ϕ is small, it has a linear relationship with
ya. So the steering model could be written as follows,

Ta
dya(t)

dt
+ ya(t) = fa(xa(t − τ)), (16)

in which τ could be read from the step response of ya(t).
In the experiment, when xa(t) = 5600, ϕ is zero, i.e., fa(5600) = 0. So in the

step response experiment, the initial value of xa(t) is equal to 5600. Furthermore,
when xa(t) = 5600, ya = 80. So the following is true,

ya(t) = fa(xa(t)) + (80 − fa(xa(t)))e−
t−τ
Ta . (17)
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Fig. 4. The output ya(t) when xa=5100, 0.25s < t < 0.75s

The least square method is employed to estimate Ta and fa(xa). Least square
method is the most commonly used for parameter estimation and data fitting.
The best fit in the least-squares sense minimizes the sum of squared residuals.

In the experiment, when

xa(t) =

⎧⎨⎩
0, t < 0;
5600, 0 ≤ t ≤ 0.25s;
5100, 0.25s < t ≤ 2.5s,

(18)

the output ya(t) is shown in Fig. 4. It can be seen that when the input changes
at t = 0.25s, the output has a response with a time delay. The response seems
to be very quick. From Fig. 4, it can be seen that τ ≈ 0.035s. Then the least
square method is applied to estimate Ta and fa(xa).

The estimation result is that Ta = 0.0311s and when xa = 5100 ya(∞) =
fa(xa) = 27.8125. So the solution of (16) is ya(t) = 27.8125 + (80 −
27.8125)e

t−0.035
0.0311 .

The simulation result is shown as the dash line in Fig.4.
More experiments are done with 5100 in (18) replaced by 5000, 5100, 5200,

5300, 5400, 5800, 5900, 6000, 6100, 6200. The average time delay is 0.03s, i,e.,
τ = 0.03s. The average time constant is 0.03s, so Ta = 0.03s. The values of
fa(xa) is plotted in Fig.5 with the horizonal axis is xa.

The piecewise polynomial fitting with least square method is as follows,

fa(xa) =

⎧⎨⎩
0.12xa − 583, xa ≤ 5500,
0.03xa − 88, 5500 < xa ≤ 5700,
0.122xa − 612.7, xa > 5700.

(19)
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Fig. 5. Function of fa(xa) with respect to xa

The servo model (16) is as follows,

0.03
dya(t)

dt
+ ya(t) = fa(xa(t − 0.03)). (20)

Then the steering subsystem model is the combination of (15), (19) and (20).

3.2 Motor Model Parameter Identification

The input variable is xu(t), the duty cycle of the PWM signal for the armature
voltage while the output variable is the robot velocity. The parameters required
to be identified in (12) are k1, k2, k3.

Robot velocity measurement. There are many methods for velocity mea-
surement. The principle is to transfer the wheel speed into a pulse signal, and
then count the pulse number within a unit time such that the velocity could be
calculated. A rotary encoder speed sensor is employed in the following experi-
ments.

In the experiments, the rotary encoder output pulse number is
100 × 76

18
once

the rear wheel rotates 360o. The semidiameter of the wheel is 0.026m. If the
pulse count is yu within 0.01s, then the robot velocity is as follows,

u(t) = 2π × 0.026 × yu

100
× 18

76
× 1

0.01
= 0.0387yu. (21)

Parameter identification. With ky1 = k1
0.0387 , ky2 = k2

0.0387 and ky3 = k3, (13)
could be written as

yu(t) + ky3
dyu(t)

dt
= ky1xu(t) − ky2. (22)
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Fig. 6. Motor step response when xu(t) = 40

Fig. 7. Motor step response when xu(t) = 50

With the disturbance considered, a set of experiment will be done and then the
average sampled value will be used for parameter identification for every input
series of xu(t). For example, there is a set of experiments (10 groups) with the
input setting xu(t) = 40, xa(t) = 5600(α = 0). The average value ȳu(t) of 10
groups output are applied for parameter estimation. The estimation result is
that ky3 = 1.61s, and ky1xu − ky2 = 27.93, which indicates the motor model is

yu = 27.93(1 − e−
t

1.61 ).

The experiment result and simulation are shown respectively as the solid line
and dash line in Fig. 6.

With different settings, respective experiments are done as follows.
When xu = 50, ky3 = 1.39s, and ky1xu − ky2 = 36.05.
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When xu = 60, ky3 = 1.46s, and ky1xu − ky2 = 47.77.
When xu = 70, ky3 = 1.24s, and ky1xu − ky2 = 56.61.

The experiment result and simulation are shown respectively as the solid line
and dash line in Figs. 7, 8 and 9. Then the average value of ky3 is k̄y3 = 1.43s.
The variable ky1xu−ky2 is plotted in Fig. 10. With least square method employed
for polynomial fitting, ky1 = 0.98 and ky2 = 11.68.

Then with the front wheel angle α = 0, the motor driving model is

1.43
dyu(t)

dt
+ yu(t) = 0.98xu(t) − 11.68,

u(t) = 0.0387yu(t).
(23)

It is noticed that the above model is only applicable when u > 0.

Fig. 8. Motor step response when xu(t) = 60

Fig. 9. Motor step response when xu(t) = 70
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Fig. 10. ky1xu − ky2 vs. xa

Some simulation and experiments have been done for model validation. By
comparing model simulation results and the actual experiments, the robot model
is proved to be feasible and reliable.

4 Conclusion

The motion dynamics of a four-wheel electric robot is modelled. The model
structure is determined with mechanism analysis while the parameters in the
model are identified from the experimental data with least squares method ap-
plied. The input signals of the model are the steering gear control signal and
motor control signal, and the output of this model is the complanate coordinate
of the robot. With the simulation (using the identified model) and the actual
experimental data (using the robot running with the same setting) compared, it
can be seen the feasibility and reliability of the proposed modeling approach.
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Abstract. The hybrid joints proposed in [1] and [2] can be switched to

either active (actuated) or passive (under-actuated) mode as needed. In

this paper, we develop a sliding mode control via Markovian switching

for wheeled mobile manipulators with hybrid joints. The switching rate

uncertainties are allowed within an uncertainty domain. By introducing

specified matrices, the connections among the designed sliding surfaces

corresponding to each mode are established. Furthermore, the presented

sliding mode controller including the transition rates of modes can cope

with the effect of Markovian switching, and the bounded torque control is

designed to follow the desired trajectory for wheeled mobile manipulators

subject to joint velocity constraints. Finally, a numerical example is given

to illustrate the applicability of the method.

1 Introduction

The hybrid joint shown in Fig. 1 was first proposed in [1] and [2], which is
with one clutch and one brake. When the clutch is released, the link is free,
and the passive link is directly controlled by the dynamic coupling of mobile
manipulators; when it is on, the joint is actuated by the motor. Moreover, the
passive link can be locked by the brake as needed. The robot with hybrid joints
is called as the hybrid actuated robot.

One of the advantages of using hybrid actuated robots is that they may con-
sume less energy than the fully-actuated ones. For example, hyper-redundant
robots, such as snake-like robots or multi-legged mobile robots, need large re-
dundancy for dexterity and specific task completion; under-actuation allows a
more compact design, much simpler control and communication schemes. The
hybrid actuated robot concept is also useful for the reliability or fault-tolerant
design of fully-actuated robots working in hazardous areas or with dangerous
materials. If any of the joint actuators of such a device fails, one degree of free-
dom of the system would be lost. It is important, in these cases, that the passive
(failed) joint can still be controlled via the dynamic coupling with the active
� This work is supported by Shanghai Pujiang Program under Grant No. 08PJ1407000,
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ones, so the system can still make use of all of its degrees of freedom originally
planned.

Hybrid actuated mobile manipulator [9], [10] is the robot manipulator consist-
ing of hybrid joints mounting on a wheeled mobile robot, which first appeared in
[1] and [2]. Hybrid actuated mobile manipulators are different from full-actuated
mobile manipulators in [5], due to simultaneously integrating both kinematic
constraints and dynamic constraints. The hybrid joint is also with the charac-
teristic of under-actuated the joints [4], [3], for example, the hybrid joints in the
free mode, which can rotate freely, can be indirectly driven by the effect of the
dynamic coupling between the active and passive joints. The zero torque at the
hybrid joints results in a second-order nonholonomic constraint. The effective
control of second-order nonholonomic system could reduce the weight, energy
consumption and cost.

However, hybrid joint switching [9], [10] might occur suddenly dependent on
the task requirement during the motion. To our best knowledge, there is no
attention paid to the hybrid joint switching of wheeled mobile manipulators,
because the mobile manipulator incorporating the mobile robot and robotic ma-
nipulators, the joint switching seems to be stochastic and the switching may
appear in any joints of the robot, while simple switching approach can not han-
dle all the possibility. To avoid the necessity of stopping the robot as a joint
switches, the Markov theory was developed to design a procedure to incorporate
abrupt changes in the hybrid joints of mobile manipulators, and the Marko-
vian jumping systems theory shall be used to guarantee the stochastic stability.
The Markovian jump linear system (MJLS) [6] and [7], is an important class of
stochastic dynamic systems that is popular in modeling abrupt changes in the
system structure. It is a hybrid system which is loosely defined as a system that
involves the interaction of both discrete events (represented by finite automata)
and continuous-time dynamics (represented by differential equations). By con-
trast, the problem of sliding mode control (SMC) for stochastic systems with
Markovian switching has received relatively little attention. This paper will be
concerned with the design of SMC for mobile manipulators using hybrid joints
with Markovian switching. There exist parameter uncertainties, nonlinearities,
and external disturbance in the systems under consideration.

2 System Description

2.1 Dynamics

Consider an na DOF robotic manipulator mounted on a two-wheeled driven
mobile platform, the dynamics can be described as

M(q)q̈ + V (q, q̇)q̇ + G(q) + d(t) = B(q)τ + f (1)

where q = [qT
v , qT

a ]T ∈ R
n with qv = [x, y, ϑ]T ∈ R

nv denoting the generalized
coordinates for the mobile platform and qa ∈ R

na denoting the coordinates of
the robotic manipulator joints, and n = nv + na. Eq. (1 ) includes the symmet-
ric positive definite inertia matrix M(q) ∈ R

n×n, the Centripetal and Coriolis
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Fig. 1. The hybrid joint

torques V (q, q̇) ∈ R
n×n, the gravitational torque vector G(q) ∈ R

n, the known
input transformation matrix B(q) ∈ R

n×m, the control inputs τ ∈ R
m and the

generalized constraint forces f ∈ R
n, and Jv ∈ R

l×nv is the kinematic constraint
matrix related to nonholonomic constraints; λn ∈ R

l is the associated Lagrangian
multipliers with the generalized nonholonomic constraints. We assume that the
mobile manipulator is subject to known nonholonomic constraints. In actual im-
plementation, we can adopt the methods of producing enough friction between
the wheels of the mobile platform and the ground.

2.2 Joint Velocity Constraints

Each and every individual joint velocity is bounded as follows

|q̇i(t)| ≤ Bi, t ≥ 0, i = 1, . . . , n (2)

where Bi > 0 is a constant. Choosing Ωi = B2
i /2, the above velocity constraints

can be expressed as

1
2
q̇2
i (t) ≤ Ωi, t ≥ 0, i = 1, . . . , n (3)

2.3 Reduced System

When the system is subjected to nonholonomic constraints, the (n − m) nonin-
tegrable and independent velocity constraints can be expressed as

Jv(q)q̇v = 0 (4)

The constraint (4) is referred to as the classical nonholonomic constraint when
it is not integrable. In the paper, constraint (4) is assumed to be completely
nonholonomic and exactly known.

Since Jv(q) ∈ R
(nv−m)×n, introduce Ja ∈ R

nα×n, and J = [Jv, Ja]T ∈
R

(n−m)×n, such that it is possible to find a m+na rank matrix R(q) ∈ R
n×(m+na)

formed by a set of smooth and linearly independent vector fields spanning the
null space of J(q), i.e., RT (q)JT (q) = 0, such that
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q̇ = R(q)ż(t) (5)

Differentiating (5) yields

q̈ = Ṙ(q)ż + R(q)z̈ (6)

From (5), ż can be obtained from q and q̇ as ż = [RT (q)R(q)]−1RT (q)q̇. The
dynamic equation (1), which satisfies the nonholonomic constraint (4), can be
rewritten in terms of the internal state variable ż as

M(q)R(q)z̈ + V ∗ż + G(q) + d(t) = B(q)τ + JT (q)λ (7)

with V ∗ = [M(q)Ṙ(q) + V (q, q̇)R(q)].
Substituting (5) and (6) into (1), and then pre-multiplying (1) by RT (q), the

constraint matrix JT (q)λ can be eliminated. As a consequence, we have the
transformed nonholonomic system

M(q)z̈ + V(q, q̇)ż + G(q) + D = U (8)

where M(q) = RT M(q)R, V(q, q̇) = RT [M(q)Ṙ + V (q, q̇)R], G(q) = RT G(q),
u = B(q)τ , D = RT d(t), U = RT B(q)τ , which is more appropriate for the
controller design as the constraint λ has been eliminated from the dynamics.

Remark 1. In this paper, we choose z =
[
θr θl θ1 θ2 · · · θna

]T , and η = [θr, θl]T ,
where θr, θl: the rotation angle of the left wheel and the right wheel of the
mobile platform, respectively, and θ1, · · · , θna are the joint angles of the link
1, 2, · · · , na, respectively, and U = [τr, τl, τ1, · · · , τna ].

Remark 2. The total degree of freedom for a two-wheeled driven mobile manip-
ulator with two wheels and na joints is nq = na + 2.

Assumption 2.1. The hybrid joints are only within each actuator of the mobile
platform and the manipulator, such that switching may appear in every joint
independently.

Remark 3. The hybrid joint is equipped with each actuator of the wheels and
links, since the left wheel and right wheel is symmetric, for simplification, we
assume switching only happens in the left wheel and each joint of the manipulator
independently.

Remark 4. Under Assumption 2.1, there are 2na+1 modes of operation, which is
listed in Table 1 depending on which hybrid joint is in the active (actuated) or
passive (under-actuated) mode.

From [3], it is obvious that no more than ha actuated hybrid joint of the mobile
manipulator can be controlled at every instant. Let hp be the number of passive
hybrid joints that have not already reached their set point in a given instant. If
hp > ha, ha passive joints are controlled and grouped in the vector zp ∈ R

ha ,
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Table 1. The modes of hybrid joints

Mode Hybrid Joints
Left Wheel Right Wheel Joint 1 Joint 2 · · · Joint nm

1 actuated actuated actuated actuated · · · actuated

2 actuated actuated passive actuated · · · actuated

.

..
.
..

.

..
.
..

.

..
.
..

.

..

2na − 1 actuated actuated passive passive · · · passive

2na actuated passive actuated actuated · · · actuated

...
...

...
...

...
...

...

2na+1 actuated passive passive passive · · · passive

the remaining passive hybrid joints, if any, are kept locked by the clutches, whose
function is like a brake, and the active joints are grouped in the vector za ∈ R

ha

. If hp < ha, the hp passive hybrid joints are controlled applying torques in ha

active hybrid joints. In this case, zp ∈ R
hp and za ∈ R

ha . The strategy is to
control all passive hybrid joints until they reach the desired position, considering
the conditions exposed above, and then turn on the clutch. After that, all the
active hybrid joints are controlled by themselves as a fully actuated robot.

We partition the dynamics (8) into two parts, the actuated part and the
passive part, represented by “a” and “p”, respectively. Then we can rewrite the
dynamics (8) as[

Ma(ζ) Map(ζ)
Mpa(ζ) Mp(ζ)

] [
z̈a

z̈p

]
+

[
Va Vap

Vpa Vp

] [
ża

żp

]
+

[
Ga

Gp

]
+

[
Da(t)
Dp(t)

]
=

[
Ua

0

]
(9)

where Ma ∈ R
ha×ha , Map ∈ R

ha×hp ,Mpa ∈ R
hp×ha , Mp ∈ R

hp×hp : the cou-
pling inertia matrices of the operational parts and the failed parts; Va ∈ R

ha×ha ,
Vap ∈ R

ha×hp , Vpa ∈ R
hp×ha , Vp ∈ R

hp×hp : the Centripetal and Coriolis torque
matrices of the operational parts and the failed parts; Ga ∈ R

ha , Gp ∈ R
hp :

the gravitational torque vector for the operational parts and the failed parts
respectively; Da(t) ∈ R

ha , Dp(t) ∈ R
hp : the bounded external disturbance from

the environments on the operational parts and the failed parts respectively;
τa ∈ R

ha : the control input torque vector for the operational parts of the ma-
nipulator; Ua ∈ R

hp : the control input torque vector for the failed parts of the
manipulator satisfying Up = 0.

After some simple manipulation, we can obtain

U = M̄(z)z̈p + H̄(z, ż) + D̄(t) (10)

where M̄ = Ma −MaM−1
pa Mp, H̄ = V̄1ża + V̄2żp + Ga −MaM−1

pa Gp, D̄(t) =
Da −MaM−1

pa Dp, V̄1 = Va −MaM−1
pa Vpa, V̄2 = Vap −MaM−1

pa Vp.
Before the design of sliding mode control incorporating Markov Jump Theory,

linear mathematical models must first be obtained. The linearization may be
done by expanding the nonlinear function into a Taylor series about the operating
point and neglecting the higher order terms of the expansion. For this case, the
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linear equations of motion are obtained by linearization of the general expression
given by (10) about a time-varying reference trajectory or an equilibrium point,
for instance, in the operation point zo and żo in the reference trajectory, the fully
operational mobile manipulator can be represented by (10). Let Ū = Ua − D̄(t),
and linearizing the dynamics (10) around an operation point (z0, ż0) by Taylor
series expansion, we obtain the following linearized system

ẋ = Ā(z0, ż0)x + B̄(z0)U (11)

where

Ā(z0, ż0) =
[

0 Inq

− ∂
∂zT (M̄−1H̄(z, ż)) −M̄−1(z) ∂

∂żT (H̄(z, ż))

] ∣∣∣∣
z0,ż0

B̄(z0) =
[

0
M̄−1(z)

] ∣∣∣∣
z0

where x = [zd
p − zp, ż

d
p − żp]T represents the state tracking error vector.

Assumption 2.2. The desired trajectories zd
p and their time derivatives up to

the 3rd order are continuously differentiable and bounded for all t ≥ 0.

Remark 5. Consider (2) and Assumption 2.2, we have ‖x‖ ≤ Bx with constant
Bx.

3 Control Design

From the model described above, we investigate the following Markovian jump
system

ẋ(t) = (Ā(rt) + ΔĀ(rt))x(t) + (B̄(rt) + ΔB̄(rt))Ū(t) (12)
Ū = Ua − D(t) (13)

where x(t) is the state tracking error vector, Ū represents the control input. Ā(rt)
is the system characteristic matrix while B̄(rt) is the full rank input matrix.
Further, ΔĀ(rt) and ΔB̄(rt) represent the uncertainties of the system matrix
and input matrix respectively. When r(k) = i, i is one of the Markovian jumping
parameters in the limited set S = {1, 2, · · · , N} with the mode transition rate
matrix

∏
= (πij), (i, j ∈ N). The jump transition probability can be defined as

P (rt+Δt = j|rt = i) =
{

πijΔt + o(Δt), i �= j
1 + πiiΔt + o(Δt), i = j

(14)

where
∑N

i=1,j 
=i πij = −πij , πij ≥ 0, ∀i, j ∈ Ω, i �= j. Here, Δt > 0 and
lim

Δt→0
o(Δt)/Δt = 0.

Assumption 3.1. The matrix couple (Ai, Bi) is stabilizable.
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Assumption 3.2. The input matrix Bi has full rank and satisfies m < n.

Assumption 3.3. There are known constants ρAi , ρBi and constant function
ρf (x, t) enabling ‖ΔAi‖ ≤ ρAi , ‖ΔBi‖ ≤ ρBi while ‖D̄t‖ ≤ ρf (x, t) holds for
all t.

Lemma 1. [8] For any vectors a and b with appropriate dimensions and any
W > 0, there are 2

√
‖a‖

√
‖b‖ ≤ ‖a‖ + ‖b‖, 2aT b ≤ aT Wa + bT W−1b.

Lemma 2. [8] For the matrix A and B with appropriate dimensions, if (I+AB)
is nonsingular, then (I + AB)−1 = I − A(I + BA)−1B.

Theorem 1. Given a Markov jump linear system with the system parameter
matrices Ai,Bi,Ci,Di, and I > η2DT

i Di, for η ≥ 0, Φ(t) is unknown but satisfy-
ing ‖Φ(t)‖ ≤ η,

ẋ = [Ai + Bi[I − Φ(t)Di]−1Φ(t)Ci]x (15)

if there exits Pi > 0 satisfies the following inequality for each i ∈ S = 1, 2, · · · , N⎡⎣PiAi + AT
i Pi +

∑N
j=1 πijPj ηPiBi CT

i

ηBT
i PT

i −I ηDT
i

Ci ηDi −I

⎤⎦ < 0 (16)

then the system (15) is stable in the mean square sense.

Proof. The proof is similar as Lemma 3 in [8], we omit it here.

Define the transfer matrix Mi and the related vector v, we have

Mi =
[

(B̃XiB̃)B̃T

(B̄T X−1B̄)−1B̄T X−1
i

]
=

[
Vi

Si

]
(17)

v =
[
v1 v2

]T = Mix (18)

where v1 ∈ Rn−m, and v2 ∈ Rm, B̃ is any basis of the null space of BT , i. e.,
B̄ is an orthogonal complement of B, Note that given any B, B̃ is not unique.
Moreover, M−1

i =
[
XiB̃i B̄i

]T
.

With the above transfer matrix, we can obtain the sliding mode system as
follows [8]: [

v̇1

v̇2

]
=

[
Āi1 Āi2

0 −γI

] [
v1

v2

]
(19)

with γ ≥ 0, and

Āi1 = (B̃
T

XiB̃)
−1

B̃
T
i (I − ΔB̄i(I + SiΔB̄i)

−1
Si)(Āi + ΔĀi)XiB̃i

Āi2 = (B̃
T
i XiB̃

T
i )

−1
(I − ΔB̄i(I + SiΔB̄i)

−1
Si)(Āi + ΔĀi)B̄i + γ(B̃

T
i XiB̃

T
i )

−1
B̃

T
i (I + SiΔB̄i)

−1
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Theorem 2. If the following linear matrix inequality have the solution
(Xi, di0, di1I, di2, δi, η) for given Ai, Bi, ρiA, ρiB ,⎡⎢⎢⎣

Xi ∗ 0 0
I di1 0 0
0 0 di2I − Xi 0
0 0 0 2ηλB − ρB(di1 + di2)

⎤⎥⎥⎦ > 0

⎡⎢⎢⎢⎢⎢⎣
B̃T

i (AiXi + XiA
T
i +

∑N
j=1 πijXj + di0I)B̃i ∗ ∗ ∗ ∗

ηB̃ −I ηI 0 0
AiXiB̃i ηI −(1 − δi)I 0 0
ρiAXiB̃i 0 0 −di0I 0
ρiAXiB̃i 0 0 0 −δiI

⎤⎥⎥⎥⎥⎥⎦ < 0

where λiB =
√

λmin(BT
i Bi), under the sliding mode control

Ua = −SiĀix − γSix − ρtTanh(σi) (20)

where Si = (B̄T
i X−1

i B̄i)−1B̄T
i X−1

i ,ρt = 1
(1−ηi0)Tanh(σi)

(ρA‖Si‖‖x‖ + (1 +
η0)ρf (x, t) + η0‖Si(Āi + γI)x‖ + ε), ηi0 = ρB‖Si‖, σi = Six +
y = (B̄T

i X−1
i B̄i)−1B̄T

i X−1
i x + y, and γ > 0, ε > 0, Tanh(σi) =

[tanh(σ1i), . . . , tanh(σ1n)]T , while y satisfies ẏ = γSix, y(0) = −Six(0), the slid-
ing mode system (19) is asymptotically stable in mean square sense.

Proof. The proof is similar as Theorem 1 in [8], we omit it here.

Theorem 3. Under the control law (20), the system sliding mode of the system
(12) can reach the sliding mode surface and maintain on the surface.

Proof. Define the following Lyapunov function

V =
n∑

j=1

ln cosh(σij) (21)

Taking L as the infinite-simal generater, according to (21), then we obtain LV

LV = Tanh(σi)σ̇i

= Tanh(σi)Si[Āi + ΔĀi]x + Tanh(σi)[I + SiΔB̄i](Ua −D(t)) + γTanh(σi)Six

Substituting the control law into the above equation, we can obtain

LV = Tanh(σi)Si[Āi + ΔĀi]x − Tanh(σi)[I + SiΔB̄i]D(t) + γTanh(σi)Six

+Tanh(σi)Ua + Tanh(σi)SiΔB̄iUa

≤ −ρt‖Tanh(σi)‖2 + ‖Tanh(σi)‖ρA‖Si‖‖x‖ + ‖Tanh(σi)‖(1 + ηi0)ρf (x, t)
+‖Tanh(σi)‖ηi0‖Si(Āi + γI)‖‖x‖ + ‖Tanh(σi)‖2ηi0ρt

≤ −ε‖Tanh(σi)‖2 (22)

Then, we can find under the proposed sliding mode control, the system state can
reach the sliding mode surface in finite time and maintain on the sliding mode
surface.
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Remark 6. If reducing the control requirement, we can utilize the following
switch law to take the place of the control (20).

Ua = − 1
(1 − ηi0)

((ρA‖Si‖+‖S(Āi+γI)‖)‖x‖+(1+η0)ρt(x, t)+ε)Tanh(σi) (23)

Remark 7. Taking the norm of (20) and applying the results from Remark (5)
yields ‖Ua‖ ≤ ‖SiĀi‖‖x‖ + ‖γSi‖‖x‖ + ‖ρt‖‖Tanh(σi)‖. Since ‖Tanh(σij)‖ ≤ 1
for all σi , ‖x‖ ≤ Bx, we obtain the following explicit upper bound on the norm
of the demanded torque input ‖Ua‖ ≤ ‖SiĀi‖Bx + ‖γSi‖Bx + ‖ρt‖.

4 Simulation Studies

Let us consider a wheeled mobile under-actuated manipulator shown in Fig. 2.
The following variables have been chosen to describe the vehicle (see also Fig. 2):

Fig. 2. The wheeled mobile manipulator in the simulation

τl, τr: the torques of two wheels; τ1: the torques of joint 1; θl, θr: the rotation
angle of the left wheel and the right wheel of the mobile platform; v: the forward
velocity of the mobile platform; θ: the direction angle of the mobile platform; ω:
the rotation velocity of the mobile platform, and ω = θ̇; θ1: the joint angle of
the under-actuated link; m1, I1, l1: the mass, the inertia moment, and the length
for the link; r: the radius of the wheels; l: the distance of the wheels; lG: the
distance between the wheel and joint 1; m: the mass of the mobile platform;
I: the inertia moment of the mobile platform; Iw : the inertia moment of each
wheel; g: gravity acceleration.

The mobile under-actuated manipulator is subject to the following constraint:
ẋ cos θ − ẏ sin θ + θ̇lG = 0. Using Lagrangian approach, we can obtain the dy-
namic model with q = [θl, θr, θ1]T . For the page limit, the detail information
of dynamics is omitted. As discussed in Section II, we set the fully operational
configuration represented by OOO while three possible fault configurations can
occur: AAP, APA, and APP, where A represents actuated joints and P repre-
sents failed joints. For example, if we find that a fault occurs in τθ1 , then the
fault configuration to validate the proposed methodology is the AAP configura-
tion, the configuration AAP means that the two wheels are active and the joint
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is passive. We consider a workspace with a positioning domain which range from
q(0) = [0◦, 0◦, 0◦] to q(T ) = [20◦, 20◦, 20◦], with the velocities set to 1◦/s, and
use 2 sectors of position in each joint, denoted as I(0◦∼10◦) and II(10◦∼20◦), to
map the mobile manipulator workspace. The linearization points with respect
to I and II are chosen as 5◦ and 10◦, respectively. Then, according to above
theories, 8 linearization points with 32 modes are found. The feasible solutions
are difficult to find because of the 32 modes, so we select the 8 typical modes to
do simulation. which are shown in Table 4. There exist 8 modes for the above

Mode Joint Status Mode Joint Status Linearization Section
θr θl θ1

1 APA 5 AAP I I I

2 APA 6 AAP II I I

3 APA 7 AAP II I II

4 APA 8 AAP II II II

fault-tolerant example, which means a 8× 8 dimension transition rate matrix Π
is needed.So the Π is defined as

Π =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−0.72 0.15 0.22 0.21 0.14 0 0 0
0.2 −0.7 0.2 0.2 0 0.1 0 0
0.16 0.22 −0.68 0.2 0 0 0.1 0
0.22 0.3 0.2 −0.82 0 0 0 0.1
0 0 0 0 −0.78 0.26 0.26 0.26
0 0 0 0 0.26 −0.78 0.26 0.26
0 0 0 0 0.26 0.26 −0.78 0.26
0 0 0 0 0.26 0.26 0.26 −0.78

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(24)

The the system parameters are chosen as m = 10kg, m1 = 2kg, l1 = l2 =
1.0m,Im = 2kgm2,Iw = 2kgm2, I = 1kgm2, I1 = 1kgm2, r = 0.5m. Then from
(11), we get the linearized system matrices Ai, Bi for i = 1, 2, . . . , 8. For the page
limit, we omit these in this paper. Assume that ΔAi, ΔBi for i = 1, 2, . . . , 8,
are given by

ΔAi =

⎡⎢⎢⎣
0 0 0 0
0 0 0 0
0 λ1cos(u1) 0 0

λ2cos(x1) 0 0 0

⎤⎥⎥⎦ , ΔBi =

⎡⎢⎢⎣
0 0
0 0
0 0
0 λ3cos(x1)

⎤⎥⎥⎦ .

where λi are unknown but bounded as |λ1| ≤ 0.00002, |λ2| ≤ 0.00002 and |λ3| ≤
0.00001. So we can obtain ρAi = 0.00002, ρBi = 0.00001, for i = 1, 2, . . . , 8,
and ρf (x, t) = 1. Via LMI optimization with the data Ai, Bi, ΔAi, ΔBi, ρAi and
ρBi , we can get the following solution Xi(i = 1, 2, . . . , 8). So we can obtain the
solution of Si, for i = 1, 2, . . . , 8. Torque disturbances D(t) are introduced to
verify the robustness of the controllers
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⎡⎣dr(t)
dl(t)
d1(t)

⎤⎦ =

⎡⎣ 0.023 sin(4t)
0.007 sin(3t) + 0.009 cos2 t

0.015 cos(5t)

⎤⎦
The disturbance is turned off after the fault introduction in corresponding joint
or wheel. By using (20) and (23), we can obtain the SMC laws. We assume that
λ1 = 0.00002sin(10πt), λ2 = 0.00002sin20πt, λ3 = 0.00001sin30πt, γ = 1 and
ε = 0.01. Consider the uncertain system (12), the initial condition we used for
simulation is x0 = [0.1, 0.1, 0, 0]T .

The system switching pattern among the 8 modes randomly during operation.
From Fig.3 we can see: first the system switches mode 1 to mode 3, then the
system switches mode 3 to mode 1, and the system switch mode 2 to mode 1
finally.
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5 Conclusion

A Markovian switching model was developed for a mobile manipulator with two
independent wheels and na joints. The uncertainty of the transition rate matrix is
considered in an element-wise way. We have presented sufficient conditions on the
existence of mode-dependent feedback controller, which guarantees the robust
stochastic stability of the closed loop system for all admissible uncertainties
including the unprecise transition rate.
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Abstract. Real-time Industrial Ethernet will become the development trend of 
the robot control system. The paper describes main methods how to use indus-
trial Ethernet for robot control system, put forwards some ideas to get a good 
real-time and low-jitter validation of the robot control system from the follow-
ing six aspects: bus topology architecture, clock synchronization technology, 
switching technology, delay prediction algorithm, UDP protocol improving, 
prediction and compensation control. It gives a timestamp based predictive ro-
bot network control system model which combines the technology of clock 
synchronization, state estimation, delay prediction, predictive control, and the 
robotics network control system is simulated with Matlab/Simulink and 
Truetime. 

Keywords: Real-time Industrial Ethernet, Robot Control System, Truetime. 

1   Introduction 

In recent years, Serial Bus has been widely applied in the complexity robot and modu-
lar robots. Robot control system based on serial bus has been rapid developed abroad. 
However, although the serial bus control system can control more of the shaft, but the 
requirement of network bandwidth and real-time bottlenecks encountered. In the se-
rial bus control system, the reliability of the system will be reduced and the cost  
increased while the bus speed is improved. 

With the development of computer software technology, network technology, em-
bedded software/hardware technology, and industrial Ethernet technology, it has a 
strong feasibility and high research value to apply industrial Ethernet to robot control 
system and design complex robots, modular robots and multi-robot control system 
through embedded hardware and software. 

Industrial Ethernet technology was originated from the traditional Ethernet tech-
nology. Because of Ethernet with a high communication bandwidth, it can full fill the 
requirement of communication speed in complex robot control system. But it use the 
medium access mechanism with collision detection Carrier Sense Multiple Access 
(CSMA/CD) and the node with Binary Exponential Backoff(BEB) algorithm for 
processing conflict, which has the defect of uncertainty of the communication delay 
as a major obstacle in real-time industry control application. In order to meet the  
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response time less than 5ms in application, various industrial Ethernet protocols or-
ganizations have given some solutions to enhance real-time industrial Ethernet. These 
include China's EPA and other five types real-time Industrial Ethernet [1] (EtherCAT, 
Ethernet Powerlink, PROFINET, Modbus-IDA, Ethernet/IP), become the six major 
competitors. 

2   The Research of Applying Ethernet Technology to Robot 
Control System 

Applying Ethernet in control area originated from Goldberg who first set up Internet-
based remote control robot system--Mercury Project in the University of California, 
1994, which bradford space machine telescope is similar to. Users can operate the 
telescope online through the Internet [2], Internet-based remote control was born. 
Their pioneering work provided us with a new idea to use the Ethernet. Since then, 
the research and application of Ethernet prospered. The scholars of USA Michigan 
State University and Japan Nagoya University had put forward an enhanced Internet-
based robot in 2002, which presented modeling and analysis tools to the network 
delay and uncertainty [3]. J Sanchez F. Morilla discussed the Internet-based control 
laboratory [4], the laboratory uses client-server mode, the server is located in the 
vicinity of the controlled object and passes over control signals of the client to the 
controlled object, according to output volume of the controlled object received, the 
client located in the terminal calculates the control and transfer it to the server to form 
a closed loop control system. Current research focus is how to improve the real-time 
of Ethernet. In the research of G.P. Liu, S.C.,and Chai, et al. [5], for the fixed delay 
case, a stability criterion is derived for the closed-loop system and is expressed by the 
stability of a single polynomial, for the random delay case, the system stability crite-
rion is much more complicated and is expressed by the stability of four Kharitonov 
polynomials. These opened up new ideas for studying robot control network. 

The research of current Ethernet-based robot control system usually is improving 
the algorithm under the TCP/IP framework, does not involve the network layer and 
network interface layer of the Ethernet. With the integration of control network and 
communication network, the industry has released a variety of real-time industrial 
Ethernet standards such as EtherCat, Ethernet Powerlink, PROFINET, Modbus-IDA, 
Ethernet /IP, EPA, etc., industrial Ethernet has made a good use. But for the robot 
control system, because of its complexity and higher real-time requirements, the re-
search of Industrial Ethernet in robot control systems is still in the initial stage.  

3   The Main Methods of Industrial Ethernet Applied to Robot 
Network Control System 

Robot control system needs an entirely open architecture and needs interconnection 
with the existing network. Applied the real-time industrial Ethernet to robot network 
control system, the current research can be divided into two directions. One is the 
complete transformation of industrial Ethernet, develop a dedicated network protocol 
and interface chip directly for robot, which can be called as “Robot Control over 



Timestamp Based Predictive Robot Control System over Real-Time Industrial Ethernet 185 

Ethernet”. Another idea is to transform the upper communication protocol based on 
the present real-time industrial Ethernet, using control means or adding new technol-
ogy to make delay a predictable and controllable in the situation of network delay 
existing and unavoidable, to meet the requirements of the robot distributed network 
control, which can be named as “Robot Control with Ethernet”. 

This paper discusses on the point of how to apply the industrial Ethernet to robot 
control, proposes ideas from six areas to improve the performance, there are the topo-
logical structure of robot network control system, clock synchronization technology, 
network switch technology, delay analysis, delay prediction, improvement of UDP 
protocol, prediction and compensation control algorithm. 

Robot control bus topology can not be oversimplified, must meets the diverse needs 
of the robot form. Currently, there are many topology structures which are common 
used for network control, such as star topology, bus type, tree topology and other. But 
for modular, networked robot control system, must according to the needs for different 
applications and requirements, adopt appropriate network topology. For examples, for 
a simple reptile robot, its control system architecture can choose to star topology, but 
for complex humanoid robot and multi-axis industrial robot, it maybe needs to adopt 
bus-type topology, and for the network of multiple robots, even Internet-based connec-
tion, will be the interconnection between multiple heterogeneous networks. 

Since Ethernet adopt the “best-effort” transmission mechanism, so there is always 
a lack of timing synchronization, in industrial or other high real-time demanding ap-
plications. The synchronization accuracy of Network Time Protocol (NTP) 1992 
version is within 200μs, but still can not meet the requirement of measurement in-
struments and real-time industrial control. With the support of the United States Insti-
tute of Standards and Technology (NIST), which is under the IEEE Instrumentation 
and Measurement Committee, the specification drafted by the committee, was 
adopted by the IEEE Standard Commission at the end of 2002, as the IEEE 1588 
standard [6]. 

In 2008, IEEE 1588 v2 version released, and UTC (Coordinated Universal Time) 
synchronization, time synchronization accuracy can be achieved even nanosecond 
accuracy level. Adopt the IEEE1588 to robot network control, particularly high-speed 
real-time motion control system, the PTP (Precision Time Protocol) protocol will play 
a key role, in real-time scheduling and network delay measurement, combined with 
advanced scheduling algorithms to improve the stability and real-time. 

3.1   Switching Technology and Delay Analysis 

If the robot control system is more complex and have arduous communication task, 
we can use conflict domain partition technique, to divide a shared local network into 
some separated collision domains, each of the collision domain connected with full-
duplex switches and to reduce collisions and errors caused by the CSMA/CD trans-
mission mechanism. This method can avoid collisions as much as possible, increase 
the certainty of the system. 

There are three methods to analysis network delay. This first is fixed delay method, 
by adding caching mechanism to the network nodes. This method artificially in-
creases the delay. The second method depends on that network delay follows a distri-
bution law. The last one considers that latency is changing, but the delay is bounded. 



186 H. Min et al. 

This paper agrees with the third method, at the K times sampling time between the 
two modules communicating, the delay is described in the formula 1. 

waitdecodeencodetranscsmadefk TTTTTT +++++=τ                  
(1) 

defT : Channel state detection time. csmaT : the back off time when detected conflict. 

transT : Data transfer time, which depends on the length of the packet. encodeT : Time of 

sending data to be packed. decodeT : Decoding time of received packet. waitT : waiting 

time for the data received in the buffer to be obtained or in the sending buffer to be sent.  

The uncertain delay depends on csmaT , and if using full-duplex switched Ethernet 

can greatly reduce the time for conflict resolution. 
This paper discusses the network control on the premise that delay is bounded, de-

lay can not be infinite, and it has maximum delay Tmax and minimum delay Tmin. 
For 100BASE-T switched Ethernet, for example, one bit data transmission time can 
be calculated as formula 2. 

usT t 01.0
10*100

1
6
==                                          (2) 

Signal transmission rate in the cable is smT /109.1 8×=ν . In this paper, assuming the 

maximum cable length as 100m, according to the network control system of a robot 
control 20 motors (For example, in our dog robot project, we use 16 motors to consist 
of a network), each motor contains control information and feedback information, and 
data length by a maximum of 18 bytes, at one times transmission  the packet length is 
384 bytes (data length is 20 * 18 = 360 bytes, the other overhead 18 bytes, preamble 
occupies 8 bytes). Minimum delay for the buffer when the switch no data storage, 
data directly, data frame delay is calculated as formula 3. 

31.24us0.5230.72100/TT*8*384 tmin =+=+=+= νtranst TTT       (3) 

T t  is the frame send delay, T trans  is the signal transmission delay in network. 
Maximum delay occurs at the time when the switch buffer is full fill with the data 

must send to a node. The maximum delay equals to minimum delay plus waiting 
delay. According to the algorithm of the reference paper [14], the sampling period is 
1ms, the maximum delay of 100M switched Ethernet is described in formula 4. 

usNT 72.9148.6024.31*01.0*)57696(*924.31max =+=++=   (4) 

Where N is the cache nodes numbers of network switch, according to the maximum 
number 9 nodes send data to the one same node, sending data from 9 nodes will be 
cached. 

From this we can see that if we adopt 100M switched network, in the 1ms sam-
pling period of control, the delay is not widespread, and can be applied to multi-axis 
robot real-time control, and multi-robot group real-time control. If we increase the 
network bandwidth such as increase to 1000BASE-T, also can significantly reduce 
the delay. From the smallest to the largest delay analysis of switched Ethernet net-
works proved that switch network can be used for robot strict real-time control. 
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3.2   Delay Prediction 

Delay measurement provides the basis for the next time delay estimation. Delay pre-
diction algorithm is through the last period delay values to predict the value of the 
next period delay. SUN Li-ning [7] et al.(2004) use linear neural network and RBF 
neural network to predict delay in the Ethernet. Liu D.Du, Y.H.Zhao [8] et al.(2004) 
use Elman neural network for an intelligent network latency prediction, and Smith 
Delay Compensator for delay compensation. In Wang Qingpeng et al. paper(2001) 
[9], Round-trip delay for the Internet has been tested, and then in the TCP protocol in 
the round-trip delay estimation algorithm is proposed based on a new round-trip delay 
estimation algorithm. CAN bus time delay estimation methods were discussed in Wei 
zhen et al.(2003) [10]. Nikolai Vatanski et al. (2009) [11] summarize the effect of 
delay and the methods of removing delay effect in network control system. Summary 
of various time delay estimation methods, there are three delay estimate methods 
which are used most widely. The first is fixed delay method, in all the transmission 
process, the network delay is considered as a constant. The second is linear weighting 
factor prediction method, this method is through over a period of time delay values, 
through a linear model to estimate the value of the next moment of delay. The last is 
neural network prediction method, the best advantages of neural network prediction 
method is that it has the capacity of an arbitrary non-linear approximation. BP neural 
network algorithm and the RBF neural network algorithm is a common neural net-
work algorithm to estimate delay.  

Although network delay of 100M switched Ethernet network is small, but for high-
speed motion control, even dozens of microseconds of the synchronization deviation 
will result in large jitter. The improved timestamp based delay prediction algorithm 
will be described in section 3.4. 

3.3   Improvement of UDP Protocol 

The common protocols in network transport layer are TCP and UDP. The timeout-
retransmission mechanism of TCP protocol take up a lot of resources, seriously affect 
the system's real-time, with the contrary, UDP protocol do not need to set up or re-
move the connection, which meets the requirements of real-time control system, but 
the UDP is a connectionless transport mechanism, and can not guarantee orderly and 
reliable when data reached the destination, it will happen packet loss, duplicate pack-
ets received, out of order, etc., so it need algorithm to ensure the reliability of data 
transmission. In order to ensure system reliability, real-time requirements, the follow-
ing work is done to improve UDP protocol performance. 

(1) First, good data transfer format designed to ensure that the same control infor-
mation and feedback information is encapsulated in the same packet, that’s the single 
packet transmission, so as to avoid the sequence disorder of the same information 
packet in receiving data which result from the uncertainty of delay. 

(2) Set up UDP buffer and the buffer size should take into account both the re-
quirements of real-time, not too big, and the problem of overflow. 

(3) In order to prevent packet loss, the frequency of master and slave controller 
should be different. The frequency of send data in slave controller is designed  
N (N = 2, 3, ……) times the master controller in this paper, that is to say, the master 
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controller can receive data more than one copy (at least two) from the slave controller, 
which can prevent the problem of the loss-packet cannot be re-transmitted, due to the 
transmission cycle time is too short. 

3.4   Prediction Robot Control over Industrial Ethernet 

Network control brings changes with the structure of motion control, broadens the 
scope of application and makes the distributed control to be possible. The simple 
model of a general network control is shown in Figure 1. 

It consists of two parts, network closed-loop system and local closed-loop system. 
Controller sends the position reference (or current, speed) to actuator at the every start 
time of bus communication. Actuator use the position reference to control the motor 
(controlled objects) closed-loop position or the current or speed. At the same time the 
actuator feedback data to the controller periodically. Controller based on feedback 
data to calculate the new position to send it and into cyclical repetition. 

 

Fig. 1. General Network Double-loop Control System 

The compensation control of Smith predictor is concerned widely, it takes the net-
work delay as a lag element of time uncertain, adds Smith predictor into the loop, and 
uses it to predict the system state with delay, and then make compensation control. 
Predictive control build the controlled object model at the master controller end, and 
then based on the prediction delay, simulating the state of the controlled object in 
local model. 

The robot network control model of this paper works on the premise that master-
slave controller clocks are synchronized by IEEE 1588 PTP protocol, there is high-
precision clock synchronization between master and slave. As shown in Fig.2, ‘t’ is 
now time, u(t) that is now time to send the feedback information from the controller 
via UDP protocol. Master receives the data, using the local clock and compare with 
the data time stamp, obtained feedback delay π. The π and u (t) are used in the model 
of the slave controller, after operations, received the state of slave controller, u (t + π), 
and at this time through the feed-forward delay prediction algorithm to be estimated 
delay is ε, In the master controller after operation with ε and u (t + π), get the control 
information of the next communication cycle, y (m), after put time stamp on y (m), 
then send by the UDP, the slave controllers receive the control message, use this in-
formation to refresh the control parameters of the controlled object, and return sensor 
data and time stamp packages of the controlled object, then send via UDP. A new 
communication cycle again. 
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Fig. 2. Timestamp Based Predictive Robot Control System model over Real-time Industrial 
Ethernet 

4   Simulation of Robot Control over Ethernet without Time 
Synchronization and Delay Predictive 

Because of Ethernet high-speed throughput, Ethernet can be used in industrial robot 
control. The purpose is controlling the communication between multiple motors and 
sensors, and achieving the motion control of more than 6-axis robot or multi-robot. 
Robot control object model should at least establish multiple motor model of network 
interconnection. But for network interconnection system, we can only simulate the 
most extreme delay motor. Therefore, the simulation model of this paper is listed only 
one motor node whose delay is artificially set to largest. 
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Fig. 3. The model of robot network control without delays predictive 
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This simulation used one Truetime Network module, three Truetime send module 
and three receive module. The network type in Truetime Network module is set to 
Switched Ethernet, bandwidth of 100MB/S, the minimum frame is 3072b (384Byte), 
packet loss rate of 0.03. A Discrete-time PD controller module which is responsible 
for receiving from the signal source and sensor feedback signals and processing these 
signals and its clock offset is 10ms, A Truetime Send module as a sensor node, 
Truetime receive module as an actuator node, and the signal source is square wave. 
The model of robot network control without delays predictive shown in Figure 3. 

The simulation results are shown in Figure 4. 

 
Fig. 4. Output (y) and controller (u) results of simulation of Shared Ethernet motor control 

From Figure 4, in a switched Ethernet, there also exists jitter of motor control. The 
reason is uncertainty of network delay and packet loss occurrence. The control com-
mand reach the actuator after a period of delay time, and status data returned from 
sensor is not the “now time” state, therefore the adjustment data calculated by PID 
does not obtain the desired results. 

5   PTP Timestamp-Based Predictive Control of Robot Network 

If want to get good result, network control must be improved, where we propose a 
timestamp based on the PTP model predictive control to improve robot control based 
on industrial Ethernet. By calculating the data transmission in Ethernet frame delay to 
estimate the next time delay, the controller side of the object model, model simulation 
of the accused in the local state of the object, and its compensation control combined 
with delay prediction and control. 

The improved control model works on the premise that master-slave controller 
clocks are synchronized by IEEE 1588 PTP protocol, there is high-precision clock 
synchronization between master and slave. 

Compared with the traditional NTP synchronization, time-stamp join in the appli-
cation layer, PTP protocol move the stamping time down to the above of physical 
layer, following the MAC layer, this requires hardware support, of course, it can also  
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be stamped at the application layer by software. In this paper, the controller node of 
the simulation model, the clock offset is set to 100us (Reference to the accuracy range 
of PTP protocol software synchronization), that means the clock synchronized 
through Precise Time Protocol. 

After adopt technology of Ethernet switching, Delay Prediction, State Prediction, 
etc., the improved simulation model shown in Figure 5. 
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Fig. 5. Improved model of switched Ethernet motor control 

Linear delay prediction cannot predict the delay value accurately, only for little 
change of network delay, the greatest advantage of neural network algorithm is that  
it can approximate nonlinear value at will, but they often require significant historical 
data to train the neural network, this method need large amount of calculation and 
often at the initial stage can not reach accurate results because of lack of time.  
Integrated linear delay prediction with neural network delay prediction, the paper 
proposed a new algorithm by using a linear prediction based on time stamp, and  
combined BP neural network algorithm, the specific ideas described as follows. 

Before propose delay prediction algorithm, we do some assumptions. 

(1) Only use a single packet transmission between controller, and the maximum 
network delay is less than a bus cycle of delay by the previous analysis. As already 
discussed in this paper, it is easier to meet this assumption. 

(2) Each node in the system has been synchronized by IEEE1588 protocol. 
So, the improved algorithm of this paper is divided into two stages, and the flow-

chart shown in Figure 6. 
(1) Linear prediction stage. Delay prediction at this stage use linear prediction, be-

cause in the initial stages of the delay did not get a lot of data for BP neural network 
prediction method. At this stage, the prediction algorithm as follows. 
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Fig. 6. Flow chart of delay prediction algorithm 

 

Fig. 7. Output (y) and controller (u) results of improved network control model 
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Clock synchronization, the controller sends control information to the actuator, the 
data is sent to affix the stamp, when the actuator received message, using the local 
clock and time stamp by comparing the data from controller to actuator delay. 

At this stage BP neural network algorithm is also enabled, but the result is not used 
to predict the output, mainly through a period of time training to let all levels connec-
tion value of BP neural network to be trained. 

(2) BP neural network prediction stage. By the training of the previous stage, when 
the BP neural network prediction of the delay offset is less than the linear prediction 
offset, set the BP neural network prediction value to output, and linear prediction to 
stop working. 

The idea of the algorithm is based on compare the linear prediction error with the 
BP neural network prediction offset, which is smaller, then to chose the smaller offset 
method to prediction delay, and output. 

In this simulation the motor transfer function is ss
sG

+
=

2

1000
)( , sampling period 

of 0.002s, clock offset set to 100us (assuming the system synchronized via IEEE1588 
algorithm), the Truetime Network module protocol selected for Switch Ethernet, the 
other parameters are same as the before model shown in Figure 2. 

After delay compensation and predictive control, the system output shown in  
Figure 7. 

Compare Figure 7 with Figure 4, the better real-time, low-jitter of the system is 
achieved with improved model. 

5   Conclusion 

This paper gives an timestamp based predictive robot network control model which 
combines the technology of clock synchronization, state estimation, latency predic-
tion, predictive control, and the robotics network control system is simulated with 
Matlab/Simulink and Truetime. Compared with the model without clock synchroniza-
tion and delay predictive, the improved model achieved better real-time, low-jitter of 
the system. 
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Abstract. The incremental angle encoder takes the current initial position as the 
zero point when switching-on, therefore, it’s necessary to establish the 
mechanical origin of the system in some angle positioning systems, i.e., zero-
finding. Addressing this issue, a novel zero-finding algorithm and its realization 
are proposed based on the incremental encoder with distance-coded marks. The 
experimental results show that the proposed algorithm is feasible, which can not 
only quickly establish the mechanical origin of the system without require a full 
circle rotation, but also greatly improve the accuracy, the robustness and the 
ability to anti-interference. 

Keywords: Zero-finding algorithm, Incremental angle encoder, Mechanical 
origin, Sensor, RON786C. 

1   Introduction 

The incremental angular encoder is widely used in the fields of precision angle 
measurement and positioning control for its more accurate, price and market decision 
[1-5]. However, it takes the current position as the zero point when switching-on, but 
actually it isn’t the zero point expected. In most cases, therefore, it’s necessary to find 
out the mechanical origin of the system to obtain the absolute position especially for 
the incremental displacement measurement system. To address the problem on how to 
achieve absolute positioning by use of the incremental encoder, many research efforts 
on zero-reference mark have been reported. In [6], the encoder started to count pulses 
when traversing the zero-reference mark after switching-on each time, then it would 
supply a unique position value at certain position even if switching-on at different 
positions. Literature [7] also introduced a practical method to achieve absolute 
positioning based on the incremental encoder by virtue of Siemens PLC 
(Programmable Logic Controller).  

The above methods are efficient and practical but the drawback is that the encoder 
may require a rotation up to nearly 360° in some cases, and fail to find a reference 
mark in some equipment which has a limited range of the working angle [8]; on the 
other hand, the zero-finding precision of the encoder with one reference mark is 
greatly decided by the sensitivity of special position of the system, and it is hardly 
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immune to the errors caused by the disturbance. Therefore, in order to speed up and 
simplify such “reference runs” and improve the robustness, a novel zero-finding 
algorithm is proposed in this paper. After the operation of the zero-finding, the 
mechanical absolute origin can be rapidly ascertained after traversing one nominal 
incremental angle, and each absolute position on the circumference is established in 
the incremental angle encoder. 

2   Setup and Problem Statement 

Fig.1 shows the photograph of the three-axis hydraulic servo turntable which is 
mainly composed of three frames (outer frame, middle frame and inner frame), five 
hydraulic motors (up and low motors, right and left motors, hollow motor) and digital 
servo valves (MOOG Company). The outer frame of the turntable machine is driven 
by the up and low hydraulic motors, the middle frame is driven by the right and left 
hydraulic motors, and the inner frame is driven by the hollow motor. The PCI-6601 
card is used to acquire the angle signals generated by the incremental encoders named 
RON786C (HEIDENHAIN Company) which is mounted on the ending of the right 
and the up motor, respectively. 

 

Fig. 1. Photograph of the experimental setup. (1) the hydraulic motors of the outer frame, (2) 
the incremental encoder mounted on the ending of the motor, (3) the amplification of the 
incremental encoder, (4) the outer frame of the three-axis turntable, (5) the table for data 
acquisition and system control. 

Because the three-axis turntable machine is a precision trajectory tracking and 
position orientating system, which must meet the following conditions: ① The 
absolute positioning is required, i.e., the position value sent from the encoder must be 
put into a one-to-one correspondence with the physical rotary position on a 
circumference. No matter wherever the angle encoder is switching-on, the unique 
position value must be indicated on a certain position. ② The turntable must stop at 
the mechanical origin after switching-on each time, and await orders.  
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As we all know, it’s easy for the absolute angle encoder, but difficult for the 
incremental angle encoder because it’s based on the incremental measurement 
principle. Because of the uncertainty of the position where commenced, it’s necessary 
to find out the mechanical origin of the system to obtain the absolute position. In this 
paper, it’s expected to design a novel zero-finding algorithm to rapidly establish the 
mechanical origin by the incremental angle encoder. After the zero-finding, the 
incremental encoder will supply the absolute position value as that the absolute 
encoder could do. This will be a very interesting and valuable theme for engineers. 

3   Preliminaries 

In this section, the special coding mechanism of the incremental encoder with 
distance-coded reference marks is presented taking the RON786C as an example. 
Differing from the general incremental encoder with one reference mark, the 
RON786C features some distance-coded reference marks which are individually 
spaced according to a mathematical algorithm. 

The RON786C encoder has altogether 36000 scaling marks around the 
circumference in the measurement of angle. Hereinto, the scaling mark on the aliquot 
position of 10° is the reference mark, and there is a sub-reference mark between two 
neighboring reference marks. The offset of two sub-reference marks is differentiated 
with the different positions of an angle. Both the position signals and the reference 
pulses will be sent out while traversing those reference marks. The marks are 
arranged as Fig.2. 

 

Fig. 2. Schematic representation of circular scale of the RON786C sensor 

The RON786C has three output channels named A, B and R. Every time traversing 
across a mark, a sinusoidal signal will be sent out from A and B, respectively. The 
amplitude M of the sinusoidal signal features 0.6V ~1.2V, which typical value is 1.0 
Vpp. When a reference mark (including sub-reference mark) is traversed across, a 
nearly triangular signal will be sent out from R. The amplitude G of the triangular 
signal is about 0.2V~0.85V when traversing across reference marks, however, which 
is about -0.04V~-1.7V when no reference marks are traversed across, listed as Fig.3. 
The signal from R is also called the reference signal in the following. 
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Fig. 3. Schematic representation of output signals of the RON786C sensor 

4   Algorithm Design and Accomplishment 

As stated in section 3, according to the particular coding mechanism, a zero-finding 
algorithm can be presented to deduce the zero reference position without traversing 
across the zero-reference mark. Three kinds of RC (Reference Coordinates) are 
defined as Fig.4: ① RCSZE - the RC of the Start Zero of Encoder, i.e., the reference 
coordinate under the switching-on position, ② RCAZE - the RC of the Absolute Zero 
of Encoder, ③ RCMZS - the RC of the Mechanical Zero of System. Generally, the 
RCMZS is what we need, and the position value used for close-loop control is the 
angle value related to the RCMZS. 

 

Fig. 4. Schematic representation of the reference coordinates 

where, α is the angle value in the RCMZS coordinate, β  is the angle value in the 
RCAZE coordinate, and γ  is the angle value in the RCSZE coordinate. Then 

( ) ( )α α β β γ γ= − + − + . (1) 

Herein, ( )α β−  is the difference between the mechanical zero of system and the 
absolute zero of encoder, it is a constant once the encoder is fixed on the mechanical 
system; ( )β γ− is the angle difference between the RCSZE and the RCAZE; γ  is the 
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instant position value directly acquired by the DAQ card. In fact, ( )β γ−  is also a 
constant once the system is switching-on, which will keep unchanged until the system 
is switching-on again. According to Eq.(1), therefore, α  can be calculated if ( )β γ−  
could be obtained.  

In order to get the value of ( )β γ− , two hardware channels are required to acquire 
the same signal of the encoder (see Fig.5). The reference pulse sent from Channel 1 is 
ignored, but not for the reference pulse sent from Channel 2. When the reference 
pulse occurs, the counter of Channel 2 is cleared. Based on the different setting for 
Channel 1 and Channel 2, a novel zero-finding algorithm is proposed. 
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Fig. 5.  Schematic block of the zero-finding algorithm. Where, the WoR and WR are two self-
defined input variables of the FindingZero Block which is developed by S-function. Because a 
single pulse is equal to five-ten thousandths degree of angle, thus, the value K of Gain1 and 
Gain2 is 0.00005, which is used to convert the number of pulse into the angle value. The 
constant C is the difference between the mechanical zero of system and the absolute zero of 
encoder. 

In Fig.5, Channel 1 and Channel 2 are two independent data acquisition channels 
of PCI-6601. When the encoder is revolving clockwise, the value of WoR  is 
increasing monotonously, and the value of WR  is also increasing monotonously 
except the moment when the output is cleared to zero at the position of reference 
marks; When the encoder is revolving anti-clockwise, the value of WoR  is 
decreasing monotonously, and the value of WR  is also decreasing monotonously 
except the moment when the output is cleared to zero at the position of reference 
marks. Therefore, it is concluded that a reference mark is traversing across when the 
absolute value of WR  is decreasing. At this time, the value kγ  of this reference 
mark can be obtained by subtracting WR  fromWoR . 

WoR WRk k kγ = − . (2) 

In the same way, the value 1kγ +  of the next reference mark can be obtained. 

1 1 1WoR WRk k kγ = −+ + + . (3) 

Therefore, the angle difference between the reference mark and its neighbor reference 
mark is obtained. 
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, 1 1k k k kγ γ+ +Δ = − . (4) 

Thus, the value of ( β γ− ) can be worked out according to , 1k k+Δ  and Fig.2. 
Withal, 

( ) ( )α γ α β β γ− = − + − . (5) 

where, (α γ− ) is the angle difference between the RCAZE and the RCMZS. Therefore, 
the system will arrive at the mechanical zero position by rotating ( )α γ− − °  from the 
start zero position. Fig.6 is the flowchart of the zero-finding algorithm. 

1 11 WOR WRk kkγ = −+ ++

WOR WRk kkγ = −
, 1 1k k k kγ γΔ = −+ +

( ) , ( 1,2,3)i iβ γ− =

( ) ( ) ( )1 2 3β γ β γ β γ− = − = −

( ) ( )α γ α β β γ γ− = − + − +

1000( 5) 10, 10 k kβ = Δ − −+ 1000( 5), 10 k kβ = − Δ −+

,0k k
β β β γ γ= = = ,01 1k k

β β β γ γ= = =
+ +

 

Fig. 6. Flowchart of the zero-finding algorithm 

Illustration: if , 1k kΔ +  is equal to 503 lines, it can be concluded that the angle range 
traversed must be 20°~25.03°, and the instant position must be one of both limits (20° 
or 25.03°). Keeping the encoder rotating on, we can obtain the position value of the 
neighbor reference mark. The difference between them must be 497 lines or 498 lines 
(no other choice). If the difference is 497 lines, the instant position value of this 
moment is deduced to be 30°; otherwise, the instant position value of this moment is 
15.02°. The direction of motion can also be judged according to the change trend of 
theΔ . Furthermore, if an error occurs during the zero-finding process, all need to do 
is just that the encoder is kept rotating on for 5°. The anti-interference ability of the 
zero-finding is improved greatly. 



 Design and Experimental Research on a Fast Zero-Finding Algorithm 201 

5   Experimental Results and Analysis 

Several experiments are carried out on the outer frame of the three-axis turntable at 
some special positions. The experimental results are shown in Fig.7-9. It is indicated 
that the zero-finding process mainly includes two processes: ① 1tΔ - finding the 
correction value ( )β γ− , ② 2tΔ - reaching to the mechanical zero position. The system 
commences to seek the correction value at the 1t moment, and keeps swinging to find 
the sequential ( )β γ−  at the speed of 3°/s. If the values of ( )β γ−  obtained in three 
times are equal, the correction value is considered to be available. Then, the system 
steps into the next process at the 2t moment, in which the system reaches to the 
mechanical zero position at the speed of 5°/s. The mechanical zero position arrived at 
the 3t  moment. 

 

Fig. 7. Experimental result for zero-finding at about zero position. The solid line denotes the 
trajectory of the encoder. The correction value ( )β γ−  is ascertained at the 2t moment, which 
only needs to rotate about 20 degree. The encoder reaches to mechanical zero position during 2tΔ .  

 

Fig. 8. Experimental result for zero-finding at position infinite position 
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Fig. 9. Experimental result for zero-finding at about negative infinite position 

The meanings of signals in Fig.7-9 are the same as described in Fig.5. The output 
of Gain1 and Gain2 is corresponding to the angle value acquired by Channel 1 and 
Channel 2, respectively. The solid line (Gain1) is the output of Gain1 block in which 
the reference pulse is ignored. The dash line (Gain2) is the output of Gain2 block in 
which the reference pulse is not ignored, which will be cleared to zero when a 
reference pulse occurs. The dotted line is the out of FindingZero Block, which 
denotes the angle difference between the RCSZE (Reference Coordinates of Start Zero 
of Encode) and the RCAZE (Reference Coordinates of Absolute Zero of Encode), 
namely . The dash-dotted line is the flag if the correction value  is 
found. 

6   Conclusion 

Addressing a practical problem, a novel zero-finding algorithm is proposed based on 
the special coding mechanism. The experimental results and analysis show that the 
proposed algorithm have not only greatly speeded up and simplified the operation of 
zero-finding, but also improved the accuracy, the robustness and the ability to anti-
interference. After the zero-finding, the incremental encoder with “memory ability” 
can supply the absolute position value as the absolute encoder could do. This paper 
provides another effective method of position orientating by the incremental angle 
encoder, which has important value to practical applications for engineers. In 
addition, the proposed algorithm can be adopted in any related case, not limited for 
hydraulic servo systems. 
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Abstract. Diffusive coupling configuration of complex dynamical networks de-
rives from the situation that nodes are coupled with states difference between 
each other. For the limitation of applicability of diffusive coupling model, it is 
necessary to study the control problem of nondiffusively coupled complex net-
works. A decentralized synchronization criterion with state feedback control 
scheme was proposed based on linear matrix inequality methodology. A simple 
criterion for the verification of decentralized stabilizability of the network is 
given. Furthermore, a decentralized output tracking control method is proposed 
based on the former synchronization criterion. Finally a nondiffusively coupled 
scale-free network is provided as the example to verify the effectiveness of the 
given methods. 

Keywords: complex networks, nondiffusive coupling, synchronization control, 
output tracking control, linear matrix inequality. 

1   Introduction 

Synchronization of complex dynamic networks[1-8] has attracted widely attentions for 
its scientific importance and application values. The most investigated network mod-
els have diffusive coupling[4-8]. Diffusive coupling means that the row sums of outer 
coupling matrix are zeros. Diffusive coupling configuration derives from the situation 
that nodes are coupled with states difference between each other. Zhisheng Duan 
pointed that subsystems in diffusive coupled networks may vary with different cou-
pling structures. The reason is that dynamics of subsystem is no longer ( )i if=x x&  

but ( )i i ii if ca Γ= +x x x& , where 
1,

N

ii ij
j j i

a a
= ≠

= − ∑ is changed with interconnections[8]. In 

most cases, node dynamics remain unchanged with interconnections for they are cou-
pled not by difference between states but by states directly. For example, in product 
price networks, the price of product A is countered as cost of product B directly. So it 
is of application meaning to study the control of networks with nondiffusive coupling. 
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In [4-7], synchronization of diffusive coupled networks was studied via lineariza-
tion method named as “master stability function”. Paper [8] proposed a synchroniza-
tion method based on state feedback control scheme. Decentralized stabilization algo-
rithms were given for large scale systems in [8-13], decentralized tracking control 
algorithms were investigated for large scale systems in [12-14]. By contrast, there is 
little research on output tracking control of complex networks so far. In view of the 
importance of tracking control problem, decentralized synchronization and output 
tracking control of nondiffusively coupled complex networks are going to be investi-
gated in this paper. 

The rest of the paper is outlined as follows. A nondiffusively coupled complex 
networks model is introduced with some assumptions and preliminaries in Section 2. 
In section 3, decentralized synchronization of the network is investigated and as a 
result two useful criteria were given. A condition for decentralized output tracking 
control of the network is proposed in section 4. In section 5 an example is provided to 
verify the effectiveness of the methods proposed. Section 6 is the conclusion. 

2   Problem Formulation and Some Preliminaries 

Consider a nondiffusively coupled complex dynamical network with N  identical 
continuous time invariant linear nodes 

0 0
1,

0 1, 2, ,

N

i i i ij j
j j i

i i

h

i N

= ≠

⎧ = + +⎪
⎨
⎪ = =⎩

∑x A x B u Γx

y C x

&

L

,                                            (1) 

where T
1 2( , , , ) n

i i i inx x x= ∈x L R , T
1 2( , , , ) m

i i i imu u u= ∈u L R , T
1 2( , , , ) r

i i i iry y y= ∈y L R ,

0
n n×∈A R , 0

n m×∈B R , 0
r n×∈C R  are  state vector, control input, output, system ma-

trix, input matrix and output matrix of i th node respectively. ( ) n n
ij n nγ ×

× ∈Γ = R  is 

the inner coupling matrix. Outer coupling matrix ( ) N N
ij N Nh ×

×= ∈H R  denotes the 

coupling configuration of the entire network. If there is a link between node i  and 
node j ( )i j≠ , 0ij jih h= >  is the coupling strength; otherwise, 0ij jih h= = . The 

diagonal element of H  is defined as 0iih = . 
Suppose that the network is connected in the sense of with no isolated clusters. As 

a result H  is a real symmetric irreducible matrix. The difference between network 
(1) defined here and diffusively coupled network is that the outer coupling matrix in 
(1) has zero diagonal elements, beside, the row sums of H  are not equal to 0.  

The state equation of i th isolated node is 

0 0

0

i i i

i i

= +⎧
⎨ =⎩

x A x B u

y C x

&
.                                                         (2) 

Following assumptions[9-12] for system (2) are necessary: 

Assumption 1. 0 0( , )A B  is controllable and 0 0( , )A C  is detectable. 
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Assumption 2. 
0 0

0

rank
0

n r
⎡ ⎤

= +⎢ ⎥
⎣ ⎦

A B

C
. 

The objective of decentralized synchronization is to utilize state feedback control law 

i i=u Kx                                                              (3) 

to stabilize network (1) onto the equilibrium point 1 2 0N= = = =x x xL  when 
t →∞ . Where m n×∈K R  is the state feedback matrix of i th node. 

The objective of decentralized output tracking control is to utilize control law 

R( , , )i i if=u x y y                                                        (4) 

to drive output ( 1, 2, , )i i N=y L  asymptotically tacking any given constant reference 

signal R
r∈y R . 

Two lemmas[15-16] are given firstly for following application. 

Lemma 1.  (Schur complement) Suppose that a symmetric matrix is partitioned 

as
11 12

21 22

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

S S
S

S S
, where 11S  and 22S  are square. Then following conditions are 

equivalent to each other: 

(1) 0<S ; 
(2) 11 0<S , T 1

22 12 11 12 0−− <S S S S ; 

(3) 22 0<S , T 1
11 12 22 12 0−− <S S S S . 

Lemma 2. For any vectors n m∈ ∈x , yR R  and positive definite matrix n m×∈M R , the 

following LMI holds for any positive definite matrix m m×∈G R  
T T 1 T T2 −≤ +x My x MG M x y Gy .                                          (5) 

3   Decentralized Synchronization 

Rewrite close loop feedback control system (1),(3) in compact form： 

0 0 C[ ( ) ]N= ⊗ + + ⊗ =x I A B K H Γ x A x& ,                                 (6) 

where ⊗ is the Kronecker product, T T T T
1 2[ ]N=x x , x , , xL , 

0 0 12 1

21 0 0 2
C

1 2 0 0

N

N

N N

h h

h h

h h

+⎡ ⎤
⎢ ⎥+⎢ ⎥=
⎢ ⎥
⎢ ⎥+⎣ ⎦

A B K Γ Γ
Γ A B K Γ

A

Γ Γ A B K

L

L

M M O M

L

.                                (7) 

Theorem 1. For complex network (1), if there are matrix m n×∈S R  and positive defi-

nite matrix T n n×= ∈Q Q R , such that for 1, 2, ,i N= L  

01

1

i

nN

⎡ ⎤
⎢ ⎥ <−⎢ ⎥

−⎣ ⎦

Θ Q

Q I
,                                              (8) 
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where         
T T T T 2

0 0 0 0
1,

N

i ij
j j i

h
= ≠

= + + + + ∑Θ QA A Q S B B S ΓΓ ,                                   (9) 

network (1) is stabilizable under decentralized state feedback control, the close loop 
control system (6) is asymptotically stable with control law 

1 1, 2, ,i i i i N−= = =u Kx SQ x L .                                     (10) 

Proof.  Construct Lyapunov function 
T( , )t =V x x Px ,                                                   (11) 

where 1 1 1diag( , , , ) nN nN×= ∈P P P PL R  is positive definite matrix, T
1 1

n n×= ∈P P R , 
1, 2, ,i N= L . 

Obviously, (11) is positive definite.  
The time derivation of ( , )tV x  along system (6) is  

( ) ( )

T T

T T T
0 0 0 0

TT T
0 0 1 1 0 0 1

1 1 1,

( , )

[ ( )] [ ( )] 2 ( )

2

N N

N N N

i i i ij j
i i j j i

t

h
= = = ≠

=

⎡ ⎤= ⊗ + + ⊗ + + ⊗⎣ ⎦

⎡ ⎤= + + + +⎣ ⎦∑ ∑ ∑

V x x Px + x Px

            x I A B K P P I A B K x x P H Γ x

            x A B K P P A B K x x P Γx

& & &

. (12) 

Similar to [13], from lemma 2 we have 
T T T T T 2 T T

1 1 1 1 12 i ij j i ij n ij i j n j i ij i j n jh h h h≤ + = +x P Γx x P ΓI Γ P x x I x x P ΓΓ P x x I x .(13) 

Substitute (13) into (12) we have 

( ) ( )TT
0 0 1 1 0 0

1

T 2 T T
1 1

1 1, 1

T 1 T 1 T 2 1 1
1 1 0 0 0 0 1 1 1 1

1 1,

( , )

( ) ( 1)

( ) ( ) ( 1)

N

i i
i

N N N

i ij i i i
i j j i i

N N

i ij i
i j j i

t

h N

h N

=

= = ≠ =

− − − −

= = ≠

⎡ ⎤≤ + + +⎣ ⎦

+ + −

⎡ ⎤
= + + + + + −⎢ ⎥

⎣ ⎦

∑

∑ ∑ ∑

∑ ∑

V x x A B K P P A B K x

              x P ΓΓ P x x x

            x P P A B K A B K P ΓΓ P P P x

&

.

(14) 

According to Lyapunov stability theory, for 1, 2, ,i N= L , system (6) is asymptoti-
cally stable at equilibrium point 0 when following LMIs holds 

1 T 1 T 2 1 1
1 0 0 0 0 1 1 1

1,

( ) ( ) ( 1) 0
N

ij
j j i

h N− − − −

= ≠

+ + + + + − <∑P A B K A B K P ΓΓ P P .          (15) 

Denote  
1

1
−=Q P ,                                                          (16) 

1
1
−=S KP ,                                                      (17) 

equation (15) can be reformatted as 

T T T T 2
0 0 0 0

1,

( 1) 0
N

ij n
j j i

h N
= ≠

+ + + + + − <∑QA A Q S B B S ΓΓ QI Q .                (18) 
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From lemma 1, LMI (18) is equivalent to LMI (8). 

From (16) and (17), we have 1−=K SQ .                                                                  □ 

It can be easily find that the only deference between N  lower dimensional LMIs in 

(8), (9) is the sum of coupling strength square 
2

1,

N

ij
j j i

h
= ≠
∑ of i th node. So a question 

appears, can we find a feasible region of 
2

1,

N

ij
j j i

h
= ≠
∑  for (8) to simplify the verification 

of decentralized stability of network (1). 

Theorem 2.  For complex network (1), if there exist optimal solution maxh
m n×∈S R , 

maxh
n n×∈Q R  and maxh ∈R  for  

T

min

01
s.t.

1

0, 0

n

h

N

h

−

⎧⎡ ⎤
⎪⎢ ⎥ <−⎪⎢ ⎥⎨ −⎣ ⎦⎪
⎪ = > >⎩

Θ Q

Q I

Q Q

,                                                 (19) 

and if there exist optimal solution minh
m n×∈S R , minh

n n×∈Q R  and minh ∈R  for  

T

min

01
s.t.

1

0, 0

n

h

N

h

⎧⎡ ⎤
⎪⎢ ⎥ <−⎪⎢ ⎥⎨ −⎣ ⎦⎪
⎪ = > >⎩

Θ Q

Q I

Q Q

,                                               (20) 

in (19) and (20) 
T T T T

0 0 0 0 h= + + + +Θ QA A Q S B B S ΓΓ .                                (21) 

For 1, 2, ,i N= L , if following inequation holds 

2
min max

1,

N

ij
j j i

h h h
= ≠

≤ ≤∑ ,                                                 (22) 

network (1) is stabilizable under decentralized state feedback control. 
The proof is omitted for (19) and (20) are convex optimization[16-17] problems. 

4   Decentralized Output Tracking Control 

Similar to [14], construct augmented state vector 

1, 2, ,i
i

i

i N
⎡ ⎤

= =⎢ ⎥
⎣ ⎦

x
z

q
L ,                                         (23) 

where                                    R 0 Ri i i= − = −q y y C x y& .                                           (24) 
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Then construct matrix 

0
0

0

0

0

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

A
A

C
, 

0
0 0

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

B
B , 

0

0 0

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

Γ
Γ , 

R

0⎡ ⎤
= ⎢ ⎥
⎣ ⎦

w
y

,              (25) 

we have a new network with augmented nodes 

0 0
1,

1, 2, ,
N

i i i ij j
j j i

h i N
= ≠

= + + + =∑z A z B u Γz w& L .                    (26) 

Theorem 3.  For complex network (1), if there are matrix ( )m n r× +∈S R  and positive 

definite matrix T ( ) ( )n r n r+ × += ∈Q Q R , such that for 1, 2, ,i N= L  

01

1

i

n rN +

⎡ ⎤
⎢ ⎥ <−⎢ ⎥

−⎣ ⎦

Θ Q

Q I
,                                           (27) 

where          
T T T T 2

0 0 0 0
1,

N

i ij
j j i

h
= ≠

= + + + + ∑Θ QA A Q S B B S ΓΓ ,                                (28) 

the output of network (1) can asymptotically track reference signal Ry  under the 
decentralized control law 

1 1, 2, ,i i i i N−= = =u Kz SQ z L .                                       (29) 

Proof.  Rewriting close loop feedback control system (26), (29) in compact form 

0 0 C[ ( ) ]N N N= ⊗ + + ⊗ + ⊗ = + ⊗z I A B K H Γ z I w A z I w& ,        (30) 

where T T T T
1 2[ ]N=z z , z , , zL , 

0 0 12 1

21 0 0 2
C

1 2 0 0

N

N

N N

h h

h h

h h

⎡ ⎤+
⎢ ⎥+⎢ ⎥=
⎢ ⎥
⎢ ⎥

+⎢ ⎥⎣ ⎦

A B K Γ Γ
Γ A B K Γ

A

Γ Γ A B K

L

L

M M O M

L

.                            (31) 

Differentiating both sides of (30), we have 

Cz = A z&& & .                                                          (32) 

From assumption 2 we know that system (26) is totally controllable. For system (32) 
has the same form as system (6), under the condition of theorem 3, from theorem 1 we 
know that system (32) is asymptotically stable at equilibrium point 0, which means 

lim( 0) lim( 0) 0i
i

t t i
→∞ →∞

⎡ ⎤
− = − =⎢ ⎥

⎣ ⎦

x
z

q

&
&

&
,                                     (33) 

namely                      Rlim lim( ) 0i i
t t→∞ →∞

= − =q y y& .                                                       (34) 

□ 
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5   Example 

Consider isolate linear time invariant node with state equation 

[ ]

7 2 1

1 6 1

1 1

i i i

i i

⎧ −⎡ ⎤ ⎡ ⎤
= +⎪ ⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦⎨

⎪ =⎩

x x u

y x

&
.                                       (35) 

Let original nodes number and newly added edges number be 2, generate a nondiffu-
sively coupled scale-free network of 10N =  nodes by B-A model[1]. The configura-
tion of the network is given in Figure 1. 

3 2

4

6 1

7
8

9

5

10

 

Fig. 1. Configuration of the scale-free network 

The outer coupling matrix is 

0 1 1 2 0 1 1 2 1 1

1 0 1 0 1 0 0 1 1 2

1 1 0 2 0 1 1 0 0 0

2 0 2 0 1 0 0 0 0 0

0 1 0 1 0 0 0 0 0 0

1 0 1 0 0 0 0 0 0 0

1 0 1 0 0 0 0 0 0 0

2 1 0 0 0 0 0 0 0 0

1 1 0 0 0 0 0 0 0 0

1 2 0 0 0 0 0 0 0 0

H

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

,                       (36) 

the inner coupling matrix is 
1 1

0 1

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

Γ , initial state of the network is 

[ ]1 2 N

1 2 4 -1 1 0 2 -7 1 0
, , ,

-1 0 1 2 3 -2 3 2 2 4

− −⎡ ⎤
= ⎢ ⎥− −⎣ ⎦

x x xL                   
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5.1   Decentralized Stability Checking 

Solving the optimization problem (19) and (20),we have 

[ ]max h

max h

max

20195 20188

38.4395 37.5506

37.5506 38.4395

14.2222h

⎧ = − −
⎪

⎡ ⎤⎪ =⎨ ⎢ ⎥
⎣ ⎦⎪

⎪ =⎩

S

Q and

8 8
min h

min h

-12
min

1.2449 10 1.2449 10

2143.7 2142.5

2142.5 2143.7

1.3818 10h

⎧ ⎡ ⎤= − × − ×⎣ ⎦⎪
⎪ ⎡ ⎤

=⎨ ⎢ ⎥
⎣ ⎦⎪

⎪ = ×⎩

S

Q . 

It is easy to know that the coupling strength of the network satisfies 

2
min

1,

2
N

ij
j j i

h h
= ≠

< ≤ ∑ max14 h≤ < , from theorem 2, the network is stabilizable under 

decentralized state feedback control scheme. 

5.2   Decentralized Synchronization 

Solve LMI (8) we have 

1.3717 0.4939

0.4939 1.3726

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

Q , [ 170.294 163.544]= − −S , [ 93.34 85.56]= − −K . 

The state curves of the decentralized synchronized network are given in figure 2.  

 

Fig. 2. State curves of the decentralized synchronized network 

5.3   Decentralized Output Tracking 

Consider constant reference signal R 2=y , we have 

0 0

0

7 2 1

rank rank 1 6 1 3
0

1 1 0

n r

−⎡ ⎤
⎡ ⎤ ⎢ ⎥= − = + =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦

A B

C
, 
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0

7 2 0

1 6 0

1 1 0

−⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥⎣ ⎦

A , 0

1

1

0

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

B ,

1 1 0

0 1 0

0 0 0

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

Γ ,

0

0

2

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

w . 

solve LMI (27), we have 
1.3075 0.4146 0.1055

0.4146 1.3069 0.1055

0.1055 0.1055 0.0410

−⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥− −⎣ ⎦

Q , 

[ 100.7637 96.4507 0.5674]= − − −S , 

[ 87.2193 82.4767 450.143]= − − −K . 

The decentralized tracking controller is 

1 2 R0
87.2193 82.4767 450.143 ( ( ) )d

t

i i i ix x y τ τ= − − − −∫u y . 

The output curve and control input curve of the close loop network are given in figure 3.  

 

Fig. 3. Output curve and control input curve of the close loop network 

6   Conclusions 

Synchronization and output tracking control of nondiffusively coupled complex net-
works are investigated in this paper. Two general criterions are given to ensure  
the asymptotically stability of close loop control system. A simple criterion with  
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optimization problem form is given for the purpose of quick verification of decentral-
ized stabilizability of the network. The network model studied here is of nondiffusive 
coupling topology, which makes the obtained results have a wider application area 
than those of diffusively coupled networks. The tracking control method developed 
can serve as a start point of manipulation technique of complex networks. 

Acknowledgments. This work was partly supported by Shanghai Key Scientific and 
Technological Project (072305126), Shanghai Leading Discipline Project (S30501), 
Shanghai Basic Research Key Program� �09JC1408000 and the Innovation Fund 
Project for Graduate Student of Shanghai(JWCXSL0801). 

References 

1. Barabasi, A.L., Albert, R.: Emergence of scaling in random networks. Science 286(5439), 
509–512 (1999) 

2. Boccaletti, S., Latora, V., Moreno, Y., et al.: Complex Networks: Structure and Dynamics. 
Physics Reports 424(4,5), 175–308 (2006) 

3. Guo, L., Xu, X.: Complex networks. Shanghai Scientific & Technological Education Pub-
lishing House, Shanghai (2006) 

4. Arenas, A., Guilera, A.D., Kurths, J., et al.: Synchronization in complex networks. Physics 
Reports 469, 93–153 (2008) 

5. Chen, G., Wang, X., Li, X., et al.: Some Recent Advances in Complex Networks Synchro-
nization. In: Kyamakya, K. (ed.) Recent Advances in Nonlinear Dynamics and Synchroni-
zation, pp. 3–16. Springer, Heidelberg (2009) 

6. Pecora, L.M., Carroll, T.L.: Master stability functions for synchronization coulped sys-
tems. Physical Review Letters 80(10), 2109–2112 (1998) 

7. Wang, X., Chen, G.: Pinning control of scale-free dynamical networks. Physica A 310, 
521–531 (2002) 

8. Duan, Z., Wang, J., Chen, G., et al.: Stability analysis and decentralized control of a class 
of complex dynamical networks. Automatica (44), 1028–1035 (2008) 

9. Jamshidi, M., Chen, Z., Huang, C. (translated): Large-scale systems modeling and control. 
Science Press, Beijing (1986) 

10. Wang, Y.: Large-scale systems—methodology and technology. Tianjin University Press, 
Tianjin (1993) 

11. Siljak, D.D., Zecevic, A.I.: Control of large-scale systems: Beyond decentralized feedback. 
Annual Reviews in Control 29, 169–179 (2005) 

12. Bakule, L.: Decentralized control: An overview. Annual Reviews in Control 32, 87–98 
(2008) 

13. Zheng, W., Zhonghai, L., Siying, Z.: LMI approach of decentralized control and output 
tracking control for similar composite systems with mismatched interconnections. Control 
and Decision 15(4), 419–422 (2000) 

14. Mao, C.-j., Yang, J.-h.: Decentralized Output Tracking for Linear Uncertain Intercon-
nected Systems. Automatica 31(1), 151–154 (1995) 

15. Boyd, S., Ghaoui, E., Feron, E., et al.: Linear Matrix Inequalities in System and Control 
Theory. SIAM, Philadelphia (1994) 

16. Yu, L.: Robust control—linear matrix inequality method. Tsinghua University Press, Bei-
jing (2001) 

17. Huang, H., Han, J.: Mathematical programming. Tsinghua University Press, Beijing 
(2006) 



Manipulation of a Mobile Modular Manipulator
Interacting with the Environment with the Assistance of

Tactile Sensing Feedback

Jingguo Wang and Yangmin Li�
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Abstract. This paper presents a modeling method for a mobile modular manip-
ulator (MMM) interacting with the environment, which is composed of a mobile
base and a 5-DOF manipulator. A tactile sensor, which is installed at the tip of
the end-e�ector of the mobile manipulator, is to detect the feedback information
from the environment. The dynamic equations are formulated and the controller is
proposed with both the redundancy resolution and manipulability measures. The
tactile sensing-assisted strategies are proposed and combined into the control al-
gorithm. A real mobile manipulator is built up to contact with the environment in
our lab and the results show the e�ectiveness of the proposed method.

1 Introduction

Considering that a mobile manipulator is able to perform manipulation tasks in a much
larger workspace than a fixed-base manipulator, while a modular manipulator can
change its configuration arbitrarily, we have designed a mobile modular manipulator
(MMM) with the structure of a 5-DOF modular manipulator mounted on a mobile
platform in this paper, and the platform is supported by two driving wheels and one
caster wheel. Based on our previous works [1] [2], in addition to a six-axis force�torque
sensor installed between the last joint and the end-e�ector, a new tactile sensor-based
end-e�ector is fabricated and mounted on our MMM in order to provide tactile sensing
feedback.

Like human sense of touch, tactile sensation plays an important role in robotic ma-
nipulation with high dexterity such as automatic grasping, edge tracking, rolling ma-
nipulation and so on [3]- [8]. For some complicated robotic manipulation in uncertain
and dynamic environments, open loop control will not suÆce, therefore it is essential
to know whether contact has occurred and measure the parameters of contact between
the sensor and an object like the spatial distribution of forces. The feedback of tactile
sensing can be used to control force and torque at a specific contact location, which is
necessary for manipulating objects and to control slippage [3].

The other parts of the paper are organized as follows. In Section 2, some related
research works are studied, and the system description is given out in Section 3. In Sec-
tion 4, the dynamic control of mobile modular manipulator is developed and the tactile

� Corresponding author.

H. Liu et al. (Eds.): ICIRA 2010, Part I, LNAI 6424, pp. 214–225, 2010.
c� Springer-Verlag Berlin Heidelberg 2010

YMLi@umac.mo
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tactile sensor

cables

F/T sensor+tactile
sensor

Powercube
Modules

Fig. 1. The mobile modular robot

sensing strategies are considered and combined into the control algorithm. Section 5 is
the part of the experiment. Some discussions and the conclusion remarks are obtained
in the last section.

2 Related Research

How to properly and e�ectively coordinate the motions of the mobile platform and the
upper manipulators becomes a critical problem. Yamamoto and Yun [9] [10] studied the
e�ect of the dynamic interaction between the manipulator and the mobile platform of
a mobile manipulator on the task performance, then they developed a nonlinear feed-
back that completely compensated the dynamic interaction. However, their dynamic
model was somewhat inaccurate since the dynamic influence of the caster wheel was
neglected. Yu and Chen [11] presented a general method to establish the dynamic equa-
tion of a mobile manipulator system by utilizing forward recursive formulation for
open-loop multi-body systems. Tanner and Kyriakopoulos [12] studied the interaction
forces between the manipulator base and the vehicle, which were assumed as virtual
relative movements since these forces were useful in determining and maintaining con-
tact stability of the wheels, although they did not contribute to the dynamics. Carriker
et al. [13] decomposed the cost of point-to-point motion in three-dimensional Carte-
sian space into two components representing the qualitative di�erence between motion
caused by the mobile base and motion caused by the manipulator system.

Cheng and Tsai [14] designed a tracking controller with fully dynamic compensa-
tion ability for the mobile manipulator system via Lyapunov stability theory. Kazuhiro
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et al. [15] applied the impedance control method to control MR Helper and the control
algorithm was implemented in the experimental system for handling an object in coop-
eration with the robot and the human. Bayle et al. [16] proposed a systematic modelling
of the nonholonomic MMM to generalize the standard definition of manipulability to
the case of mobile manipulators. Li and Liu [17] investigated the dynamic modeling and
various control methods on the mobile manipulator, but redundancy is not considered.
The redundancy resolution will be discussed in this paper.

3 System Description

The main configuration of the MMM is the five-DOF modular manipulator mounted on
the mobile platform and the platform is supported by two driving wheels and one caster
wheel as shown in Fig. 1 and Fig. 2. The mobile platform is the modified Pioneer mobile
base (from MobileRobots) and the 5-DOF modular manipulator is made of three kinds
of PowerCube modules (PR-070, PR-090 and PG-070 from Amtec robotics GmbH).
The force sensor (FTCL-50-80 from SCHUNK GmbH & Co. KG) is mounted between
the end-e�ector and the last joint, while the tactile sensor(DSA 9210 with controller
DSACON32-H from Weiss Robotics) having arc-like touching surface is installed at
the tip of end-e�ector, providing a spatial resolution of 3.4mm with 70 sensor cells.

The main purpose of tactile sensor applied is to know whether contact has occurred,
to determine the contact area and geometry from the sensor data and then to get the
pressures of tactile cells. The working principle of the tactile sensors depends on an
interface e�ect between metal electrodes and a conductive polymer covering the sensing
electrodes, and the resistance between a common electrode and a sensor cell electrode is
a function of the applied load and time [5]. The output voltage of a resistive sensor cell
in the electrical circuit can be detected in real-time, and the pressure or force exerted on
it will be obtained from the transducer characteristics.

4 Dynamic Control of the MMM with Tactile Sensing Feedback

In the modeling of the MMM system, three assumptions should be adopted .

– The five-DOF modular manipulator is installed vertically on the planar platform.
– There are no slipping and no sideways between the wheels and the floor.
– Every link of the manipulator is rigid.

4.1 Nonholonomic Constraints of Mobile Platform

The vehicle body moves horizontally in a nonholonomic fashion, subject to the com-
bined e�ect of the forces exerted by the wheels and the forces exerted by the attached
manipulator. The wheel forces are included in the form of reactions to the steering and
traction torques exerted on the wheels [12].

The coordinate systems are defined as follows: G � XgYgZg forms an inertial base
frame(global frame)fixed on the motion plane and C � XcYcZc is a frame fixed on the
mobile platform. Oc is selected at the midpoint of the line segment connecting the two
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Fig. 2. The configuration of mobile platform

fixed wheel centers; and Yc is along the coaxial-line of the two fixed wheels. The head-
ing angle �c determines the posture of the mobile platform and �1 and �2 are the rotating
angles of the left and right wheels as shown in Fig. 2.

The mobile platform can either move in the direction of Xc or rotate about the ZC , but
the instantaneous motion in the direction YC is constrained because of the nonholonomic
behavior of the wheels. Then the first constraint restricts the velocity of the mobile
platform to be zero in the direction (����o1o2) through two centers of driving wheels.

� ẋc sin�c � ẏccos�c � d�̇c � 0 (1)

The other two constraints are considered with the no-slipping of each rolling wheel in
the forward directions, and the velocity of the driving wheels can be expressed as:

ẋccos�c � ẏc sin�c � l�̇c � r�̇1 (2)

ẋccos�c � ẏc sin�c � l�̇c � r�̇2 (3)

Let qm �
�

xc yc �c �1 �2

�T
represent the basic coordinates (qm) of the MMM platform,

so the above three constraints of velocities can be given in the matrix form:

A(qm)q̇m � 0 (4)

The independent velocities of two driving wheels are chosen as the generalized coordi-
nates (q̇w) because the nonholonomic constrained mobile platform owns only two-DOF
under planar motion assumption and there is the following relation

q̇m � S (qm)q̇w (5)

where q̇w �
�
�̇1 �̇2

�T
, andS (qm) is a 5 � 2 full rank matrix, whose columns are in the

null space of A(qm).
With the additional DoFs of the upper modular manipulator, the extended coordinates

of the whole system is composed of the wheeled mobile platform and the modular

manipulator, whose form is qe �
�
qT

m q1 � � � q5

�T
.

Now it can be parameterized in terms of the independent velocities q ��
qT

w q1 � � � q5

�T
q̇e � S q̇ (6)
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where

S �

�
S (qm) 05�3

05�2 I5�5

�

Combining the Eq.4 and Eq. 5 together, the constraints can be easily obtained as:

A(qm)S (qm) � 0 (7)

4.2 Dynamics Equation

Let qe �
�
qT

m q1 � � � q5

�T
denote the extended coordinates, with considering the external

force�torques for the whole system with constraints(A(qm)q̇m � 0) in three dimensional
operational space, the generalized dynamic equation of motion can be written as

M(qe)q̈e � C(qe� q̇e)q̇e �G(qe) � E� � E2F � AT�

A(qm)q̇m � 0 (8)

where M(qe) is the nonsingular symmetric inertia matrix, C(qe� q̇e) is the vector that
implicitly includes centrifugal, Coriolis and viscous friction, G(qe) is the gravity terms,
E is the matrix maps the actuator torque to the joint torques, E2 is the matrix that maps
the task space F to the joint space, AT is the above constraint matrix and � is the vector
of Lagrange multipliers corresponding to the aforementioned constraint equations.

S T (M(qe)q̈e �C(qe� q̇e)q̇e �G(qe)) � S T E� � S T E2F � S T AT� (9)

With the equation of (7) and the derivative of equation of (6),

q̈e � Ṡ q̇ � S q̈ (10)

The motion equation of MMM can be written as

M̄q̈ � C̄q̇ � Ḡ � �̄ � F̄ (11)

where M̄ � S T MS , V̄ � S T VS � S T MṠ , Ḡ � S TG, �̄ � S T E�, and F̄ � S T E2F).

4.3 Controller Design

A hybrid impedance controller in the task space is applied here, more details about
redundancy resolution can be found in our related work [1],

u � ẍd � Bdė � Kde � Kf (F
d
E � FE) (12)

where ẍd is the desired acceleration, e and ė are the position error and velocity error,
Bd, Kd and Kf are the gains chosen appropriately with some techniques, Fd

E and FE are
the desired and actual forces of the end-e�ector. Then the desired impedance relation
can be written as

ë � Bdė � Kde � �Kf (e f ) (13)
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The aim of the end e�ector control law is to track the desired generalized task coordi-
nates xd, which includes position and force. With the decoupling of the task space and
null space, the input torque should contain two parts, the torque of task space �P and
the torque of null space �N , � � �P � �N �Cq̇ �G. Let the control law [21] be given as

� � JT ��(u � J̇q̇) � Fe� � Cq̇ �G � �N (14)

where � � [JM�1 JT ]�1 denotes the pseudo kinetic energy matrix [20], C represents the
coriolis and centripetal matrix and G denotes the gravity force vector.

This nonlinear control method separates the equations of motion into the task-space
motion and the null-space motion and allows them to be controlled independently. Com-
bining (12), (13) and (14), the task space joint torque has the form

�P � JT ��(ẍd � J̇q̇) � Bdėp � Kdep � Kf e f � Fe� (15)

A proper choice of �N enables the manipulator to achieve secondary sub-task without
a�ecting the task space dynamics, like force and trajectory tracking of the manipulator’s
end-e�ector. The null space torque vector will be obtained as

�N � JT
N ��N(ẍNd � J̇Nq̇) � BNėN � (16)

where ėN is the velocity tracking error of the null space motion, which can be written as
ėN � ẋNd � ẋN . One has the freedom to choose any control routine in the null-space [19].
The control scheme is designed as shown in Fig. 3,

Computed torque
controller ARM

Redundancy
resolution

Outer loop Inner loop

tX

tZ

tq

xeF

qq
Desired Acceleration

Algorithm
(main task)

Desired Acceleration
Algorithm

(additional task)

Sx

1-Sx

Sz

1-Sz

Forward Kinematics

Null Kinematics Calulation

zeF

xdF
dx dx dx

zx
zx zx

zdF

Tactile
sensor

Force/torque
sensor

Fig. 3. The hybrid impedance control scheme

4.4 Manipulability

The manipulability measure can be regarded as a distance measure of the manipulator
configuration from singular ones at which the manipulability measure becomes zero
[10]. At or near a singular configuration, the end point of the manipulator may not easily
move in certain directions. The e�ort of maximizing the manipulability measure leads
to keeping the manipulator configuration away from singularity, which is very important
especially when a mobile manipulator is required to respond to motions whose range is
unknown a priori. The manipulability measure can be defined by the Jacobian matrix of
the manipulator as

� �
�

det(J(�)JT (�)) (17)
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Since the task motion will be divided into the part of motion implemented by the mobile
platform and the other part completed by the upper manipulator, the work [13] considers
the problem of finding an optimal sequence of base positions and manipulator configu-
rations for performing a sequence of tasks at specified locations in the workspace. The
position of the manipulator end e�ector can be described by:

Xtip � Xbase � Xman(q) (18)

where Xtip and Xbase are the locations of the end e�ector and the mobile base with
respect to the global frame, and Xman(q) is a vector function that maps the manipulator
joint variables q into the end-e�ector position relative to a Cartesian reference frame
fixed on the mobile base.

To choose the most desirable positions and configurations for a sequence of n oper-
ations or tasks, a cost function is introduced in [13] which in some sense measures the
energy or time required to transfer the system through the complete sequence of tasks.
In general, the cost function is expressed as:

Ctip � �Cbase � �Cman (19)

where Cbase �
n�

i�1
Æb(Xbase�i�1� Xbase�i), Cman �

n�
i�1

Æm(qi�1� qi), Æb and Æm are generalized

distance functions representing the relative cost of moving the base and manipulator
between two points respectively, and the parameters of � and � have the relationship
� � � � 1.

With similar idea, the whole mobile manipulator manipulability is developed that
considers the ability of generating velocities at the end-e�ector by acting on the sole
arm or by acting on the whole system [16]. It is a convex combination of the arm
manipulability measure and the mobile manipulator, a function has the form as:

P � �P̃b�m � (1 � �)P̃m (20)

where P̃m and P̃b�m are the manipulability measures of the manipulator and the whole
mobile manipulator respectively. The parameter � has the value from 0 to 1. By this
function, it is allowed to adapt the criterion to the mobile manipulator configuration or
to the end-e�ector location.

4.5 The Assistance of Tactile Sensing Feedback

In addition to the force-sensing feedback, tactile sensing can provide some useful and
crucial information to the problems that the end-e�ector of the mobile manipulator is
made a contact with the unknown environment.

Since tactile sensors determine various aspects of the environment through direct
contact with objects within that environment [3], such sensors can be used to ascertain
the distribution of forces over an area, and can also be used to sense shape parameters,
location, and orientation of objects touching the sensor. Tactile sensors produce output
as a digital image that always can be input to a conventional image processing system,
which can be used for analyzing images from a vision camera. But in this paper, no
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Table 1. Tactile Sensing Feedback Strategies

Strategy I: To detect whether the contact occurred
Strategy II: To judge the general contact information by the

distribution of contact points
Strategy III: To know the contact area from the number of

tactile sensing cells
Strategy IV: To avoid large pressures of some critical points

vision system is applied and the contact data (texel-voltage) of tactile sensor will be
directly transferred into the control algorithm and some of the strategies are proposed
in the table 1.

Safety is always the first to be considered if there is contact between the robot and
human body, like massaging. The first strategy will ensure the safety and be in case
of emergency just based on working state of sensor cells. From the second strategy,
the contact type will be acquired from the pressure-value (or texel-voltage) distribution
of sensor cells and contacted points can be known easily. In third strategy, the size of
contact area can be calculated directly by summing up the number of contacted sensor
cells, but note that the error will be decided by the size resolution of tactile sensor cell.
Because the texel-voltage value of sensor cell can be obtained easily, some correspond-
ing strategies should be made to avoid large pressures on some points and make quick
response when they occur.

Therefore, based on the above tactile sensing strategies, the tactile sensing feedback
will play an important role to contact control between the mobile manipulator and the
environment. The flowchart of the tactile sensing procedure is shown in Fig. 4.
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Fig. 4. The flowchart of tactile sensing strategies
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5 Case Study

In order to demonstrate the e�ect of the tactile sensing feedback in the contact, experi-
ments are made to test its force-tracking abilities on the planar surface of hard board.

5.1 System Parameters

The mobile platform is the two-wheel driven Pioneer mobile base in our lab and its
parameters can be found in [1]. A five-DOF manipulator actuated by PowerCube mod-
ules is equipped with force-torque sensor and tactile sensor. The link-lengths of the
manipulator are a1 � 0	375m, a2 � 0	337m, a3 � 0	308m and a4 � 0	2851m, the
masses of five modules are m1 � 3	8kg, m2 � 6	6kg, m3 � 2	7kg, m4 � 1	8kg and
m5 � 1	05kg and the initial velocities will be set zero. The motor modules are commu-
nicated and controlled through CAN bus, while force and tactile sensing data is trans-
mitted through RS �232 cables and then will be sent back to PC control. The weighting
diagonal elements in the weighting matrices of the redundancy resolution have the val-
ues of we � 10; wn � 100; wv � 20. Other parameters’ values for simulation are:
Md � 5; Bd � 200; Kd � 3000.

5.2 Following the Trajectory on the Surface of Planar Board

The mobile manipulator is planned to follow the planar trajectory on a planar board as
shown in Fig. 5. The whole manipulation is composed by the motion of mobile base
and the motion of the upper manipulator as discussed above. A target force 20N is

(a) texel-voltages of contacted sensor cells (b) number of contacted sensor cells

Fig. 5. Two experiments of contacting with foam plate and hard board respectively
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Fig. 7. Experiment of contacting with planar hard board

desired to be followed, which is orthogonal to the plane of the trajectory. The actual
force measured through the force sensor is recorded as shown in Fig. 6. At the same
time, the texel-voltages of all the tactile sensor cells are recorded as shown in Fig. 7(a).
Since the contacted area can be calculated through small cells, the number of contacted
sensor cells are also recorded as shown in Fig. 7(b). From Fig. 7(a) and Fig. 7(b), it
is not diÆcult to find that the whole texel-voltages of tactile sensor cells have almost
the similar change as the number of contacted cells. It can be known that most of the
contacted cells don’t work in the state of saturation.
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6 Discussion and Conclusion

6.1 Discussion

In addition to the force information read from the force�torque sensor, the feedback
of tactile sensing still plays an important role in the dynamic control, although it is
not the direct element in the dynamic equation. The tactile sensing can provide many
vital strategies in the whole control algorithm. However, the proposed method of tactile
sensing in the paper has limited use in the case of big contacted force, which means
that the contacted tactile sensor cells almost come into saturation state so they can not
provide the valuable information. The exact reason is that the texel-voltage of sensor
cell will not change in case of the saturation state.

6.2 Conclusion

This paper proposed a mobile modular manipulator with the tactile sensor installed at
the tip of the end-e�ector, which is built up by a mobile base and a five-DOF manip-
ulator. The dynamic equations are formulated based on the Lagrangian equations with
the nonholonomic constraints of the mobile platform. The manipulability is considered
and the tactile sensing strategies are proposed and combined into the control algorithm.
A real experiment is made to let the end-e�ector to contact with the planar board, some
valuable results are obtained.
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Abstract. A service robot is a complicated system integrating multi- disciplinary 
technologies, and robotic graphical programming is one of the key technologies 
for intelligent service robots. Based on the modularization and standardization of 
robot technology, this paper proposes an RTC (Robot Technology Component) 
based distributed structure framework robot system. In addition, this paper de-
velops RTC functional components and establishes a 3D simulation and 
graphical programming system for intelligent service robots. A 3D simulation 
validation experiment is also presented, demonstrating that SmartPal dual-arm 
service robots execute pick & place tasks. The experiment shows that this intel-
ligent programming system is an excellent robotic development tool. It  
has strong advantages in both its expansibility and integration ability, and it 
provides a convenient way for reducing the development costs of intelligent 
service robots. 

Keywords: service robot; 3D simulation; graphical programming; RTC (robot 
technology component). 

1   Introduction 

With the continuous development of robotics technology, robot systems based on 
functional components have gradually become the focus of robot system research and 
industrial development. Research on robot middleware technology helps change the 
perspective of design and development of robot systems from general modeling to 
modular modeling, with the reuse of hardware and software components. Robot mid-
dleware technology helps to lower the threshold of robot design, simplify the design 
process, and reduce the costs of robot system research and development, and is at-
tracting more and more academic attention. 

There are several examples of this trend towards modularization, one of which is the 
OROCOS project. Started in Europe, it aims to develop a common modular architecture 
for robot control. The OROCOS project designs and develops the four C++ develop-
ment libraries: a real-time tool set, a set of kinematics and dynamics algorithms, a 
Bayesian filtering database, and an OROCOS component library for building a common 
modular framework [1-3]. OPEN-R is the standard interface for the entertainment robot 
system that SONY is actively promoting. This interface greatly expands the capabilities 
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of entertainment robots like AIBO, SDR-3X and QRIO [4]. One further example is, the 
Industrial Robot Committee of the Japan Robot Association, Tokyo University and the 
Manufacturing Science and Technology Center’s joint research project - OpenHRP 
(Open architecture Humanoid Robotics Platform), aims to develop a common modular 
platform for humanoid robot simulation and actual control, mainly for the simulation 
and control of kinematics planning, collision detection, dynamics simulation, etc., for 
various types of humanoid robots [5-7]. Finally, in advancing the features of robot 
system development and modular design, Japan introduced the robot technology com-
ponent (RTC). It is based on the CORBA specification with some simplification and 
complementation, using RT (Robot Technology) middleware to integrate different 
RTCs to speed up the integration of modular components of a robot system [8-11]. 

Following this trend, this paper explains the development of a 3D simulation and 
graphical programming system based on RTC technology for intelligent service robots 
and takes both modular and standardized design ideas for indoor service robots into 
consideration. Through this system, we realized interactive robot navigation, and off-
line programming and simulation of pick & place applications, thereby verifying the 
practicality and simplicity of RTC technology. 

2   System Architecture  

The system is composed of three parts (RT components, 3D tools and a graphical 
programming tool) as shown in Fig. 1. Various software modules to control the robot 
are constructed by the functional processing module as the RT component. The 
graphical programming tool describes the application by controlling these RT com-
ponents. In addition, the tools that help achieve the off-line programming in a 3D vir-
tual environment are 3D Map Editor and 3D Viewer. Sections 3, 4 and 5 explain the 
contents of each software module. 
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Fig. 1. System Block Diagram 
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Prior to the use of RT middleware, we modulated robot control software in the 
functional processing module. Also, we had used CORBA to call the function of the 
module remotely from the outside. These were called the RT unit. Similarly, the RT 
middleware [12] also offers a common platform where the construction of various 
robotic systems is enabled by freely combining a variety of robot elements through the 
communication network. 

Because the OpenRTM-aist [11] (one of the RT middleware implementations) that 
we had used adopted CORBA in the communication part, it was highly compatible with 
the RT unit. Therefore, it was easy to modify the RT unit to the RT component. In this 
paper, the software module corresponding to the RT middleware will be called the RT 
Component or RTC (Robot Technology Component). 

The features of this architecture are the following three points. 

• Interconnection and reuse is easy because the robot control software is developed 
as RTC. Robot systems in various forms can be constructed by combining nec-
essary RTCs from among existing RTCs. 

• The readability and debugging operations are easy, because a graphical pro-
gramming tool is used for the application development. 

• It can develop applications and RTCs itself in a 3D virtual environment, even if a 
real robot system is not used, by using 3D Tools and a virtual RTC that emulates a 
real sensor and real motion. In addition, the application developed by the virtual 
environment can be executed as it is in a real robot system. 

3   RT Components 

3.1   Arm Unit RTC and Mobile Unit RTC 

An Arm Unit is a 7 DOF manipulator that Yaskawa developed for service robots. It is 
possible to operate it by giving commands only from upper layer RTC because it pro-
vides basic motion operation instruction known as PTP (Point to Point) and CP (Con-
tinuous Path). An Arm Unit RTC offers about 30 commands in the service port. Table 1 
shows the representative commands. 

Table 1. Representative commands of Arm Unit RTC 

Command Name Brief overview 

moveJointAbs In the joint space, the interpolation operation is done to  
the terminal position in which each axis angle was  
specified.  

moveLinearAbs In the cartesian space, the interpolation operation is done 
to the terminal position in which position and posture 
were specified.  

pause The operation of all axes is stopped temporarily.  
resume The temporary stop is released, and the operation of all 

axes is restarted.  
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A Mobile Unit is an omnidirectional service robot that Yaskawa developed. It is 
possible to operate it by giving commands only from the upper layer RTC because it 
provides basic motion operation instruction. A Mobile Unit RTC offers about 40 
commands in the service port. Table 2 shows the representative commands. 

Table 2. Representative commands of Mobile Unit RTC 

Command Name Brief overview 

moveLinearAbs It moves to the target position specified in the  
absolute coordinate system. 

moveCruiseAbs It moves while drawing a smooth curve trajectory 
from present position to the target position.  

getState The state of the mobile unit is returned.  
getPosition The current feedback position information is returned. 

3.2   Vision Sensor RTC 

In investigating the various parameters of a real vision sensor, it is proposed that the 
vision sensor consists of the following controllable parameters: the horizontal field of 
view (fovx), the window aspect ratio (aspect), the focal length and the sensor’s position 
and orientation in the scene. 

In addition to these parameters, the virtual vision sensor component has another two 
special parameters, which are before and after the shear plane (zNear, zFar). These two 
parameters are used to determine which objects in the range are rendered onto the canvas, 
and objects too far or too close from the vision sensor will be ignored. A Vision Sensor 
RTC offers 4 commands in the service port. Table 3 shows the representative commands. 

Table 3. Representative commands of Vision Sensor RTC 

Command Name Brief overview 
getPos Get the vision sensor’s posture 
setPos Set the vision sensor’s posture 
getImage Get an image shot 
getPosition Get the position of the specified target 

 
The Data port of the vision sensor component is mainly for data output, and sending 

image data to a particular external connection. First, the component collects images 
from the virtual environment. Considering the requirements of a real-time vision sen-
sor, this paper adopts the method of acquiring the real-time image on a designated area 
of the screen’s pixels. Using the CreateScreenCapture method of the Robot class, this 
component obtains the screen pixels of the virtual sensor’s window area, and saves it in 
the image buffer. After the image acquisition, the vision sensor RTC changes the image 
into a two-dimensional array, using the first data for saving the image width and  
the following data for storing the pixels of the image and packages for the CORBA 
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interface function - getImage (). This function becomes the data output port of the 
vision sensor RTC, and other components can access the image data through this port.  

The virtual vision sensor component has the function of image processing and rec-
ognition. Through the service port, it provides specific service resources to the outside, 
for example by providing the identification and location of a cup using the feature of 
color. The external components need to provide the color characteristics of a target to the 
service port, and then the vision sensor RTC recognizes the target and calculates its 
position according to its features, and returns the results to the external components. 

The vision sensor RTC has a configuration interface. The interface provides a dynamic 
external call, modifies the internal logic parameters, and provides a CORBA interface 
function - setPose (). Through the interface, other components can dynamically adjust the 
6 DOF of the virtual vision sensor in the virtual environment, can display the scene from 
a specific view, and can obtain the scene image from a specific perspective view. 

3.3   Path Planner RTC 

In order to achieve autonomous locomotion, robots must make path planning and mo-
tions based on the information of a global map. For indoor service robots, the global 
map is known, Therefore, we developed a path planner RTC. Using the global geo-
metric map, the path planner RTC generates a topological map, and then executes path 
planning according to the specific task.  

The main steps are as follows: 

1. Change geometric maps into binary grid maps 
2. Generate a reachable path for the robot based on the Voronoi algorithm 
3. Create topological nodes according to the task and based on the reachable path 
4. According to A* algorithm and the Artificial Potential Field Method, the robot 

obtains the best path. 
A Path Planner RTC offers about 5 commands in the service port. Table 4 shows the 

commands. 

Table 4. Representative commands of Path planer Unit RTC 

Command Name Brief overview 
getPath Get the topological path data 
computePath Compute the topological path 
getNextPath Get next node based on the result by  

computePath command. 

4   3D Tools 

4.1   3D Map Editor 

3D map editor is an interactive map creating and editing tool that can help complete the 
task of map-based autonomous locomotion. This tool creates, edits, and displays the 3D 
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virtual environment. The information about the work environment can be saved in an 
XML (eXtensible Markup Language) format for further reading and editing, according 
to a certain specification (such as DTD or Schema) [13]. 

 

Fig. 2. Create and save of a topological map 

In addition, the 3D map editor tool also has a built-in topological map, with the 
functions of automatic generation and manual edit, and can be saved in specified forms 
into the above work environment. The topological map can provide data and service to 
the robot control and path-planning components. In a work environment such as the one 
shown in Fig. 2 (left) for example, the corresponding topological map data is shown in 
Fig. 2 (right).  

4.2   3D Viewer 

The 3D robot model component adopts Java 3D technology, using the VRML (Virtual 
Reality Modeling Language) model [14] generated by UG, Pro/E, SolidWorks and 
other 3D modeling software to make the parameterized assembly in the 3D virtual 
environment in accordance with the robot's scene graph, and makes the parameters 
configurable, as shown in Fig. 3. After virtual assembly and design of the appropriate 
control panel, or some other corresponding interfaces, the 3D robot model component 
assesses the motion control of each robot, and makes a simulation to demonstrate 
various movements according to the users’ requests. 

Fig.3 shows the structure of the 3D robot model component, in which the param-
eterized robot assembly and its configuration structure are proposed and then realized 
as shown in Fig.4. At the same time, for different types of robots, it provides the uni-
form external CORBA interface function - setPos (), and other RTCs can control each 
robot through this RTC’s service. 

Once the service robot simulation is complete, the 3D viewer tool provides an in-
tegrated three-dimensional simulation platform that can read the map files provided by 
the 3D map editor tool, load in 3D robot models provided by the 3D robot model 
component, identify and process the vision data fed back by the vision sensor RTC, and 
 

laboratory room 

preparatory room 
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Fig. 3. Virtual assembly of 3D robot model 

 

Fig. 4. An example for 3D robot modeling and configuration 

carry out the robot control strategies and path planning tasks according to the robot 
control and path planner RTCs. Thus, the 3D viewer tool can conduct a systematic, 
real-time, accurate three-dimensional simulation. 

5   Graphical Programming Tool 

The graphical programming tool is used to specify the robot’s task by using a list of 
motion icons (Fig. 5). Users can edit each robot’s joint angles in the teaching box to 
define a motion, and then check the result in its 3D viewer. Once an icon is pro-
grammed, it can be saved into an icon list. Using this tool, the user can program the 
robot to complete motion tasks. 

As a user-programming tool, it provides a user interface (UI) to control RTCs and 
integrates them based upon the user’s commands. The graphical programming tool 
controls sensor components (vision and laser component) so that they send their data 
periodically, runs the arm unit and mobile unit, and updates the status data in the 3D 
viewer tool. 



 An RTC-Based Intelligent Programming System for Service Robots 233 

 

Fig. 5. Graphic programming tool 

6   Experiment and Simulation 

The application of pick & place was constructed by using the above-mentioned RTCs, 
3D tools, and graphical-programming tool. The experiment environment is composed 
of two rooms (laboratory room and preparatory room) as shown in Fig. 2. Two or more 
desks and PCs are put in the laboratory room. In the preparatory room, one table is put 
near the center of the room. The robot uses SmartPal (dual-arm mobile type). The list of 
RTCs to control the robot are shown in Table 5. The corresponding block diagram is as 
shown in Fig. 1. 

Table 5. A list of RTCs for experiment 

RTC Name Brief overview 

Voice Recognition Unit To talk with the person, voice recognition is executed.  
Voice Synthesis Unit To talk with the person, speech is executed.  
Cooperative Motion Unit The arm, the waist, and the movement truck are  

cooperatively made to work.  

Mobile Unit The mobile function of the robot is controlled.  
Arm Unit The manipulation function of the robot is controlled.  
Navigation Unit The migration path of the robot is controlled, and the 

obstacle avoidance is executed.  
Path Planner Unit The migration path is generated.  
Vision Sensor Unit Positional posture of the object is measured.  
LRF Unit The environment is measured by two dimensions.  
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                (a) Grasping in a virtual environment        (b) Grasping in a real environment 

 

(c) LRF Sensing in a virtual environment 

Fig. 6. 3D simulation for intelligent service robots based on RTC 

An application program was developed that achieved the following operation. 

1. The robot moves from the laboratory room to preparatory room. 
2. The robot grasps the glass on the table (Fig. 6 (a) and (b)). 
3. The robot moves from the preparatory room to laboratory room. 
4. The robot puts the glass on the table. 

In Step 1 and Step 3, the route is derived by using the Path Planner Unit, and  
the Navigation Unit moves the robot to the target room based on the result. The 
Navigation Unit avoids the obstacle based on the data of the LRF Unit (Fig. 6 (c) ). In 
Step 2 and Step 4, the position of the glass is measured with the Vision Sensor Unit, 
and the hand and the arm are operated based on the result, and the glass is 
grasped/put. 

The above-mentioned application was first constructed in a virtual environment, it 
was debugged next in a real environment and then completed. The benefit of using this 
process is that the application program could be initially created and tested all within a 
virtual environment, saving time and resources. Then, only the final test run would 
have to be carried out in the real environment. (A real robot-debugging step is needed in 
order to adjust for unexpected factors that the robot comes in contact with in a real 
environment.) 
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7   Conclusion 

In this paper, a graphical programming and 3D simulation system based on RTC for 
service robots is presented. Through this experiment, it was confirmed that this system 
has the following advantages. 

Service robots can be built in a short time by reusing many RTCs that were devel-
oped at Yaskawa and Shanghai Jiao Tong University. A Service robot is composed of 
many RTCs. The integration application can be efficiently developed by the graphical 
programming tool. At Shanghai Jiao Tong University, SmartPal is used in the 3D 
virtual environment of this system, and it is seen that RTCs and applications can be 
developed based on this. In Yaskawa, the application program completed by the virtual 
environment can control real SmartPal. 

In summary, by examining the developing process and the experiment results of the 
intelligent service robots’ graphical programming and 3D simulation system based on 
RTC, it is seen that RTC technology based on the modular design of robot architecture 
greatly reduces the development costs and the threshold of robot development, and has 
a large practical significance. Future plans include the upgrade of each RTC, and to 
develop functions such as dynamic simulation and collision detection checks with the 
3DViewer. 

* SmartPal is a registered trademark of Yaskawa Electric Corporation. 
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Abstract. This paper proposes a marine engine state monitoring system using 
distributed precedence queue mechanism which collects the state of bearings, 
temperature and pressure of engine through the CAN network. The CAN is de-
veloped by Bosch Corp. in the early 1980’. The data from various sensors at-
tached in the marine engine are converted to digital by the analog to digital 
converter and formatted to fit the CAN protocol at the CAN module. All the 
CAN modules are connected to the SPU module for the efficient communica-
tion and processing. This design reduces the cost for wiring and improves the 
data transmission reliability by recognizing the sensor errors and data transmis-
sion errors. The distributed precedence queue mechanism is developed for the 
performance improvement of the marine engine system, which is demonstrated 
through the experiments.  

Keywords: CAN (Controller Area Network), ESMS(Engine State Monitoring 
System), DPQ (Distributed Precedence Queue). 

1   Introduction 

Inspecting the partial elements of the engine of the Marine to check the status of the 
engine and warning is very important. But there exist various kinds of obstacles to 
check the all of these parameters. To disassemble and inspect the cylinders, bearings, 
valves, status of the gas in the vales, and coolant oil after assemble of the engine takes 
lots of time and money. Furthermore, inspecting the engine by the human-being is 
dangerous for the engineers. For these reasons, inspecting and monitoring the status 
of the engine to prevent the unpredicted accident is important system, so this system 
must contains diagnostic and protection circuit, which could be one of the best solu-
tions for the shut-down of the system, to guarantee the reliability. 

Structural techniques for minimizes external environmental effects and Electrical cir-
cuit Program design techniques protects from external factors which affects precise 
system operation are needed. 
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Various other kinds of techniques are needed, for example, ubiquitous sensor  
networking of the vessel, simplification the electrical wiring using wireless commu-
nication, remote control system, engine control system, and integration of the com-
munication. The main principle of the bearing state monitoring system could be 
realized by inspecting the distance between huge two-stroke cross header of diesel 
engine and displacement sensor, and estimate the status of the abrasion on the bear-
ing surface. CAN communication make real time monitoring possible for the tem-
perature of the cylinder gas, cooling fresh water, main bearing, and PCO non-flow 
switch signals. To estimate the abrasion status and temperature of the several types 
of engine bearing, which are crosshead bearing, crank bearing, main bearing, can 
realize the real-time monitoring system for the engine and prevent the unexpected 
accident. This paper proposed a new engine state monitoring system related to the 
status of the engine control room. 

2   Basic CAN Protocol 

CAN is based on a CSMA/CD channel access technique, modified to enforce a de-
terministic resolution of collisions on a network which uses a priority scheme based 
on the identifiers of the exchanged objects. The CAN protocol adopts a layered archi-
tecture which is based on the OSI reference model, even though it is not fully OSI 
compliant. As with other networks conceived for the factory automation environment, 
it relies on a reduced protocol stack, consisting only of the following three communi-
cation layer: 

� Physical layer 
� Data link layer 
� Application layer 

The network, transport, session and presentation layers have eliminated so as to ob-
tain a streamlined protocol which provides shorter response times. It is worth noting 
that up to now only the physical and the data link layers have been standardized, 
however a standard proposal was recently completed for the application layer. 

In this paper interest is focused mainly on the data link layer. In fact most of the 
features of CAN which concern topics such as the sharing of the bandwidth among  
 

 

 

Fig. 1. CAN arbitration phase 
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the different stations and the access delays they experience depend on the mecha-
nisms adopted at this level. According to a well-known model developed for LANs, 
the data link layer is, in turn, divided into two sub-layers, namely: 

� Medium access control (MAC); 
� Logical link control (LLC). 

3   Distributed Precedence Queue (DPQ) Mechanism 

The CAN implicitly assigns to each object exchanged in the network a priority that 
corresponds to the identifier of the object itself. Even though this mechanism enforces 
a deterministic arbitration that is able to resolve any conflict that occurs when several 
nodes start transmitting at the same time, it is clearly unfair. If many nodes are con-
nected in the network, nodes that are of low priority rank can continuously lose a 
transmission opportunity. That is, if high priority objects transmit continuously, fi-
nally a low priority object can miss an important message which is relatively unim-
portant compared to that of a high priority object. 

Accordingly, a mechanism that uses a relative priority according to the considera-
tion of low priority nodes is necessary although the CAN implicitly assigns a priority. 
Fair behavior, which for example enforces a round-robin policy among different sta-
tions, has to be guaranteed to all the objects exchanged at a given priority level. 

In this paper, it is shown that this kind of behavior can be obtained by slightly 
modifying the frame acceptance filtering function of the LLC sub-layer. In particular, 
only the significance of the identifier field in the transmitted frame has to be modified 
in some way. The resulting arbitration mechanism is able to enforce a round-robin 
policy among the stations that want to transmit a message on the bus, and provides 
two levels of priority for the frame transmission services. Little or nothing has to be 
changed at the MAC level; and in this way it is possible to reuse the same electronics 
components developed for the implementation of the standard CAN protocol. 

3.1   DPQ (Distributed Precedence Queue) Basic Principle 

The basic idea of this CAN fairness control mechanism that is to insert into a global 
queue all of the nodes that want to transmit over the shared medium. For Node C, of  
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Fig. 2. Generation of a precedence queue in DPQ mechanism 
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which transmission is continuously delayed as shown in Fig 1, a queue is created to 
transmit Node C and the other nodes that transmit with C. So, several queues can be 
partially made in this research, two queue were used. 

This distributed precedence queue protocol provides the opportunity to create 
precedence queues for all nodes in a network. And, in the case that several precedence 
queues exist, each precedence queue assigned a priority so that they can be imple-
mented independently. 

The DPQ mode ID, which is stored in the 11 bit standard ID field shown in the Fig 
4, indicates the precedence queue order of each node. Whenever a node carries out a 
transmission, it moves to the end of the queue, thus lowering its precedence to the 
minimum. All of the nodes following the transmitting node advance by one position 
in the queue, occupying the space that has just been created. Using this round-robin 
policy, collisions among messages are avoided. 

The queue is not stored in some specific location. Instead, it is distributed among 
all the nodes in the network. Each node is responsible for storing and updating. That 
is, if the maximum permission delay time is reached, it creates a precedence queue, 
and then it has to dynamically change priorities to transmit preferentially with other 
nodes. And a precedence queue has to be dissolved when is completed an urgent task. 

 We suppose a network that is composed of Nodes A to G as shown in Fig 2. If 
Node C builds up a queue, the ID that is entered into the data frame queue can trans-
mit and designate to 7 by lower 7 byte.  At this time, it will be designated precedence 
priority to higher byte. Then, each node filters to enter itself into the queue, and it 
assigns its queue. After Node C transmits a message, it will go to the last position in 
the queue. And the other nodes will move up one position by order. And the remain-
ing nodes that to be transmitted are designated using the upper 1 byte as shown in Fig 
3; their queues will be dissolved or maintained using the upper 1 byte, as shown the 
Fig 3 after all transmissions are completed. 
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Fig. 3. Structure of a data field for DPQ 

3.2   DPQ (Distributed Precedence Queue) Implementation Issues 

The DPQ mechanism can be implemented without any modifications to the basic 
format of CAN frames. It uses an identifier field to designate the priority queue. Be-
cause the length of the conventional identifier field defined in the CAN standard is 
too small, the CAN extended format can be adopted. 
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The DPQ uses the first 11 bits of the identifier field for its control information, 
whereas the remaining lower order 18 bits (ID ext.) are used to dynamically store the 
effective identifier of the an exchanged object (EID). 
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Fig. 5. Format of the header DPQ frames 

The first two bits (t0, t1) must be set at the logical value of zero as shown in Fig 5. 
Then, the protocol is divided by a standard CAN communication and DPQ mecha-
nism. So, DPQ always has a higher priority than a CAN mechanism, and they can 
exist in this same space. 

The priority bit P specifies whether the frame has to be transmitted as a high prior-
ity frame (P=0) or as a low priority frame (p=1). When T1 and P are used, the priority 
can be assigned a maximum 4 queues. 

The next 8 bits represent the precedence level of the frame. Namely, these 8 bits 
show the transmission queue order. The DPQ, which was used in this research, uses 
t0, t1, and then distinguishes the standard CAN mechanism, and sets each queue using 
P, and concludes the precedence in the queue using 8 bits. 

4   System Architecture and Experiment 

In this paper, we experiment with nine CAN communication Module and one SPU 
module by using sensor that the actual machine is used in Marine engines in order to 
evaluate the effectiveness of the proposed method. 

 

Fig. 6. Marine Engine 
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Fig. 7. ESMS(Engine State Monitoring System) Architecture 

Fig. 7 is whole structure of the Marine ESMS which proposes from the present pa-
per. The basic principle of condition of the engine inside and the system which per-
ceives a bearing attrition is crosshead header where is each cylinder of two-stroke 
diesel engines which are enormous cylinder stack gas temperature of engine inside, 
cooling fresh water exhaust an issue, Main bearing temperature and the sensor of the 
various type which perceives Marine engine piston cooling oil the perception flowing 
(PCO non-flow switch) switch conditions CAN communication modules leads and 
transmits in SPU (Signal Processing Unit). Data transmitted through the internal 
alarm and external alarm and sends a warning signal PC, ER(Engine Room), 
ECR(Engine Control Room) indication unit of such transfer is proposed to allow real-
time monitoring. 

 

Fig. 8. Hardware structure of CAN communication module 

Fig. 8 is a CAN communication module. Each object was used dsPIC30F4012 with 
CAN communication module and MCP2551 was used to CAN transceiver. 

SPU Module is consist of TMS320F28335 that combines a CAN Module and we 
used the SN65HVD230 for CAN transceiver. All of the transmission cycle of each 
object is set to 1ms, conflict was to occur frequently. Transmission message of the 
 

 



 Marine ESMS Using DPQ Mechanism in CAN Networks 243 

 

Fig. 9. Hardware structure of SPU module 

object one has a highest priority and progressively lower priority. Communication 
speed was set at 1Mbps and object 1, 4, 7 was applied to the DPQ technique. The  
data of sensor for the bearing wear detection were managed. We can checking  
the Processed data in real time at SPU by RS232C communication at the PC and  
data are indicated in ER(Engine Room), ECR(Engine Control Room) by RS485 
communication. 

Table 1. Identification (ID) Definition 

 

5   Result and Analysis 

Figure. 8 represents substantial components of ESMS(Engine State Monitoring Sys-
tem). Power Supply Module and CAN Connector is in the left side, CAN Module is in 
the middle, and SPU is the right side. Sensor values in the each CAN Module which 
equipped with Resistance Bulb, Thermocouple, Pressure Sensor and P.C.O outlet 
sensor are converted through AC Conversion. And transmitted to SPU(Signal Proc-
essing Unit) through CAN bus. Note that, Node1 is SPU which integrates data from 
CAN Module, Node2 is Resistance Bulb which detects high temperature from Ex-
haust gas outlet, Node3 is Thermocouple, and Node4 is Pressure Sensor. Assignment 
of priority is importance of operating factors in the engine. So, high temperature node 
gets higher priority, and low temperature node gets lower priority. 

Table 2. shows the completed time of 10000 times transmission which applied 
Standard CAN. 
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Table 2. Standard CAN Transmission Timing 

 

Table 3. DPQ Mechanism Transmission Timing 

 
 
Table 3. shows the completed time of 10000 times transmission when DPQ Algo-

rithm was applied to Node 1,4,7. 

6   Conclusion 

In this paper, the Marine engine state monitoring System using DPQ mechanism is 
developed to improve efficiently of priority which arbitrates collision in networks 
using CAN that is suitable for real time and distribution processing. Through these 
methods, lower Priority object 4 and 7 ensure transmission opportunity and delay time 
is improved. Features of the Marine engine monitoring system are as follows. 

1. CAN communication module is connected to sensor used in actual Marine, is 
distinguished according to set ID and is designed for adding extra modules easily. 
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2. SPU(Signal Processing Unit) module for processing total data which transmit in 
CAN module is able to check Whole engine, bearing state and etc. 

3. Whole states of Marine engine is able to be checked through the output values 
(voltage, current, resistor) of all sensors using the SPU (Signal Processing Unit)  
module. 

4. Conventional communication method as RS232 and Rs485 is supported for 
compatibility with the existing Marine engine system. Therefore, state of Marine is 
able to be checked in ER (Engine Room) and ECR (Engine Control Room). 
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Modeling and Fault Tolerant Controller Design for PM 
Spherical Actuator  
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Abstract. This paper presents a method based on neural networks for achieving 
fault tolerant control in the PM spherical actuator control scheme. The model of 
a PM spherical actuator was developed. Tuning rules of the RBF networks 
which guarantees the stability of the fault system were derived and the on-line 
fault tolerant control scheme was developed. The control scheme does not need 
fault detection and diagnosis modules. An application tracking control problem 
for the tracking errors and Euler angles of an actuator driven by independent 
stator and rotor pairs is solved by using the controller. The effectiveness of  
the proposed method is illustrated by performing the simulation of a space  
trajectory tracking control. 

Keywords: Fault tolerant; Neural networks; Spherical actuator; Controller  
design. 

1   Introduction 

The optimal control, fuzzy control and neural network control methods have been 
applied to control various autonomous robotic devices [1]-[6]. In particular, the fuzzy 
control and the neural-network control are attractive as practical robot control strate-
gies because no mathematical models are needed and it can easily be applied to 
nonlinear and linear systems. It should be noted, however, that when designing a 
fuzzy controller, certain controller parameters must be tuned by trial and error. Such 
parameters include gains for its input data and output data, the number of membership 
functions, the width of a single membership function, and the number of control rules. 
Thus, it is important for control engineers to automate the parameter tuning of the 
fuzzy controller. 

In recent years, the spherical motors with 3 degrees-of-freedom have attracted spe-
cial interest as novel direct drive type actuators for many modern devices applications, 
such as robotic joints. The spherical stepper motor as one of them can provide advan-
tageous features over traditional drive mechanisms which are usually constructed by 
several conventional drive motors or actuators, each having one degree of freedom and 
reducing the position accuracy, stiffness, dynamic performance and efficiency of the 
system. 

The goal of this paper is to present a passive fault tolerant control method for ac-
tuators or robots of nonlinear system using RBF networks. To some nonlinear objects, 
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it is usually to derive linear model by linearization after modeling among equilibrium 
points and thus the control strategy can be adopted and incorporated. Due to the facts 
that some parts or elements are in fault state, the performance of the system can not 
achieve to a desired state. The application of neural networks into the fault tolerant 
control to overcome the nonlinear problems has been paid more attention, especially 
for the online self-study modes [7]-[12]. In the RBF NN designs, the weights of the 
neural networks are updated from the steady theory, so the dynamic change of the 
system can be quickly captured insuring the fault stability of whole system. 

2   Control Method 

2.1   Control Problem Presentation 

Considering a fault system follow-up control with forms as follows [1]: 

uBF(x)x 0+=
⋅

 .                                                           (1) 

Cxy =  

where lnRx ×∈  denotes the state vector, lnRu ×∈ denotes the control vector, C  is the 

chosen p states to be tracked, the other pn −  states are in a certain field. lpRy ×∈  is 
the output vector. 0B  denotes the input matrix in normal state of the system, in ab-

normal state is fB , the nonlinear function )(•F  is smoothly continuous. The rank of 

)( 0BC ×  is p, and also in fault state )( fBC ×  is p. In this way, the continuous )(tud  

starts from 0x , even in fault state of actuators the system can also track the desired 

output trajectory )(tyd  with its desired state of dx , 

))(()( 1
d

T
dfd xFCyCBu −=
⋅

−  .                                       (2) 

The structure of the RBF NN fault tolerant control can be shown in figure 1. The 
output of the RBF neural network is expressed as  

φW(x)φwg(x) T
k

h

1k
k ==∑ =

 .                                      (3) 

where lhR ×∈ϕ  is Gauss function vector, and 

)
1

exp()(
2

2 k
k

k xx μ
σ

ϕ −−= , hk ,...,1=  .                            (4) 

where h denotes the number of the neural elements, kσ  is the width of the Gauss 

function, kμ  is the center of the Gauss function, kw  is the connected weights.  

The system can be approached by a RBF neural network with enough neural ele-
ments within enough small errors, as 

  εφεφ +=+=∑ =

***

1

* )()(
T

Wtwtu k

h

k
kd  .                             (5) 

where **φw  is the optimal output of the RBF neural network. Due to the system is 
bounded, if the approached error )(tε  is bounded with its upper bound hε , 
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  )(sup t
Rth εε +∈

=  .                                             (6) 

Let dxxe −= , 
...

dxxe −= , the dynamic error of the fault system can be written as  

               dfdfd uBxFuBxFxxe +−+=−= )()(
...

 .                                  (7) 

Linearization of the above equation in the area of the dx : 

)()()( dd xxAxFxF −+=  .                                              (8) 

where 
dxTx

xF
A =∂

∂= )(
. From figure 1, it can be seen 

eKWu P

T
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where 
∧∧
φ

T

W  denotes the real output of the RBF neural network, eKP  is the P controller.  

Substitute equation (5) and (9) to (7), the dynamic error equation of fault system 
can be shown as 
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thus )( **
.
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2.2   Online Rules Regulation 

We choose Lyapunov function 
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where nnRP ×∈ is definite matrix, kkR ×∈Λ,θ  denotes the non-negative definite matrix 
with its derivative  

..
~~~~.

)(][
2

1 φφθ Λ+++=
⋅⋅ TT

T
T

WWtrePePeeV                              (13) 

Substitute (10) to (13) yields 
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 is the i  th column of matrix 
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W , fiB  is the i  th column of matrix fB , the 

equation turns to 
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To choose the following weights and regulation rules of φ  
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and PeBQeeV T
f

T
T
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..

, substitute to (6) with 
.

V  is negative definite, 
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V  is negative definite. 

Since the unknown values of fB , it can be expressed as BBBf Δ+= 0  and can be 

disposed approximately as 0BBf = . 

The regulation rules thus can be further changed to 
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Due to ),( kkk g σμφ = , the center kμ of RBF Gauss function kφ  is derived by learning 

algorithm, and the width of RBF Gauss function kφ  is derived by equation (22) [1]. 

From equation (17), (21) and (22), it can be analyzed that  

)()(
~~.
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when 0=ΔB , it equals to (19). If MB ≤Δ , let 
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⋅
V  is negative definite. The last term of above equation is caused by the actuator or 
element faults, and enlarged the error. It also can derive better fault tolerant control  
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effects in the case of 
~

φ  and 
~

W  with small values by properly adjusting the parame-
ters or the error is restricted in a bounded area. 

So if equation (25) can be satisfied, 
⋅

V  is negative definite and the system is stable 
whenever normal or fault state to realize the real-time fault tolerant control. 

 

dy
•

 
Fig. 1. Fault tolerant control scheme based on RBF neural network. 

2.3   Modeling of the PM Spherical Actuator 

The motor prototype consists of a ball-shaped rotor with four layers of 40 poles and 
two layers of 24 poles. There are 10 poles with equally spaced position of alterna-
tive N-S distribution for the rotor. There are 12 poles in each layer and controlled 
separately for the stator. Fig. 1 shows the basic structure of the actuator. The  
actuator is designed to implement maximum 67 degrees tilt motion and 360 degrees 
rotation.  

Using the Lagrange energy method, the dynamic equations of spherical actuator 
are obtained. Each equation represents an axis of Cardian Angle. It can be seen that 
there are many one-order and two-order coupling terms in the equation, which indi-
cates serious inter-axes nonlinear coupling of the spherical actuator. 

Like the conventional reluctance motors, the operation of the spherical stepper 
motor is also based on the reluctance forces. The difference is that the flux path  
is not closed due to the non-magnetic material used in the rotor. It can be considered 
that the torque or force exerted on the rotor is the summation of individual  
rotor/stator pair interactions and the torque calculation model has the linear  
property. 



 Modeling and Fault Tolerant Controller Design for PM Spherical Actuator 251 

     

Fig. 2. Basic structure of the actuator 

 
 

 
 

Fig. 3. The illustration of the torque produced by one pair of poles 

The torque equation can be combined into one vector equation in the x-y-z coordi-
nate [13-16]: 
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From equation (1), the torque calculation has been simplified to the superposition of 
torque component by individual pair. The former two parameters can be taken as 
torque constant, and derived by accurate computation or experiments. The torque pro-
duced by single stator/rotor pair can be written as  

j
skrj

skrj
kjk Niik

rr

rr
Tjk

×

×
= ),(δ                                (27) 

where the constant 
j

kjk Ni
ik

jkT
=),(δ  is a function of jkδ  and ki , so in the case of the 

reference torque is known, the control current corresponding to some rotor orientation 
can be solved by 

dTIKT =                                                    (28) 

TKI Td
+=                                                    (29) 

where TK  is the torque constant matrix about some orientation, +
TK  denotes its 

general inverse matrix. dI  is the reference control current. 
By development and substitution, the complete mathematical model of the system 

can be written as 
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The nonlinear friction has a great effect on the servo system and is hard to derive accu-
rate mathematical models. Here, the robust design is performed by confirming its  
upper bound fρ , and was estimated by 

)exp())(()(
.

cs

.

c

..

Qf QTTQTQ)Q(T μ−−+= signsign           (31) 

where sT , cT , μ denote the static friction, coulomb friction and exponential constant. 
The motor dynamics have the same form and properties as those of a robotic  

manipulator. The robust control scheme can be applied on the continuous trajectory 
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tracking control, to minimize the effects of uncertainties including parameters pertur-
bation, model error and outer disturbance. 

3   Simulation Examples  

Simulation has been carried out with the presented robust neural network control 
algorithm and the system model. Table 1 shows the system parameters, the configura-
tion parameters can be seen from reference. The desired continuous trajectory is  

)]1(6.0,2cos,[sin(
25t

d ettQ −−= ππ                                (32) 

with the sinusoidal, exponential, and linear relations. Considering a random distur-
bance torque with amplitude of 2.5Nm is exerted on the rotor, the simulation is to 
prove the validity of the control strategy. The results validate that in the case of the 
fault the whole system is stable with a satisfied tracking performance and its fault 
tolerant ability is special in integrality as shown in figure 4 to figure 7. 

Table 1. System added parameters 

Parameters Values 
Torque Model Fitting order M,N 6, 3 
Load mass 

cm  0.25 kg 
Distance to the centroid 

cr  0.2m 
Friction model μ,, sc TT  0.4, 0.7, 6 
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Fig. 4. Curves of tracking errors convergence 



254 Z. Li 

 0 0.5 1 1.5 2 2.5 3
-1

-0.5

0

0.5

1

1.5
data1
data2

 

Fig. 5. Curves of α tracking process 

0 0.5 1 1.5 2 2.5 3
-1.5

-1

-0.5

0

0.5

1

1.5
data1
data2

 

Fig. 6. Curves of β tracking process 
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Fig. 7. Curves ofγ tracking process 
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4   Conclusions 

A tracking control problem for the PM spherical actuator driven by independent sta-
tor/rotor poles has been solved by using RBF neural network fault tolerant controller. 
The tuning rules of the RBF networks were derived and guarantee the stability of the 
fault system developing an on-line fault tolerant control scheme. The simulation re-
sults of a trajectory tracking control with fault conditions show the effectiveness of 
the proposed control scheme. It is expected the results can give basic references for 
further spherical actuators and fault tolerant control researches. 
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Artificial Neural Network to Predict the Surface 
Maximum Settlement by Shield Tunneling∗ 
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Abstract. Numerous empirical and analytical relations exist between shield 
tunnel characteristics and surface deformation. Artificial neural networks (ANN) 
was used to develop predictive relations between the maximum surface settle-
ment and shield tunnel overburdens, shield diameters, thrusts of shield tunneling, 
advancement rates of shield, fill factors of grouting, cohesive forces, friction 
angles and compression modules of the soils. So, ANN can become a useful 
predictive method. With the advantage of ANN in nonlinear problem, the theo-
retical model to predict the maximum surface settlement is established. The 
agreement of the measured results with the actual situation of being predicted 
shows that the proposed model is satisfactory. 

Keywords: artificial neural network; the maximum surface settlement; shield 
tunneling. 

1   Introduction 

Due to recent city developments with limited available land to build on, more and more 
public facilities are developed under the ground surface. Construction of shield tunnel 
excavation process in poor self-formation soils induces generally soil movement, 
which could seriously affect the stability and integrity of existing structures (pile 
foundations, buildings, et al). With this tunneling technique, ground movement can be, 
in theory, controlled by balancing the pressure inside the earth pressure chamber rela-
tive to the outside ground pressure during excavation. 

To control the ground movement in the design and construction of shield tunnel, we 
must understand the law of ground movement as much as possible to accurately predict 
settlement, the settlement range, and analyze the various factors affecting the settle-
ment, but whether it is the internal deformation of the tunnel, or surface deformation 
corresponding to the top of the tunnel, is a complex nonlinear dynamic systems, and it 
is difficult to reveal its inherent laws using traditional methods and techniques. 
                                                           
∗   Project 50975194 supported by National Natural Science Foundation of China. 
    Project 2007CB714000 supported by National Basic Research Program of China. 
∗* Corresponding author. 
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Surface settlement caused by shield construction is analyzed using the most con-
struction experience and the settlement slot curve proposed by Peck. Peck [1] basing on 
statistical analysis of field data of mountain tunnels, artificial tunneling shield machine, 
and semi-mechanized shield machine, in addition to pneumatic shield construction 
machines and other engineering methods proposed that the shape of surface settlement 
trough shield construction is similar to the normal distribution curve in probability the-
ory, and made the settlement formula of various points on the surface settlement tank. 

                  
2

max 2
( ) exp( )

2

x
x

i
δ δ= ⋅ −                                           (1) 

Where: ( )xδ  is the settlement of the surface point x  away from the center; i is the 

width factor of settlement trough (the distance of tunnel center and settlement curve 

inflection point); maxδ is the center's maximum settlement
max 2.5

cvA

i
δ = ; cA is the area 

of settlement trough, A is the cross-sectional area of tunnel; v is the loose factor of 
soil, the general value of 1% ~ 3%. 

HS Lang et al measured the ground settlement of the sewage pipes of Taipei City 
Shield Construction, after the draw, the vast majority of the settlement occurred in the 
first 4 days after the shield being passed, while the final shape of the settlement trough 
is similar to Peck curve. In later studies, he has proposed that the curve of longitudinal 
settlement of earth pressure balance shield changing over time was hyperbolic type[2] . 

max

t
S

a bt
=
+

                                                     (2) 

Where: a, b is parameters related with soil properties shield test being obtained; t is the 
elapsed time. Surface settlement produced by tunnel construction is affected by many 
factors; all of this makes the shield-ground interaction complex, mainly include: tunnel 
overburdens, shield diameters, thrusts of shield tunneling, advancement rates of shield, 
fill factors of grouting, cohesive forces, friction angles and compression modules of the 
soils etc. 

Empirical methods are still widely used; however, predictions of ground movements 
based on such methods are insufficient for most practical applications. There are a 
limited number of analytical and numerical tools that can be used to predict ground 
deformations, but there is a growing demand for developing practical rational methods 
for tunnel design. And many researcher have done a lot of theoretical analysis and 
testing for the surface settlement of shield tunnel and has been a lot of useful re-
sults[3-10]� but because of the limited number of measurement and test data and the 
uncertainty of the  relationship between various factors, it is very difficult to fully reflect 
the regular pattern on the ground settlement. The adjusted network is a good tool for 
settlement prediction of new tunnels in the same geological environment.  

Furthermore, this analysis shows the influence of network training parameters and 
previous input data treatment on the quality of the adjustment obtained. Significantly 
enhanced neural network predictive ability was found due to the use of certain data 
processing techniques. Knowledge acquired was applied to further develop use of this 
technique for tunnel instrumentation. 
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2   Artificial Neural Networks 

The structure of a neural network, in general, consists of an interconnected group of 
artificial neurons. These processing units receive the information, apply some simple 
processing on them and pass them to other neurons. The characteristics of a neural 
network come from the activation function and connection weights. Since the neural 
network stores data as patterns in a set of processing elements by adjusting the con-
nection weights, practically, neural networks may be used in nonlinear statistical data 
modeling, system identification, extraction of complex relationships between inputs 
and outputs of a system, and for pattern recognition.  

The structure of a simple neural network generally contains three layers: input layer, 
hidden layer, and output layer in Figure 1. Within the ANN training process, the 
number of hidden layers and the number of nodes in each layer depend on the com-
plexity of the patterns and the nature of the problem to be solved. The training proce-
dure consists of a sequential data feed into the network, followed by the comparative 
evaluation of the corresponding output provided by the ANN and the actual result. The 
network adjusts the weighting of the connection links in a continuous effort to produce 
the results that would best correspond to the training dataset. A complete pass of all the 
input data through the network consists a training epoch and usually a great number of 
epochs is required for the residual error to converge below a pre-specified threshold. 
The testing data set is used to verify the appropriateness of the trained network. Finally, 
output from other systems or models such as expert systems and statistics need to 
validate the results from ANN. 

 

hidden layerinput layer 

output surface settlement 

 
Fig. 1. Neural network architecture 

 
ANN algorithm is summarized as follows: 

(1) Using a random number to chose weights and the initial value of thresholds. 
(2) The network input sample mode, input mode vector: 

( )1 2, , , , 1,2, , ,i i i ikA x x x i m=L L                                  (3) 

Where: m is the number of learning model, k is the number of the input layer neuron; 

the output vectors of the hope of the corresponding input mode, ( )1 2, , ,n nY y y yL is the 

output layer neuron number. 
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(3) The input mode of each unit of the hidden layer:  

  
1

, 1, 2, ,
N

i ij j i
j

S j Nω α θ
=

= − =∑ L .                                 (4) 

Where: ijω is the right value of the input layer to the middle layer; iθ is the middle 

layer neuron threshold, N is the number of middle layer neurons. 
(4) As the convergence of the common S-type function is slow, but with the increase 

in the number of iterations, the error steadily declines. Using improved BP algorithm, 

application of S-type function is appropriate, so this function iS is used as the inde-

pendent variables of S-type (Sigmoid) to calculate output of each hidden layer neuron, 
S-type function is the following function. 
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(5) Input of each cell of the output layer and the network actual output. 

1

( )
N

k i ik bk
i

b f aω θ
=

= −∑  .                                         (7) 
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( )
N

k ky y
i

y f b ω θ
=

= −∑  .                                          (8) 

Where: ikω , kyω are the connection weights of input layer and middle layer, middle 

layer and output layer respectively; bkθ , yθ  are the threshold of the middle unit and the 

output unit respectively; f is the S function. 
(6) Calculate the error between the actual output value and hope output value, based 

on the size of the error adjusts the connection weights output layer to the underlying 

automatically, that is, propagation process of the errors yδ  in the output layer to the 

error bkδ of the middle layer. However, the limitations of BP network itself, such as the 

existence of local minimum problems, slow convergence of learning algorithm, the 
number of the characteristics of each input sample must be the same and so on, in order 
to improve its limitations, in this paper, the standard correction formula is basically the 
introduction of weights momentum term to accelerate the learning rate, to prevent 
oscillation. Namely: 

( 1) ( )
E

t tω η α ω
ω
∂Δ + = + Δ
∂

 .                                           (9) 

Where: α is the momentum factor, generally take 0.9 or so.  
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3   The ANN Model of the Surface Settlement Caused by Shield 
Excavation 

3.1   The Merits of ANN Using for the Surface Settlement 

Artificial neural network model, in particular the BP ANN model is applied to the study 
of surface settlement successfully [11-13]. BP ANN model is superior to traditional 
methods in some ways, mainly reflected in:  

(1) It is well known that surface settlement caused by shield excavation are complex 
nonlinear systems, because BP ANN model is essentially non-linear fitting, while it is 
generally better to take into account the non-linear characteristics of the surface set-
tlement caused by shield excavation than the traditional log-linear model; 

(2) We can see surface settlement caused by shield excavation has large uncertainty 
from the measured data, and the measured surface settlements have also a big differ-
ence even in the same condition. BP model can maximize to overcome this uncertainty 
comparing with the certainty of the formula of surface settlement; 

(3) In order to make the established formula relatively simple, some minor pa-
rameters were removed and retained only the main ones in the traditional model of 
surface maximum settlement. BP model can regard any number of variables as input 
parameters, that is a more comprehensive for the parameters affecting the surface 
maximum settlement caused by shield excavation; 

(4) The traditional formula for the surface maximum settlement is established by a 
limited number of laboratory data and the measured data, its use must be subject to certain 
limitations. The BP model is established through more information, thus its application is 
a broader scope. Although the BP model can not be used beyond their scope of learning 
and training, this problem can be resolved by expanding the scope of training samples. 

(5) To the traditional model of surface maximum settlement, the user must have 
known the surface settlement theory caused by shield excavation, but just under-
standing the scope of information of BP model of the surface maximum settlement and 
without surface settlement theory, one can use BP model having established to predict 
the surface settlement. 

3.2   The Factors of the Surface Settlement in ANN Model 

Select the nine main factors affecting the surface maximum settlement caused by the 
shield tunnel construction: 1)tunnel overburdens; 2)shield diameters; 3)thrusts of shield 
tunneling; 4）advancement rates of shield; 5)fill factors of grouting; 6）Grouting 
pressure; 7)cohesive forces; 8）friction angles; 9) Compression modules of the soils et al, 
and establish a network structure including the 9 input units and output units. According 
to data analysis, input units used: cohesive forces c , friction angles ϕ , compression 

modules sE of the soil, tunnel overburdens H, shield diameters D, grouting pressure P, 

fill factors of grouting n, thrusts of shield tunneling F, advancement rates of shield. In 
the surface deformation caused by tunnel construction, the surface maximum settlement 

is the most concerned, so the output unit used: the surface maximum settlement maxS . 
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3.3   The ANN Model of the Surface Maximum Settlement by Shield Tunneling 

Generally, there is no direction and precise method to determine the most appropriate 
number of neurons for including in each hidden layer in the neural networks. This 
problem becomes more complicated as the number of hidden layers in the network 
increases. To establish an optimal network that can be used for predicting the surface 
maximum settlement, one needs to begin with training and testing the artificial neural 
networks using a subset of all data sets. In the pilot experiment data set, the samples are 
divided into a training set and a validation set. Networks with different numbers of 
hidden nodes will be trained all the way to the convergence of the training samples, 
measuring their performance with the validation set, and choosing the network that 
yields the best performance of the validation set. Finally, this selected network model 
will be used for the whole data set. 

Table 1. Samples used for network training 
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Table 2. Testing sample for network 

No. 
C  

/KPa

ϕ  

/o  
sE  

/MPa  

H  

/m  

D  

/m  

P  

/MPa
n  

/%  
F  

/MN
v  

1/ minmm −⋅  

1 11.2 19.5 8.26 6.1 6.34 0.3 1.4 14.00 40 
2 11.8 14.7 5.67 10.4 6.34 0.4 1.8 14.00 20 
3 11.9 14.1 5.35 11.4 6.34 0.4 1.8 14.00 20 
4 30.2 22.8 11.8 20.0 6.25 0.25 1.2 23.00 40 
5 15.3 23.9 3.87 12.0 6.4 0.3 1.5 31.65 40 
6 18.7 13.5 6.2 10.6 6.34 0.30 1.6 14.00 30 

 
Table 3. Comparison of measured and predicted values 

No. measured maxS /mm  
predicted 

maxS /mm  

Error 

1 84.5 81.50 3.55% 
2 40.6 41.60 2.46% 
3 38.1 39.40 3.41% 
4 34.0 36.10 6.18% 
5 7.6 7.40 2.63% 
6 26.4 25.45 3.59 % 

 
In this paper, the sample data shown in Table 1 are used as a pilot experiment (i.e., for 

training and validation) and thus for determining the optimal model. The data are fed 
into the ANN, where the input layer consist 9 input nodes that represent all influencing 
factors. The process attempts to establish the optimal neural network model and an 
appropriate number of training epochs for the problem. A validation set shown in  
 

 

Fig. 2. Performance of neural networks on trained (predicted) and measured data 
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Table 2. Momentum coefficient is 0.9, steps to take 0.1, after e-learning 2.2665 × 105 
times, reach the target error of 10-5. The results from testing of validation set are plotted 
together in Fig. 1. As can be seen, the ANN predictions fit the data in the testing samples. 

According to Table 3 and Figure 2, the maximum error of the predicted values and 
measured values of surface maximum settlement from three testing samples is less than 
7%, which shows that the model’s predicted performance is satisfactory within the 
permitted scope of the project. 

3.4   Engineering Example 

The Tunneling Project between Pudong South Road Station and Nanpu Bridge Station 
is an important component of Shanghai LRT Line 2 Project as well as a major project in 
Shanghai. The tunnel starts from the end well west to Pudong South Road Station to the 
end well east to Nanpu Bridge Station, with the full length of up line 1997.148 m and 
that of down line1 981.96 m, external diameter 6.2m and inner diameter 5.5 m. The 
shield eternal diameter is 6.34 m, the width of tunnel lining ring is1m, the shield ad-
vancing speed is 2.0m, the total thrust of jack is 14m, the shield tail’s grouting pressure 
is 0.3m, the grout is retarding grout whose intensity in 1d is greater than or equal to the 
intensity of the surrounding reinforced soil. The shield tail’s grouting volume is 2.0m3/ 
m. The tunnel settlement is expected at the in 1480 EMS-chip cross-section. The depth 
of the tunnel central axis at 1480 EMS-chip is 22m, overburden thickness 19m, mainly 
silty clay. 

The surface maximum settlement of the 1480 ring predicted by the trained ANN 

model to is maxS is 16.95mm, compared with the measured maximum surface settle-

ment maxS is 16.20 mm, only has a error of 4.63%.The predictive model performed 

well and confirmed that artificial neural networks can be successfully used for pre-
dicting surface settlements in the project.  

4   Conclusions 

The ANN system used in this paper demonstrated very satisfactory results in predicting 
the surface maximum settlement for the case study in question with confidence. The 
resulting remarks can be drawn hereinafter: 

(1) ANN can decrease the errors to permitted targets ,in limited trained times ,by 
choosing proper self-adapted learning speed and momentum factors. 

(2) Through continuous learning, ANN can use a simpler model to accurately predict 
the surface maximum settlement caused by shield tunnel excavation. This can form a 
stark contrast with the complex calculations in mechanical system. ANN has a strong 
anti-interference ability; individual forecasts will not affect the calculation results. 

(3) By inputting the factors affecting the surface maximum settlement, the already 
trained ANN model can then accurately identify the surface maximum subsidence 
caused by shield tunnel excavation. The more training samples, the closer output gets to 
the fact. 
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(4) By analyzing and predicting the surface maximum settlement caused by shield 
tunnel in Shanghai with the method proposed in this paper, the results are consistent 
with the engineering practice. This further verifies the correctness of the model. It 
shows that BP ANN applying to the surface maximum settlement caused by shield 
tunnel has a broad application prospects. 
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Abstract. The unmanned automatic vehicles (UAV) are important elements in 
industrial application, such as unmanned carriers in warehouse. With the great 
progress in the intelligent transportation systems, the UAVs are often applied to 
drive automatically. The mechanical vision replaces the human’s eyes to be the 
feedback component. By the image processing, the necessary information can 
be figured out. However, due to the complicate calculation of image process, it 
will take a long calculation time from fetching image to making image informa-
tion. Hence, a novel control rule that is the Grey-Fuzzy-Fuzzy controller is pro-
posed in this paper for vision guided control of UAVs. The novel rule consists 
of the base-layer and upper-layer fuzzy controllers. The base-layer fuzzy con-
troller is the classical fuzzy controller using the position error and the error  
difference to be the input variables. The Grey prediction is used to estimate the 
position error at the time of making image information. Then, the upper-layer 
fuzzy controller uses the two input variables, which are the estimated position 
error and the estimated error difference, to correct the base-layer fuzzy control-
ler’s output signal. Finally, an experimental UAV is developed to examine the 
potential of the proposed control scheme. The vision-based experiment of 
automatically driving of lane-following is carried out in this paper. The experi-
mental results show the proposed controller will eliminate the swinging phe-
nomenon and increase the accuracy while tracking. The experimental results 
also show the practical capability of the Grey-Fuzzy-Fuzzy controller. 

Keywords: Unmanned Automatic Vehicle; Grey Theory; Fuzzy Control;  
Grey-Fuzzy-Fuzzy Control. 

Introduction 

The Unmanned Automatic Vehicle (UAV) is the important part in manufacture sys-
tems. The heavy productions are usually moved by the UAV. Traditionally, the UAV 
moves along the predefined road, usually marked by black taps. Hence, it is difficult 
to change the designed route. In recent decades, the machine vision is great devel-
oped. In robotics and automation, the application of vision guided has also been 
widely used in many practical aspects. Such as Ref. [1], the CCD is installed in the 
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operation robotic arm bottom. The fine-tuning makes the accuracy operation finished. 
The CCD is also used in the cross road to monitor the road-traffic [2]. In Ref. [3-4], 
the mobile robotic uses the mechanical vision to complete the target tracking. In Ref. 
[5], the unmanned vehicle successfully went on urban-like road. In these relevant 
researches, the vision-based application is proven to be feasible and practical. 

In this paper, a machine vision based UAV is developed to examine the capability 
of vision-servo. A web cam is installed in the notebook. This notebook placed upon 
the UAV is used to handle the calculation of relevant image process. Use the image 
processing strategy to distinguish the obvious target at the both side of the lane. Then, 
find the middle point of targets of both side and follow it to finish the unmanned driv-
ing. By vision guidance, the UAV can cooperate with the flexible manufacturing 
systems and alternate the route anytime. However, due to the complicate calculation 
of image process, it will take a long calculation time from fetching image to making 
image information. As shown in Fig. 1, the position 1 is the position at the time of 
fetching image. The real position after image process is position 2. Hence, the real 
position error is position error 2 not position error 1. In the application of vision-based 
following, this incorrect of position error will cause the automatic vehicle to produce 
the swinging phenomenon [3-4]. In order to eliminate the swinging phenomenon, 
most of researches reduce the vehicles’ speed. The other method is to reduce the re-
vising rate of angle of vehicles while target tracking. No matter what kind of men-
tioned above methods, it will reduce the practicability while in application. 

Position (1)

Set Point

Position (2)

Position error (1)

Position error (2)

 

Fig. 1. Diagram of Error of the Image 

In order to improve the above mentioned drawback, a novel two-layer fuzzy con-
trol rule is proposed in this paper to guide the UAV based on vision servo feedback. 
The base-layer controller consists of the classical fuzzy controller. The upper-layer 
controller consists of the grey prediction based fuzzy controller. The two-layer fuzzy 
controller will guide the UAV based on vision feedback under the conditions of not to 
decrease driving speed and the revising rate of angle. The proposed Grey-Fuzzy-
Fuzzy Controller can successfully reduce the swinging phenomena and achieve the 
smooth driving for vision-based unmanned vehicle.The Fuzzy-Fuzzy control and 
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Grey-Fuzzy control are studied for many years [3-4, 10-11]. In Refs. [3-4], the three 
values of the predicted position, position and velocity are used for the index values of 
the fuzzy controller in the same layer. The other research uses the Grey Model to 
derive the fuzzy controller [10]. In Ref [11], the gains of the linear functional control-
ler, consisted of the predicted value, the error and the error derivation are auto-tuned 
by the fuzzy rules [11]. In this paper, the novel method to combine the Grey theory 
and the fuzzy rule is proposed to apply to the image based unmanned auto-driving. 
The base-layer fuzzy controller is designed based on the classical fuzzy rule [3-4] [6-
8], whose input variables are the position error and the error difference. In order to 
correct the error caused by the time spent by image processing, the upper-layer fuzzy 
controller is used to correct the base-layer fuzzy controller. The upper-layer consists 
of the two input variables, which are the estimated error and the estimated error dif-
ference. The Grey theory is used to predict the position error at the time of finishing 
image process. The Grey theory is proposed by Dr. Deng in 1982 [9]. Most of other 
predictive rules need to collect the long time-series data to make up the mathematic 
model. It will take lots of usage of memory and calculation time. Different from these 
rules, the Grey prediction needs only four time-series data to estimate the next posi-
tion [3-4] [9-13]. The Grey theory is belonged to the piecewise estimation. Hence, 
this rule is suitable for on-line and simultaneous estimation work. The novel control 
rule will guide the AGV to drive on the lanes based on vision feedback without 
swinging phenomenon. 

Finally, an experimental UAV is developed to examine the proposed control rule in 
this paper. The three control methods of the PID, the Fuzzy and the Grey-Fuzzy-
Fuzzy are compared in these experiments. The experimental results show the good 
performance of vision-based automatically driving. The results also show the practical 
capability of the proposed rule in the intelligent transportation systems. 

Image Processing 

The subject of the image processing is to figure out the necessary information from 
the grabbed image. In order to along the lane, the driving direction has to be decided 
firstly. Fortunately, the objects of the road and both sides have obvious or easy differ-
ences to come to conduct to distinguish, such as the asphalt road and meadow. Hence, 
the first step of image processing is to isolate the obviously distinguishing targets in 
the color image. The simplest method is to specify the threshold interval for each of 
the three color components. Then, color threshold converts a color image to a binary 
image. The pixels of the distinguishing targets are set to 1, the others are set to 0. 
According to the driving speed of vehicle, the search paths are specified to be two 
horizontal lines drawn across the image. The edge detection process will look for 
edges along the search paths among the binary image. Because of the width, there are 
two points found in the lane mark. The next step is to find the center pixel of the inner 
two edge point on the each search path. According the above mentioned method, the 
experimental result of image processing is shown in Fig. 2.  
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Fig. 2. Experimental Result of Image Processing 

Grey-Fuzzy-Fuzzy Control 

Fuzzy Control 

The proposed controller is based on the classical fuzzy rule. Hence, the design proce-
dures of the fuzzy rule are Fuzzification, Fuzzy Inference and Defuzzification. In 
order to fuzzify the input variables, the membership functions should be defined 
firstly. To simplify the relevant calculation, the triangular and trapezoidal member-
ship functions are used in this paper. The range of the angle error from -75° to +75° is 
equally divided into five triangular membership functions and two trapezoidal mem-
bership functions. The range of the angle error difference (-50°~+50°) and the output 
voltage (-10V~+10V) of revising angle are divided by the same rules. 

The Mamdani typed fuzzy inference is used in this paper, that is the MIN-MAX 
method. Use the linguistic description, that is the rule of If-Then, to decide the output 
relationship. The eq. (1) is one example of those descriptions. 

( )
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Fig. 3. Fuzzy Control Rule 

Finally, by the Centroid method, the distinct output value can be obtained by  
eq. (2). The diagram of fuzzy rule is shown in Fig. 3. 
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Grey Prediction 

The significant advantage of the Grey Prediction theory is only used four time-series 
data in estimation process. Hence, the error and the data of three sampling time for-
ward now consist of the data matrix, that is 

( ) ( ) ( ) ( )[ ]kekekeke ,1,2,3 −−−=S  

In order not to meet the singular point, a positive constant is added to the data matrix, 
that is 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )[ ]kekekeke 00000 ,1,2,3 −−−=S  

where 

( ) ( ) bias)0( += ieie  

The Accumulated Generating Operation (AGO) is defined in Ref. [9] to approximate 
the integral operation by accumulated summation. The Inverse Accumulated Generat-
ing Operation (IAGO) is the inverse operation of the integral approximation. Accord-
ing to the AGO and IAGO, the time-series data can be described as  

( ) ( )ieie )0()1( AGO•=  
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where 

( ) ( ) 3,2,1,0for33
3

)0()1( =+−=+− ∑
=

ijkeike
i

j

 

and 

( ) ( )ieie )1()0( IAGO•=  

( ) ( ) ( ) 2for1)1()1()0( ≤−−−−=− iikeikeike  

( ) ( ) 3for33 )1()0( =−=− ikeke  

In Ref. [9], the Grey Model which is the first order and has one variable is defined as 
eq. (1). 

( ) ( ) ba )1()1( =−+− ikmike                                    (1) 

where 

( ) ( ) ( )[ ] 1,2,3for1
2

1
1 )1()1()1( =−++−=+− iikeikeikm  

By the Least-Square method, the parameters of the Grey Model can be figured out, 
like eq. (2). 
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Once obtaining the parameters of the Grey Model, the next status can be estimated 
like eq. (3). 

( ) ( )
a5.01

ab
1~

)0(
)0(
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ke                                   (3) 

and 

( ) ( ) Bias1~1~ )0( −+=+ keke  

The Grey-Fuzzy-Fuzzy Control 

The novel control scheme is developed based on the above mentioned control rules. 
The error ( )ke  and the error difference ( ) ( )[ ]1−− keke  compose the base-layer fuzzy 

controller. The base-fuzzy controller plays the main role of generating basic guidance 

signal ( )ku0 . Due to the error caused by the time from fetching image to making 

image information, the Grey prediction is used to compensate the possible error. The 
estimated error ( )1~ +ke  means the error at the time of making image information.  
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Then, by the estimated error ( )1~ +ke  and the estimated error difference 

( ) ( )[ ]keke −+1~ , the upper-layer fuzzy controller figures out the correcting signal 

( )kuΔ  to correct the base-layer fuzzy controller. The detailed diagram of the Grey-

Fuzzy-Fuzzy control is shown in Fig. 4. The relevant signals such as feedback and 
output are restricted by the hardware limitation. While applying the signal into the 
system within the range, the closed loop system can be still guaranteed to be stable 
according to the experimental results. Therefore, the close loop system can be con-
cluded to be stable by the theory of Uniformly Ultimately Bounded [14-15]. 

 

Fig. 4. Diagram of Grey-Fuzzy-Fuzzy Control 

Experimental UAV 

In order to examine the potential of the proposed control scheme, an experimental 
UAV is developed in this paper. The hardware diagram is shown in Fig. 5. 

 

Fig. 5. Experimental UAV 

The notebook of the Pentium grade deals with the hardware input/output control 
and the necessary software calculation of the image processing and the proposed 
controller. The human machine interface is programmed by the software of  
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LabVIEW1 and Matlab/Simulink2. A web cam is connected with the notebook by the 
USB connector, which is used to grab image of front direction of vehicle. Through the 
printer port, the 8-bits pulse width modulator prototype board is used to control the 
both DC motors drive the both-side wheels. Two headlights are installed in the front 
of the vehicle. They will be turn-on to increase the color contrast when the driving 
direction detection failed. 

Experimental Results 

The experiment is carried out in the corridor of the teaching building of I-Shou 
University in Taiwan. The moving ahead speed of the UAV is maintained at the 
maximum speed that is 2.5km/hr. By mechanical vision-based distinguishing the 
baseboard of both side-walls, the UAV moves along the center of the corridor.  

Three controllers of Grey-Fuzzy-Fuzzy, Fuzzy and PID are compared under differ-
ent environment. The parameters of the PID controller are: 3=PK , 1.0=IK  and 

3.0=DK . When the light is bright and the AGV walks along the clean corridor, the 

experimental results are shown in Fig. 6. Obviously, the Grey-Fuzzy-Fuzzy controller 
can offer the more comfortable auto-driving. The Fuzzy controller also has the perfect 
performance. However, the PID controller will shows the great swinging driving 
phenomenon. 
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Fig. 6. Experimental Result with clean corridor and bright environment 

When the UAV walks along the corridor with a deep color door, the image process 
will increase the calculation time for turning-on the headlights and re-sampling. The 
experimental results are shown in Fig. 7. The PID and Fuzzy controllers will have  
the bigger jumping points in driving path. The proposed controller still has smooth 
driving path. 

                                                           
1 The LabVIEW is the trademark of NI CO. 
2 Matlab and Simulink are the trademark of Mathworks CO. 
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Fig. 7. Experimental Result with deep color door in corridor and bright environment 

Conclusion 

The Grey-based two-layer fuzzy controller is applied to vision guided UAV. The 
detailed design procedures are described in this paper. Due to the long time from 
fetching image to make image information, applying the classical controller, such as 
the PID controller, will have the swinging phenomenon. Hence, the Grey prediction is 
used to estimate the position at the time finishing making image information. Com-
bining the Grey prediction with the fuzzy control rule, the novel two-layer fuzzy  
controller is proposed in this paper. The experimental results show the significant 
performance in eliminating the swinging phenomenon. More smoothly following lane 
driven can be observed in the experimental results compared with the PID and Fuzzy 
controllers. 
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Abstract. The Autonomous Wireless Robotic Agent Exchange

(AWARE ) system revolves around autonomous self-organizing wireless

networks that provide end-to-end communication via a wireless medium.

It provides an immediate communication solution to disaster stricken

regions and to inaccessible geographical areas where wireless communi-

cation is the only viable option,but most current systems suffer due to

their static nature. AWARE has many real-world applications related to

search and rescue, disaster recovery, military and commercial industries.

1 Introduction

In one part of the world, we comfortably go through our work day with seemingly
unlimited access to information and communications. We take for granted the
conveniences of the wireless technologies that provide us these luxuries; it has
become an expectation, a basic expected commodity. In another part of the
world, a strong earthquake strikes Port-au-Prince, Haiti, roughly 230,000 people
are left dead, and another 1,000,000 left homeless [1]. Chaos and petty crimes
plague the once vibrant city, as cries of anguish and bellowing calls for help
are heard abound. To compound the immediate problems, all communication
infrastructures are lost. Gone are the conveniences of cell phones and wireless
Internet connection, people are left stuck and stranded, waiting for help.

If only people, in a situation similar to this, had some way to contact help.
If only they had the ability to reach out to emergency personnel or neighboring
cities alerting them to those needing medical attention. Better communication
can facilitate the relief effort among the rescue teams and significantly reduced
the death toll [2]. Imagine, amongst all the chaos, destruction, and devastation,
the people had some way of establishing communication, either through the use
of VoIP, e-mail, or other messaging services using a wireless network backbone
that was instantly deployed after the earthquake.

The research presented in the paper offers the conceptualization of the initial
stages and results that can ultimately lead to the envisioned solution, an au-
tonomous robotic wireless mobile self-configuring network that can be deployed

H. Liu et al. (Eds.): ICIRA 2010, Part I, LNAI 6424, pp. 276–287, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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almost anywhere in the world, to any situation. This technology will provide
communication links and Internet access to parts of the world where wireless
did not or could not exist before. This technology can be adopted in the ar-
eas of public safety, search and rescue, and military or government operations.
This paper describes our initial work and the early prototype of our AWARE
research.

1.1 Background

The concept of controlling a robot wirelessly from a remote site is not a new
idea. Similar technologies have been implemented in drones used in military
applications [3], bomb remediation robots [4] and space agencies [6].

The envisioned concept of autonomous wireless robotics, presented in this
paper, is entirely different from previous examples of wirelessly controlled robots
with two important distinctions. In our research [10], the element of autonomy
is required. Secondly, instead of the use of traditional wireless ad-hoc network
for robotic communication, wireless mesh technology is utilized instead.

The envisioned concept of AWARE system, besides being physically deployed
by humans, the AWARE robots possess full control over their course of actions.
While being fully autonomous, the robots are capable of self organizing and self
healing the wireless network while collaborating accordingly amongst each other
based on their environment in order to establish a mobile wireless backbone.

The wireless backbone in this research is constructed using wireless mesh
technology instead of the traditional wireless ad-hoc networking [7]. A wireless
ad-hoc network, although extremely convenient, possesses a great limitation es-
pecially in large scale applications. The network throughput of a wireless ad-hoc
network suffers a great performance drop as more users are connected to the net-
work. Data has shown network throughput drops exponentially as more users
connect to the network [8]. On the other hand, in a mesh network, every single
node is able to connect and communicate with each other; thus, creating a net-
work redundancy. So, by design, the aforementioned limitation does not apply
to your research.

In another study, the One Laptop Per Child (OLPC) uses mesh networking to
connect laptops to each other with several limitations. The mesh network only
allows similar laptops to connect to the network and nothing else. Additionally,
it lacks mobility as the network solely depends upon the people to establish
a connection [9]. The mobile wireless robots, in this paper, establishes an au-
tonomous wireless mesh network that will allow any device or user to connect
and access the network, eliminating device limitations and the dependency on
people.

This research combines the benefits of mesh networking, like the OLPC project,
and the advantages of autonomous self-organization to foster a new concept of an
autonomous mobile wireless network that will be able to cover and span geograph-
ical distances and can be applied in most task environments.
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The objective of the autonomous wireless mobile robots is to establish and
maintain a mobile wireless backbone that is both scalable and adaptable to its
ever-changing environment. The application for such a technology like mobile
wireless backbone is limitless. To list a few examples of applicability, we turn to
scenario-based situations.

First of all, in an event of an earthquake disaster like Port-au-Prince, Haiti, a
mobile wireless backbone is useful because it will be able to navigate the heavily
damaged terrain and provide a wireless network that would be able to cover many
critical rescue sites. With the wireless backbone established, injured civilians can
establish contact with emergency personnel using all forms of network-based
wireless communication, such as VoIP, e-mail or texting. Additionally, rescuers
and first responders can communicate to coordinate evacuation, search and res-
cue missions more effectively. Search and rescue robots can also be deployed
and utilize the established wireless mobile mesh backbone to communicate and
receive instructions from central command [11].

In the event of a mine-related disaster, a wirelessly controlled robot is deemed
useless in search and rescue efforts due to the inability of a wireless signal to
penetrate thick, solid rock walls. However, with autonomous wireless mobile
robots, a wireless backbone can be established and extended into the mine in
order to enable the application of wirelessly controlled robots and communication
to lost miners.

Besides disaster relief, a mobile wireless backbone can also be valuable to re-
searchers. In particular, scientists who need to collect environmental data and
geological data under extreme conditions [5]. For instance, a scientist in Antarc-
tica has to travel an hour or two from their home base in order to collect ice sam-
ples or temperature readings. With a mobile, reconfigurable wireless backbone,
specialized robots can be deployed and controlled from the home base. Then,
using the same wireless backbone, data collected by the specialized robots can
be transmitted back to the scientist back in the home base.

Maintaining a communication link from a robot with its remote control station
has been a problem for both military and law enforcement operations. There has
been research that has attempted to address this issue; however, they present
limitations with the wireless technology and methodology used, especially when
employing Ad-hoc technology as a means to establish end-to-end communica-
tion via wireless [12]. The presented autonomous mobile wireless mesh network
established by the autonomous wireless mobile robots not only addresses the
limitation that previous research attempt to solve but also provides a scalable,
adaptable, and redundant wireless backbone capable of supporting various ap-
plication under different situation or environment. The aforementioned scenarios
are the few of many where this mobile wireless backbone can be applicable and
useful to the society.

In section 2 we show the concept of the AWARE system and it capabilities. In
section 3, the realization and evaluation are discussed. In section 4, conclusions
to this research are given and we discuss some future plans to extend this work.
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2 Concept

The AWARE system includes multi-agent communication and coordination. The
goal of the agents is to collaborate with one and another to form the desired
optimal wireless coverage in the form of a mesh environment or a point-to-point
environment. The completion of the AWARE prototype allows the robots to
form a fully functionally self-organized mobile wireless network.

The agent of each unit is designed to collaborate and work together. There
will be at times when agents establish roles to get the job done. For example, a
designate leader is determined and all followers will perform tasks assigned by
the leader. At other times, the agents are individual autonomous units working
with other individual autonomous agents, collaborating and coordinating with
one another to get the job done.

2.1 Intelligent Wireless Mesh Robotics

The purpose of AWARE is to provide quick and immediate wireless coverage to
a geographical area that would require communication or Internet access where
it currently does not exist.

The agents of the wireless mesh robotics environment work with one another
to optimize the wireless coverage transforming from a small cluster to an ex-
panded formation covering a large geographical area. It will also be able to
automatically self-heal and reconfigure the network accordingly, especially in
cases where a robot unit malfunctions or is destroyed.

To do so, the agents rely on GPS and a digital compass module along with
an expanded algorithm to be able to coordinate with one another to determine
which agents will remain stationary and which agents are allowed to move about.
They will be able to tell each other where to go, how far to go, and even how
fast to drive. The agents will apply their autonomous ability to navigate their
environment, avoiding obstacles. As shown in Fig. 1, the agents work together
to expand their coverage area while still maintaining communication with each
other. They will continuously change modes to accommodate and situate them-
selves in the right place to provide the necessary wireless coverage.

Please note that AWARE would rely on GPS to map its’s position for use of
outdoor scenarios, however, when AWARE is deployed in indoor environments,
it will rely on a variety of sensors and localized communication technologies to
be able to navigate its way about obstacles to fulfill its objective of providing
optimized wireless coverage.

2.2 Wireless Distribution System (WDS) Robotics

The WDS environment requires the agents to work together to expand in a linear
formation to complete an end-to-end communication link. At times, situations
and scenarios calls for a complete end-to-end link versus a mesh like coverage
area. In an end-to-end link scenario, fewer agents are required to accomplish the
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Fig. 1. Concept Fig. 2. Linear Formation Fig. 3. Accordion Effect

job. Fig. 2 illustrates the use of a WDS configuration versus a wireless network
is to complete the link from point A to point B.

The algorithm to accomplish this task utilizes a follow the leader concept.
The agents all start out in a straight line, with the leader at the very front. The
leader will start driving towards destination B. As the leader continues to drive,
the last agent of the convoy will begin to track its RSSI with the wireless tower
at destination A.

When it reaches a certain threshold, the agent will stop and notify the convoy
that it has stopped. The convoy then calculates how many agents are left and
the new agent at the back of the convoy is determined. The end node agent will
repeat the algorithm of its predecessor and stop when a certain RSSI threshold
is reached. This process continues until the convoy can stretch the link no more,
or the link has been successfully completed.

Fig. 3 shows the accordion effect, where the leader continues to drive and the
followers are right behind but stopping only when they cannot continue further
or else they would break the wireless communication link.

The robots are able to follow the leader using infrared technology. The robot
will transmit an infrared signal from the back; the following robot will be able
to pick up on the infrared signal and will continue to drive as long as it sees the
infrared signal.

As it continues to follow, it will constantly read the RSSI to make sure it has
not reached the threshold, as soon as it does, it will stop and notify the rest
of the convoy. As described earlier, the convoy will recalibrate and continue to
proceed.

3 Realization and Evaluation

To better understand the AWARE system, the anatomy and use of agents is
shown in the this section.

3.1 Anatomy

The wireless autonomous mobile robot is composed of three elements: a wireless
interface, a processing unit, and a mobile transport. The concept is shown in
Fig. 4 and the robotic instance is shown in Fig. 5.
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Fig. 4. Concept Fig. 5. Robotic Instance

Wireless Interface. The wireless interface allows the processing unit to collect
the necessary wireless data for decision making. The wireless data in this case
is the received signal strength indicator (RSSI), which determines the signal
strength of a wireless connection. The RSSI values for the Proxim AP-4000 range
between 0 and 100, with higher RSSI values indicating better signal strength.
At an RSSI of 50 or more, the connection data rate is between 48 Mbps and 54
Mbps, which is considered the acceptable range, in this research.

Processing Unit. Based on the collected RSSI, the processing unit, which is
the Dell Mini 10 net book, makes a variety of decisions based on its designed
algorithm. For example, when the processing unit receives a RSSI of 50 or higher,
it would issue a stop command to the mobile transport. Otherwise, it would
continue to issue a drive command to the mobile robot.

Mobile Interface. In order for the robot to know where to move and what
to do if it is caught in a sticky situation, the processing unit communicates
specific instructions to the mobile transport, giving it simple instructions: to
turn right, left, drive straight, or back up. The instructions sent are dependent
upon both the RSSI that is collected from the wireless interface and the sensor
data received from the mobile transport. The RSSI and sensor data are precepts
that allow the robotic agent to make the appropriate decision. The processing
unit communicates to the mobile transport via a Bluetooth connection.

The mobile transport used for this research is the iRobot Create, which is
equipped with front and side bumper sensors as well as actuator motors that
allow it to drive and turn. Additionally, it has cliff sensors to help the robot
determine whether it is going to drive off a cliff.

Internal Communication. As stated earlier, the various components of the
wireless autonomous mobile robot communicate with the processing unit via
serial port using USB-to-Serial converters and Bluetooth adapters. Fig. 6 illus-
trates an the internal communication for the AWARE robotic instance.

The communication process is continuous as the processing unit is constantly
transmitting to and receiving from both the access point and mobile transport.

The communication between the processing unit and the wireless interface is
solely for the purpose of collecting RSSI data. The processing unit would send a
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Fig. 6. Internal Communication Flows

command to request for the RSSI of the access point, which would then respond
accordingly. USB-to-Serial converter is used as a connection medium between
the wireless interface and the processing unit.

Thereafter, based on the collected RSSI, the processing unit would make a
decision based on the algorithm for establishing wireless communication. Once
the appropriate action is determined, the processing unit sends commands to
the transport vehicle to either move in a specific direction or stop.

3.2 Autonomous Agent Approach

To evaluate the best action, both goal-based and utility-based agent constructs
were considered. The goal of the goal-based agent was to achieve a RSSI of 50 or
more. Unless the goal of the agent is achieved, the agent would continue to move
forward. Any changes in the RSSI value would cause the agent to re-evaluate its
course of action. Table 1 below summarizes the information on this model.

Table 1. Goal-based Agent

Prerequisite RSSI target: 50 or higher

Objective Locate an area with AP coverage

Course of Action 1. Continuously moving forward until a RSSI value is found

2. Stop moving as soon as a RSSI value is found

3. Continuously monitoring RSSI value for changes

4. Repeat Step 1 if RSSI value is lower than RSSI target

The utility-based agent was designed to stop within an acceptable pre-defined
RSSI range. Any changes in the RSSI value would cause the agent to re-evaluate
its course of action. Table 2 in the following summarizes computation of the
utility-based agent.

It was found the utility-based agent model works best for an autonomous wire-
less network due to a characteristic of the wireless frequency called multipath.
Multipath causes wireless signals to be inconsistent even for stationary clients.
The RSSI value would fluctuate on average a difference of 5 to 10. Hence, utility-
based agent model gives leeway in its acceptance of what is considered a satis-
factory RSSI. Fig. 7 shows how The autonomous mobile agent searches for and
maintains the desired specified RSSI connection established with the located AP.
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Table 2. Utility-based Agent

Prerequisite RSSI range: 30-50

Objective Locate an area with optimal AP coverage

Course of Action 1. Continuously moving forward until a RSSI value within the RSSI range is found

2. Stop moving as soon as a RSSI value within the RSSI range is found

3. Continuously monitoring RSSI value for changes

4. Repeat Step 1 if RSSI value is out of the RSSI range

Fig. 7. RSSI Ranges Fig. 8. Initial execution test results

Initial testing placed the autonomous mobile agent 10 feet away from the
stationary AP. The agent was activated and begun to drive in a straight line
until it received an RSSI of 50 or more. Once the agent received an RSSI of 50
or more, the agent would stop and continue to collect the RSSI from the AP. As
soon as the RSSI goes below 50, the agent would continue to drive again. Based
on the graph in Fig. 8, it is shown that the average RSSI reading between the
15th to 25th second time interval is around 45 for all 5 tests.

As the robot drives closer to the AP, the RSSI continues to fluctuate from
a range of 41 to 48. However, the average RSSI from the data is around 47
RSSI. Finally after about the 35th second, a consistent RSSI reading of 50 is
established. It is further proof that multipath creates an inconsistency in RSSI
readings and is accommodated by using the utility-based agent.

3.3 End-To-End Communication

Once the agent was able to respond and perform its basic actions based on the
readings of just one AP, the agent was extended with the ability to establish an
end-to-end communication link with the use of two APs located at opposite ends
of the room. Thereafter, the robot simply moved into a position where the APs
could all see each other and be able to send traffic from one end of the network to
the other end. The precondition is that the robot is placed at the center between
the two APs, all it has to do is drive straight and detect that it has completed the
link.
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Fig. 9. Before Fig. 10. Transition Fig. 11. After

The importance of the agents’ ability to detect multiple APs and be able to
act accordingly is crucial to developing the fully mature autonomous wireless
mesh network. By proving that an autonomous robot was able to successfully
provide end-to-end communication, the accomplishment was an enforcement to
the pragmatism of autonomous wireless mobile robots.

Fig. 9 shows AP on each end, currently unable to communicate with each
other because they are out the range of each other. In Fig. 10, the agent will
now move into the middle to complete the link and establish an end-to-end con-
nection, Finally in Fig. 11, the agent drove in between the two APs to successfully
complete the connection and provide end-to-end connectivity.

3.4 Optimization

The objective is to enable the agent to be fully autonomous and giving it the
ability to adjust accordingly to its environment. Fig. 12 illustrates the basic
optimization.

In order to prevent the agent from driving continuously into an obstacle, it was
given the ability to read sensor data. It was able to detect when it bumped into a
wall or an object and be able to turn in a different direction to continue driving.
The direction it turned depended upon where it was bumped. For example, if
it was bumped on right side, it would turn left 45 degrees. If it was bumped
on left side, it would turn right 45 degrees. A common outcome is the signal
strength not evenly distributed when the agent establish an end-to-end wireless
communication. One end would end up with a higher RSSI compared to the

Fig. 12. Link optimization
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Table 3. Optimization Data Example

2010-03-27 10:37:05 No RSSI.

2010-03-27 10:37:18 RSSI 1: 6.

2010-03-27 10:37:37 No RSSI.

2010-03-27 10:37:45 RSSI 1: 15 RSSI 2: 17 found

2010-03-27 10:37:45 RSSI 1: 15 RSSI 2: 17 optimal

other end. This indicates one side of the connection could receive a data rate of
18 Mbps while the other could receive a data rate of 48 Mbps. This scenario is
undesirable and we consider it to be non-optimal.

To remedy this problem, the agent was given the ability to optimize the
wireless connection that it established with the APs it located. A link connection
is considered optimal when the differences of the RSSI of the connected APs are
within a defined acceptable range. From the example above, the optimization
mode allowed the robot to have a 24Mbps and 36Mbps connection versus the
18Mbps and 48Mbps connection. This optimization process allows for a more
stable connection.

Table 3 shows the data collected demonstrating the optimization mode of the
robot. It began in a situation where it could not detect any RSSI from any of the
APs. It started to drive straight to a point where it found the first AP with a
very low RSSI. Notice that due to multipath, the signal from the first AP jumps
around from an RSSI of about 6 to 9 to none. This shows that the link to the
first AP was not very stable. Also at this point it has yet to find the second AP,
it currently only shows the RSSI of just one AP.

As the robot moved about, it picked up both APs. At this point, it was in the
discovery mode where it just found the two APs. It then entered optimal mode
where it checked to see if the two RSSI were within the allowed range. The range
set for this experiment run was with an RSSI difference of 5. The robot stopped
as soon as it detected two RSSI values within the pre-defined range.

However, as it was listening, the signal dropped so it began driving around
until it detected the two APs again. The signal drop off could be caused by
many factors, such as interference from environmental noise or from a newly
placed obstacle around the AP. In the case of this experiment, it was simply due
to human movement, which caused a change in the environment for the robot.
Even with the brief signal drop, it was able to find the two APs again and enter
optimal range as shown in Fig. 13.

The blue line represents the RSSI activity between the agent and one AP, the
red line represents the RSSI activity between the agent and of the second AP.
During the beginning of the run, the agent only picked up one AP indicated by
the blue line. The second AP was not detected until 13 seconds into the run
of which it had an RSSI read of about 25. Now that the agent had located the
two AP and established an end-to-end link, it began to optimize the link and
moved about until both AP were within an RSSI of 5, indicated by the red cir-
cle on the graph. The completion of the optimization algorithm enables the agent
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Fig. 13. Optimize after establishing end-to-end connection

to become adaptive to its environment and allows it to accomplish its goal of
establishing an end-to-end connection upon detecting two APs.

4 Conclusions and Further Work

This research presents a novel combination of wireless mesh technology and
robotics agents in creating a general-purpose autonomous wireless network with
numerous applications. Even though results provided do not show a full imple-
mentation of the AWARE system, our initial results, and findings are, however,
very promising. Our initial, prototypical work has provided insights on the ad-
vantages of wireless mesh technology compared to the ad-hoc connections used
in many traditional robotic applications. Additionally, our work demonstrates
the capability of a single robotic instance of the AWARE system. The successful
demonstration of a single robotic instance lays the foundation and groundwork
of which the AWARE system will be built upon, including the deployment of
multiple robotic instances applying multi-agent cooperation and communication.

Our research is far from being done as there are many more areas and issues to
be explored and enhanced. As presented in this paper, the current AWARE sys-
tem relies on only one mobile robotic instance with cooperation of two stationary
units. Future work for this research includes but are not limited to enhancing
the coordination and cooperation of the system in a multi-agent environment,
exploring positioning technologies such as infrared, agent orientation, and GPS,
as well as extension to larger scale all-terrain robots.

The logical next steps will extend the current prototype to an outdoor robotic
system using the current radio systems. This will allow a longer distance network
to be formed. Then, the use of directional antennas will be employed to eventually
create an AWARE system with a range of many miles over very complex terrain.
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Abstract. The authors have designed and tested a wearable miniature non-
invasive sensory system for the acquisition of gait features.  The sensors are 
placed on anatomical segments of the lower limb, and motion data was then ac-
quired in conjunction with electromyography (EMG) for muscle activities, and 
instrumented treadmill for ground reaction forces (GRF). A relational matrix 
was established between the limb-segment accelerations and the gait phases. A 
further relational matrix was established between the EMG data and the gait 
phases. With these pieces of information, a fuzzy rule-based system was estab-
lished. This rule-based system depicts the strength of association or interaction 
between limb-segments accelerations, EMG, and gait phases. The outcome of 
measurements between the rule-based data and the randomized input data were 
evaluated using a fuzzy similarity algorithm. This algorithm offers the possibili-
ty to perform functional comparisons using different sources of information. It 
can provide a quantitative assessment of gait function. 

Keywords: Human Locomotion, Inertial Sensors, Fuzzy Rule-Base,  
Electromyography. 

1   Introduction 

The predominant method for quantitative human gait analysis is the optical motion 
system using high-speed cameras to record human 3-D motion [1] and [2]. But there 
are number of limitations in this laboratory set-up. It requires expensive devices, large 
space and time-exhausted data processing. Movement of limbs causes occlusion of 
the reflective markers, requiring reliance on extrapolation by auto-tracking paradigms. 



 Application of Wearable Miniature Non-invasive Sensory System 289 

Most importantly, typical optical systems require data processing times that preclude 
clinical application in real time. Furthermore, the optical motion capture system 
measures the angular displacements of the anatomical body segments, the measured 
angles are differentiated twice to obtain the accelerations required to determine the 
forces. The differentiation introduces unwanted distortions and noise. 

An alternative method is using inertial sensors [3 - 6]. The acceleration data can be 
conveniently collected using wearable accelerometers. It does not require differentia-
tion of data as in optical motion system. This may lead to the possibility of perform-
ing gait analysis in real time. Moreover, wearable sensor systems are useful because it 
is not limited in laboratory, and can be performed for daily applications. 

Surface electromyographic (EMG) during gait generates additional important in-
formation regarding muscle recruitment patterns and neuromuscular control of walk-
ing. Consistent phase-specific patterns of muscle activation occur during gait cycling 
at preferred walking speeds in normal adults [7] and [8]. The muscles differ from the 
peak activity at each of the various phases of the gait cycle. 

In the analysis of gait, the generation of large amounts of numerical data necessi-
tates aggregation of this data according to their most meaningful patterns and correla-
tions.  This aggregation of information makes the partition of space more manageable 
for further processing. The process of aggregation or granulation implies that we 
establish the relationships of gait functions, muscle activity patterns, and ground reac-
tion forces. To cope with this issue, a technique is developed using the theory of fuzzy 
sets. 

In this paper, a wearable sensory array was integrated with surface electromyogra-
phy and instrumented treadmill to perform lower extremity motion analysis, and an 
intelligent fuzzy computational algorithm was proposed to develop a rule-base (rela-
tional matrix) representing muscle activity and acceleration with respect to gait phases 
throughout the gait cycle.  

A fuzzy similarity algorithm was employed to evaluate the similarity between the 
reference rule-based data and an input test data. This algorithm offers the possibility 
for obtaining functional comparisons using different sources of information. It can 
provide a quantitative assessment of gait function. 

The purpose of this study was 1) to develop an integration of wearable sensors and 
devices comprising accelerometers, electromyographic sensors, and instrumented 
treadmill for ground reaction forces; 2) to develop a relational matrix representing the 
muscle activity of the lower limb with respect to the gait phases during normal loco-
motion; 3) to develop a relational matrix representing the acceleration of the lower 
limb segments with respect to the gait phases; 4) to evaluate and compare the devel-
oped rule-based matrices using fuzzy similarity algorithm; and 5) to explore the po-
tential for eventual application in clinical assessment of human gait. 

2   Methodology 

2.1   Participants 

This study was approved by the Institutional Review Boards (IRB) of the University 
of Texas at El Paso (UTEP), and all subjects signed an informed consent form prior to 
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participation. Ten healthy adults were recruited from the campus of UTEP, five male 
subjects (age 26.6±5.5 years, weight 79.2±10 kg, and height 181.2±8.5 cm) and five 
female subjects (age 27±7.8 years, weight 60.6±9.3 kg, and height 162.4±2.8 cm). 
Table 1 illustrates the anthropometric data for all ten healthy subjects. 

Table 1. Anthropometric data for ten healthy subjects 

Gender Subject Age  
(years) 

Weight  
(kg) 

Height  
(cm) 

BMI 
(kg/m2) 

 M1 29 83 186 24.0 

 M2 33 80 183 23.9 

Male M3 29 88 191 24.1 

 M4 23 83 177 26.5 

  M5 19 62 169 21.7 

Mean± std 26.6±5.5 79.2±10 181.2±8.5 24±1.7 

 F1 21 63 163 23.7 

 F2 39 58 161 22.4 

Female F3 22 66 160 25.8 

 F4 31 70 167 25.1 

  F5 22 46 161 17.7 

Mean± std 27±7.8 60.6±9.3 162.4±2.8 22.9±3.2 

2.2   Data Acquisition 

In this study, the data acquisition system consists of three main hardware devices: 
instrumented treadmill, surface EMG system, and wearable sensors. 

2.2.1   Instrumented Treadmill 
Each subject was asked to walk bare-footed on an instrumented treadmill (Bertec 
Corporation, USA) at a self-selected natural speed for three minutes continuously. 
The self-selected natural speed may be subjective speed selection (comfortable speed) 
by the subjects. The instrumented treadmill is a dual-belt type with two independent 
force plates mounted beneath the belts. Each force plate independently measures the 
GRFs in three directions: X, frontal; Y, sagittal; and Z, coronal. The GRFs data were 
digitized at 280 Hz. The coronal (vertical) GRF were used to determine the gait phas-
es in a full cycle.  

2.2.2   Surface EMG 
The subjects wore surface EMG electrodes for measuring the dynamic activities of 
the muscles in both side of the lower extremity. Delsys Myomonitor® wireless EMG 
system (Delsys Inc., Boston, MA, USA) was used. This system consists of 16 chan-
nels, each channel has 41×20×5 mm electrode with two 10.0×1.0 mm contacts and -
92 dB Common Mode Rejection Ratio (CMRR). The electrode placement based on 
[10] was carefully chosen and the signals were tested before data acquisition. The 
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acquisition process was performed using Delsys EMGworks® Software at sampling 
frequency 1000 Hz. Because of the limited number of EMG channels in the system 
one or two muscles of a muscle group are usually selected to represent the whole 
group during walking. The following eight muscles for each side were recorded: so-
leus, tibialis anterior, gastrocnemius, vastus lateralis, rectus femoris, biceps femoris, 
gluteus medius, and erector spinae. 

2.2.3   Wearable Sensors 
Wearable accelerometers system was developed to detect the acceleration of body 
segments during walking. The system consists of ADXL330 iMEMS® accelerometer 
(Analog Devices Inc.). The ADXL330 is a low power and three axis accelerometer 
with a minimum full-scale range of ± 3g. The chip is 4 × 4 × 1.45 mm and powered 
by Vs=3 volts.  Due to hardware channel limitations, eight accelerometers were used 
for both left and right legs to record the accelerations in X and Y directions (frontal 
and sagittal), four on each leg were fitted at the center of mass of foot, shank, thigh 
and hip. Fig. 1 depicts the placement and orientation of sensors for body segments [5]. 
The sensors’ output was collected at frequency of 280 Hz and stored for processing. 

 

Fig. 1. The placement and orientation of sensors for body segments. Adapted from [5]. 
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2.3   Data Processing 

Different processing techniques were performed based on type of data. In the experi-
ment, three types of raw data were recorded for each subject; ground reaction forces, 
surface EMG, and accelerations.  

2.3.1   Ground Reaction Forces 
Raw data of GRF were filtered using 2nd order Butterworth low pass filter (fc=20 Hz). 
Fig 2 shows an example of filtered coronal, vertical, GRF (Fz). The start and the end 
of gait cycle can be determined based on the force Fz, where the heel strike can be 
measured based on a selected threshold value equals to 3% of maximum value of Fz. 
According to [9], there were seven gait phases in a full gait cycle used in this study; 
loading response, midstance, terminal stance, preswing, initial swing, midswing, and 
terminal swing. 

 

Fig. 2. Coronal (vertical) GRF FZ filtered using 2nd order Butterworth low pass filter (fc=20Hz). 
X-axis is time (Second) and Y-axis is Amplitude (N). 

2.3.2   Surface EMG  
The processing methods of EMG data shown in Fig. 3 are described in the following 
steps: 

• Step 1. Filtering  

Second order Butterworth band pass filter was applied to the raw EMG data between 
20 and 200 Hz to reduce the noise effects such as motion artifact noise. Most of the 
EMG data are concentrated in the band between 20 and 200 Hz [11]. 

• Step2: Full-wave rectification 

The filtered data were then full-wave rectified to generate the absolute value of the EMG.  
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A 
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D 

 

Fig. 3. EMG signal Processing. (A) Row EMG data, (B) 2nd order band pass filtered EMG data, 
(C) Full-wave rectified EMG data, and (D) Linear envelope of EMG data. X-axis is time 
(Second) and Y-axis is amplitude (Volt). 
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• Step3: Linear envelope 

Linear envelope is a common way to manipulate EMG signal [12] and [13]. It can be 
called also as moving average. The linear envelope was produced by applying a 
second order Butterworth low pass filter with a cutoff frequency of 7 Hz to the full-
wave rectified EMG signal. 

• Step4: Averaging over strides 

The strides were specified based on the GRF. 100 strides were selected from the three 
minutes walking. The stride time may vary among strides. Therefore, time-
normalization was accomplished by re-sampling and expression each gait cycle in 
percent cycle rather than time [11].Then, the mean was calculated over all strides.  

• Step 5: EMG Normalization 

EMG Amplitude normalization was performed because the variability between 
individuals such as the inherent physiological variability and the variability asso-
ciated with electrode placement [14]. The normalization was carried out for each 
subject based on the maximum value of the time-normalized and averaged EMG 
signal [15].  Fig. 4 shows eight normalized EMG signals of eight muscles for one 
full gait cycle. 

 

Fig. 4. EMG signals of eight muscles for one full gait cycle. X-axis is one full gait cycle and Y-
axis is normalized amplitude 
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2.3.3   Accelerations 
Second order Butterworth low pass filter with cutoff frequency of 6 Hz was applied to 
lower the noise and improve the resolution of the accelerometers [11]. As EMG 
processing procedure, the acceleration data were averaged over 100 strides, followed 
by normalization based on the maximum acceleration value to get values range from 0 
to 1. Fig. 5 depicts the frontal and sagittal accelerations of foot, shank, thigh, and hip 
for one full gait cycle after processing. 

 

Fig. 5. Frontal (X) and sagittal (Y) accelerations of foot, shank, thigh, and hip for one full gait 
cycle. X-axis is one gait cycle and Y-axis is normalized amplitude 
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loading response; Phase2 is midstance; Phase3 is terminal stance; Phase4 is presw-
ing; Phase5 is initial swing; Phase6 is midswing; Phase7 is terminal swing.  

The third fuzzy set was described as the acceleration z from the acceleration group Z, 
expressed as Zz∈ ,Z={FootX  FootY  ShankX  ShankY  ThighX  ThighY  HipX  HipY}, 
where {…} indicates the frontal and sagittal accelerations of foot, shank, thigh, and hip. 

In fuzzy set theory, a member of a set is represented by a degree between 0 and 1. 
This degree is called membership degree which shows belonging degree of the mem-
ber to the class.  

2.4.2   Fuzzy Relations 
The association and interaction between the elements of muscle activity, gait phases, 
and accelerations are represented by fuzzy relational matrices.  
Fuzzy relational matrix can be obtained for each two fuzzy sets using the membership 
function described as: 

∑
=

==
n

i
p i

n
yxyxP

1

)(
1

),(),( μμ                                          (1) 

Where ),( yxpμ  the membership function, n is the number of data frames in a fuzzy 

set, and )(iμ is the normalized data of that fuzzy set from 0 to 1. For instance, 

µP(Sol,Phase1), is the membership degree of Soleus muscle within the loading re-
sponse phase. 

Two fuzzy relational matrices were defined. The first relational matrix was defined 
as P(x,y), the relation between EMG data and gait phases; and the second relational 
matrix was defined as Q(z,y), the relationship between gait phases and accelerations. 

The developed fuzzy relational matrices depict the rule-based system that describes 
the strength of association and interaction between the elements of EMG, gait phases, 
and accelerations. 

2.4.3   Fuzzy Similarity 
This algorithm offers a comparison between the reference rule-base and the acquired 
test data during gait cycle, and it is expressed as the fuzzy similarity algorithm. It 
provides an evaluation algorithm to determine the behavior of muscle activities and 
limb-segments accelerations in the corresponding gait phases. 

The fuzzy similarity measure is depicted by: 
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Where * represents the fuzzy similarity operator, µref  is the membership function of 
the reference subjects, µtest  is the membership function of the test subjects, Λ depicts 
the minimum, and ν depicts the maximum.  The resulting similarity between the ref-
erence and test attributes of the subjects, expressed through the grade of similarity 
range between 0 and 1.   
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3   Results and Discussions 

Five male and five female subjects were recruited in this experiment and were ana-
lyzed separately due to anatomical differences especially with respect to the muscles 
[16], bones, and skeletal morphology. Three of the subjects were used for training to 
establish the reference fuzzy rule-base, and the other two were used as randomized 
subjects for testing. 

The reference rule-based matrices, therefore, are expressed as follows: 
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Where Pref (x,y) depicts the strength of relation between the muscles activities and the 
gait phases. Qref(y,z) depicts the strength of the relation between the gait phases and 
the limb-segment accelerations. 

The rule-based system, relational matrices, elements represent the membership de-
gree of individual muscle activity and segment acceleration in a particular gait phase 
within gait cycle. For instance, µP(Sol,Phase3), depicts high activity (Pref (1,3)= 0.889) 
of Soleus muscle within the terminal stance phase. While the same muscle has low 
activity (Pref (1,7)= 0.155) within the terminal swing phase as depicted by 
µP(Sol,Phase7). This algorithm provides an evaluation methodology for determining the 
behavior of each individual muscle or body segment in a corresponding gait phase. 

A comparison of the muscle activities depicts a grade of similarity 0.78 for male 
and 0.82 for female between the reference rule-based matrix, Pref , and test subjects 
matrix, Ptest , from the reference. Similar comparison for the randomized test subjects 
depicts 0.71 for male and 0.73 for female. The average similarities were evaluated at 
0.75 and 0.78 for male and female respectively. 
Another comparison for the body segments accelerations between the rule-based 
matrix, Qref , and test subjects matrix, Qtest , exhibits average similarities of 0.82 form 
male and 0.81 for female.  The fuzzy similarity measure offers the possibility for 
obtaining functional comparisons using different sources of information. 
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Table 2. The Average Similarity 

4   Conclusion 

This algorithm has clearly illustrated the possibility to perform functional compari-
sons by using different sources of information. The fuzzy similarity methodology 
depicts distinctions between the reference able-bodied and the randomized test sub-
jects within with a membership grade of belonging.   

This novel algorithm may offer very reliable and efficient tools for the evaluation 
and assessment of gait function in several ways:  

1. By building a rule-based system depicts the strength of relation between muscle 
activities, limb-segment accelerations, and gait phases. 

2. By comparing the reference muscle activities within gait phases with a randomized 
input-matrix through a fuzzy  similarity algorithm, 

3. By comparing the reference limb-segment accelerations within gait phases with a 
randomized input-matrix through a fuzzy  similarity algorithm,  
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Abstract. This paper adopts a set of GZ-I robot modules and a Note module for 
construction of an H-shaped four-legged robot. Kinematics graph theory and 
homogeneous matrix transform are applied for gait design and locomotion 
planning. Its forward crawling motion is designed and simulated by computers. 
The corresponding control scheme of the modular robot is also studied in this 
paper, which can control 8-channel modules and realizes rotational speed ad-
justable by an 8-bit microcontroller. Experiments show the feasibility of the 
system structure and effectiveness of the motion control.  

Keywords: Modular robots, GZ-I module, four-legged robot, kinematics graph 
theory, homogeneous matrix transform, PWM, locomotion. 

1   Introduction 

Modular robots are made up of small, independent components that can be replicated 
and combined in different ways to perform various tasks. Each module can be manu-
factured in large numbers, reducing production costs. Defective modules can be 
quickly replaced, and can be designed to detach and reassemble rather than break 
when they are struck [1]. There have appeared many modular robots, such as M-
TRAN [2][3], PolyBot [4][5], Superbot[6], CONRO [7], YaMoR [8], Molecube [9], 
and so on.  

In this paper, we adopted a modular robot prototype GZ-I project which is based 
on the cooperation with Juan González-Gómez from the School of Engineering, Uni-
versidad Autonoma de Madrid in Spain and Houxiang Zhang from TAMS group in 
University of Hamburg, Germany [10]. The GZ-I module has three connected sur-
faces for attaching other modules, so the modules can mainly been constructed to 
footless robots, like 1D pitch and pitch-yaw connecting modular robots that have been 
presented in previous papers [10][11][12][13]. Besides the linear structures, Yong Li 
from the Zhejiang University of Technology designed a four-legged robot based on 
GZ-I module [14]. Besides the GZ-I module, we also adopted a Note module that 
                                                           
∗ Corresponding author. 
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designed by our research group. The Note module is used to connect with GZ-I mod-
ule, and construct a more symmetrical robot. 

In the field of modular robot, Central Pattern Generator (CPG) plays an important 
role in expressing motion. Almost all modular robots adopt CPG model. Department 
of Brain Science and Engineering at Kyushu Institute of Technology introduced the 
Matsuoka Model as the neuron model of CPG to express the motion of a snake-like 
modular robot [15]. School of Computer and Communication Science, Ecole Poly-
technique Fédérale de Lausanne used CPG and a gradient-free optimization algorithm 
to complete the task of structuring different robotic structures, and learning to loco-
mote [16]. National Institute of Advanced Industrial Science and Technology at To-
kyo designed several locomotion patterns in various structures using a CPG controller 
model and GA optimization [17]. Department Physics and Electronic Engineering, 
YunNan Nationalities University present a CPG model for machine crab's octopod 
gait [18]. Nonlinear Systems Laboratory at Cambridge simplified modular architec-
tures based on CPGs for robotic applications, and show their global exponential sta-
bility using partial contraction analysis [19]. 

CPGs underlie the production of most rhythmic motor patterns and have been ex-
tensively researched as models of neural network function. However, CPG model 
is not regarded as the specific position of the related connector, but oscillator’s 
rhythmic rotation, let alone the other modular’s. They get CPG parameters through 
complex algorithm. So Kinematics Graph Theory is introduced thoroughly so as to set 
up robot's model geometry, and gives each module one or two 3-D coordinates. Fur-
thermore, homogeneous matrix transform as quoted describe the module's rotation. 
Base on these, we try to find CPG parameters easily and simulate the crawling loco-
motion in Matlab according to the gait described in article [14].  

Here it is important constituent of quoting a way of GZ-I mass-controls, espe-
cially generating 8-channel PWMs based on 8-bit microcontroller. This way supplies 
a parameter, which is a critical factor of rotational speed of GZ-I. Adjustable rota-
tional speed is indispensable for obtaining a stationary locomotion. 

The rest of the paper is organized as follows. Section 2 describes the GZ-I module 
and the Note module. Section 3 presents the design of the four-legged robot and the 
mathematical model. Section 4 presents the method to control 8-channel module with 
speed adjustable. Section 5 describes the result of experiments. Section 6 concludes 
the paper with future work. 

2   GZ-I Modules and Note Modules 

2.1   GZ-I Module 

GZ-I module is composed of RC servo and module framework. It has only one degree 
of freedom which is actuated by an RC servo. The rotation range is 180 degrees. This 
module has three junction surfaces: two of them at the bottom and the rest on the side.  

Using these surfaces, pitch-pitch structure robot, pitch-yaw structure one, and sim-
ple four-legged one can be made up. These kinds of robots and their locomotion have 
been mentioned in other scholars’ paper [1-4], [14]. 
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2.2   Note Module 

Note module is composed of 6 pieces of connecting surfaces, and each surface can 
connect Note module with GZ-I module. Figure 1 shows the Note Module. This mod-
ule is designed for constructing much more complicated robot and better performance. 

 

Fig. 1. Note Module 

3   Four-Legged Robot and Mathematical Model 

3.1   Structural Design  

Based on these GZ-I modules and Note modules, an H-shaped four-legged robot con-
structed here. It consists of nine GZ-I modules and two Note modules. Eight  
GZ-I modules rotate around pitch axis, and the middle GZ-I module rotates around 
the yaw axis. Two Note modules are used to connect with GZ-I modules. Each leg 
consists of two lateral GZ-I modules in the pitch-pitch way, and the waist is the  
transverse one. The structure consisted by modules is symmetrical that is able to  
implement a crawling locomotion conveniently. Figure 2 shows an example of the 
four-legged robot. 
 
 

 

Fig. 2. M1 and M2 are joined up by pitch-pitch way, making up robot’s up-left leg. M3 and M4 
are robot’s up-right leg. M5 and M6 are robot’s down-left. M7 and M8 are robot’s down-right 
leg. M9 is the waist. N1, N2 are just for connecting each part. 

M1 M3 M4 M2 

M5 M6 M7 M8

M9

N1 
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3.2   Mathematical Model 

It is crucial to build a mathematical model for describing the structure of the above four-
legged robot in a reasonable way. The robot's state and locomotion can be demonstrated 
in mathematics. In this paper, kinematics graph theory is brought in to take a mathe-
matical model for the robot. In terms of this theory, the robot consists of joints and con-
necting rods. The former can revolve around an axis, while the latter can’t. Two rods 
can be only bonded with one joint, and one using for over two. With view to explain 
these characteristics simply, joints and rods are shown by lines and dots respectively. 

As the above theory mentioned, the initial state of the four-legged robot is painted in 
Matlab. Each leg is composed of three rods and two joints. The waist is made up of one 
joint and two connecting rods. Obviously, two connecting rods are shared by three joints.  

According to the robot's physical structure exactly, the following principle is a best 
way to choose coordinates. For example, the coordinate of Vc4 is the endpoint of the 
rod and Vb4’s is midpoint of the rod.  

There are two homogeneous matrixes to describe robot’s posture, which are rods 
matrix R and joints matrix J.  

The homogeneous matrix of rods can be expressed as below as robot’s initial state. 
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where d is length of a side at the bottom of one piece, and s is GZ-I module’s length. 
Figure 3 shows dimensions of GZ-I module. 

 

 

Fig. 3. Dimensions of GZ-I module 
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 d 
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The other homogeneous matrix J is as below. 
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The matrix J is much more important than R, because each joint revolve around  
an axis in J. Here, all joints are classified into two following specific types:  
horizontal joint, which can rotate around horizontal axis, such as La; aerial  
joint, which can rotate by vertical axis, such as Lb1, Lb2, Lb3, Lb4, Lc1, Lc2, Lc3, 
Lc4.  

3.3   Joint Rotating 

When to consider joint rotating is a key point. As mentioned, one joint is connected 
with two rods. So when one joint spins, it will turn up two kinds of cases. One case is 
both rods changed, and the other is one changed and the other rod not. To solve the 
uncertainty, this paper stipulates two rules depended on the practical operation of a 
robot. One is for horizontal joint, and the other for aerial joint. 

Rule 1 is described as below. Each horizontal joint belongs to a coincident leg. When 
one horizontal joint spins, the rod near the end of leg changes position but the rod 
near the waist does not. La1, Lb1, Lb2, Lb3, Lb4, Lc1, Lc2, Lc3, Lc4 should comply 
with Rule 1. 

Rule 2 is applied for La, because La is the only aerial joint. Obviously, the robot is 
described in part A, which is completely symmetrical with the central La1. So rule 2 
supposes that two rods connected with La1should be changed together in a symmetri-
cal form. This rule has been proved to be correct in experiment, ignoring other fac-
tors, such as the center of gravity and friction. 

Complied with two rules stipulated above, robot’s state is unique after any joint 
spins a certain angle. Thus robot’s changes cased by joint spinning can be expressed 
by homogeneous matrix transform. Furthermore robot’s locomotion gaits can be de-
scribed by matrix transform. This work supplies an expedient way to gain an effective 
and stabilize gait and a convenient approach to get robot’s movement performance, 
such as walking speed and obstacle-climbing capability. 
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Combining the rules and homogeneous matrix transform, robot’s standing state and 
forward crawling gait has been obtained using Matlab. 

4   The Control System for Robot 

The aim of control system is the design of an interface between microcontroller and 
GZ-I Modules. Microcontroller generate pulse width modulation (PWM) signal to 
control masses of GZ-I modules and implement robot’s gait, such as forward crawling 
and turning.  

4.1   The Control Signal of GZ-I Module 

GZ-I module is a single-degree-of-freedom module. The motive power is supplied 
by an RC servo motor. It is the same to control the servo motor as the GZ-I module. 
RC servo motor has three lead wires, power, ground and PWM. This paper is  
only concerned with the PWM lead wires. The period and the pulse width of  
PWM are fixed in factory. Period is 20ms, and pulse width changes from 1.5ms  
to 2.5ms mapping to the angular position of servo motor from -90 degrees to 90 
degrees. 

The expression between angular position and the pulse width of PWM is  

d = 90(t-1.5)       0.5ms≤t≤2.5ms, (1) 

where d is the angular position of servo motor, and t is pulse width. 
The target of our design is to make program to meet the following two demands. 

A) Eight GZ-I modules should be controlled at the same time, or in a relatively 
short time. Only in this way, can all modules rotate to form a gait continuously. B) 
To reduce impact that comes from the colliding between robot’s leg and ground, 
and to implement modules’ synchronous movement, rotational speed should be 
adjustable. 

4.2   Generating 8-Channel PWM for Robot 

Methods to generate multichannel PWMs are abundant. This article adopt microcon-
troller to do it because of convenience and efficiency. It is suitable for modular robot 
control. Choosing suitable parameters for timer that is integrated in microcontroller, 
microcontroller would output satisfied PWM through IO interface. The kernel idea of 
generating 8-channel PWM is that microcontroller allocate time slice that is 2.5ms in 
our system to each channel of PWM, and the sum of time slices is right 20ms, which 
is the period of PWM. During every time slice, the corresponding channel should be 
changed output level twice to get a pulse width. First change low to high. Then keep 
the high level for a while ranged from 0.5 ms to 2.5 ms, which determine the angle of 
servo motor. At last turns it back to low level. 

The process proposed above has been realized in our program. Figure 4 shows the 
algorithm framework. 
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Fig. 4. ① is used to choose the corresponding PWM channel. ② is used to set TH0 and TL0, 
which is related to T, t, t1,..., tn. ③ is used to choose corresponding service program for each 
channel of PWM. 

4.3   Implementing Rotational Speed Adjustable 

A method about adjusting servo motor’s rotate speed is proposed here. In order to 
facilitate the procedure, we use only one parameter to adjust rotate speed. When servo 
motor receives a PWM signal with a constant pulse width, the motor stops at a corre-
sponding angular position after rotated a piece of time at a maximum practical speed 
0.2 s per 60 degrees. To slow down and to adjust the speed, this article brings in a 
parameter p, which split the whole rotational step to short steps. Different rotational 
speed can be obtained by changing the value of p. The rotational speed can be worked 
out as the formula below 
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Tp
v

β
⋅=
Δ

,   (2) 

where T is the periods of PWM, and Δβ is the difference value of start angle and end 
angle. 

5   Experimental Results  

The experiments are mainly to test the methods mentioned in section 3 and section 4. 
The crawling locomotion gait have been successfully implemented and tested on the 
robot. The experiment measured the velocity of crawling locomotion and compared it 
with theoretical value got in Matlab. 

Because of the bad performance without rotational speed adjusting, we failed to com-
plete the forward crawling before. Through observation it is due to enormous impact 
from the ground and joints rotating out of sync. Thus this paper found the way of adjust-
ing rotational speed to solve the problem. Obviously, lower rotate speed can reduce the 
impact and the same parameter p for each channel can achieve synchronization. 

Velocity is an important property to robot. So this experiment measured the veloc-
ity of crawling locomotion and compared it with theoretical value got in Matlab. Set 
the amplitude of La to be 25 degrees, which determine the stride length and taking p 
different values, and experiments yielded different theoretical velocities (TV) and 
practical velocities (PV) as showed in table.1 below. 

Table 1. Different TV and PV with different parameter p 

p 10 15 20 30 50 80 

TV(cm/s) 15.5 11.6 7.8 5.2 3.1 1.9 

PV(cm/s) 5.9 5.4 4.6 3.1 1.8 1.2 

 
It shows that when p is larger than 30, there is little difference between PV and TV. 

The main reason for the error probably is the simplified model and mechanical fric-
tion. When p is less than 20, the error becomes larger and larger. Through observing 
the experiment of crawling, we found out robot’s feet skidded on the ground severely 
when p is less then 20. This should be the reason why the velocity is not ascent obvi-
ously with the decreasing of p. With the experiment result Fig 11, it is easy to control 
robot’s velocity by choosing different p in the PV line. It must be noted that the veloc-
ity is restricted in the range from 0 cm/s to 6 cm/s. And increasing friction coefficient 
may be a good way to expand scope of speed control. 

In the experiments, we unavoidably met some mistakes in the system. One mistake 
is that the robot can’t go straight in a long distance. It is probably caused by the 
asymmetry of machine structure and the uncertainties caused by coupling, friction and 
payload masses. The structure has to be improved in our future work. 
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6   Conclusion and Future Work 

Based on GZ-I module and Note module, this paper designed a four-legged robot, and 
designed a system to complete the crawling gait. In this system, controlling masses of 
servo motors and achieving speed adjustable were proposed. This paper also intro-
duced Kinematics Graph Theory to describe robot’s mechanical structure, and homo-
geneous matrix is used to build the mathematical model. In addition, two formulas 
were proposed to describe joints rotating. Crawling gaits were simulated in Matlab. 

However, this paper obtained robot’s CPG parameters that is not optimal using man-
ual mode, and can not reflect the superiority of mathematical model. Our next work is to 
obtain CPG parameters with learning or optimizing algorithm by the assist of mathe-
matical model to get more efficient gaits, such as side crawling and turning. Besides, we 
are also attempting to add some sensors to make the robot more intelligent. 
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Abstract. The synchronization of the cutterhead driving system of shield ma-
chines is affected by not only the nonlinearity of mechanical transmission 
mechanism and the characteristics of driving motors, but also their interaction. 
In this paper, dynamics of the motor-driving system of the cutterhead is ana-
lyzed, and the interaction mechanism between motors and gear transmission 
unit is studied. Then the mathematical model of the cutterhead driving system 
with consideration of gear frequency cycle error and backlash, and the parame-
ter difference of driving motors is presented. Simulations show that the pro-
posed model provides a useful guidance for improving the control strategy of 
the cutterhead driving system.  

Keywords: Cutterhead; Synchronization; Electromechanical coupling. 

1   Introduction 

The shield machine is a kind of technology-intensive major engineering project 
equipment for tunnel excavation, and its main unit is cutterhead. The rotary driving 
system of cutterhead generally needs to have the characteristics of high power, high 
torque output, and continuously bidirectional adjustable speed [1,2]. Because the mo-
tors-driving rotary system not only can start at rated load, regulate speed smoothly, 
but also have high efficiency, and be easy to maintain, it is getting more and more 
application in shield machines.  

The driving system structure is shown in Fig.1. When a mechanical load is driven 
by multi motors, it requires the motors with consistent dynamic performances and 
even loads. Nevertheless, the driving system of cutterhead is a strongly coupled 
nonlinear system. Its gear transmission usually has gear frequency cycle error and 
gear backlash, which results in limit cycle oscillations, unstable vibration of low 
speed and turning errors, etc [3,4]. Because of the interaction of gear frequency cycle 
error, gear backlash and differences in motor parameters, pinion driving shaft load 
torque distributes unevenly, which also affects the motors' synchronization perform-
ance. The sudden load change, manufacturing error or improper control during the 
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actual project may make one or several small gear shafts suffer sudden increase  
in torque, even over the ultimate torque, then it will lead to shaft broken. Therefore, 
the dynamics of the cutterhead driving mechanism and the factors affecting its  
coordination should be analyzed in depth, and then the methods to improve system 
coordination should be studied.  

Currently, the related researches mainly involve the study of multi-motor synchro-
nized driving servo system, which focus on the impact of the backlash on the system, 
and the anti-backlash control method [5,6]. However, mechanical and electrical cou-
pling problem is not considered. And with regard to the cutterhead driving system, 
there is no research on the electromechanical coupling model with consideration of 
gear frequency cycle error, backlash effect, and differences in motor parameters. 

Based on the analysis of the transmission mechanism of the cutterhead driving  
system, an electromechanical coupling model is build up. And the simulation of a 
cutterhead driving system is performed with MATLAB/Simulink. 

Motor Reducer Gear

Flange Cutterhead
Motor Reducer Gear

Motor Reducer Gear

Motor Reducer Gear

Motor Reducer Gear

Motor Reducer Gear

The gear 
drive unit

 
Fig. 1. The structure chart of the cutterhead driving system of shield machines 

2   Electromechanical Coupling Mathematical Model of the 
Cutterhead Driving System 

Actual operating experience has shown that the main factors affecting the synchroni-
zation of the cutterhead driving system are the nonlinearity of transmission mecha-
nism and the driving motors' synchronization performance. In the transmission gear 
unit, non-linear factors mainly include gear frequency cycle error and gear backlash. 
On the other hand, parameter differences of the driving motors of the cutterhead have 
a great impact on synchronization performance. To study multi-motor synchronous 
control strategy requires the establishment of the system mathematical model taking 
into account the above factors. 
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2.1   The Kinetic Equation of the Cutterhead Driving System  

For the vector controlled motor, the stator current is control variable. Oriented by ro-
tor field in the two-phase synchronous rotating coordinate system (MT coordinate 
system), the torque formula is 

1 2
m

e p t
r

L
T n i

L
ψ= . (1) 

where Te is electromagnetic torque, np is the number of rotor pole-pairs, Lm is mutual 
inductance between stator and rotor, Lr is rotor self-inductance, it1 is torque compo-
nent of stator current, ψ2 is rotor flux. 

For the ith motor, the motion equation can be expressed as 

i
i ei i

i

T
J T B

h
ω ω= − −& . (2) 

where J is moment of inertia, ω is angular speed of motor, Tei is electromagnetic 
torque corresponding to the ith motor, B is friction coefficient, Ti is the driving torque 
of the small gear corresponding to the ith motor, and hi is the reduction ratio corre-
sponding to the ith motor. 

     
Fig. 2. Shield gear transmission mechanism      Fig. 3. Gear transmission system model 

The transmission mechanism structure of shield machine and its model are shown 
in Fig.2 and Fig.3 respectively. Due to the manufacturing errors, installation errors, 
component elastic deformations, lubrication differences, temperature differences and 
so on, the ideal uniform distribution state of load among the gear train is difficult to 
achieve. The difference among motors' parameters or motor disturbance will make the 
uneven load distribution among small gears further intensified. 

The dynamic equation of the ith small gear is 

'( , )
i

i
i i i i i

i

T
K f x b m x C x

r
= ⋅ + +&& & . (3) 
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Where, i=1, 2 , …, n. n is the number of small gears, and the ith small gear corre-
sponding to the ith motor; ri is the radius of small gear; Ki is the gear meshing coeffi-
cient corresponding to the ith small gear; b is mesh clearance; mi is the quality of the 
ith small gear; xi is the micro-displacement of the ith small gear along the acting line; 
Ci is the meshing damping coefficient; xi′ is the relative displacement between the ith 
small gear and the ring gear, that is  

( )' sin
i i ring pri c rix x x E tω ϕ= − − + . (4) 

where xring is the micro-displacement of the ring gear along the acting line; Epri is the 
equivalent integrated gear frequency error; ωc is the tooth meshing frequency; φri is 
the initial phase. The gear backlash nonlinearity function is 

' '
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Equation (5) can be written as 

( )'( , ) sin
i i i ring pri c ri if x b x x E tα ω ϕ β⎡ ⎤= − − + +⎣ ⎦ . (6) 
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Therefore, the dynamic equation of the small gear is 
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And the dynamic equation of the ring gear is 
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where Tload is the load torque; rring is the radius of ring gear; mring is the mass of ring 
gear. 
 



314 J. Sun et al. 

In summary, the state equation of the cutterhead driving system with consideration 
of gear frequency cycle error and backlash effect is 
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The model takes into account the difference of parameters among the motors. Mesh-
ing movement is achieved by the interaction of gear elastic and viscous friction. But 
in general, viscous friction is negligible. In addition, due to manufacturing errors and 
mechanical errors will cause gear mesh clearance, therefore the frequency error and 
tooth backlash effect is considered. 
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2.2   Multi-motor Synchronous Control Strategy 

Currently, most cutterhead driving system of the shield machine uses master-slave 
control strategy combined with current balanced control method [7,8]. The control 
principle is to retain the current loop of every driving motor, make the current loop 
signals of the master and the slaves in parallel, and make the motors’ dynamic re-
sponse the same by adjusting the corresponding parameters of the motors’ current 
loop, so that the slaves’ torque can follow the master’s torque and ensure multi-motor 
operation synchronized and the load distribution balanced automatically. The system 
structure is shown in Fig. 4. 

As shown in Fig.4, ASR is the speed controller, and ATR is the torque controller 
(generally using PI in actual projects). The motor #1 works as the master motor, and 
the others is the slaves. The speed loop of main motor retains complete, and the slaves 
work at the speed open-loop state. All the slave motors achieve speed synchronization 
with the master through the gears meshing. 
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Fig. 4. The control structure of the cutterhead driving system using master-slave control strategy 

3   Simulation Analysis  

The electromechanical coupling simulation model of the cutterhead driving system is 
build under Matlab. The shield machine for analysis includes six driving motors with 
the master-slave control strategy. Let the motor #1 is the master. There exist differ-
ences among the motors’ parameters that the master’s stator resistance value is 3% 
higher than others. The rated power of the motor is 190kW, and the reducer reduction 
ratio is 1:100. The diameter of the shield cutterhead is 11.97m, the rated torque is 
14000 kN·m, and the number of gear ring and gear teeth is 174 and 14 respectively. 
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Fig. 5. The snap load of the cutterhead which changes from 3600 kN·m to 14500 kN·m at the 
3rd second 

 
Fig. 6. The torque difference between the master motor and the slaves when the comprehensive 
gear frequency error amplitude is 100μm 

 
Fig. 7. The torque difference between the master motor and the slaves when the comprehensive 
gear frequency error amplitude is 300μm 

The cutterhead load has the step change(as shown in Fig.5). The backlash value is 
100μm. And the comprehensive gear frequency error amplitude is 100μm and 300μm 
respectively, the corresponding torque differences between the master motor and the 
slaves are shown in Fig.6 and Fig.7 respectively. As shown in the figures, with the 
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increase of gear frequency error magnitude, the balance effect of motors' load come 
worse. The larger the gear frequency error is, the greater the torque difference become 
when the cutterhead load change suddenly. The results agree with the actual situation. 

Using the master-slave control strategy, the gear frequency cycle error has a great 
impact on the balance the transmission drive shaft torque. The instantaneous mutation 
of the load on the cutterhead because of qualitative changes (as shown in Fig.5) 
makes that the drive shaft corresponding to the main motor gets the most instantane-
ous sharing of the whole load torque (as shown in Fig.6 and Fig.7). And due to the 
torque master-slave control strategy, the drive shaft torque corresponding to the slave 
motors rises instantaneously in pace with the master motor. When the instantaneous 
torque exceeds the allowable torque of the drive shafts, series of off-axis phenomenon 
may occur. 

4   Conclusion 

The cutterhead driving system is a multivariable, strong coupled, complicated nonlin-
ear system. The existing of gear frequency error, backlash and motors' parameters 
difference affects the system coordination. The paper studies systematically the elec-
tromechanical coupling relationship of the system, and establishes the mathematical 
model of the cutterhead driving system with consideration of the influencing factors 
above, which is simulated under Matlab platform. Simulation results show that the 
model can reflect the impact of gear frequency error, backlash and motors' parameters 
difference on the system coordination. It lays the foundation for the further research 
on the simulation, analysis approach to improving the synchronization coordination of 
the cutterhead driving system. 
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Abstract. This study focuses on the dimension synthesis of a three-DOF 
spherical parallel manipulator which can be used for orientation fine-tuning of 
segments in shield tunneling machine. Several performance indices are intro-
duced by taking into account the motion/force transmissibility. The workspace 
of the manipulator is discussed. The process of determining the optimum geo-
metric parameters is presented with respect to the performance chart. The ma-
nipulator that has good motion/force transmissibility in the whole workspace is 
identified. 

Keywords: spherical parallel manipulator, transmission index, segment assembly. 

1   Introduction 

In the field of development of underground space, shield tunneling machines have 
been widely used in subway tunnels, channel tunnels, and other kinds of tunnels. 
Segment assembly device is one of the key sub-devices of shield tunneling machine, 
and its effectiveness has a large influence on the rate of advance. Since the segment 
has a large weight, it is hard to precisely achieve its required pose. This will seriously 
lower the efficiency of segment assembly. Thus, orientation fine-tuning of the seg-
ments is necessary for shield tunneling machine. As is well known, parallel manipula-
tors have the advantages of a compact structure, high stiffness, and a high load/weight 
ratio. A spherical three- degree-of-freedom (DOF) parallel manipulator can be used as 
the orientation fine-tuning manipulator for segment assembly device in shield tunnel-
ing machine to adjust the orientation of a segment about any axis. 

For spherical three-DOF parallel manipulators, there are many types of structures. 
One of the most popular structures is the 3-SPS-1-S manipulator as shown in Fig. 1(a). 
Here, S and P stand for spherical and prismatic joints, respectively, and the joint with an 
underlined symbol is actuated. Many efforts have been contributed to this manipulator. 
Ji and Wu [1] studied the forward kinematics of the 3-DOF spherical parallel manipula-
tor. Several works [2], [3], [4], etc. investigated the singularity of the manipulator, and 
presented the computation and representation of the singularity loci. In [5], topology 
optimization of the 3-SPS-1-S manipulator was studied to determine design parameters 
                                                           
* Corresponding author. 
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based on the condition number of the manipulator Jacobian matrix over the entire work-
space. In the design of parallel manipulators, the most commonly used performance 
indices are the the local conditioning index (LCI) [6] and the global conditioning index 
(GCI) [7]. However, a recent study [8] found serious inconsistencies when these indices 
were applied to the design of mixed-DOF parallel manipulators (those employing both 
translations and rotations). Wang et al. [9] found that the LCI was ineffective when 
applied to a planar parallel manipulator with only translational DOFs. To eliminate 
singularity and its near configurations, the LCI was used by most researchers. A good-
condition [10] or effective workspace [11] is usually defined in terms of a specified 
minimum LCI. This minimum LCI is arbitrary since a definite value cannot be assigned. 
It is not possible to define a mathematical distance from the current pose to a singular 
configuration for a parallel manipulator by using LCI. The authors therefore think that it 
should be careful to use LCI in the design of parallel manipulators. Being counterparts 
of serial robots, parallel manipulators are always good at motion/force transmission but 
not just dexterous manipulation. An index that evaluates the motion/force transmissibil-
ity of parallel manipulators should be figured out. 

In this paper, several transmission indices will be introduced to evaluate the mo-
tion/force transmissibility of the 3-SPS-1-S parallel manipulator. Dimensional optimi-
zation of the manipulator will be achieved by using these indices. During the dimen-
sion optimization, the parameter design space is first established, performance chart is 
then plotted. The process of determining the optimum geometric parameters is pre-
sented with respect to the performance chart.  

2   Description of the Orientation Fine-Tuning Manipulator 

2.1   Architecture  

Figure 1(a) shows an orientation fine-tuning manipulator. Since its moving platform 
is connected to the fixed platform through three identical SPS legs and one passive S 
joint, it can be referred to as the 3-SPS-1-S parallel manipulator. The three P joints are 
actuated. The moving platform can only rotate along an axis passing through the cen-
ter of the passive S joint, thus the center is referred to as the rotation center of the 
moving platform. 

As shown in Fig. 1(b), Ai and Bi (i=1, 2, 3) are the centers of the S joints that con-
nected to the moving and fixed platforms. 1 2 3A A A  and 1 2 3B B B  are both two equilat-

eral triangles. The origins of the global and moving coordinate systems, i.e., O xyz-  

and O x y z′ ′ ′- , are both at the rotation center O. The moving coordinate system 

O x y z′ ′ ′-  is attached to the moving platform. The z′ -axis passes through the center of 

the moving platform and is perpendicular to the equilateral triangle 1 2 3B B B . The S 

joint centers 1A  and 1B  always lie in the planes O xz-  and O x z′ ′- , respectively. 

There are four geometric parameters in the manipulator. Since the fixed and moving 
platforms are both equilateral triangles, the radiuses of their circumcircles are ex-
pressed by 1r  and 2r , respectively. Parameters 1h  and 2h  represent the distances from 

the origin O to the planes 1 2 3A A A and 1 2 3B B B , respectively. 
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(a) (b)
 

Fig. 1. An orientation fine-tuning manipulator: (a) kinematic structure; (b) kinematic scheme. 

2.2    Orientation Representation 

During the orientation fine-tuning of segments, the manipulator usually needs to achieve 
some required motions, i.e., roll, pitch, and yaw. Hereby, the Roll-Pitch-Yaw angles 
( , , )α β γ  are used to represent the orientation of the moving platform. With respect to 

the global coordinate system O xyz- , the rotation matrix can be expressed by  

( , ) ( , ) ( , )

c c c s s s c c s c s s

s c s s s c c s s c c s

s c s c c

Z Y Xα β γ
α β α β γ α γ α β γ α γ
α β α β γ α γ α β γ α γ
β β γ β γ

=
− +⎡ ⎤

⎢ ⎥= + −⎢ ⎥
⎢ ⎥−⎣ ⎦

R R R R

 (1) 

where c and s represent the operators of cosine and sine, respectively. 

3   Definition of Transmission Indices 

The function of a mechanism is to transmit motion/force from its input member to its 
output member. Mechanisms should transmit force in order to balance the payload on 
the output member. During force transmission, the arising internal wrench, namely 
the transmission wrench, can be expressed by the transmission wrench screw (TWS). 

Transmission indices must be defined in order to evaluate the motion/force trans-
mission performance of the manipulator. Screw theory will be employed in this study 
to define the motion/force transmission indices. Then, the screw theory will be briefly 
introduced in the next section. 

3.1   Foundation of Screw Theory  

The instantaneous motion of a rigid body can be represented by using a twist screw. A 
twist screw can be expressed in the form of Plücker coordinates as 
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* * *
1 1 1 1 1 1 1 1 1 1( ) ( )w w L M N P Q R= = =$ $ ω v； ， ， ； ， ， , (2) 

where w  is the amplitude of the twist screw 1$ , and 1$  is the unit twist screw or the 

normalized twist screw ( $  in italics represents a unit screw). A wrench exerted on the 
rigid body can be expressed as a wrench screw in the form of Plücker coordinates as 

* * *
2 2 2 2 2 2 2 2 2 2( ) ( )f f L M N P Q R= = =$ $ f τ； ， ， ； ， ， , (3) 

where f  is the amplitude of the wrench screw 2$  and 2$  is the unit wrench screw or 

the normalized wrench screw. 
The reciprocal product between the two unit screws 1$  and 2$  is  

* * * * * *
1 2 2 1 2 1 1 2 1 2 1 2 2 1 2 1 2 1L P M Q N R L P M Q N R= ⋅ + ⋅ = + + +o + +$ $ f v τ w . (4) 

This defines the instantaneous power between the unit wrench and the unit twist. 
When the reciprocal product of 1$  and 2$  equals zero, the unit wrench represented by 

2$  will apply no work to the rigid body. The rigid body therefore moves along the 

unit twist screw 1$ . 

To evaluate the effectiveness of motion/force transmission, an index is defined as  

1 2

1 2 max

ρ =
o

o

$ $

$ $
. (5) 

Here 1 2 max
o$ $  represents the potential maximal magnitude of the reciprocal product 

of 1$  and 2$ . The larger the value of ρ , the more effectively the power is transmit-

ted from the wrench to the twist. This indicates a better motion/force transmission. 
Hereby, ρ  is referred to as the power coefficient. 

3.2   Local Transmission Index (LTI)   

For the 3-SPS-1-S manipulator, there is a transmission wrench in each SPS leg. In leg 

i, the transmission wrench is a pure force along the line i iA B , and the unit TWS can 

be expressed by 

( ; ) ( ; )T i i i i i i i= × = ×$ t a t t b t ( )1,2,3i = , (6) 

where it  stands for the unit vector along the line i iA B , and ia  and ib  represent the 

vectors from origin O to the S joint centers iA  and iB , respectively. 

When keeping the P joint in leg i actuated and fixing the other two P joints, only 
the power from the P joint in leg i can be transmitted to the moving platform, and  
the transmission wrenches in other two legs become constraint wrenches. The  
manipulator can then be considered as a single-DOF mechanism. In this case, the 
instantaneous unit motion of the moving platform is represented by a unit twist 
screw Oi$ . 
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The power coefficient between the TWS T i$  and the twist screw Oi$  is defined as 

the transmission index of leg i. It can be represented by  

max

T i Oi

i

T i Oi

η =
o

o

$ $

$ $
( )1,2,3i = . (7) 

Here, the determination of the index 1η  is presented. When fixing the P joints in the 

second and third legs, the two transmission wrenches in these legs become constraint 
wrenches for the moving platform. In other words, two more constraint wrenches are 
exerted on the moving platform. Actually, the two constraint wrenches can be consid-
ered as two constraint moments, and the constraint wrench screws can be represented by 

2 2 2(0; )r
T = ×$ a b , (8) 

3 3 3(0; )r
T = ×$ a b . (9) 

Then the instantaneous unit motion of the moving platform can be represented by  

( ) ( ) ( ) ( )( )1 2 2 3 3 2 2 3 3 ; 0O = × × × × × ×$ a b a b a b a b . (10) 

We may get  

( ) ( ) ( )
( ) ( )

2 2 3 3 1 1

1 1

2 2 3 3

T O

× × × ⋅ ×
=

× × ×
o

a b a b a t
$ $

a b a b
. (11) 

Since the axis of 1T$  always passes through the S joint center 1B , the potential maxi-

mal magnitude of the reciprocal product of 1T$  and 1O$  is equal to the distance from 

1B  to the axis of 1O$ . As shown in Fig. 2, maxd  represents the distance from 1B  to the 

axis of 1O$ . Then we get 

1 1 maxmaxT O d=o$ $ . (12) 

Substituting (11) and (12) to (7), the index 1η  can be obtained. The other two trans-

mission indices can be determined in the same way. 
When one of the transmission indices is small, the manipulator has poor  

motion/force transmissibility. When all of the input and output transmission indices 
are large, the manipulator is said to be good at motion/force transmission. The trans-
mission index for the whole manipulator is then defined as 

{ }min , ( 1,2,3)i iλ η= = . (13) 

Since λ  will be different in different configurations, λ  is referred to as the local 
transmission index (LTI). The value of λ  ranges from 0 to 1. A larger λ  indicates 
better motion/force transmission.  
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Fig. 2. Relationship between TWS and output twist screw 

3.3   Global Transmission Index (GTI) 

The LTI can only judge the effectiveness of motion/force transmission in a single 
pose. A parallel manipulator is usually designed to achieve a set of poses instead of 
one. Therefore, the behavior of the manipulator in a set of poses should be considered. 
Then, the global transmission index (GTI) is defined based on the definition of GCI in 
[11] as 

W

W

dW
Γ

dW

λ
= ∫
∫

, (14) 

where W  represents the workspace of the moving platform (it will be discussed in the 
next section). A larger Γ  usually indicates better motion/force transmissibility during 
the whole workspace. 

4   Workspace 

In the definition of workspace, the first problem is how to determine the original 
orientation of the moving platform. For the 3-SPS-1-S manipulator, the moving 
platform is usually parallel to the fixed platform at its original orientation. In  
this study, the moving platform is defined at its original orientation when the pitch 
and yaw angles are both zero, i.e., 0β γ= = ° . Then the roll angle α  needs to be 

determined. 
By giving the manipulator a group of parameters as 1 1.2r = , 2 0.8r = , 1 1.0h = , 

and 2 0h = , Fig. (3) illustrates the relationship between LTI and roll angleα . It can 

be seen from Fig. (3) that the LTI reaches the maximum 0.9925 at 39α = ° . It means 
that (39 , 0 , 0 )° ° °  is the best original orientation for this manipulator. With different 

geometric parameters, however, the best value of α  for the original orientation will 
be different. Hereby, when the geometric parameters of the manipulator are given, the 
roll angle of the original orientation is defined as the angle at which the LTI has the 
maximum value by fixing 0β γ= = ° . 
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Since the 3-SPS-1-S manipulator is used for orientation fine-tuning of the segment, 
there is no need to have a very large workspace. Hereby, the workspace of the  
manipulator is defined as [ ]0 020 , 20α α α∈ − ° + ° , [ ]20 , 20β ∈ − ° ° , and [ ]20 , 20γ ∈ − ° ° , 

where 0α  represents the roll angle of the original orientation. 

5   Dimension Optimization 

It is well known that the performance of a mechanism is closely related to its geomet-
ric parameters. In this section, the process of optimizing the geometric parameters is 
presented to enable the manipulator to achieve good motion/force transmission per-
formance during the workspace. 

For the 3-SPS-1-S parallel manipulator, there are four geometric parameters, 1r , 

2r , 1h  and 2h . In this study, a class of 3-SPS-1-S manipulators with 2 0h =  is only 

investigated since the manipulator with 2 0h =  will have a relative small space vol-

ume. Then there are three parameters, i.e., 1r , 2r , and 1h  left to be optimized. 

 

Fig. 3. Relationship between LTI and the roll angleα  

5.1   Parameter Design Space 

In order to show the relationship between performance and the design parameters, the 
design concept introduced in [12] is extended to the 3-SPS-1-S manipulator. The first 
step is to set up the parameter design space. 

As stated in [12], the performance of a manipulator with r1, r2, and h1 may be simi-
lar to or identical with  that of a manipulator with Dr1, Dr2, and Dh1, where D is any 
positive number. For the manipulator studied here, all the three parameters 1r , 2r , and 

1h  can be considered as non-dimensional parameters. Letting them meet the following 

equation [12], i.e., 

1 2 1 3r r h+ + = . (15) 
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(a) (b)  

Fig. 4. Parameter design space of the 3-SPS-1-S parallel manipulator 

Then it is possible to reduce a three-dimensional problem to a two-dimensional one. 
For the manipulator studied here, parameters 1r , 2r , and 1h  should be 

1 2 1

2 1

0 , , 3r r h

r r

< <⎧
⎨ <⎩

. (16) 

Based on (15) and (16), the parameter design space can be established as the triangle 
LMN (shown in Fig. 4(a)). Meanwhile, it can be changed to a two-dimensional form, 
which makes it easier to plot an atlas. By using 

2

1 13 3 3

p r

q r h

=⎧⎪
⎨
= + −⎪⎩

, (17) 

two orthogonal coordinates p and q can be utilized to express 1r , 2r , and 1h . The 

design space in planar configuration is the triangle LMN as shown in Fig. 4(b). 

5.2   Atlas of GTI 

Based on the definition of GTI in Section 3.3, it is possible to obtain the GTI of any 
non-dimensional manipulator in the parameter design space. The atlas shown in Fig. 5 
can then be plotted to illustrate the relationship between GTI and geometric parame-
ters 1r , 2r , and 1h .  

5.3   Optimization Process   

In this section, the optimization process based on the atlas in Fig. 5 can be summa-
rized as below: 

Step 1: Identify an optimum region in the parameter design space. Letting GTI≥0.94, 
an optimum region can be identified (shown as the hatched region in Fig. 6) by using 
the atlas in Fig. 5. The optimum region includes all possible solutions of the non-
dimensional parameters 1r , 2r , and 1h . It should be noted that the optimum region is 

dependent upon the design requirement. In other words, the optimum region can be 
changed when the design requirement is different. 
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Step 2: Select a solution from the optimum region. Although all the solutions in the 
optimum region meet the design requirement GTI≥0.94, one of them should be se-
lected for the geometric parameters of the manipulator. Actually besides GTI, practi-
cal situation of the application should always be taken into account for the selection 
of the solution. 

 

Fig. 5. Atlas of GTI of the 3-SPS-1-S parallel manipulator 

As mentioned previously, the 3-SPS-1-S parallel manipulator is used for the orien-
tation adjustment of the segment. Thus the manipulator is part of the segment assem-
bly machine. Considering the limited space in the shield tunneling system, the volume 
of the segment assembly machine should not be very large, then the occupation space 
of the 3-SPS-1-S manipulator should be as small as possible. This means parameters 

1r  and 1h  should be comparatively smaller. Meanwhile, a holding mechanism for 

segments will be fixed in the moving platform, thus the area of the moving platform 
should be large enough. In other words, 2r  should not be very small. For these rea-

sons, the manipulator with parameters 1 1.05r = , 2 0.6r = , and 1 1.35h =  is selected 

from the optimum region here. Then we may get 1 2 1: : 7 : 4 : 9r r h = . 

Step 3: Determine the dimensional parameters 1R , 2R  and 1H . In this step, a factor D 

is needed to be determined first [12]. This factor can be obtained by comparing the 
practical space provided for the manipulator to the occupation space of the non-
dimensional manipulator selected from the optimum region. For the 3-SPS-1-S ma-
nipulator studied here, its occupation space is mainly dependent on the radius ( 1R ) of 

the circumcircle of fixed platform. Hereby, we suppose that 1 700mmR = . Then, we 

get 1 1 666.67mmD R r= = . Accordingly, 2 2 400mmR D r= ⋅ =  and 1 1 900mmH D h= ⋅ = . 

Step 4: Check whether the dimensions obtained in Step 3 is fit for a practical design 
or not. In Step 3, the dimensional parameters were determined as 1R = 700mm, 
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2R = 400mm and 1H = 900mm. In this step, it is necessary to check the dimensions to 

make sure that the holding mechanism can be fixed in the moving platform well and 
any other item needed in practical design. If it works, proceed to Step 5; otherwise, 
return to Step 2, and select another group of non-dimensional parameters from the 
optimum region, then repeat Steps 3 and 4. 

Step 5: Calculations of the corresponding index and input range. For the 3-SPS-1-S 
manipulator with 1R = 700mm, 2R = 400mm, 1H = 900mm and 2H = 0mm, the origi-

nal orientation of the moving platform can be obtained as (60 , 0 , 0 )° ° °  based on the 

definition in Sec. 4. When the moving platform is at its original orientation, the LTI 
of the manipulator reaches its maximal value 0.9979. The GTI of the manipulator is 
0.9428. As to the input range, the link lengths ( 1,2,3)i iA B i =  yield to 

[ ]1015.4mm, 1167.4mm . 

Notably, if the input range is not suitable for a commercial actuator, return to Step 
2 and select another group of non-dimensional parameters, or return to Step 1 and 
identify another optimum region. 

 

Fig. 6. An optimum region for the 3-SPS-1-S parallel manipulator when GTI≥0.94 

6   Conclusion 

This paper addressed the dimension optimization of the 3-SPS-1-S parallel manipula-
tor which can be used as an orientation fine-tuning manipulator for segment assembly 
device in shield tunneling machine. Two performance indices, i.e., local transmission 
index (LTI) and global transmission index (GTI), were proposed by taking into ac-
count the motion/force transmissibility of the manipulator. The original orientation of 
the moving platform was defined, based on which the workspace was determined. 
The GTI atlas in parameter design space was illustrated. By giving a design require-
ment of GTI, an optimum region including all possible optimum solutions for a re-
quirement can be identified from the design space. In addition, considering practical 
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situation of the application, a group of geometric parameters were selected from the 
optimum region. 
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Abstract. This paper presents a new electro-hydraulic control system for screw 
conveyor device of shield tunnelling machine. The control model of the system is 
established, in which arotation and gate movement compound control approach 
is applied. It utilizes the motor speed feedback to design an outer loop and cylinder 
velocity feedback as an inner loop to realize flow rate disturbance compensation. 
Simulations are done and results are presented to verify the effectiveness and 
rationality of the proposed driving system and its control strategy. 

Keywords: shield screw conveyor hydraulic control. 

1   Introduction 

Shield tunnelling machine (shield for short) is a modern construction machinery do-
minating the tunneling field [1]. Characterized by quick and safe construction, high 
automation, and environment friendliness, it is beyond all question that the shield 
tunneling machine is the most promising and competitive equipment in underground 
space technology.  

Screw conveyor system, driven by electro-hydraulic system, plays a fundamental 
role during the earth pressure balance (EPB) operations particularly for a correct ap-
plication of the face pressure [2]. A screw conveyor extracts the soil from the head 
chamber, allowing control of the volume of soil excavated by the machine to balance 
the earth pressure in the head chamber [3]. Mainly composed of screw conveyor and 
hydraulic gate, which is positioned at the rear end of the conveyor [4], the screw con-
veyor system has three functions: muck disposal, water blocking by discharged muck 
sealed in the screw, keeping earth pressure balance by timely adjustments of rotation 
or opening on the basis of earth pressure monitoring. Fig. 1 shows the screw conveyor 
system in shield machine. 

The present screw conveyor hydraulic system uses two pumps to supply pressure 
oil to screw motor and gate cylinder independently, which is rather complicated. For 
the sake of simplicity and economy of the system, just one variable displacement 
pump is used to supply pressure oil both to the motor and cylinder in the new system. 
However, the new screw conveyor hydraulic system is inherently compounded. The 
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compound internal relationship is adverse and undesirable, because the motor speed 
should be adjusted in accordance with the needs of EPB system rather than be af-
fected by other disturbance. Hence, the major challenge involved in the proposed de-
sign of the control system is how to decouple the two actuators effectively. Without 
proper measures, the revolution speed of screw conveyor will be affected greatly re-
garding to the following simulation results. 

This paper mainly deals with the disturbance compensation and control technology 
of the rotation and gate movement compound system. Firstly, a screw conveyor sys-
tem with disturbance compensation and control technology is presented. It typically 
consists of a variable displacement pump, of which the displacement is adjustable 
according to the constant motor speed and the fluctuating of gate opening. Then the 
modeling, control design and dynamic simulations of the screw conveyor system are 
carried out. Finally, some beneficial conclusions are presented. 

 

Fig. 1. The screw conveyor system in shield machine 

2   System Modeling 

2.1   Screw Conveyor System 

To prevent the occurrence of ground heave or settlement during shield excavating, the 
earth pressure balance must be achieved either by adjusting thrust speed to change 
intake volume or by adjusting screw conveyor speed to change discharge volume. 
According to [5], the thrust speed is generally determined based on geological conditions 
and should be set as high as reasonably possible in practice. That is to say, the earth 
pressure balance is more widely realized by controlling the discharge volume timely. 
Screw conveyors are widely used for transporting and/or elevating particulates at 
controlled and steady rates [6]. Control of the excavation process of an earth pressure 
balance (EPB) tunnelling machine depends on control of the soil flow through the 
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screw conveyor [7]. Hence, the electro-hydraulic system for screw conveyor must be 
able to adjust the motor speeds in real-time according to earth pressure. 

Fig. 2 shows the hydraulic circuit diagram of the screw conveyor system in shield 
machine. As shown in this figure, the variable displacement pump 6 integrated with a 
proportional electromagnet supplies pressure oil to motor and cylinder, by which 
screw conveyor and gate are driven respectively. The displacement of the pump is 
regulated in accordance with the desired motor speed and cylinder velocity variation 
in the pump controlled motor system. In order to examine the rotation speed of the 
screw conveyor, an angular speed sensor 15 is applied. The measured earth pressure 
signal from the working chamber is transmitted to the proportional amplifier of the 
pump to adapt the output flow, thereby the desired rotation speed of screw conveyor 
or opening of gate is fulfilled [5]. The control block of the hydraulic motor driving 
system is illustrated in Fig. 3. 

 

Fig. 2. Hydraulic circuit diagram of the screw conveyor system in shield machine 
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2.2   Mathematical Model 

In pump displacement regulating process, based on the assumption that servo valve 
orifices are matched and symmetrical, the linearized servo valve flow equation is 

l q v c cq k x k p= −
 

,                        (1) 

Where ql  denotes the cylinder flow rate, kq denotes the valve flow gain, xv denotes the 
spool displacement, kc denotes the valve flow-pressure coefficient, and pc denotes the 
load pressure. The forward flow equation of the displacement changement mechanism 
piston chamber is 

1 1
1 1 2 1( )p

p id ed
p

dx V dp
q A C p p C p

dt tβ
= + − + + ,               (2) 

and the return flow equation of the piston chamber is 

2 2
2 1 2 2( )p

p id ed
p

dx V dp
q A C p p C p

dt tβ
= + − − − ,             (3) 

Where Ap is the effective piston area, q1 is the forward flow rate, q2 is the return flow 
rate, xp is the piston displacement, Cid is the internal leakage coefficient, Ced is the ex-
ternal leakage coefficient, p1is the forward chamber pressure, p2is the return chamber 
pressure, V1is the volume of forward chamber, V2is the volume of return chamber, and 
βp is the effective bulk modulus of system. 

In order to simplify the dynamics analysis of the system, the load flow represented 
by the average of forward and return flow is described as 

 1 2

2l

q q
q

+
= .                             (4) 

Equations (2), (3), and (4) can be combined to yield 

 
4

p t c
l p tp c

e

dx V dp
q A C p

dt dtβ
= + + ,                    (5) 

where Ctp is the total leakage coefficient, and Vt is the total volume in both chambers. 
The dynamics equation of the cylinder is described as 

 
2

2

p p
p c e p p

d x dx
A p m B kx

dtdt
= + + ,                  (6) 

where me is total equivalent mass, Bp is the viscous damping coefficient, and k is the 
stiffness of the centering spring. If we confine ourselves to the vicinity of one partic-
ular operating point, the relationship between the piston displacement and pump con-
trol angle can be approximately described as 

 pk xγγ =  ,                           (7) 
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where γ is the pump stroke angle and kγ is the coefficient between piston displacement 
and stroke angle. The displacement of the pump is described as 

 p pD k γ=  ,                           (8) 

where kp is the displacement gradient of pump control. Therefore, the output flow rate 
of the pump is 

 ( )pout p p ip l r ep lq n D C p p C p= − − − ,               (9) 

where np is the rotation speed of the pump, Cip is the internal leakage coefficient of the 
pump, Cep is the external leakage coefficient of the pump, pr is the pressure at the inlet 
of the pump approaching to zero, and pl is the pressure at the outlet of the pump. The 
dynamic voltage equation for the coil is 

 ( ) v
v

dxdi
u t L iR k

dt dt
= + +  ,                   (10) 

where u is the input voltage, L is the inductance, i is the current, R is the total resis-
tances of the circuit, and kv is the counter electromagnetic force constant. Because the 
current force characteristic of proportional solenoid is approximately linear, the out-
put electromagnetic force can be written as 

 M FF k i= ,                         (11) 

where FM denotes the electromagnetic force, and kF denotes current force gain. The 
force equilibrium relationship of the valve spool is 

 
2

2
v v

M v v v

d x dx
F m D k x

dtdt
= + +  ,                  (12) 

where mv is the mass of the spool, D is the coefficient of viscous friction, and kv is the 
stiffness of the centering spring. The flow continuity equation for the main oil way is 

 pout p gq q q= +  ,                        (13) 

Where qp is the flow rate at motor inlet, and qg is the flow rate at cylinder inlet. The 
flow continuity equation for the forward chamber of the screw conveyor motor can be 
written as 

 0( ) m l
p im l m em l m

m

d V dp
q C p p C p D

dt dt

θ
β

= − + + +  ,           (14) 

where Cim is the internal leakage coefficient, Pm is the pressure at motor outlet ap-
proaching to zero, Cem is the external leakage coefficient, Dm is the volumetric dis-
placement, θm is the angular displacement, βm is the effective bulk modulus, and V0 is 
the total volume of forward chamber. Assuming lumped constants to describe the 
load, the torque balance equation of screw motor is 

 
2

2
m m

m l t m l

d d
D p J B T

dtdt

θ θ
= + +  ,              (15) 
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where Jt is the total inertia moment of motor and load(referring to motor shaft), Bm is 
the total viscous damping coefficient, and Tl is the load torque. 

Applying Laplace transformation to all above equations yields the transfer function 
of the control system. The block diagram of rotation and gate movement compound 
control system is shown in Fig. 3. 
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Fig. 3. Block diagram of rotation and gate movement compound control system 

In the tunnel construction process, additives are often injected into the working 
chamber to improve the characteristics of the excavated soil so that it is plasticized and 
easy to convey [8]. Based on this assumption, the intake rate of the shield soil chamber is 

 2
iq R vπ=  ,                           (16) 

where R is the radius of cutter head and v is the thrust speed. The discharge rate by 
screw conveyor is 

 2
o eq Tnπρ=  ,                          (17) 

where ρ is the radius of the screw vane, T is the screw pitch, and ne is the angular 
speed of screw conveyor determined by the EPB system. The flow continuity equa-
tion for plasticized earth will be 

 ( ) e e
i o ep e o

e

V dp
q q C p p

dtβ
= + − +  ,                (18) 

where Ceq is the external leakage coefficient, pe is the earth pressure in chamber, p0 is 
the leakage earth pressure approaching to zero, Ve is the volume of the chamber, and 
βe is the bulk modulus of the stuffs in chamber. 

Fig. 4 shows the screw conveyor speed regulating process in discharge-mode me-
thod of EPB control [9].Applying Laplace transformation to the above three equations 
yields the transfer function of speed setting system. The block diagram is illustrated in 
Fig. 5. The initial value of coil voltage is calculated with the set value of screw con-
veyor speed. 
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Fig. 4. Flow chart of discharge volume control 
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Fig. 5. Block diagram of the screw conveyor speed setting process 

2.3   Control Design 

In the practical excavating process, there are coupling relations between thrust veloc-
ity and screw conveyor angular speed. Once the thrust speed is set based on the geo-
logical conditions, the screw conveyor is also definite and should be maintained at a 
relatively constant value so as to keep the variation of shield chamber pressure within 
one acceptable range. 

Fig. 6 shows the working principle of the compound control system. Both the motor 
and cylinder are driven by one pump, thus the desired motor speed will be affected by the 
fluctuating gate opening, if no measure is taken to compensate the flow rate variation. 

en

 

Fig. 6. Principle of rotation and gate movement compound control 
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As is shown in Fig. 4, if we regulate the input voltage of the pump displacement 
changement valve, the angular speed of motor can be changed in the end. The vol-
tage-flow characteristic of the pump is shown in Fig. 7 according to manufacturer`s 
catalogue. The motor speed is measured with an angular speed sensor equipped inside  

the conveyor, and is converted into velocity parameter to be fed back so as to fulfill 
the outer loop. By comparing the reference and feedback signals, errors are produced 
and then sent to controllers after being transferred into electrical signals.  

The gate opening is measured with displacement sensor equipped inside the cy-
linder, which is simultaneously converted into velocity parameter, and then the for-
ward flow rate is calculated. Furthermore, the flow rate parameter is converted into 
voltage applied to the pump displacement control valve to increase or decrease the 
pump displacement to compensate the flow rate variation to fulfill the inner loop. In 
this way, the total flow rate varies in accordance with the cylinder flow rate, so the 
flow rate into the motor can be maintained at a constant value and a relatively stable 
motor speed can be obtained. The major innovative aspect of the approach utilized in 
the design of the control system is the double loop control algorithm. The inner loop 
works to have the control system make fast response to the gate movement, and the 
outer loop works to raise the system stable accuracy. Hence, both the dynamic and 
steady state performances are improved. 

3   Simulation 

The simulation is carried out in AMESim environment [10], as shown in Fig. 8.The 
model of the pressure reducing valve is conducted with the tool of HCD in the soft-
ware while some other components having little relations to the control process are 
neglected. Here the load of the screw conveyor is represented with a revolving varia-
ble viscous model according to the soil mechanics [11]. The parameters involved in 
the simulation are set in accordance with the actual system and listed in Table 1, 
where vg denotes the cylinder speed. 

Table 1. Values of simulation parameters 

 

Fig. 7. Voltage-flow characteristic of the pump 

Parameters Values 

Tl 10000Nm 

Dm 1300ml/r 

nemax 24.6r/min 

nemin 10.5r/min 

vgmax 1.5m/min 

vgmin 1.1m/min 
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In the simulation, we investigate the performance of the system under two sets of 
typical working conditions: a) Cylinder is at low speed while the motor works at low 
and high speed respectively, b) Cylinder is at high speed while the motor works at 
low and high speed respectively. Here, LCS, HCS, HMS and LMS are used to 
represent low cylinder speed, high cylinder speed, high motor speed and low motor 
speed respectively for short. The screw conveyor speed and cylinder speed parameters 
are illustrated in Table 1. Fig. 9 shows the simulation results of screw conveyor sys-
tem under the first set of conditions, where ne1 is revolution speed with compensation 
andne2 is revolution speed without compensation. Fig. 13 shows screw conveyor 
speed under the second set of conditions. It can be seen that the screw conveyor revo-
lution speed is influenced severely by the hydraulic gate opening fluctuating if there is 
no speed compensation. Comparing the speed curves illustrated in Fig. 9 and Fig. 13, 
we can naturally derive that the proposed control strategy is able to perform the dis-
turbance compensation function both under high and low speed conditions. As a  
result, the motor speed can be maintained at a relatively constant value. In the simula-
tion, the gate opening begins to vary from the initial value at the 5th second. At the 
same time, the flow rate compensation mechanism begins to change the flow at the 
pump outlet. Fig. 10 and Fig. 14 illustrate the pump flow, motor flow and cylinder 
flow under the first and second sets of conditions respectively. The simulation results 
of cylinder flow and compensation flow (qc) under the four different conditions are 
shown in Fig. 11, Fig. 12, Fig. 15 and Fig. 16 respectively. By comparing the cylinder 
flow and compensation flow, the flow rate compensation effect is more clearly 
shown. 

 

Fig. 8. Simulation model in AMESim 
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Fig. 9. Motor speed under LCS condition 
 

Fig. 10. Flow rate under LCS condition 

Fig. 11. Compensation flow HMS-LCS 

 

Fig. 12. Compensation flow LMS-LCS 

 

Fig. 13. Motor speed under HCS condition 
 

Fig. 14. Flow rate under HCS condition 

 

Fig. 15. Compensation flow HMS-HCS

 

Fig. 16. Compensation flow LMS-HCS 



Rotation and Gate Movement Compound Control of Screw Conveyor Hydraulic System 339 

4   Application 

The electro-hydraulic control system with disturbance compensation has been suc-
cessfully applied in the field application by now. This system has great superiority 
over the double-pump system in terms of structure simplicity and economy. The 
problem resulted from the undesired system internal coupling relationship has also 
been solved effectively with the compound control strategy. The realization of rela-
tively stable screw conveyor speed provides a desirable precondition of the easier 
realization of earth pressure balance.  

5   Conclusion 

Based on the theoretical and simulation analysis, the following conclusions can be 
drawn. 

(1) The compensation flow is almost equal to the cylinder flow when the system is in 
equilibrium. Hence, flow rate compensation mechanism is functional. 

(2) The screw conveyor speed can be maintained at a relatively constant speed by 
adjusting the flow rate feedback coefficient under different work conditions. 

(3) Rotation and gate movement compound control of screw conveyor system with 
flow rate disturbance compensation is effective and the new screw conveyor sys-
tem can satisfy the requirements of EPB system. 
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Abstract. In order to make good use of ANSYS/LS-DYNA, the overlapping 
nodes method is first applied to establish the TBM cutter’s rock-breaking 
model. The modeling procedure is further discussed. By running the self-
compiled program, the sharing node in rock’s adjacent finite elements is auto-
matically split into two nodes and than welded together by adding the failure 
constraint connection. Finally, by comparing and analyzing the example, the 
conclusion can be drawn that the 2D simulation model using the overlapping 
nodes method can better simulate the dynamic evolution process of rock crack, 
relative to the traditional modeling method. The shape of crack is fine and  
accords well with the experimental phenomena. 

Keywords: the overlapping nodes method; TBM cutters; numerical simulation; 
crack expansion. 

1   Introduction 

The research on rock-breaking mechanism of TBM cutters has an important signifi-
cance for prediction of TBM’s performance and design of cutter heads. The rock-
expansion mechanism under the action of TBM cutters is one of the most crucial 
problems in this research. 

Numerical simulation can not only repeat the process of initiation and propagation 
of rock crack, but also can easily make quantitative analysis of crack system, so it is 
more popular than conventional experiment in this field. Compared with UDEC soft-
ware based on distinct element method and some other based on meshless method, the 
explicit integral dynamics analysis program ANSYS/LS-DYNA has more material 
types and is more widely used in solving some dynamical problems [1-3]. 

Unfortunately, the adjacent elements in the rock model which is conventionally  
established in ANSYS/LS-DYNA share nodes [4]. The slip of neighbor elements 
doesn't obviously appear, that is to say, the inter-granular crack of rock model  
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can’t be simulated. Simultaneously, in the rock-breaking process, the program may 
automatically delete the failing elements, so rock crack even has no time to survive 
before it can be observed by people. 

In order to resolve this problem, the overlapping nodes method is added into the 
conventional modeling process in ANSYS/LS-DYNA. The automatic transformation 
from sharing nodes to overlapping nodes is realized by compiling the Matlab program 
and then the overlapping nodes are welded together. Finally, a computing example 
show how the model is established by the overlapping nodes method and the different 
effect between two methods. 

2   Principle of the Overlapping Nodes Method 

The finite element model conventionally created by ANSYS/LY-DYNA is called 
sharing nodes model in which adjacent elements share the same nodes (node No.3 
in Fig. 1a). By using the overlapping nodes method, we split the sharing node into 
two overlapping nodes (node No.3 and node No.2003 in Fig. 1a) and then adds a 
failure constraint connection (red lines in Fig. 1a) to weld them together [5]. When 
TBM cutter is cutting the rock, if the connection between the overlapping nodes 
fails, a crack is created and then will spread rapidly along the elements. The appli-
cation of the overlapping nodes method in 2D model is essentially the same as in 
3D model. 

 
a) 2D model                                                   b) 3D model 

Fig. 1. Schematic diagram of the overlapping nodes method 

What we should pay attention to is that if the rock material doesn't add additional 
failure pattern, the elements with the failing connection will just break but not be de-
leted. In this case, the rock mesh will become too contorted to continue the procedure 
by the action of cutter. In order to solve this problem, *MAT_ADD_EROSION card 
can be used to add another failure criteria such as the biggest operation time of com-
puting time and the largest main strain and so on. 
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3   The Application in Numerical Analysis 

3.1   The Modeling Procedure  

As shown in Fig. 2, a 2D geometric model which consists of a TBM cutter and a 
piece of rock is initially created by PRO/E and then introduced into ANSYS. Mesh 
it and generate the original finite element model in an ordinary way. A list  
file (*.lis) containing the coordinate information of nodes and the information  
of elements is exported by ANSYS. Delete the rock model and run the  
self-compiling program which uses the list file as input. An APDL command file 
(ANSYS.txt) which could produce the overlapping nodes automatically and re-
build the finite element of rock model in ANSYS is automatically generated. A key 
file (KEY.txt) which could be copied to the corresponding position in k file (*.k) 
and complete the final modeling process by welding the overlapping nodes is also 
obtained. 

 

 

Fig. 2. Modeling diagrams 

3.2   The Self-compiling Program  

Referred to Fig. 3, we have compiled a Matlab program to achieve the goal of auto-
matic transformation. 

3.3   Data File Created by the Self-compiling Program 

Taking the 2D model (as shown in Fig. 1a) for example, let the element length be 
0.005mm. ANSYS.txt file is shown in Fig. 4a. KEY.txt file is shown in Fig. 4b. 
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Part I                                                        Part II 

 

Fig. 3. Program flow chart 

   

a) ANSYS example file                 b) KEY example file 

Fig. 4. Example files created by self-compiling program 
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4   Numerical Example Analysis 

4.1   Introduction of Numerical Examples 

For simplicity, this paper only introduces the application in 2d modeling of rock 
breaking by a standard TBM cutter. Choosing the concrete as a rock material, the size 
of the specimen is 0.03m×0.05m, and the model scale is 1:1. 

4.2   The Establishment of Finite Element Model 

As shown in Table 1, the material type of rock is set as JOHNSO-HOLMGUIST [6]. 
The main parameters of the specimen are listed in following table. Other material 
parameters of model are based on the experimental data [7]. MAT_ADD_EROSION 
is used to add modes of additional tensile stress of concrete failure in order to prevent 
the extreme distortion of the grid in simulation process. Use the material type RIGID 
to simulate TBM cutter. Other parameters and element attributes are set as Table 2. 

Table 1. Material parameters of rock 

Density  [kg/m3] 2440 
Uniaxial Compressive Strength of quasi-static  [MPa] 48 

Shear modulus  [GPa] 14.86 
Maximum static tensile stress  [MPa] 4 

Table 2. ANSYS material model and element attributes  

Project 
Element 

Type 
Element 
Option 

Element Size 
(mm) 

Element 
Number 

Material Model 

disc-cutter PLANE 162 Plane stress 1 560 *MAT_RIGID 

Concrete PLANE 162 Plane stress 0.1 150000 
*MAT_ADD_EROSION 

*MAT_JOHNSON_HOLMQUIST_
CONCRETE 

*CONTACT_2D_AUTOMATIC_SINGLE_SURFACE is used as the contact algorithm be-
tween TBM cutter and rock. The cutting speed of the cutter is set to 0.1m/s, and the cutting 
depth is 0.007m. The final models are shown in Fig. 6. 

4.3   Numerical Analysis Results 

The numerical result by using the conventional modeling methods is shown as fol-
lows in Fig. 2. 

The simulation result obtained by the overlapping nodes method is shown in Fig. 6. 
In the process of the initial invasion, the rock at the bottom edge of TBM cutter has 
deformed under the enormous compressive stress. The elements are removed by pro-
gram when the distortion has reached the preset value. In Fig. 6a the cone failure ap-
pears at the bottom edge while the end region has generated a number of small Hertz 
cracks. Micro-cracks at the edge of conical failure zone tend to spread outward. Fail-
ure zone is under the high confining pressure conditions. Therefore the destruction 
does not occur, as shown in Fig. 6b. In Fig. 6c, primary radial and middle cracks con-
tinue to propagate while some cracks formed a new branch of bifurcation at the same 
time. By the overlapping nodes method, we can get precise simulation of a series of 
acts of expansion and bifurcation the generation of rock propagation. 
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a) t=0.016488                       b) t=0.022491 

    
c) t=0.028493                        d) t=0.034496 

Fig. 5. Simulation results obtained by using the conventional modeling method 

    
a) t=0.016488                   b) t=0.022491 

    
c) t=0.028493                  d) t=0.034496 

Fig. 6. Simulation results obtained by the overlapping nodes method 

To sum up, we can draw the conclusion that the effect of the conventional mod-
eling method is not as obvious as the effect of the overlapping nodes method  
under the same precision of element grids. The conventional modeling method  
requests for more precise element grid. Lindqvist, who did series of experiments  
in 1994, had observed and recorded the real evolution of the crack [8]. It is easy to 
say that the simulation result is consistent with the experimental phenomena by 
comparison. 
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5   Conclusion 

The 2D model established by the overlapping nodes method can better simulate the 
dynamic process of crack production and expansion at the same precision level. Crack 
patterns are consistent with the experimental phenomena. However, there are still 
some defects in this method. For example, the self-compiling program will consume a 
great deal of computer resources. This method needs to be further improved. 
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Abstract. A series of numerical experiments was performed to simulate rock 
fragmentation by TBM (Tunnel Boring Machine) disc cutter. We used the large 
non-linear dynamic finite element software ANSYS/LS-DYNA to simulate 
three-dimensional dynamic process of two disc cutters cutting soft rock. The in-
formation such as when disc cutters combined, the fore disc cutter’s has effect 
on the rear disc cutter under different cutting phase angle, and the soft rocks 
stress field of the disc cutters at its corresponded load steps and so on are ob-
tained, what’s more, the results had been carefully analyzed. The simulation  
results shows that, with the increase of phase angle of the two adjacent disc cut-
ters, there is little change in the average lateral force and the average rolling 
force of the rear cutter. When the phase angle equals to 120°, the average verti-
cal force obtains its minimum, and the maximal external lateral force of the rear 
cutter is larger than its maximal internal lateral force, then the lateral unbalance 
force points to inside. This conclusion provides basic data for the structural de-
sign of cutter head and engineering construction maintenance. The conclusion 
can be used as a guide for the further research of TBM cutters’ rock fragmenta-
tion mechanism and can provide a reliable foundation for the improvement of 
the design of TBM cutters. 

Keywords: TBM; soft rock; disc cutter; phase angle. 

1   Introduction 

Reasonable exploitation and utilization of underground space have been gradually 
recognized as the best way to promote the sustainable development of society and 
protect environment by both at home and abroad nowadays, which can solve the  
increasingly shortage of the construction land and the land resources. The TBM con-
struction has the advantages of good control groundwater seepage and surface subsi-
dence, no influence of underground water and ground transportation, construction and 
project cost controlled, relatively small construction risk, so it is widely used in the 
construction of subway tunnels, drainage tunnels and large cross-river tunnels both at 
home and abroad[1-2]. In the process of cutting rock, reasonable arrangement of cut-
ters for best cutting performance is essential to the continuous effective excavation of 
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shield turning machine. And it is the key technology for excavation cost reduction. 
The selection of an appropriate cutters phase angle is not only the major factor of the 
cutter head’s dynamic balancing, but it is also important parameter for the cutting 
efficiency of cutters[3-5]. 

Literature [6-12] makes the simulation of the disc cutter cutting rocks and numeri-
cal simulation analyses of the disc cutter breaking rocks with different methods sepa-
rately. However, little research has been conducted on the phase angle of TBM disc 
cutters presently. Therefore, in this paper, we choose appropriate soft rock constitu-
tive model, employ the explicit dynamics analysis software ANSYS/LS-DYNA to 
make numerical simulation in the cutting soft rock process, researches the fore cut-
ter’s influence on the rear cutter under different cutting phase with combination of 
cutters and the soft rock’s stress field of both the disc cutters at its corresponded load 
steps. The result can provide basic data for the structural design of cutter head and 
engineering construction maintenance and can be used as a guide for the further re-
search of TBM cutters’ rock fragmentation mechanism and provide reliable founda-
tion for the improvement of the design of TBM cutters. 

2   Material Constitutive Model 

In the numerical simulation of the cutting soft rock process, it is particularly critical to 
determine the material constitutive relation. In this study, we adopt the 
*MAT_JOHNSON_HOLMGUIST_CONCRETE material model in the LS-
DYNA970. It is an elastic-plastic constitutive model introducing damage factor based 
on Ottosen four parameters failure criteria [13], and its constitutive model is 
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In the formula: D stands for damage factor. fPP ′=′′ / , P stands for actual pres-

sure, 
′

cf  represents quasi-static uniaxial compressive strength. 0/* εεε &&& = , ε&  

stands for the actual strain rate, and 0ε&  is the reference strain rate. A stands for the 

rock dimensionless viscous constants, B stands for dimensionless pressure coefficient 
of strengthening, c stands for strain rate coefficient, and N stands for dimensionless 
pressure hardening exponent. 
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In the formula: pεΔ  represents the equivalent plastic strain, pμΔ  is the equivalent 

plastic volume strain. cfTT ′=′′ / , T stands for the maximum static material tensile 

stress, D1 and D2 stands for material damage constants. 
P stands for pressure; it is the volumetric strain function (including permanent  

collapses state). According to the rock fracture damage constitutive model, the  
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relationship between stress and volume strain can be divided into three stages, as is 
shown in figure 1. 

The first stage is linear elastic stage 

crush

crush
elastic

p
K

μ
=  (3) 

In the formula: crushP and crushμ stand for yield stress value and volume strain value 

in the uniaxial compression test. 
The second stage is transitional stage. In this stage the air is gradually pressed out 

from rock gap, so it produces plastic volume strain, using interpolation method to 
calculate stress: 

crushlock

lock

crushlock

lock

pp

pp

μμ
μμ
−
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−
−
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In the formula: lockp  and lockμ  stand for the pressure and volume strain of the mate-

rial compaction point. 
The third stage is close-grained stage, considering p is the function of volumetric 

strain μ , namely: 

3
3

2
21 μμμ kkkp ++=  (5) 

In the formula: ( ) ( )locklock μμμμ +−= 1/ for modified volumetric strain, 

1/ 0 −= ρρμ  stands for standard volumetric strain, ρ  stands for the current den-

sity of rock, 0ρ stands for the initial density of rock, k1、k2、k3 stand for material 

constants. 1/ 0 −= ρρμ grainlock , at this time, the air in the rock is all pressed out of 

the gap, and grainρ  stands for dry density of rock. 

 

Fig. 1. Relationship of pressure and volumetric strain 
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3   Numerical Model 

3.1   The Building of Finite Element Model  

For the observed certain type of TBM’s cutter head, the phase angle of the layout in 
the disc cutter ranged from 25.3° to 178.6°. We developed the following simulation 
experiments with the following phase angle: 60°、90°、120°、150°、180°. Figure2 
is the global graph when the phase angle difference is 60°. Establish the three-
dimensional finite element model of the disc cutter at 1:1 size ratio. Sector cement 
concrete specimen thickness is 0.06m. And inter radius is 1.929ｍ, the outer radius 
2.071m respectively. The fan-shaped angle is 10°. The cutter body intimately  
contact with the cutter ring so that the cutter can drive the cutter ring to cut the rock. 
Considering the connection of accuracy and computational time, we adopt the 
solid164 hexahedron- eight node elements to mesh generation. The model showed in 
Figure3.  
 

 

Fig. 2. The global graph when the phase angle is 60° 

 

Fig. 3. The finite element model of the rock’s fracture by disc cutter  

In the simulating process, we choose rigid body model to describe the cutter ring, 
and cutter body described by elastic-plastic body. The specific parameters: density 
7850Kg/m3, elastic modulus 210GPa, Poisson’s ratio 0.3. The main properties of soft 
rock model list: density 2240kg/m3, hear modulus 12.61GPa, the static yield strength 
of 37.1MPa, maximum principal stress 3MPa in stretching mode. 
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3.2   The Determination of the Construction Parameters 

Choose disc cutter’s cutting depth to be 8mm, cutter head’s rotational speed to be 
6r/min. In the study, two inner cutters are fixed 2m from the center of the cutter head. 
Thus the revolution angular rate of the disc cutter is 0.628rad/s.  

The contact of the cutter with the soft rock can be seen as area contact of the rigid 
body with the soft body. In the rock-cutting process, severe nonlinear failure occurred 
in the soft rock. Continuously, the soft rock units fail and new soft rock units start to 
contact with the disc cutter. The purpose of the adoption of the erosion contact model 
is to assure that when those failed elements was removed, the rest elements can still 
contact with the disc cutter. We use penalty function to describe the eroding contact 
model in the simulation. 

We choose the coefficient of friction to be 0.2 considering the friction of the cutter 
with the rock. And the maximum of the friction should be restricted in the simulation 

to avoid the unreasonable result. Set the viscous friction coefficient 3/0σ=VC , 

0σ  is the yielding stress of the rock material. 

4   Simulation Results and Analysis 

Figure 4 shows stress distribution of the soft rock in the process of the fore and 
rear cutter’s cutting soft rock. When equivalent stress of the rock is over the 
maximum tensile strength set by the rock material’ failure criterion, the rock will  
be pulled apart. As the rock was pulled, the rock bits was fractured from the  
contact department of cutting edge; and then the rock will be fractured, the  
elements lose effectiveness thus be removed. As a result, the rock material is di-
vided into two parts, one is what has been cut, the other is the remains not. From 
the Figure4, we can conclude that when the second disc cutter cut the soft rock, the 
maximum stress is obviously less than that when the first disc cutter cut in the 
corresponding load step. Therefore, it is easier to fracture the rock after the rolling 
process. 

According to the simulating result, we can figure the average three-direction 
forces and the maximum medial and lateral forces of the rear disc cutter. They are 
showed in the Figure5 and Figure6. In the rolling process, there is an unbalanced 
lateral force whose force volatility can cause the cutter head lateral loose, result  
in the circlip displacement or fracture failure. Further, it will cause the lateral move-
ment of the cutter ring and the lateral imbalance force. The rear disc cutter is  
subjected to a bigger maximum external lateral force than the maximum internal 
lateral force and the composite force points to the medial. With the increase in  
phase angle of two adjacent disc cutters, there is not much difference in the average 
lateral force and the average rolling force of the rear cutter.  What we can conclude 
is that the average vertical force achieved the minimum value when the phase  
angle is 120°. 
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Fig. 4. The equivalent stress of the rock in corresponding forces. The first row on the left: The 
eighth load step of the fore cutter; The first row on the right: The eighth load step of the rear 
cutter; The second row on the left: The thirteenth load step of the fore cutter; The second row 
on the right: The thirteenth load step of the rear cutter. 

 

Fig. 5. The average three-direction forces of the disc cutter when double cutters break the rock  
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Fig. 6. The maximum medial and lateral forces of the disc cutter when double cutters break the 
rock  

5   Conclusions 

(1) A finite element dynamic model based on ANSYS-LS/DYNA software is es-
tablished to simulate the rock fracture process when the rock is forced by two disc 
cutters in different phase angle. The result is able to reflect the real process. 

(2) The equivalent stress of the rock in different load step is obtained. In the corre-
sponding load step, when the second disc cutter cutting the soft rock, the maximum 
stress is obviously less than the first disc cutter. 

(3) The average three-direction forces and the maximum medial and lateral 
forces have been obtained when disc cutters at different phase angle cut the rock one 
after another. And we summarized the regulations to provide the basis to arrange the 
disc cutter in the cutter head. 
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Abstract. In order to solve the problems of data access and low accuracy on the 
shield tunnelling machine construction site, a test bed that can simulate the 
shield tunnelling machine cutter head’s cutting performance is designed. The 
test bed’s box uses a fixed cutter head and a turning material bin. The whole 
configuration is designed to a welding framework. The cutter head is designed 
to a spoke form. The fixing angle and the distance between different cutters can 
be adjusted at random. The propelling and loading system of the test bed are 
controlled in an electro-hydraulic proportional control manner. It can be used to 
test the single factor and multiple factors that influence the cutter head’s cutting 
performance. 

Keywords: shield tunnelling machine; test bed; cutter head; hydraulic system. 

1   Introduction 

The shield tunnelling machine is a kind of construction machinery that widely used 
which find wide use in tunnel construction of city subways, railways, highways and 
water conservancy. It can realize the tunneling driving process factory production of 
geotechnical cutting, slag discharge, tunnel supporting, the control of ground settle-
ment and so on [1]. The cutter head is an important part of the shield tunnelling  
machine, whose function is cutting the soil. Because the process of cutting the soil is 
complex and the circumstance is tough and the testing instruments’ requests for cir-
cumstance and worksite are restricted, it is always difficult to solve the field meas-
urement of shield tunneling machine cutter heads. At present, foreign companies such 
as Mitsubishi, Herrenknecht, several domestic universities and companies have al-
ready working in this field, and developed some different functional test devices.  
By laboratory simulation, scholars have done many research works in the hydraulic 
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control, attitude adjustment, tunneling process excavation process, the design of the 
cutter head [2-4]. But the current test apparatus have certain limitations, and the rock 
breaking mechanism and the cutter head design are little researched, it is an urgent 
need to develop a more advance shield tunnelling machine test device, which provides 
the experimental basis for the research of rock breaking mechanism, cutter head’s 
cutting performance and load character. Therefore we can deeply explore the single 
factor and multiple factors mechanism that influence cutter head’s cutting perform-
ance. It is very important practical significance and strategic significance, that it has 
great realistic significance and strategic significance for solving the contradiction 
between domestic market demands for large-scare excavation equipments and the 
relatively hysteretic technical level, and enhancing our country’s independent innova-
tion capability and core competitiveness in equipment manufacturing industry.  

So we designed a test bed with novel structure, small occupation of land, better 
overall stability, flexible assembly and adjustable cutter space and phase angle. Keep-
ing all the above aspects in mind, a test rig is designed as a part of ongoing research to 
study the cutter head’s cutting performance. The test bed has novel structure, small 
occupation of land, better overall stability, flexible assembly and adjustable cutter 
space and phase angle. 

2   The Structure Design of Test Bed 

The test bed overall dimension is 2220×1550×3100mm, and total weight is about 17 
tons. The test bed’s three-dimensional structural schematic diagram is showed in the 
following figure 1. The external structure of the test bed is mainly welded frame. The 
body is made up of a upper beam that fixed in the stent’s upside and a lower beam 
that fixed in the beam’s downside. The hydraulic cylinder is installed inside the upper 
beam, and the lower beam is fixed by anchor bolts. The cutter head is fixed together 
with the slider, and the piston rod of the hydraulic cylinder pushes the cutter head and 
the slider to straightly move up and down. 

A guide device is distributedly installed in the inner side of the slider’s four corner 
in the test bed body. The body adopts the inner wedged type four corner and eight 
 

    

Fig. 1. Three-dimensional structural schematic diagram of the test bed 
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plane guide way which guides and supports. The schematic diagram of the guide 
device is shown in Figure 2. Guide rail (7) is fixed in the inside of the pillar by 
screw(8). There is a copper guide that is fixed beside both sides of the guide, and the 
copper guide is connected with guidepost(2) by screw. Guidepost is fastened with 
slider (4) by screw. There is a wedge(3) which is fixed between the slider and the 
guidepost, and the inclined plane of the wedge is in contact with the inclined plane of 
the guidepost. By adjusting the contacting inclined plane between guidepost (2) and 
wedge (3), the precision of the guide is controlled. Gasket (5) is installed in between 
the slider and the guidepost. The clearance between guidepost (2) and slider 4 can be 
adjusted by adjusting gasket (5). Set screw (1) is installed in the wedge (3), and the 
setscrew’s upper end passes through wedge (3) to support and act on the slider. By the 
upward motion of set screw (1), the contacted the guidepost moves up and down or 
left and right, so as to the clearance between copper guide rail(6)and guide rail(7) is 
adjusted. The adopted guide can endure bigger torque and load, and avoid the dead-
lock and asynchronousness when the cutter header propels [5]. 

Simplifying the cutter head in the shield tunneling machine, the structural sche-
matic diagram of the cutter head is showed in the figure 3. The cutter head is in a 
 

 

Fig. 2. The schematic diagram of the guide device: (1)set screw; (2)guidepost; (3)wedge; 
(4)slide; (5)gasket; (6)copper guide rail; (7)guide rail; (8)screw; (9)screw for guidepost; 
(10)screw for wedge; (11)screw for copper guide rail; 

 
Fig. 3. Three-dimensional structural schematic diagram of the cutter header 
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spoke form, and there are 6 spokes that make up the cutter. The diameter of the cutter 
head is 1200mm. There are reserved holes in every poke that used to install cutting 
tools including hobs, cutter, etc. The test bed can be used to single cutter or multi 
cutter test, and the phase angle and the cutter pitch are adjustable at random. There is 
a ball type single row slewing bearing installed on the upper surface of the lower 
beam of the test bed. The above the slewing bearing is a material bin. The slewing 
bearing’s turning motion is driven by a hydraulic motor. The material bin contains the 
cutting object that is concrete or rock. The diameter of the material bin is 1500mm. 
The maximal opening height of the cutter header and the material bin is 650mm. The 
center of the cutter header coincides with the material bin’s center. 

3   Hydraulic Systems of Test Bed 

According to the functional requirements of the cutter cutting test bed, the test bed use 
the manner controlled by hydraulic system. As required real-time adjustment of the 
load pressure and turning speed, the system is a typical electro-hydraulic proportional 
control system. Test hydraulic system principle diagram is shown in Figure 4. 
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Fig. 4. Hydraulic system diagram of shield cutter cutting test bed: (1)filter; (2)motor; 
(3)hydraulic pump; (4)proportional relief valve; (5)pressure gauge; (6)check valve; (7)high 
pressure filter; (8)proportional velocity regulating valve; (9)two-position two-port electromag-
netic valve; (10)three-position four-port electromagnetic valve; (11)hydraulic lock; (12)  
balance valve; (13)hydraulic pressure transducer; (14) hydraulic cylinder; (15) reducer; (16) 
hydraulic motor; (17) relief valve; (18) shuttle valve; (19) electro-hydraulic valve; 
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3.1   Cutter Head Propulsion System 

The cutting of cutting cutter shield machine test bed can conduct the pushing up and 
down linear motion along the slide rail promoted by vertical cylinder. The hydraulic 
system uses quantitative pump, the control part is composed of the proportional relief 
valve, proportional velocity regulating valve, two-position two-way solenoid direc-
tional control valve, three-position four-way solenoid directional control valve, re-
lated supporting valve and detecting element. The nominal pressure of oil cylinder is 
650KN, and stroke is 700mm. When the cutter header is advancing, the two-position 
two-port electromagnetic valve (9) loses the power, and the system pressure oil flows 
through the proportional velocity regulating valve(8.1), and then the left posi-
tion(1YA) of the three-position four-port electromagnetic valve(10) is electric, and 
the pressure oil flows through the left position of the valve (10), and then flows into 
the hydraulic lock(11), and passes through the balance valve (12) and enters the top of 
hydraulic cylinder (14), and pushes down the hydraulic cylinder piston rod. In the 
promoting process, the speed of the advance can promote detection tested by build-in 
displacement transducer in real-time, and change into electric signal and feed back to 
the proportional velocity regulating valve(8.1), and the opening degree of valve con-
trol the promoting speed. The thrust pressure of the hydraulic cylinder is tested by 
hydraulic pressure transducer (13.1) and changed into electric signal and adjusted into 
the set pressure of proportional relief valve (4.1), and can adjust propulsion. By ad-
justing the ratio of proportional control valve and relief valve, the hydraulic cylinder 
can promote real-time speed and pressure control. Promoting the rollback of hydraulic 
cylinder, the left position (5YA)of the two-position two-port electromagnetic valve(9) 
is electric, and the proportional velocity regulating valve (8.1) is shorted, and the 
system offers large oil, and the right position (2YA)of three-position four-port elec-
tromagnetic valve (10) is electric. The pressure oil flows into the lower part of the 
hydraulic cylinder and pushes the piston rod to roll back quickly. When the working 
state is stopping, the hydraulic lock(11) can prevent leakage and the hydraulic cylin-
der does not fall because of gravity. When hydraulic cylinder is being returned lonely, 
the balance valve(12) can play the role of smooth movements [6-8]. 

3.2   Material Bin Rotary System 

The material bin rotary system has some features which are large power and a wide 
power range. Figure 4 is the main diagram of drive hydraulic system of the rotation 
material bin. By adjusting the three-position four-way valve electro-hydraulic valve 
(19) in Fig. 3, it can adjust the rotation direction of hydraulic motor. The speed of 
rotation material bin is adjusted by the hydraulic motor speed, and the motor speed 
signal is detected by sensors. After processing, the signal is fed back to the propor-
tional velocity regulating valve(8.2), which regulates valve orifice opening speed 
control, and can adjust the motor speed. The hydraulic pressure transducer (13.2) tests 
the pressure of hydraulic motor inlet, and the treated signal feeds back to the propor-
tional relief valve (4.2), and then the system pressure can be adjusted. Relief 
valves(17.1&17.2) play the role of security [9-10]. 
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4   Conclusions  

By analyzing the functional requirements of the cutting cutter shield machine test bed, 
we have designed a test bed, which can fix the cutter header and realize rotation of 
material bin. A test bed which can fix the cutter header and realize rotation of material 
bin is developed .The propulsion and loading of the test bed is controlled by the elec-
tro-hydraulic proportional control system, the test bed tests the single and multiple 
factors affect on the cutter header. The hydraulic cylinder working feed, motor rota-
tion speed, direction and working pressure are adjusted continuously in real time, and 
the material bin can realize the two-way rotation, and three states of hydraulic cylin-
der working feeds can be realized. The Hydraulic cylinder working feeds has three 
working states .That is, the constant pressure state ,the constant speed state ,the con-
stant cutting depth state. The constant pressure state is when the working is feeding, 
the cutter Hydraulic cylinder working feeds provides the constant pressure as well as 
the constant thrust force. The constant speed state is the oil cylinder maintains to the 
constant speed state as well as the constant propulsion speed. The constant cutting 
depth state is when the working feeds in a certain distance, the cylinder is lockable, 
and then the motor starts rotating. The designed test bed can accurately and effec-
tively complete the required tasks. 
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The Effect of TBM Hydraulic Piping System  
Parameters on FSI Vibration∗ 
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Abstract. The characteristics of the hydraulic piping system in Tunnel Boring 
Machine (TBM) are large slenderness ratio, high fluid pressure and low flow 
velocity. With the work conditions of TBM, the beam model of long straight 
pipe was established. Under consideration of fluid structure interaction (FSI) 
and simple supported conditions, oscillation equation of piping system was 
solved by vibration formation decomposition. Having analyzed the effect of 
piping system parameters on the first order inherent frequency by the method of 
sensitivity analysis, pipe length was the most significant effective factor on in-
herent frequency of pipe system. Considering the relation between fluid pres-
sure wave frequency and pipe inherent frequency, oscillation criteria based on 
the first order inherent frequency was put forward. Finally, optimized design 
was given for piping system design.  

Keywords: Tunnel Boring Machine, Piping system, fluid structure interaction, 
beam model, sensitivity analysis. 

1   Introduction 

Tunnel Boring Machine is typical high-power engineering equipment, which includes 
many complex hydraulic subsystems. Liquid-filled pipelines of the TBM between 
implementing and power sectors are very long, due to fluid structure interaction,  
the vibration of pipe is increased, and control signal is lagged feedback. Meanwhile, 
the effects of FSI are intensified by the valve closure, the changes of loads and even 
the impurities interfused in the oil. These also result in severe vibration of pipelines, 
and even there may be extreme conditions such as pipe’s cracking. At the same time, 
the work conditions of TBM are very complex, hydraulic propulsion system is always 
at variational load conditions as results in real-time changes of soil conditions in 
pushing process. Thus, it is significant to suppress pipe vibrations, to avoid resonance 
and to ensure the work safety of TBM’s hydraulic system by selecting the parameter 
of pipeline system [1] [2] [3]. 

In engineering application of TBM pipeline system, the ratio of piping length to di-
ameter is much larger than 1, as well as the ratio of thickness to diameter isn’t too 
smaller to be ignored, thus beam model is widely be used in the study of pipeline 
vibration. Paidoussis & Issid proposed a general model to describe lateral motion  
                                                           
∗

 This project is supported by the National Basic Research Program of China (973 Program, 
Grant No. 2007CB714004). 



364 X. Jinghua, T. Ke, and Y. Dawei 

of long straight pipe [4]. According to this model, many scholars deduced a few of 
similar form (add or ignore some items), and the conclusive results are: As the fluid 
velocity increases, natural frequency of the pipeline system is reduced because of the 
reduction of effective stiffness [5]; tremor instability will not occur at the pipeline 
which is fixed at both ends; Coriolis force have an important impact on the modality 
of pipeline system [6]. The purpose of this paper is to present oscillation criteria for 
the effect of liquid-filled piping system, as well as optimize measures. Based on the 
beam of long straight pipe, to ignore fluid gravity, structural damping and affect of 
tension-compression, under consideration of fluid structure interaction (FSI) and 
simple supported conditions, the process of deduction is described in detail to oscilla-
tion equation of piping system, and the front second order inherent  frequency are 
solved. To analyze the first order of inherent frequency by the method of sensitivity 
analysis, in all of the parameters in the pipe system, length of pipe is the most signifi-
cant factor to inherent frequency of pipe system. Considered the relation between 
fluid pressure frequency and pipe inherent frequency, oscillation criteria are described 
by basing on the first order of inherent frequency; at the end of the paper, combined 
with piping system status, optimize measures are set in design of pipe system. 

2   Vibration Equation of Straight Pipe by Simply-Supported at 
Both Ends 

Supposed fluid was stable, non-viscosity and incompressible, ignoring the gravity, 
structural damping and external pull and pressure of the pipe. Then, the beam model 
of the straight pipe both ends simply-supported is as shown in following Fig.1, the 
coordinate z defines the axial direction, while the coordinate x and y defines. 

 
Fig. 1. Diagram of the pipe Coordinate 

Adopting the method of Newtonian, describe the continuous pipe system and the 
equation of motion is as follows [7]: 

1
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T V Wδ ∗ − + =∫  (1) 

In the equation, δ  is variational operator, T is the bending momentum of pipes, V is 
pipe’s deformation potential, W  is the fluid’s lateral momentum.  

For the straight both ends simply-supported conveying fluid pipe, suppose that the 
pipeline’s and fluid’s lateral displacement are independent of each other, but meet the 
conditions of fluid flowing in the pipe under the conditions of fluid-structure interac-
tion. So then: 
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Application of Hamilton variation principle, we can gain the interaction vibration 
equations and boundary conditions as follows [8]: 
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In the equation:
p pM Aρ= , f fm Aρ= , M, m are mass per unit length of pipe and 

fluid respectively. EI is pipe’s bending stiffness, V  is steady-state flow rate. 

3   Solving Vibration Equation 

It supposes that radial displacement of pipe is the summation of various vibration 
modes, hence, ( , )y z t can be written as follow: 
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Substituting (6) into (5), one obtains in matrix form: 

{ }2 0jK m I aω⎡ ⎤− =⎣ ⎦  (8) 

The solution of equation (8) can be written as follow: {a}T= (a1, a2… an), where K is 
square matrix of order n, I is unit matrix. If {a}T have nontrivial solution, thus: 

2 0jK m Iω⎡ ⎤− =⎣ ⎦  (9) 

If considering the most simple approximate solution, equation (9) only contains two 
vibration modes, supposing aj=0(j=3，4，…), the relationship of vibration amplitude 
between the first and the second vibration modes can be written as: 
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This relationship indicates: when V and jω  have a certain matching relation, aj is  

approaching infinite, which is meaning divergence state. The simplest state is: the  
denominator of equation (10) is zero, as well as jω  =0, thus, critical flow velocity Vc is: 

c
f

EI
V

l m

π=  
(11) 

Substituting (11) into (10), the frequency equation is available as follow:  
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π π π πω ω ω
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(12) 

The first and the second orders inherent frequency jω =0 (j= 0, 1) are: 
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In expression (13):  
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(14) 

As well as nω  is basic vibration mode of inherent frequency for the pipe of two sim-

ple supported ends with still fluid. While the number of simple supported is N, inher-
ent frequency of long straight pipe with equal spans is 

4 4

4

( )
35.5 o i

n n

E d d
f

ml
λ −=  (15) 

Where nλ  represent frequency constant, thus,  

4 4

4

( )
2 71 o i

n n n

E d d
f

ml
ω π πλ −= =  (16) 

4   Sensitivity Analysis of the First Order Inherent Frequency 

Take the TBM of the Guangzhou Metro Line 2 as the model, the parameters were 
selected as following: flow velocity was Vf=1m/s, the thickness of pipe was 
δ=0.003m, the elastic modulus of the pipe was E=210GPa, the mass density was 
ρp=7800kg/m3, fluid density was ρf=890kg/m3, the bulk modulus was K=2.1Gpa. 
Single-span of pipe was set between 3m and 6m, considered one pipe clip would be 
loose in actual work, the length of pipe was selected between 3m and 15m in sensitiv-
ity analysis. The radius of pipe was set between 0.01m and 0.07m.  
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4.1   The Sensitivity of the Pipe Length to First Order Inherent Frequency  

In Fig.02, it shows the sensitivity of the pipe length to first order inherent frequency 
when R=0.01m (red solid line), R=0.03m (blue broken line), R=0.05m (green solid-
dot line), R=0.07m (black dot line). The sensitivity is negative, which means as the 
length of pipe increasing, first order inherent frequency is decreased. When the length 
is greater than 9m, the sensitivity keeps constant, close to 0. This situation should be 
avoided in the pipeline design process. 

 

Fig. 2. The sensitivity of the pipe length to first order inherent frequency 

The length of pipe is between 3m to 8m, the numerical value of the sensitivity is 
present in table01: 

Table 1. The sensitivity numerical value when pipe length between 3m to 8m 

The length of pipe (m) 
The radius 

of pipe(m) 
3 4 5 6 7 8 

0.01 -112.73 -47.56 -24.35 -14.09 -8.87 -5.94 

0.03 -266.38 -112.38 -57.54 -33.3 -20.97 -14.05 

0.05 -389.86 -164.47 -84.21 -48.73 -30.69 -20.56 

0.07 -494.49 -208.61 -106.81 -61.81 -38.92 -26.08 
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Supposed threshold value was -10, based on the parameter of TBM pipeline sys-
tem, the range of pipe radius range from 0.03m to 0.05m. According to table01, the 
length of single span pipe can be set from 3m to 5m. Due to this, if there is one pipe 
clip loosed, it will be still able to satisfy the safe requirements of the TBM working 
conditions. 

4.2   The Sensitivity of the Pipe Radius to First Order Inherent Frequency 

Fig.03 shows the sensitivity of the pipe radius to first order inherent frequency when 
L=6 m (red dot line), L=9 m (blue solid-dot line), L=12 m (green broken line), L=15 
m (black solid line).Mainly, when the pipe length is a fixed value, the effect of the 
pipe radius to first order inherent frequency is reduced by the pipe radius increasing. 
When pipe length is longer than 9m, the effect of pipe radius to inherent frequency 
tends to the similar. As the pipe length is between 3m to 9m, the effect of pipe radius 
to inherent frequency is greater by the pipe radius reducing. In Fig03, when pipe ra-
dius is between 0.01m and 0.06m, the sensitivity shows the following characteris-
tics� ( 6) ( 9) ( 12)j j jL L L

R R R

ω ω ω∂ ∂ ∂
= > = > =

∂ ∂ ∂
; when the pipe length is beyond 0.06m, the 

sensitivity keeps one constant. 

 

Fig. 3. The sensitivity of the pipe radius to first order inherent frequency 

4.3   The Effect of Flow Velocity to the Pipe Length to First Order Inherent 
Frequency 

The pipe length of single span is selected as 5m, the pipe radius is 0.05, other parame-
ter is as the same as above, the effect of flow velocity to the pipe length to first order 
inherent frequency is shown in Fig,04. 
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Fig. 4. The effect of flow velocity to the pipe length to first order inherent frequency 

Because the flow velocity in TBM pipeline system is low, supposed the range of 
the flow velocity was from 0m/s (quiescent condition) to 3m/s, the first order inherent 
frequency appears no changes in Fig.04. It proves the low flow velocity have no sig-
nificant effect in inherent frequency of pipe.  

5   Oscillation Criterion of Long-Distance Pipeline 

When the length of the pipe reaches threshold value, resonance phenomenon is easy 
to occur between the pipe and fluid. Only when pipe frequency is less than a certain 
value of fluid frequency, the occurrence of resonance phenomenon will be avoided, 
and the effect of vibration on the pipe and fluid will be reduced. For the liquid-filled 
piping system, frequency of oil pressure contains two types: coupling frequency of oil 
pumping from hydraulic pump, and frequency of the vibration caused by loading 
effect of valves in piping system. Moreover, the latter is the major factor. 

Frequency of oil pressure is normally written as follow:  

2
fa

l

π
ω =  (17) 

When the ratio of excitation frequency and pipe inherent frequency is greater than 0.5, 
probability of vibration is very large. As written as following:  

j

C
ω
ω
≥  

(18) 
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The constant C is decided together by the pipeline damping and the half-power band-
width of resonance region. According to literature [9], it is assumed the constant C 
equal to 0.5. Substituting (13)(17) into (10), one obtains: 

4 4
2 2 2 1/271 ( )

{ 4[1 ( ) ][4 ( )] }n o i

f c c

E d d v v
l A A

a m v v

λ −≤ − − − −  (19) 

Note that equation (19) is set, it can be deemed the vibration of pipe is within bounds; 
if equation (19) is NOT set, the vibration is visible and need to impose damping 
measures. 

While limiting velocity Vc is very large and the practical fluid velocity Vf is lim-
ited, it approximately is Vf/Vc=0. Equation (19) can be simplified as: 

4 4400 ( )n o i

f

E d d
l

a m

λ −≤  
(20) 

6   Conclusion 

(1) In the case of the selected radius (R=0.03-0.05m), the length of single-span 
pipeline should be limited to the range of 3-5m. Due to this, even if there was 
one pipe clip loosed, it would be able to satisfy the safe requirements of TBM 
working conditions. Meanwhile, both properly increasing the diameter and wall 
thickness and using the pipe with high elastic modulus certainly make contribu-
tions to pipeline system safety. 

(2) Considering the relation between fluid pressure wave frequency and pipe inher-
ent frequency, oscillation criteria based on the first order inherent frequency was 
put forward. It can be simplified as Equation (20). 

(3) Building the model of piping system, tube is not involved in this paper. Future 
research will focus on modeling the complex piping system to provide design 
criteria for piping system. 
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Abstract. This paper proposed a method for station point optimization of the 
total station of automatic guidance system in shield tunneling, which is not 
analyzed widely at present. In this paper, station point optimization is converted 
into a set-covering problem. In order to express the measurability of the active 
target station for the total station, a 0-1 measurability matrix is introduced, and 
each element in the matrix represents a measurability judgment, which includes 
the visibility test, the distance test, and the incidence angle test. Then, the greedy 
algorithm is used to find the approximate optimal solution of this set-covering 
problem. Furthermore, an application example affirmed that our method was 
effective. 

Keywords: total station, station point optimization, set-covering, shield tunneling. 

1   Introduction 

Nowadays, the rapid development of world economy accelerates the progress of ur-
banization. Along with the enhancement of urban density and the emergence of more 
and more skyscrapers, available space on the ground shrinks, so that how to efficiently 
utilize underground space becomes an important task in urbanization, and shield  
tunneling method is the best choice at present [1]. In China, the demand for tunnel 
construction is great. 

During the past few years, the creation of subterraneous space by means of shield 
tunneling became increasingly established. These spaces had mainly been used for 
dealing with traffic. The general principle of the shield is based on a cylindrical steel 
assembly pushed forward on the axis of the tunnel while at the same time excavating 
the soil [2]. 

In the classic type of guidance system in shield tunneling, geodetic engineers 
played a key role to give steering information for the construction work, and it was 
hard to achieve a real-time measurement. Every time when geodetic engineers needed 
to measure the position and orientation of the tunnel boring machine (TBM), the 
                                                           
∗ Corresponding author. 
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construction had to stop for the measurement. Due to modern geodetic sensors and 
processing techniques, a highly precise automatic guidance system [3] was developed 
to control the TBM to excavate along designed tunnel axis (DTA). 

This automatic system primarily consists of the total station and the active target 
station (ELS). Normally, the total station is set on the tunnel wall, and the ELS is at-
tached to the rear of the TBM. The total station emits laser beam aiming at the ELS to 
survey the position and orientation of the TBM. The premise of this system is that the 
ELS must be in line of sight of the total station. With the TBM excavating forward, the 
total station has to be transferred to the next station point when the ELS gets out of its 
field of view. The transfer of the total station means that a new station point in the 
tunnel ahead should be selected for setting the total station to ensure continuous 
measurement. But, the transfer process of the total station is a time-consuming task, and 
it includes many steps as follows: building support lug at the new station point, setting 
survey prisms, surveying positions of prisms, disassembling the total station at the old 
station point, assembling the total station at the new station point, and checking the 
coordinate of the new station point to generate the new geodesic reference frame. The 
process should generally be applied for several times to get precise steering informa-
tion, and at the same time the construction has to stop, which inevitably lower the 
efficiency of the whole construction. More transfer times mean longer construction 
time and higher cumulative error, so reducing transfer times helps to shorten con-
struction time, improve construction quality, and further, cut down the construction 
cost. Unfortunately, few literatures or publications that focus on the research of this 
process have been found, and the principle of the transfer, where the next station point 
is located, is still under the guidance of experience. Undoubtedly, for geodetic engi-
neers, the best situation is to realize fewest station points to fill measurement re-
quirements of the construction. In this paper, a method to optimize station points for the 
total station based on set-covering problem (SCP) is proposed. Provided DTA and the 
model of both the TBM and its accessory components, station points can be optimized 
in advance to the construction phase, and that would offer a guideline for geodetic 
engineers. 

The structure of this paper is as follows. In Section 2, according to actual construc-
tion process, the model of the transfer of the total station is established, and converted 
into a set-covering problem. After that, the outline of the approach is given. Section 3 
presents an application example with some analysis. Section 4 draws a conclusion and 
the future work is discussed. 

2   The Mathematical Model for the Transfer 

Fig. 1 shows the relative position between the total station and the ELS. Here, point a 
and point b represent positions of the total station and the ELS, and meanwhile oa or ob 
on the DTA are called the basis point. Positions of the total station and the ELS can be 
determined by oa and ob. From each oa can generate a circle to represent the tunnel wall 
at this point for setting the total station, while each ob corresponds to a unique position 
for the ELS. 
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Fig. 1. Automatic guidance system for shield tunneling 

2.1   Constraints in Automatic Guidance System 

In shield tunneling, the complex and variable environment means many factors influ-
ence the measurability between the total station and the ELS, and these factors can be 
classified into three categories: 

Visibility Constraint. Accessory components of the TBM, such as erector, screw con-
veyer, and trolley for carrying tunnel segments, can easily block the laser beam path from 
the total station to the ELS. Next, DTA is a complicated spatial curve so that the ELS 
would be out of the visibility field of the total station when the TBM moves along such 
DTA, because the tunnel wall may block the ray. Furthermore, the orientation of the TBM 
is continually changing during excavation, which can not make sure that the total station 
can always trace the ELS. Given DTA and the CAD model of the TBM, these problems 
are equivalent to a visibility test in computer graphics. The test function is defined as: 

    ( , ) 0 or 1V a b =                                                (1) 

where V(a,b)=1, if the ELS is visible for the total station, V(a,b)=0 otherwise. 

Distance Constraint. The air environment in the tunnel is not at a homogeneous and 
stable state, which can weaken the transmission of laser beam. Then, as an electronic 
equipment, the total station has its measurement range. Therefore, the distance l from 
the total station to the ELS must be less than lmax. Besides, the space for the TBM and its 
accessories requires that l be greater than lmin. The constraint can be described as: 

                           min maxl l l≤ ≤                                               (2) 

Incidence Angle Constraint. For the ELS, the angle θ between the incidence ray and 
its normal direction should be less than θmax to guarantee the measurement precision. 
Let ab  be the unit incidence ray and n  represent the normal direction of the ELS. The 
incidence angle constraint can be written as: 

                          maxcos( )ab n θ≥i                                         (3) 
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2.2   The Set-Covering Model 

Definition 1 (The position space of the total station). As shown in Fig. 1, the position 
a of the total station is on the circle whose center is oa. The position space of the total 
station (TS) is defined as: 

               { | and 0, }a a a aC a o a R o a n o D= = = ∈i             (4) 

where D denotes the space of DTA, 
an  is the tangent direction of point oa, and R is the 

radius of the tunnel. 

Definition 2 (The position space of the ELS). The position b of the ELS is given under 
the local reference frame of the TBM. The position space of the ELS (ES) is defined as: 

               { }| ( , , ),b b b bU b b F o n o Dω= = ∈                            (5) 

where ωb is the local coordinate of the ELS in the TBM reference frame, and 
bn  is the 

tangent direction of point ob. 
For each point a C∈ , through the visibility test, the distance test and the incidence 

angle test, a subset u U⊂  can be obtained. It means that the point a can see any point 
b u∈ , and u is a subset of U. If we select a point set of {ai} from C, we can get a set 
S={ui} 1, 2,i = , where 

iu U⊂ . The purpose is to find the smallest T S⊂  that covers 

all points of U: 

                            
i

i
u T

u U
∈

=∪                                             (6) 

2.3   The Measurability Matrix 

The set-covering model in Section 2.2 cannot directly be applied for computer calcu-
lation. Actually, the set-covering model can be converted into a 0-1 matrix [4]. In this 
section, a 0-1 measurability matrix is established. Here, we sample a set of {ai} from C 
and a set of {bj} from U to represent C and U, respectively, where , 1,2,i j = . 

Definition 3 (Constraint matrixes for constraint tests between the total station and 
the ELS). According to three constraints (1), (2) and (3) analyzed in Section 2.1, the 
visibility constraint matrix (VCM), the distance constraint matrix (DCM) and the in-
cidence angle constraint matrix (ICM) can be introduced to describe these three con-
straints. They are defined as follows: 

                
1 visible

VCM ( , )
0 invisiblei jV a b
⎧

→ = ⎨
⎩

                                        (7) 

      
min max

max min

1
DCM ( , )

0

i j

i j

i j i j

l a b l
D a b

a b l or a b l

⎧ ≤ ≤⎪→ = ⎨
> <⎪⎩

          (8) 



376 B. Li, X. Zhang, and L. Zhu 

         
max

max

1 cos( )
ICM ( , )

0 cos( )

i j j

i j

i j j

a b n
I a b

a b n

θ
θ

⎧ ≥⎪→ = ⎨
<⎪⎩

i

i
                      (9) 

where , 1,2,i j = . 

Definition 4 (Measurability matrix for the total station and the ELS). From (7), (8) 
and (9) in Definition 3 can generate a measurability matrix E through logical AND 
operation to depict the measurability relationship between the total station and the ELS 
in the whole shield tunneling. The matrix is defined as: 

1 0 0 1

0 0 1 1
( , ) 1, 2, , 1,2,

1 1 0 0

1 0 0 1

j

i

i j

b

a

E a b i j

→

⎛ ⎞
⎜ ⎟↓ ⎜ ⎟= = =
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

   (10) 

where E(ai,bj)=V(ai,bj)&&D(ai,bj)&&I(ai,bj), the horizontal axis indicates possible 
positions of the ELS, and the vertical axis represents candidate station points of the 
total station for optimization. 

Then, the set-covering problem is converted into a mathematical matrix model. The 
measurability matrix E=(eij) is a 0-1 m×n matrix, and the ith row vector 

1(1 0 0 1 )i na ×=  in this matrix gives the measurability judgment results when 

the total station is set at point ai. The jth element in ai represents whether the ELS at 
position bj is measurable for the total station at ai. Let c=(ci) be a m-dimensional integer 
vector, {1,2, , }M m=  and {1, 2, , }N n= . The value ( )ic i M∈  represents the cost of 

row i, and it assumes without loss of generality ci>0 for i M∈ . It is said that a row 
i M∈  covers a column j N∈  if eij=1. SCP calls for a minimum-cost subset Mδ ⊆  of 

rows, such that each column j N∈  is covered by at least one row i δ∈ . The mathe-

matical model for SCP is 

                        (SCP) min i i
i M

c xυ
∈

= ∑                               (11) 

subject to 

                       1,ij i
i M

e x j N
∈

≥ ∀ ∈∑ ,                                 (12) 

                         {0,1},ix i M∈ ∈ ,                                (13) 

where xi=1 if i δ∈ , xi=0 otherwise. 
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Set-covering problem is a well-known NP-hard optimization problem, see Garey 
and Johnson [5], which usually cannot be solved exactly within a reasonable amount of 
time. One of the best polynomial time algorithms for approximating set-covering is the 
greedy algorithm [6]: at each step choose the unused set which covers the largest 
number of remaining elements. 

2.4   Outline of the Approach 

Fig. 2 shows the process to optimize station points for the total station of automatic 
guidance system in shield tunneling. In order to make the visibility test, the TBM and its 
accessories have to be tessellated into a group of triangles, and they can be generated by 
commercial CAD software. Meanwhile, a set of {ai} and a set of {bj} should be sampled 
from C and U by appropriate intervals for computer calculation, where 1,2, ,i m=  and 

1, 2, ,j n= . In this paper, the visibility test is calculated based on Graphic Processing 

Unit (GPU) with its depth buffer and collision query functionality [7]. 
The proposed approach in this paper consists of three steps: data input, measurability 

matrix establishment, and station point optimization. For data input, it includes DTA 
and the CAD model of the TBM. Then, three tests are implemented to generate the 
VCM, DCM, and ICM to establish the measurability matrix. The measurability matrix 
is obtained through logical AND operation of such three matrixes. Finally, after the 
establishment of the measurability matrix, station point optimization is converted into a 
set-covering problem, and it is solved by greedy algorithm. In our experiment, ap-
proximate optimal station points are obtained. 

 

Fig. 2. The flow chart of station point optimization 

3   Experiment 

The presented approach is implemented in an actual example. In this instance, the 
diameter of the TBM is 6.28m, the length of DTA is 1080m and the local coordinate of 
the ELS in the TBM reference frame is (-5.494m, 0m, 2.190m). The distance constraint 
is 10m~200m and the incidence angle constraint is 45 degree. The smallest radiuses of 
the horizontal alignment and the vertical alignment of DTA are 400m and 2990m, 
respectively. The DTA is discretized into 108 line segments by 10m, corresponding to  
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108 basis points on the DTA. The proportional errors of the horizontal alignment and 
the vertical alignment can be calculated as follows: 

2 2

2 2

( ( / 2) ) / 0.00781%

( ( / 2) ) / 0.000140%

hor hor hor hor

ver ver ver ver

e R R l R

e R R l R

⎧ = − − =⎪
⎨

= − − =⎪⎩

            (14) 

where Rhor and Rver are the smallest radius of the horizontal alignment and the vertical 
alignment, respectively, l is the length of one unit line segment. The circle of each basis 
point is discretized to 360 points by 1 degree step, and that is to say there are 360 
candidate station points of the total station at this basis point. Fig. 3 depicts the tunnel 
model. 

 

Fig. 3. The model of the tunnel 

3.1   The Visibility Cone 

In order to reduce computing time, a visibility cone (VC) is introduced for the visibility 
test, which is showed in Fig. 4. The visibility cone is defined as [8]: 

( , ) { | ( ) , 0}VC b v b vλ λ= − = Φ ∀ >∩                    (15) 

where  represents spatial obstacles between the total station and the ELS, and v  is the 

candidate orientation that can be generated by tessellating Gaussian sphere [9]. In this 
paper, VC is rewritten as 

1( , )rVC b t t  in which 
1 rt t  mean boundary vectors of VC, 

so a visibility polygon 
1 2 rTT T  can be obtained when 

1( , )rVC b t t  is projected to the 

circle plane of one basis point. Then, we can detect whether each of 360 points around 
the circle is in the polygon 

1 2 rT T T . If we get some point a in the polygon, we have to 

judge whether line ab is in the tunnel, and the method is to make sure that the distance 
between DTA and any point on line ab should be less than R. Therefore, if a point a is 
both in VC and the tunnel, a is visible for b. Fig. 5 shows the calculation result of VC in 
this example, and all boundary vectors are calculated in the TBM reference frame. This 
visibility cone can be computed with a GPU-based method. The GPU-based method 
means that the visibility test is implemented by using collusion query functionality of a 
graphics card. 
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Fig. 4. The visibility cone between the total station and the ELS 
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Fig. 5. The calculation result of the visibility cone 

3.2   The Measurability Matrix 

Under three constraints, the visibility constraint, the distance constraint and the inci-
dence angle constraint, the measurability matrix is established as follows: 

             

38880 108

1 1 1 1

1 1 1 1
( , )

1 1 1 1

1 1 1 1

j

i

i j

b

a

E a b

×

→

⎛ ⎞
⎜ ⎟↓ ⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

                      (16) 



380 B. Li, X. Zhang, and L. Zhu 

 
Fig. 6. The variation of the cardinality of DTA 

 

(a) The 1st basis point        (b) The 13th basis point        (c) The 60th basis point 

Fig. 7. The tendency of the measurability range 

Due to discrete 360 points around each circle, the number of candidate station points 
for the total station is 360×108=38880, corresponding to 38880 rows in the matrix. 
Similarly, 108 possible positions for the TBM/the ELS mean 108 columns in the ma-
trix. For the jth position of the TBM/the ELS, there are several candidate station points 
of the total station that can see the ELS. Here, the amount of such candidate station 
points is called the cardinality of the jth position. The sum of elements in the jth column 
is the cardinality, and Fig. 6 indicates the variation of cardinalities along DTA. The 
results show that the higher the cardinality is, the smoother DTA will be. 

The variation of measurability range is plotted in Fig. 7 in which (a), (b) and (c) 
show measurability ranges at the 1st, 13th and 60th basis points, respectively. View 
orientation from the total station to the ELS is inward perpendicular to paper screen, 
and the axis depicts the measurability range from 0m to 200m for each point around the 
circle. The region surrounded by bold lines is the measurability range at each basis 
point, and the variation of the region corresponds to the tendency of DTA in Fig. 3. For  
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Table 1. The optimized results 

Station Point Basis Point Degree Row in the Matrix 

1 1 317° 317 

2 15 306° 5346 

3 26 311° 9311 

4 34 313° 12193 

5 44 314° 15794 

6 64 9° 22689 

7 84 319° 30199 

8 89 1° 31681 

example, the 13th basis point is on a high curvature line that extends toward the lower 
right direction, which leads to such a small region in Fig. 7(b). According to analysis 
above, it can be concluded that this measurability matrix can precisely depict the 
measurability between the total station and the ELS. 

Based on greedy algorithm, the approximate optimal results are obtained in Table 1, 
and relative positions of these points can be seen in Fig. 8. In actual construction, the 
experience guideline of the transfer of the total station is that it is about 100m in the 
curve segment and 200m in the straight line segment. The optimized results coincide 
with the experience guideline well. 

 

Fig. 8. The optimized station points along DTA 

4   Conclusion and Further Work 

In summary, a matrix approach based on set-covering is presented to optimize station 
points for the total station in automatic guidance system. Three steps are data pre-
process of both DTA and the TBM model, measurability matrix establishment for  
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set-covering problem, and algorithm to optimize station points. The spatial obstacles 
have to be tessellated into triangles, preparing for the visibility test. Within permitted 
error, appropriate intervals should be selected in sampling TS, ES and DTA for com-
puter calculation. The measurability matrix is generated from three tests, through which 
station point optimization can be converted into a set-covering problem. The visibility 
test is implemented by a visibility cone achieved through GPU collision query func-
tionality. Greedy algorithm is finally applied to solve the set-covering problem. An 
actual example and some analysis verify the validity of the approach. 

Unlike the ideal consideration in the approach discussed above, there are deviations 
in pieced tunnel and the position and orientation of the TBM, and these deviations will 
be studied in the future research. 
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Abstract. Shield tunneling technologies have been developed for constructing 
tunnels in soft ground. It is of major importance to study the earth pressure acting 
on cutter face. Nowadays, the methods of studying earth pressure could be clas-
sified into two categories: Rankine theory and limit equilibrium method. How-
ever, these methods cannot represent the distribution of earth pressure on cutter 
face and dynamic characters. In this paper, Duncan-Chang nonlinear elasticity 
model is applied to calculate the earth stiffness, and Peck’s formula is used to 
establish the relationship between the ground settlement and earth pressure. 
Furthermore, an earth pressure model acting on cutter face is proposed based on 
the principle of minimum potential energy. The proposed model not only can 
provide the distribution of earth pressure, but also can be used to adjust the 
chamber pressure and the jack force immediately according to information 
feedback of ground settlement. Basic examples composed of combinations of 
different overburden depth and sandy ground are studied, and the validity of the 
model is discussed by comparing the results with simulation and Terzaghi’s 
loosening earth pressure model. 

Keywords: shield tunneling; earth pressure; ground settlement; soil-shield  
interaction. 

1   Introduction 

Shield tunneling has become a well-established tunnel construction method in various 
ground conditions. The shield has to overcome various complex loads during excava-
tion, in which the earth pressure acting on cutter face is the main resistance [1-5]. Due 
to the disturbance of excavation, the earth pressure state in front of cutter face is de-
stroyed, and the distribution of earth pressure is great singular and fluctuant. Thus the 
deviations of shield from the planned alignment and local collapse or blow-out of the 
ground near the tunnel face sometimes are occurred. To improve the construction ac-
curacy and avoid failure of face stability, it is of major importance to study the earth 
pressure acting on cutter face.  

During shield excavation, the chamber pressure and jack thrust are the most  
important operation parameters, especially for curve alignment excavation and auto-
matic deviation correction operation. And the earth pressure acting on cutter face is 
considered to be the predominant factor affecting the shield operation, which direct 
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determines the chamber pressure. Moreover, the distribution of which determines the 
moment of deviation correction. Due to the large size of shield and complex working 
condition, such as geological diversity, multi-physics coupling, the earth pressure 
acting on cutter face cannot be given as a fixed value. Thus the studies of earth pressure 
focus on dynamic characters and the distribution.  

Nowadays, the methods of studying earth pressure could be mainly classified into 
two categories: Rankine theory and limit equilibrium method. The fist one is used to 
calculate the pressure with vertical earth pressure multiplied by lateral pressure coef-
ficient. And vertical earth pressure is obtained by complete earth covering theory or 
loosening earth pressure theory. The former assumed that the vertical earth pressure is 
defined by the gravity of upper part soil of the shield. The latter is initially proposed by 
Terzaghi with considering the effect of shear strength [6-7]. The other one is applied to 
determine the earth pressure based on upper and lower bound theorem by a hypo-
thetical sliding surface of soil in front of cutter face. Maidl B et al. proposed a two 
dimensional log spiral sliding surface to calculate the pressure acting on cutter face by 
solving moment equilibrium equation [8]. Davis et al. presented a three-dimensional 
local failure mechanism based on the upper bound theory to define the maximum 
height of tunnel heading which could be constructed under uniform support pressure in 
a given site [9]. Leca and Dormieux proposed a multi-block mechanism which is 
composed of some truncated rigid cones with circular cross sections and with same 
opening angles on the basis of Davis’s work [10]. Multi-block failure mechanism 
suggested by Soubra is employed to investigate the possibility of progressive failure, 
especially the partial failure mechanisms, in extra large shield-driven tunnels [11]. 
Guilherm et al. presented a reliability-based approach for the three dimensional 
analysis and design of the face stability of a shallow circular tunnel driven by a pres-
surized shield [12]. Besides above mentioned, Mitsutaka Sugimoto proposed a model 
of load acting on cutter face with considering the nonuniformity of pressure distribution 
[4]. Sramoon A. et al. studied the distribution of earth pressure acting on cutter face by 
numerical simulation [5]. However, these models cannot represent the distribution of 
earth pressure acting on cutter face and the dynamic characters.  

To solve above problems, this paper describes in detail the newly developed earth 
pressure model by establishing the relationship between the ground settlement and 
earth pressure. An object optimization function is proposed based on the principle of 
minimum potential energy. Furthermore, the validity of the model was discussed by 
comparing the results with test and models proposed by previous researcher. 

2   Model of Earth Pressure 

The stress of earth in front of cutter face is very complex three-dimensional nonlinear 
state. The orientation and magnitude of principal stress is varying with excavation. The 
global coordinate system is selected so that the x axis is vertically downwards; and 
the z axis is advancing direction.  

Discrete elements are applied to simulate the soil in front of cutter face, and the loads 
acting on each element are composed of six forces: self-weight iw , force on the upper 
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surface 1iN − , force on the lower surface iN , and normal force ,yi ziN N , the shearing 

force if  on the element profile, as shown in Fig.1.  

,

, 4
yi yi zi zi

xi xi i i

N B N B

N A f B

σ σ
σ τ

= =⎧⎪
⎨ = =⎪⎩

 (1) 

where B =the area of element profile, A = the area of element upper/lower sur-
face,τ =the shearing stress on the element profile, ,y zσ σ =the stress in y , z direction, 

i =the number of elements. 

 

Fig. 1. The force diagram of soil element 

Due to the ground settlement, the stress state of element could be considered as 
unloading process. Based on the Duncan-Chang nonlinear elasticity model, elasticity 
modulus E and volume modulus K can be represented by 

3( )n
ur a

a

E K p
p

σ
=  (2) 

where n =the test constant, ap =the atmospheric pressure urK = the test constant. 

To quantificationally study the earth pressure, some assumptions are necessary as 
follows: 

1. The orientation of first principal stress 1σ is in accordance with the initial stress 

state during excavation. The displacement in x direction assumed to be xu , ac-

cording to generalized Hooker law, xiσ can be calculated as follows: 

1
xi

i xi i

u
gh E

l
σ σ γ= = −  (3) 

where 0xσ = the initial vertical stress, l =the height of element, γ =the density of 

soil, g =the acceleration of gravity, h =the overburden depth. 
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2. The strains in y , z direction are neglected, the third principal stress 3σ is consid-

ered as: 

3 1i o iKσ σ=  (4) 

where oK =the coefficient of earth pressure.  

3. The shearing stressesτ are equal on four profiles of each element. According to the 
equation of static equilibrium in x direction, the τ  can be obtained by  

1

1
( ) /

4i i i iw N N Bτ −= + −  (5) 

4. The stresses in horizontal direction are equal. Based on Mohr’s stress circle, the 
earth pressure acting on cutter face can be represented by 

1 3 1 3

1 3
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2 2

2
sin 2

i i i i
yi zi i

i
i

i i

σ σ σ σσ σ α

τα
σ σ

+ −⎧ = = +⎪⎪
⎨
⎪ =
⎪ −⎩

 (6) 

where α =the angle of normal direction of element profile to the first principal 
stress orientation. 

Based on the above assumptions, a row element in vertical direction from the ground to 
the lower part of shield is studied; the earth pressure acting on cutter face is the function 
of xiu .  

3   Solution of Displacement Based on Nonlinear Optimization 

According to above analysis, the question is focus on finding a solution to the element 
displacement in x direction. The process of solving those parameters provides a re-
verse analysis of the ground settlement and the earth pressure. To predict the settle-
ment induced by the tunneling, a formulation proposed by Peck can be represented as 
follows [13]:  

2

2
( ) exp( )

22
sV y

y
jj

δ
π

= −  (7) 

where sV = the ground formation loss, j =the coefficient of settling vessel breadth.  

Thus the relationship between the ground settlement and the element displacement, 
as shown in Fig.2, can be represented by 

1

( )
n

xi
i

y uδ
=

=∑  (8) 
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Fig. 2. Normal ground displacement around shield periphery (mm) 

The ground settlement induced by cutter head is composed of the displacement of 
each spring in vertical direction during excavation. The principle of minimum potential 
energy is applied to find the solution of each element displacement. The gravitational 
potential energy and the deformation energy can be written as 

1
/ 2

2 i iU w f xδ= − ∑  (9) 

0( )
2 x i xi xi

A
V uσ σ= +∑  (10) 

where ix is the sliding distance, can be calculated by 

n

i xj
j i

x u
=

=∑  (11) 

Consequently, the optimization function can be defined as: 

 

min :

: ( )
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i
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V U

subject to u yδ

σ

Π = Π = −

=

≥

∑
∑    (12) 

Actually, this is a classical constrained nonlinear optimization problem. To solve the 
problem, the best approach is sequential unconstrained minimization technique 
(SUMT), which transforms the problem to unconstrained optimization problem by 
constructing a penalty function. The initial value for iterative algorithm can be given as 
inverse proportional to the overburden depth of each element. And the process of 
solving the displacement is carried out in the MATLAB. 

4   Examples  

An earth pressure balanced shield with 6m diameter is studied in this paper. The basic 
examples are composed of combinations of different overburden depth, sandy ground.  
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Table 1. The calculation data[6] 

the atmospheric pressure ap  101325pa 

n  0.5 

test constant  

urK  
Calculated by 20m  

overburden depth and linear 
elasticity modulus 

density 1800kg/m3 

elasticity modulus E  25Mpa 

overburden depth 6m,9m,12m,18m 

The biggest ground settlement 176.8,128.9,89.57,20.99mm 

Sandy ground 

The coefficient of earth pressure 0.5 

the diameter of shield 6m 

the area of element profile B  0.25 

the cross area of element A  0.25 

Structure  

the height of element l  0.5 

 
The results of numerical simulation, Terzaghi’s loosening earth pressure model and the 
proposed model proposed by this paper are compared. The calculation data are illustrated 
in Table 1. To ensure the comparability, the different parameters of these models are 
uniform as possible as far. Thus, the elasticity modulus and volume modulus used in the 
simulation are same as the calculation results of Duncan-Chang model in the 20m over-
burden depth, and the maximum ground settlement is also same as the simulation results. 

Sramoon A. et al. studied the distribution of earth pressure acting on cutter face by 
numerical simulation, as shown in Fig.3 [5]. The bulged earth pressure at the center is 
caused by the penetration. In the horizontal plane, the earth pressure is nearly equality. 
On the other hand, the earth pressure in the vertical plane is nearly proportional to the 
overburden depth. Fig.4 illustrates the results calculated from the new model: the ab-
scissa of Fig.4 (a) denotes the vertical direction from the shied top to the bottem and 
that of Fig.4 (b) denotes the horizontal direction from the shied left to the right side. 
And the same variation tendency is shown in the both directions compared with Fig.1 
except the bulged at the center, which is not considered in new model.  

 
                              (a) on vertical plane                                  (b) on horizontal plane 

Fig. 3. Normal earth pressure acting on cutter face 
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Table 2 shows the pressure ratio (the current earth pressure / the initial vertical earth 
pressure) and average pressure acting on the cutter face calculated by numerical 
simulation, Terzaghi’s loosening earth pressure model and the new model, respec-
tively. The following are found: 

1. The values of latter two models are far more than that of simulation results, and 
that can be explained as the linear earth constitutive model for simulation. 

2. The pressure ratio of new model increased with the overburden depth is coin-
ciding with variation tendency of the soil shear strength. Whereas, the value of Ter-
zaghi’s model shows tendency in reverse. According to Xiaowen Zhou’s research and 
centrifuge test [15], Terzaghi’s model cannot be used for big overburden depth and 
there is more error compared with test. 

3. For the 18m overburden depth, the pressure ratio of new model is close to initial 
coefficients of earth pressure. Therefore, the turbulence of soil induced by shield tun-
neling is less with the increasing of overburden depth in sandy ground. 
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                                     (b) In horizontal direction 

Fig. 4. The distribution of earth pressure acting on cutter face 
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Table 2. The results of earth pressure 

Simulation 
results 

Loosening earth 
pressure model 

New model 
 Overburden 

depth 
(m) 

Initial vertical 
earth pressure 

(kpa) Pressure 
(kpa) 

ratio
Pressure 

(kpa) 
ratio 

Pressure 
(kpa) 

ratio 

6 105.84 12.7 0.12 45.45 0.43 22.45 0.21 

9 157.76 13.1 0.08 63.37 0.40 55.74 0.35 

12 211.68 13.7 0.06 78.71 0.37 77.99 0.37 

18 317.52 15.6 0.05 103.03 0.32 155.58 0.49 

 
Through the above analysis, similar distribution of pressure acting on cutter face 

obtained from the new model is proved. The average earth pressure is valid and more 
reasonable from the engineering viewpoint.  

5   Conclusions 

The process of shield tunneling is complex interaction between the shield and the soil. In 
this paper, Duncan-Chang nonlinear elasticity model is applied to simulate the 
soil-shield interaction, and Peck’s formula is used to establish the relationship between 
the ground settlement and earth pressure. Furthermore, an earth pressure model acting 
on cutter face is proposed for automation control systems based on the principle of 
minimum potential energy. Through the solving constrained nonlinear optimization 
problem, the results of examples are compared with simulation and Terzaghi’s loosen-
ing earth pressure model. The results confirm that proposed model has similar precision 
and more reasonable in lower overburden depth. To great extent, the new proposed 
model not only can provide the distribution of earth pressure, but also can be used to 
adjust the chamber pressure and the jack force immediately according to information 
feedback of ground settlement. However, it is should be mentioned, there are some 
limitation, such as not considering the arching of soil, neglecting the horizontal ground 
displacement, and the validity should be examined in the shield tunneling test site. In the 
future, the model needs to be further investigated by simulation and experiments. Be-
sides, three-dimensional model and dynamic factor are also worth researching.     
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Abstract. The incident angle of collimated laser is difficult to measure accu-
rately within a large measurement range. A measurement method based on the 
pinhole principle, which is more accurate after modifying the lens distortion 
and focal length, was presented in this paper. The parameters which influence 
the accuracy, such as lens distortion coefficients and focal length, were ana-
lyzed using Monte Carlo method and corrected by experimental data to enhance 
the accuracy of angle measurement. The proto type based on the method was 
developed. Experiments show that the proto type gets an accuracy less than 
0.006°in the entire measurement range of ±10°,which is in accord with theoreti-
cal predictions. The reliability of the measurement accuracy was also proved 
via repetitive experiments. The proto type can be widely used in many fields 
such as automatic controls of industrial robot and large engineering machinery. 

Keywords: incident angle; pinhole; lens distortion. 

1   Introduction 

Incident angle measurement of collimated laser has wide applications in different 
fields such as aero space[1,2], precision measurement[3], automatic controls[4] and so 
on. Over the last several decades various methods have been used to improve the 
optical systems of incident angle measurement. Those measurement methods repre-
sented by grating sensors, laser interference and autocollimator are mainly applied in 
precision measurement for their high-precision and small measurement ranges. For 
the  complex structures of them are susceptible to interference, they can’t be applied 
to poor working conditions or great changes of angles such as automatic construction 
surveying in large engineering machinery and industrial robot.  

Compared with the methods mentioned above, the measurement model shown in 
figure 1 is easy to realize the measurement of the incident angle. The laser device 
automatically aims at the center of the corner cube reflector (CCR) and emits laser to 
measurement the center point. Most of the laser beam reflect to it but a little of them 
pass through the flat-top and then the lens focuses on the CCD area in the camera. 
Based on the pinhole principle, the incident angle can be acquired by  

1 2 2( , , ) tan ( / )F u v f u v fα −= = +                                        (1) 

where f is the focal length and (u, v) is the coordinate of the spot center in the CCD area. 
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Fig. 1. The incident angle measurement model 

2   Error Analysis and Correction of the Model 

It is easy to know from equation 1 the measurement errors are caused by three main 
factors: the error of the focal length, spot deviation due to lens distortion and the error 
of spot center determination. Focal length error and lens distortion are systemic errors 
but the spot center determination error is accidental error. In recent years, many open 
literatures have discussed the technique of spot center determination. As known from 
them, location precision of laser spot reaches sub-pixel after image processing by 
special algorithm. Taking no consideration of the impact of lens distortion and focal 
length error, the theoretical precision of the incident angle can reach 0.006ºwhen the 
nominal size of the focal length is 35mm and the dimension of the pixel is 7.4um.  

2.1   Lens Distortion Error Model 

Research on the lens distortion has been going on for many years. Conrady introduced 
the camera lens distortion firstly in 1919. Then Brown[5,6] proposed the classical 
model of lens distortion containing radial distortion and tangential distortion in 1966. 
After that, dozens of modification methods based on the model have been reported[7-
10] in recent years. Most of them depended on the high-precision chessboard and 
complex interactive algorithm.  

For the purpose of analyzing the spot error resulted from the lens distortion, distor-
tion model should be determined. In general, radial distortion constitutes the main 
part of the lens distortion, but tangential distortion can’t be ignored in some situations. 
In the Brown model, lens distortion can usually be expressed as follows. 

2 4 2 2
1 2 1 2

2 4 2 2
1 2 1 2

( ) ( 2 ( 2 ))

( ) ( ( 2 ) 2 )

d

d

u u u k r k r p u v p r u

v v v k r k r p r v p u v

Δ = − = + + + +

Δ = − = + + + +
              (2) 

where u and v are the theoretical coordinates of image; r implies the distance from (u, 
v) to the center of the image plane; k1, k2, p1 and p2 are the coefficients of radial and 
tangential distortions. This model can explain most of the distortion and the next 
discussions are based on it. 

2.2   Error Correction 

As shown in formula 1 and 2, the systemic error of incident angle α can be expressed 
as 
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1 2 1 2 1 2 1 2( ( , , , ), ( , , , ), ) ( , , )d dF u k k p p v k k p p f f F u v fαΔ = +Δ −                           (3) 

It is obvious that Δf leads to linear error and lens distortion results in nonlinear error. 
If the lens distortion is ignored, Δα will be linearly amplified with the value of α. 

So the task of distortion modification is to eliminate the nonlinear error of α. For-
mula 4 is used to characterize the linear degree of Δα. There are n measurement 
points in the variation range and the errors of these measurement values are processed 
by linear regression. Objective function G is the quadratic sum of linear regression. 
The closer to the true values the distortion parameters are, the smaller the value of the 
function G will be. When minG  is acquired by nonlinear optimization, the values of 
distortion coefficients can be determined. 

( )2
1

( 1, 2, 1, 2) ( )
n

i i
i

G k k p p Lα α
=

= Δ − Δ∑                                            (4) 

Many literatures have discussed the nonlinear optimization algorithm to acquire the 
minimum of objective function. Most of them used Newton iteration or quasi-Newton 
iteration method to deal with the objective function. When the unknown parameters of 
objective function are more than one, gradient vector, Jacobin matrix and Hessian 
matrix should be calculated and applied to the iterative computation. If the expression 
of the objective function is very complex, those vectors and matrixes will be very 
difficult to deduce. More importantly, it needs to modify the matrix in each iteration 
for the inverse matrix of Hessian matrix may not exist in some iterative points.  

As known from the above, Newton iteration and quasi-Newton iteration are ineffi-
cient and inapplicable when the objective function is complex and the second order 
partial derivatives are difficult to deduce. In order to avoid these defaults, difference 
iteration method is used in this paper which doesn’t depend on the partial derivatives 
and is easy to be derived.  

When difference iteration is adopted, the initial value of unknown parameters and 
the gradient vector of each iteration should be determined. The iteration expression is  

( 1) ( )i i i i
ik k t B p+ = +                                                  (5) 

In this formula, k is the vector of distortion coefficients; ti is the step size; Bi is the 
matrix of iterative direction; pi is the gradient vector in the iteration point.  

The members of gradient vector in formula 5 are proportional to the sensitivity of 
the distortion coefficients in formula 3. In order to analyze the sensitivities of the 
distortion coefficients to the incident angle, the variances of the incident angle error 
are estimated by Monte Carlo simulations. The result of the analysis is shown in Fig 2 
which indicates the significant linear relationships between the incident angle error 
and distortion coefficient errors. Therefore, when the nominal focal length of the lens 
is 35mm, the pixel size is 7.4um and the area of CCD is 1600×1200, the gradient 
vector p in formula 5 can be constantly set to 
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Fig. 2. The sensibility curves of distortion coefficients 

The step size ti and matrix Bi express the optimal step and iterative direction of the 
distortion coefficients vector. Along the iterative direction, the value of objective 
function G decreases fastest in the current iteration. For the gradient vector is con-
stant, the matrix Bi has 16 optional directions described as  
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                         (7) 

As stated above, the iteration process can be shown in Fig.3. The point sets of H are 
collected by measuring the incident angle. Points sets of incident angle error can be 
acquired by the theoretical points sets Г and the measuring points sets γ. The optimi-
zation objective is to acquire the minimum value of G that is the quadratic sum of 
linear regression. The initial value of the distortion coefficients vector k is set to [0 0 
0 0]T. The iteration process is carried out as follows:  

1. k(i)=>k, G(i) =>G; 
2. determine the optimal step size t* and B to minimize the objective function G; 
3. if G(i+1)<G(i), to the next step, otherwise revert the value of k and G, back to step 2; 
4. if the absolute difference value between G(i) and G(i+1) is less than the allowable 

error ξ, finish the iteration, otherwise back to step 1. 

Using the distortion coefficients vector k acquired from the iteration, nonlinear error 
of the incident angle αis eliminated, but the linear error owing to Δf still exists. Least 
squares approach can be applied to acquire the correct value of focal length f to 
minimize the value shown in equation 8. Then, the final error of the incident angle is 
the accidental error caused by the spot center determination. 

( )2
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( )
n
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i

R f α
=

= Δ∑                                                         (8) 
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Fig. 3. The flow of iterative algorithm 

3   Experimental Device and Data Processing 

Fig.4 shows the experimental device of the incident angle measurement. CCR is 
installed in front of the camera. Both of them are placed on a rotary platform which 
is driven by a high precision servo motor with an absolute encoder in the rear. The 
absolute accuracy of the servo motor reaches 0.005º and can be applied to define 
the variation value of the angle. Laser device is placed far away from them  
and locks the center of CCR. When the turntable turns to a certain direction,  
the focal spot will move along a line. The coordinates of the trajectory of the focal 
spot in the imagine plane are collected to calculate the variation of the incident 
angle. At the same time, the angle of the servo motor and the azimuth angle of  
the collimated laser are read to calibrate the theoretical value of the incident  
angle. After a series of measuring points are collected and calculated by formula 1 
and 2, set H is acquired. The next step is to deal with these data by the iterative 
algorithm. 

For the coefficients vector describes the image distortion in the two dimensions of 
the whole plane, the focal spots should be distributed as broad as possible. The two 
lines illustrated in Fig.5 are the trajectory of focal spot which cover the full scale of  
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the two dimensions. The zero positions of the incident angle in the two trajectory lines 
are O/ and O// respectively, which are the projective points from the principal point to 
the trajectory lines. 

 

Fig. 4. Experimental devices 

 

Fig. 5. Spots trajectory in the CCD area 

Incident angle errors calculated by these coordinates are shown in curve I of Fig.6. 
It’s easy to draw a conclusion that the distortion of camera lens leads to obvious 
nonlinearity. After data processing by the iterative algorithm, the optimal solutions of 
the distortion coefficients are as follows: k1= -0.18601, k2= -0.074, p1= -0.00167, 
p2=0.000906, which are used to modify the lens distortion. The effect of modification 
is shown in curve Ⅱ. After that, the correct value of f which is acquired by least-
squares iterative as 35.316mm. Curve III shows the last modified results which dis-
tribute randomly near the zero point. 

In order to verify the effect of the modification, other experiments are carried out. 
The results are shown on Fig.7. It is obvious that most of the measurement errors are 
little than 0.006º. The results are valid and reliable in the whole variation range of the 
incident angle and accord with the theoretical precision. 
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Fig. 6. Incident angle modification curves: (I) initial data;(Ⅱ)data after distortion modification 
(Ⅲ) data after distortion modification and focal length correction 

   
Fig. 7. Repetitive experimental results curves 

4   Conclusion  

A method for the incident angle measurement of the laser is presented in this paper. 
This method is based on the pinhole principle and Brown distortion model. After 
analysis by Monte Carlo method, the sensitivities of different distortion coefficients 
are deduced. The calibration and modification process of the lens distortion are 
greatly simplified by uniting the four distortion coefficients into one vector. The ex-
periment proves the superior effect of the correction method. The repeatability ex-
periments shows that absolute errors of the incident angle are little than 0.006º which 
are in accord with the theoretical predictions.  

Acknowledgments. This work is supported by the National Basic Research Program 
of China (No. 2007CB714005). 



 Incident Angle Measurement of Collimated Laser Based on the Pinhole Principle 399 

References 

1. Buonocore, M., Grassi, M., Rufino, G.: APS-based miniature sun sensor for earth observa-
tion nanosatellites. In: Acta A stronautica, 4th IAA International Symposium on Small 
Satellites for Earth, vol. 56(1-2), pp. 139–145 (2005) 

2. Kouzmin, V. S., Cherem Oukhin, G.S., Fedoseev, V.I.: Miniature sun sensor. In: Proc. 
SPIE Int. Soc. Opt. Eng., vol. 2739, pp. 407–410 (1996) 

3. Qin, S., Chen, Y., Su, Y., et al.: High precision automatic angle measuring system. Instru-
ment Technique and Sensor (11), 13–15 (1999) (in Chinese) 

4. Pan, M., Ren, Y., Mao, S.: The real-time detection of pose and control of laser guiding ve-
hicle (LGV). Journal of National University of Defense Technology 16(2), 34–37 (1994) 
(in Chinese) 

5. Devernay, F., Faugeras, O.: Straight lines have to be straight. Machine Vision and Appli-
cations 13, 14–24 (2001) 

6. Devernay, F., Faugeras, O.D.: Automatic calibration and removal of distortion from scenes 
of structured environments. In: SPIE, San Diego, CA, vol. 2567 (1995) 

7. Tsai, R.: A versatile camera calibration technique for high-accuracy 3D machine vision 
metrology using off-the-self TV camera lenses. IEEE Journal of Robotics and Automa-
tion RA-3, 323–344 (1997) 

8. Weng, J., Cohen, P., Herniou, M.: Camera calibration with distortion models and accuracy 
evaluation. IEEE Transactions on Pattern Analysis and Machine Intelligence 14, 965–980 
(1992) 

9. Zhang, Z.: A flexible new technique for camera calibration. IEEE Transactions on Pattern 
Analysis and Machine Intelligence 22, 1330–1334 (2000) 

10. Devernay, F., Faugeras, O.: Straight lines have to be straight. Machine Vision Applica-
tions 13, 14–24 (2001) 



H. Liu et al. (Eds.): ICIRA 2010, Part I, LNAI 6424, pp. 400–408, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

A Novel Design for the Self-reconfigurable Robot Module 
and Connection Mechanism 

Enguang Guan, Weixin Yan, Dongsheng Jiang, Zhuang Fu, and Yanzheng Zhao 

School of Mechanical Engineering, Shanghai Jiao Tong University, State Key Laboratory of 
Mechanical System and Vibration, Shanghai, P.R. China 

{EnguangGuan,WeixinYan,DongshengJiang,ZhFu,Yzh-Zhao}@Sjtu.edu.cn 

Abstract. Many researchers have paid more and more attention to the lattice 
self-reconfigurable modular robot for its excellent flexibility in connection and 
separation movements of modules. The paper proposes a novel design of self-
reconfigurable robot module (M-Lattice) with the overall description. 
Moreover, the key features of module’s genderless pin-slot-based connection 
mechanism are introduced. Finally, the connection mechanism is proved to be 
feasible for the tasks of module’s self-reconfiguration by the experiments.  

Keywords: Self-reconfigurable robot, Modular, Connection mechanism. 

1   Introduction 

As a front area of research, self-reconfigurable modular robot has got more and more 
attention all over the world recently with the advantages of the reconfigurable robot 
and the mobile robot, the modular robot is a typical autonomous mechanical unit 
which has abilities of independent movement, computation and communication[1-2]. 
A large number of modules with the same functions constitute a self-reconfigurable 
modular robot system. The most prominent feature of the system is the ability to 
change its shape without outside help through the module separation between the 
active connections or to change the system topology in order to adapt to the complex 
non-structural work environment. This target-based self-reconfigurable ability is 
given to self-reconfigurable modular robot with the flexibility that a fixed structure 
robot can not be achieved. That makes it effective in an unknown environment, such 
as disaster search operations, space or ocean explorations and other areas [3-4].  

For the design of self-reconfigurable robot module, connection mechanism is a 
particularly important part for a flexible and reliable connection mechanism has laid 
the foundation for the self-reconfigurable movements among modules [5]. Up to now, 
many researchers have built several prototypes. The adopted connection mechanism 
can generally fall into such types as mechanistic and electromagnetic. A typical case 
of mechanical interface is Superbot modules designed by Wei-Min Shen etc. from 
USC (University of Southern California), which use a multi-jaw structure to 
accomplish connection and separation of modules by imitating human hands [6]. M-
TRAN Ⅱ , designed by Yoshida etc of AIST (Advanced Industrial Science and 
Technology) applies an electromagnetic interface [7]. The magnet on its plane is used 
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for connection and a shape memory alloy (SMA) provides the driving force to 
separate when it gets heat.  

The domestic research in this field is also making a continuous progress. HitMSR 
robot modules (Jie Zhao, et al, Robotics Institute of Harbin Institute of Technology) 
uses an electromagnetic interface[8], and the M-Cubes (Yanqiong Fei, et al, Research 
Institute of Robotics, Shanghai Jiaotong University) adopts a mechanical interface 
with a pin-hole-based design [9]. 

Compared to electromagnetic interface, mechanistic one is a more reasonable for 
the self-reconfigurable module owing to its remarkable advantages of being more 
efficient, reliable and energy-saving. On the other hand, it requires more parts with a 
higher machining accuracy. And too many moving parts will increase the cost and 
make it too complicated. In order to improve these problems, a novel mechanistic 
connection mechanism applied to a three-dimensional self-reconfigurable robot 
module M-Lattice is proposed in this paper. 

2   Design of the M-Lattice Module 

2.1   Overall Design 

The topology of the M-Lattice module is lattice structure just as shown in Fig.1. Thus 
the self-reconfigurable system constituted by the modules looks like a mesh. Each 
node in the mesh represents a robot module and the changes of nodes` positions mean 
the system structure transformations. This kind of lattice structure brings great 
convenience to realize the self-reconfigurable movements because a module in the 
mesh can move from one node to the others neighboring [10-11]. As illustrated in 
Fig.1, the robot module designed to be a center-symmetric three-arm structure, 
consists of a triangular central frame and three identically constructed mechanical 
arms which are installed on the three side walls of the center frame. Each mechanical 
arm contains two joints and one connection mechanism. The connection, separation 
and other movements of modules are completed by three degrees of freedom arms. 
Therefore, the connection mechanism at the end of the arm is essential to the stability  
 

(a) Top view (b) TFR-ISO view

Mechanical arms

Connection mechanism

Triangular center frame

 

Fig. 1. A novel lattice self-reconfigurable robot module 
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and reliability of the self-reconfigurable module system. The connection mechanism 
proposed in this paper is a genderless pin-slot-based structure with a pin and a rocking 
slot which are designed on its end surface. The pin is inserted into the rocking slot and 
then rotated oppositely to make the two modules conjoint tightly when there is a need 
for connection. The connection mechanism possesses good symmetry of space, thus 
the modules get the same functions and can be replaced mutually. 

2.2   The Configuration of the Mechanical Arms 

The mechanical arms use servomotors as the actuators to drive the joints. There are 
two degrees of freedom (one rotating joint and one swinging joint) on the forepart of  
 

 

 
(a) The topology of self-reconfigurable modular robot 

 
(b) System initial status                                          (c) Transition state 1 

 
 (e) Target structure                                             (d) Transition state 2 

Fig. 2. The self-reconfiguring process of two modules system 
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the single arm at least for the purpose of flexible positioning of the connection 
mechanism within its workspace. Consequently, at least three degrees of freedom 
must be configured in one mechanical arm after considering the rotation degree of 
freedom in the connection mechanism. Based on the topological structure of the self-
reconfigurable modular robot, the self-reconfiguring process in two modules system is 
shown in Fig.2.  

If some extra degrees of freedom are added like swinging joint into the beginning 
section of the arm as the fourth degree of freedom, the moving ability among 
modules will be greatly enhanced and they can even realize some rather complex 
movements like multi-legged walking by self-reconfiguration. But the more degrees 
of freedom of the module configures, the higher requirement is in the system 
driving and controlling. Therefore, the first generation prototype of the self-
reconfigurable modular robot M-Lattice adopts the three degrees of freedom 
structure. 

2.3   The Pin-Slot-Based Connection Mechanism 

An accurate and reliable connection mechanism is the basis for the self-reconfigurable 
movements among modules. The connection mechanism referred in this paper is a 
novel pin-slot-based style as shown in Fig.3. 

 

Fig. 3. The 3D virtual model of the connection mechanism 

The connection mechanism includes four parts, i.e. the rotating block 1, the fixed 
base 2, the connecting frame 3 and the motor driving system 4. The rotating block 
embedded in the fixed base is the executor of the connection with a new feature that 
a pin and a rocking slot are both specially designed on the end surface of the 
mechanism. There is a Hall sensor, an infrared sensor and the electrode socket parts 
used to communicate among modules in a circular hole of the fixed base. The 
connecting frame is used for joining the fixed base to the mechanical arms. A driving 
motor fixed on the connecting frame provides the rotating driven force through  
a gear. 

The two connection mechanisms keep far away from the other at the initial state 
when the connection movement is ready to proceed (Fig.4.a), then they get close  
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gradually in order to align through the arms’ position controlling information from the 
Hall, infrared sensor and the gyro sensor in the module center. At the same time while 
the connection surfaces get alignment, the pin plugs into corresponding rocking slot  
with the help of the bugle shape feature at the slot entrance (Fig.4.b). And then the 
servomotors drive the rotating blocks of the connection mechanisms relatively. In the 
rotation, the pin slides along the rocking slot and finally joints tightly at the end of 
slot (Fig.4.c & Fig.4.d). The head feature of the pin and the ending shape of the 
rocking slot are both specially designed to make them coincident with the purpose of 
positioning and fastening between them. Moreover the axial movement is restricted 
by a cover plate to prevent the pin from skidding off the rocking slot axially. The 
homogeneous structures of the connection mechanisms make the pins insert into the 
corresponding rocking slots synchronously. The connection and the separation 
movements can be executed by the servomotor while rotating clockwise and 
anticlockwise. The connecting procedure is shown in Fig.4.  

The driving motor’s stopping torque is 37.7kgf*cm at 16V voltage and the gear 
reduction ratio is 1. The reasons of adopting this gear transmission are following: the 
assembly processability of structure is improved and there is no need to increase the 
gear reduction ratio to obtain more powerful torque output since the driving motor is 
capable for the system load requirement. 

 
(a)                                                                              (b)  

 
(c)                                                                            (d) 

Fig. 4. The illustration of the process of the connection mechanisms 

2.4   The System Error Analysis 

The errors which affect the system's motion mainly come from three aspects i.e. the 
torque error of driving motors, the position one of sensors, and the systematic one of 
mechanical structure itself. However, those errors can be compensated through  
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different ways in the design process. First of all, servo motors with high accuracy are 
chosen to join driving parts. Inside the motors, closed-loop control circuits for 
position and velocity are integrated, which can achieve the motion control by  
receiving the command of the speed and angle from the central controller through Rs-
485 Bus. Also, the central controller can monitor the speed and angular displacement 
through Rs-485 Bus to achieve higher position accuracy. Secondly, when the two 
connecting interfaces are far away from each other, the gyros installed on the central 
frame of the modular robot provides the robot's position and posture control with 
information of navigation. When the two connecting interfaces are close to each 
other, the infrared and Hall sensors, which are located diagonally on each surface, can 
further provide information for connecting orientation and give feedback of whether 
the two interfaces are nearly aligned. Furthermore, a kind of bugle structure for 
compensation is introduced in the design, which can automatically calibrate the 
motion error produced in the connecting process and ensure the right connection of 
the pin-slot mechanisms. 

3   Experiments 

The photo of the connection mechanism for the space self-reconfigurable modular 
robot (The first generation of M-Lattice) is shown in Fig. 5.  

 

Fig. 5. The photo of the connection mechanism 

As illustrated in Fig.5, the connection mechanism includes four main parts, i.e. the 
rotating block 1, the fixed base 2, the connecting frame 3 and the motor driving 
system 4. For the connection mechanism two experiments are carried out. 

3.1   The Static Connecting Experiment 

In the first step, the two separate connection mechanisms are placed on the 
experimental table with a good driving motors wiring. Then, the two connection 
mechanisms are manually aligned and the motors are driven through the motion 
controller (Fig. 6.a). So the two interfaces of the mechanisms are rotated and docked 
together by the pins. The entire procedure is executed smoothly and rapidly as the  
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time cost of the connecting movement is approximately 2 seconds. Afterwards the test 
shows that the strength of the connections between the two mechanisms is stable  
(Fig. 6.b). After connected, two modules will stay together, even though the power is 
cut off. 

The diameter of Pin head is 7mm and the bugle entrance located in rocking slot’s 
starting point gets 16mm in diameter. Therefore the maximum tolerate in offsetting 
distance between the pin’s axis and the reference axis is 8mm—value of the bugle 
entrance’s radius. Once the pin reaches the range of the bugle entrance (there could be 
some position error and in reality it always does), this bugle structure can provide 
sustained position correcting automatically for the pin and makes it finally get the 
expected location. 

 
(a) The initial alignment.                               (b) The completion of connecting 

Fig. 6. The static connecting experiment 

3.2   The Dynamic Connecting Experiment 

A set of connection mechanism is placed on a static test platform (see Fig.7.a left), 
and the other unit is installed on a small toy car that can move along the horizontal 
direction (see Fig.7.a right). In the experiment, the relative position of the connecting 
interfaces can be regulated by controlling the motion of the car so that the two sets of 
the connection mechanisms are gradually close together, until the pins are inserted 
into the corresponding slots (Fig. 7.b). And then the motors are driven to complete 
connection. After the two devices are connected together, the small car takes the two 
mechanisms back to its initial place on the table (See Fig. 7.c). Finally, the motor is 
controlled along the other direction and makes the two devices disconnect. All the 
movements including alignment and connection take approximately 15 seconds which 
are mostly spend on controlling the toy car to align manually as the connection time 
cost is within 2 seconds. Based the well aligned situation by controlling the small car 
accurately, the connection can be accomplished every time. Through the experiment, 
the dynamic connecting method of the self-reconfigurable motion for the modular 
robots is illustrated.  

The experiments show that the connection devices can achieve the module's 
connecting and separation movements successfully. 
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(a) The initial status 

 
(b)The alignment status 

 
(c)The car takes the connected devices 

Fig. 7. Dynamic connecting experiment 

4   Conclusions 

This paper presents a novel space self-reconfigurable modular robot, which has a 
special connecting mechanism with pin-slot parts and hermaphrodite. In this paper, a 
self-reconfigurable module M-Lattice and the movement process of its connecting 
mechanism are described. The 3D virtual simulation and the experiments have proved 
that the connecting mechanism is simple and reliable. It can complete the connection 
and separation of the self-reconfigurable modular robots. 
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Abstract. In order to study the forward kinematics analysis of 6-3 Stewart par-
allel mechanisms, this paper presents a new analytical method. Analyzing the 
coupling relationships between the position and orientation variables of the 
moving platform, additional useful information is obtained, thus eleven com-
patible algebra equations used to solve this problem are obtained. Based on this, 
the orthogonal complement method has been used several times to eliminate the 
redundant variables, the forward kinematics of 6-3 Stewart parallel mechanisms 
can be expressed as an eight order equation in the end. Finally a specific exam-
ple is introduced to verify the method offered in this paper.  

Keywords: Stewart Platform, Parallel Mechanisms, Forward Kinematics 
Analysis, Orthogonal Complement Method, Analytical Method. 

1   Introduction 

The 6-3 Stewart parallel mechanism is a kind of typical 6-6 Stewart parallel mecha-
nism, the hinge connection points of the moving platform forms a triangle, and the 
hinge connection points of the static platform forms a hexagonal. The forward kine-
matics is to determine the position and orientation variables of the moving platform 
relative to the reference frame fixed in the static platform when the lengths of the 
links are given [1]. 

In the past decades, this problem has been paid more and more attention. Professor 
Liang presented an analytical method to solve this problem in [1]-[3]. He had success-
fully expressed it as a 16th order algebraic equation. Nanua [4] presented a 16th order 
algebraic equation in the result of the forward kinematics for the 6-3 Stewart parallel 
mechanism. This is not only a major breakthrough on this issue, but also the forward 
                                                           
∗ Corresponding author. 
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kinematics analysis of the parallel mechanism. Akçali [5] presented a novel approach to 
solve this problem, but the method is too complexity. Song [6] presented a closed-form 
solution of this problem based on the Tetrahedron Approach. But the equation is not with re-
spect to position and orientation variables. Many scholars attempt to solve this problem by 
the use of numerical methods too in [7]-[9], some progress had been achieved. 

As the analytical method is more suitable for theoretical analysis, it is necessary to 
study it further more deeply. Referenced to [3], [10], this paper presents a new 
method to solve this problem. Through analyzing the coupling relationship between 
the position and orientation variables of the moving platform, 11 compatible equa-
tions which can be used to solve this problem are obtained. These additional informa-
tion is very useful. Based on this, orthogonal complement method is used to eliminate 
the redundant variables, the forward kinematics of the 6-3 Stewart parallel mechanism 
can be expressed as an 8 degree algebraic equation. 

This paper is organized as follows. Section 2 presents the basic concepts of the for-
ward kinematics. Section 3 presents the 11 compatible equations. Section 4 orthogonal 
complement method is used to derive the 8 degree algebraic equation. In section 5, a 
numerical example is presented. Finally, in section 6, we present the conclusions. 

2   Basic Concepts of the Forward Kinematics 

Fig.1 shows a 6-3 Stewart parallel mechanism. For the convenience of analysis, the 
reference system OXYZ is attached to the static platform and its origin coincides with 
the joint B1, the reference system O’X’Y’Z’ is attached to the moving platform and its 
origin coincides with the joint A1. 

 

Fig. 1. a 6-3 Stewart parallel mechanism 

The position of the joint Bi with respect to OXYZ can be expressed as: 

Bi = [ai bi 0]T      (i=1,2,…6)                                   (1) 

And the position of the joint Ai with respect to O’X’Y’Z’ can be expressed as: 

Ai = [pi qi 0]T      (i=1,2,…6)                                   (2) 
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The position vector P = [x y z]T describes the origin of O’X’Y’Z’ with respect to 
OXYZ. The rotation matrix R, which describes the orientation of the reference 
O’X’Y’Z’ with respect to OXYZ, can be expressed as: 

x x x

y y y

z z z

l m n

l m n

l m n

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

R  (3) 

According to the orthogonality of the rotation matrix, there exist the following 3 
equations: 

lx
2 + ly

2 + lz
2 = 1 (4) 

mx
2 + my

2 + mz
2 = 1 (5) 

lx mx + ly my + lz mz = 0 (6) 

The vector of every link is: 

Li = P + R Ai - Bi (7) 

From the above equations, we have: 

( ) ( )
( )

22

2 2               ( 1 ~ 6)

i x i x i i y i y i

i z i z i

p l q m x a p l q m y b

p l q m z l i

+ + − + + + −

+ + + = =
 (8) 

It can be noticed that there are only 9 unknowns in Eq.(8). The task is to solve the 
nine unknown variables. For the convenience of analysis, two intermediate variables 
w1﹑w2 are introduced in the following. 

For i = 1, because of a1 = b1 = p1 = q1 = 0, Eq.(8) becomes: 

x2 + y2 + z2 = l1
2                                                    (9) 

For i = 2 ~ 6, eq.(8) can be simplified as: 

1 2i i i i i x i x i y i y ip w q w a x b y C m Al B l D m E+ − − − = + + +   (10) 

where 1w and 2w are the two intermediate variables and defined as follows: 

1 x y zw l x l y l z= + +
                                            

(11) 

2 x y zw m x m y m z= + +                                        (12) 

Their physical meaning will be presented later. And Ai� Bi� Ci� Di� Ei are constants 
as follows: 

( )2 2 2 2 2 2
1

,

,

1

2

i i i i i i

i i i i i i

i i i i i i

A p a B p b

C q a D q b

E l l a b p q

= =
= =

= − − − − −

                           (13) 
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From those above equations, we can get the following five equations: 

1 1,1 1,2 1,3 1,0x y yw c l c l c m c= + + +  (14) 

2 2,1 2,2 2,3 2,0x y yw c l c l c m c= + + +  (15) 

3,1 3,2 3,3 3,0x y yx c l c l c m c= + + +  (16) 

4,1 4,2 4,3 4,0x y yy c l c l c m c= + + +  (17) 

5,1 5,2 5,3 5,0x x y ym c l c l c m c= + + +  (18) 

Where, ci,y( i = 1 ~ 5, j = 0 ~ 3 ) are all constants. 

3   Compatible Algebra Equations 

In this section, we will give some compatible algebra equations. These equations are 
very useful to solve the forward kinematics of the parallel mechanisms. 

From Eq.(4)~ Eq.(6), we can get: 

2 2 21z x yl l l= − −                                                           (18) 

2 2 21z x ym m m= − −                                                       (19) 

( )z z x x y yl m l m l m= − +                                               (20) 

From Eq.(9), Eq.(11), Eq.(12) we can get: 

2 2 2 2
1z l x y= − −                                                      (21) 

1z x yl z w l x l y= − −                                                   (22) 

2z x ym z w m x m y= − −                                              (23) 

Now, from Eq.(18)~Eq.(23), we can get six identities which only contain three un-
knowns lx、ly、my: 

( )( ) ( )
( )( ) ( )
( )( ) ( )( )
( )( ) ( )( )
( )( ) ( )( )
( )( ) ( )

22 2
1

22 2
2

2
3

2
4

2
5

22 2
6

: 0

: 0

: 0

: 0

: 0

: 0

z z

z z

z z z z z

z z z z

z z z z z

z z z z

eq l z l z

eq m z m z

eq l z m l m m z

eq l m z l z m z

eq m z l l m l z

eq l m l m

− =

− =

− =

− =

− =

− =

 (24) 
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These six identities were presented by Chang-De Zhang and Shin-Min Song in 
[10]. In addition, we can also find some other information which can be used, if fur-
ther research work is done carefully. 

Let W denotes the expression of the position vector P in O’X’Y’Z’, then the rela-
tionship between them as follows: 

W = RT P                                                         (25a) 

P = R W                                                          (25b) 

From Eq.(25), we can see that w1﹑w2 are the first two components of W, and the 
following two identities can be obtained: 

1 2 3x x xx l w m w n w= + +
                                         

(26) 

1 2 3y y yy l w m w n w= + +                                         (27) 

Eq.(26) and Eq. (27) becomes: 

3 1 2x x xn w x l w m w= − −                                                (28) 

3 1 2y y yn w y l w m w= − −                                               (29) 

At the same time the lengths of vector W and vector P are equal, it means: 
2 2 2 2
3 1 1 2w l w w= − −                                                     (30) 

According to the orthogonality and the normalization of the rotation matrix, the fol-
lowing relationships can be obtained: 

2 2 21x x xn l m= − −
                                               

(31) 

2 2 21y y yn l m= − −
                                               

(32) 

x y x y x yn n l l m m= − −                                           (32) 

Now, from Eq.(28)~Eq.(32), we can get another six identities, which only contain 
three unknowns lx、ly、my : 

( )( ) ( )

( )( ) ( )
( )( ) ( )( )
( )( ) ( )( )
( )( ) ( )( )
( )( ) ( )

22 2
7 3 3

22 2
8 3 3

2
9 3 3 3

2
10 3 3

2
11 3 3

22 2
12

: 0

: 0

: 0

: 0

: 0

: 0

x x

y y

x y x y

x y x y x

y x x y y

x y x y

eq n w n w

eq n w n w

eq n n w n w n w

eq n n w n n n w

eq n n w n n n w

eq n n n n

− =

− =

− =

− =

− =

− =

 (33) 

These six identities are the additional information. Actually, due to the orthogonality 
and the normalization of the rotation matrix, eq6 and eq12 go to the same result. So 
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there are 11 equations can be used. The information plays an important role in the 
forward kinematics analysis of parallel mechanism. 

4   Process of Elimination 

In this section, we will formulate 33 equations based on eq1 ~ eq11, and then,  
the method of orthogonal complement are be used to eliminate lx and ly to obtain a 
polynomial equation in one unknown my. We multiply the 11 equations eq1 ~ eq11 by 
1、lx、ly to form 33 equations with 21 unknown variables. 

In order to take advantage of the orthogonal complement method for elimination, 
the 21 unknown variables can be grouped as follows: 

{ }
{ }
{ }
{ }

2 2
1

2 2 3 3
2

3 2 2 3 4 4
3

4 2 3 3 2 5 5 5
4

1, , , , ,

, , ,

, , , ,

, , , , ,

T

x y y x x y

T

y x y x x y

T

y x y x y x x y

T

y x y x y x y x x y

l l l l l l

l l l l l l

l l l l l l l l

l l l l l l l l l l

=

=

=

=

λ

λ

λ

λ

 (34) 

Now there are more equations than the unknown variables, which make the use of the 
orthogonal complement method for elimination possible. Using the orthogonal com-
plement method the dimension of coefficient matrix can be reduced, and some high 
order items can be eliminated. 

The 33 equations can be simplified as: 

1 1 2 2 3 3 4 4⋅ + ⋅ + ⋅ + ⋅ = 0M M M Mλ λ λ λ  (35) 

Where M1 is 4th order polynomials of my in theory, and the order of M1 maybe varies 
as for the specific problem, M2 is 2nd order polynomials of my, M3 are 1st order poly-
nomials of my, M4 is the constants. If the coefficient matrices are expanded, Eqs.(35) 
becomes: 

2 3 4
10 11 12 13 14 1

2
20 21 22 2

30 31 3 4 4

[ ]

[ ]

[ ]

y y y y

y y

y

m m m m

m m

m

+ + + +

+ + +

+ + + = 0

λ

λ
λ λ

M M M M M

M M M

M M M

 (36) 

The variables λ4、λ3、λ2、my
3 λ1 and my

4 λ1can be eliminated by the method of or-
thogonal complement, and the following equations can be obtained: 

2
10 11 12 1[ ]y ym m+ + = 0N N N λ

                                 
(37) 

Denotes 2
10 11 12[ ]y ym m+ +N N N as Ms, and the order of Ms maybe varies as for the 

specific problem. Any 6 rows of Ms can make up of a square matrix, denotes as M. 
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Because Eqs.(37) have non-zero solutions, the determinant of M should be equal to 
zero, so the higher order algebraic equation can be obtained from the determinant of 
M. That is: 

det 0M =
                                                     

(38) 

From Eq. (38), many polynomial equations of my can be derived, and my can be de-
termined by it. The degree of these algebraic equations may exceed 8. But in most 
cases, the coefficients of the items of which the order is higher than 8, is very small, 
so these items can be directly removed. But my

i( i > 8 ) can be solved, and then substi-
tuted into the rest equations. In the end, 8th polynomial equations of my can be derived.  

As for the other variables, lx and ly can be uniquely determined by any five equa-
tions of Eq.(37). The variables w1、w2、x、y、mx can be determined by Eq.(14)~ 
Eq.(18); z、lz、mz can be determined by the following three equations: 

2 2 2
1

1

2

x y
z

x y
z

z l x y

w l x l y
l

z
w m x m y

m
z

= ± − −
− −

=

− −
=

                                         (39) 

The last three variables can be determined by the following three equations: 

x y z z y

y z x x z

z x y y x

n l m l m

n l m l m

n l m l m

= −

= −

= −
                                           

(40) 

Since Eq. (38) is an 8th order polynomial equation, so my has 8 possible solutions. 
From Eq. (39), there are two sets of solutions for each my. Therefore, the forward 
kinematics of the 6-3 Stewart parallel mechanism has 16 possible solutions. 

5   Numerical Example 

In this section, the algorithm of the forward kinematics of the 6-3 Stewart parallel 
mechanism is verified through an example. The geometrical parameters of this exam-
ple are showing as Tab.1. 

Table 1. The geometrical parameters of 6-3 Stewart parallel mechanism 

 Ax Ay Bx By 
1 0 0 0 0 
2 0 0 7 0 
3 5 0 7 1 
4 5 0 4 4 
5 2 5 3 4 
6 2 5 0 1 
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The lengths of the six links are obtained from the inverse kinematics. The position 
vector is P = [2 3 15]T. The rotation matrix is: 

0.74 0.27244 0.61496

0.67244 0.32 0.667401

0.0149603 0.907401 0.42

− −⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥⎣ ⎦

R  

The lengths of the six links are l1=15.4272、l2=16.0935、l3=18.2124、l4=16.2886、
l5=19.98、l6=19.6626. 

Applying the method proposed in this paper, the forward kinematics analysis can 
be expressed as 8th polynomial algebraic equation, and there are many such equations. 
Figure 2 shows the curves corresponding to eight such equations. One of them is as 
follows: 

8 8 9 7 8 6

9 5 10 4 9 3

9 2 9 8

1.18168 10 1.78846 10 6.93631 10

1.5863 10 2.26799 10 7.71886 10

4.36479 10 2.64473 10 7.95852 10 0

y y y

y y y

y y

m m m

m m m

m m

− × − × + ×

− × + × − ×

− × + × + × =

 

-1.0 -0.5 0.5 1.0
my

-4.μ109

-2.μ109

2. μ109

4. μ109

fHmyL

-0.3200 -0.3195 -0.3190 -0.3185
my

-5000

5000

fHmyL

 

Fig. 2. The curves corresponding to eight polynomial equations with respect to the unknown 
variable my. This shows that there are two solutions between -1 and 1. 

These 8th polynomial equations have the same solutions, as follows; 

15.6173

0.972551 2.209

0.972551 2.209

0.32

y

y

y

y

m

m i

m i

m

= −

= − −

= − +

= −

     

0.319097

0.499764 0.317754

0.499764 0.317754

2.06701

y

y

y

y

m

m i

m i

m

= −

= −

= +

=

 

It is show that there are two solutions between -1 and 1, that is -0.32 and -0.319097. 
And -0.32 is the initial value, in the other word, the value of R(2,2) is -0.32. The cal-
culation result reflects that the proposed method is absolutely correct. The other vari-
ables can be obtained easily according to the corresponding equations in this paper, 
those results are omitted here. 
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6   Conclusions 

In this paper, a new method is proposed to solve the forward kinematics problem of 
the 6-3 Stewart parallel mechanism. Five new compatible equations have been pro-
posed. And the orthogonal complement method has been used to eliminate the redun-
dant variables. This problem can be expressed as an 8th polynomial equation in the 
end, and there are 16 solutions altogether. The method has been verified in a numeri-
cal example. All the 16 solutions do satisfy the original six length constraints, that is 
to say, there is no extraneous solution. 
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Abstract. This paper presents a lower mobility parallel manipulator with fully 
decoupled motions. The proposed parallel manipulator has 3-DOF and can be 
utilized as a portable multi-axis CNC for parts assembly and light machining 
tasks that require large workspace and high dexterity. The manipulator consists 
of a moving platform that is connected to a fixed base by three pairwise 
orthogonal legs which are comprised of one cylinder, one revolute and one 
universal joint respectively. The mobility of the manipulator and structure of 
the inactive joint are analyzed. Kinematics of the manipulator including inverse 
kinematics, forward kinematics, and velocity equation are deduced. A design 
optimization is developed to seek the maximal workspace with particle swarm 
algorithm. This advantage has great potential for machine tools and coordinate 
measuring machine. 

Keywords: Parallel manipulator, Decoupled motion, Kinematic modeling, 
Dynamics simulation, Prototype fabrication. 

1   Introduction 

During the past three decades, parallel robotic manipulators have been the subject of 
many robotic researches [1-10]. A parallel manipulator typically consists of a moving 
platform that is connected to a fixed base by at least two kinematic chains in parallel. 
Parallel manipulators can provide several attractive advantages over their serial 
counterpart in terms of high stiffness, high accuracy, and low inertia, which enable 
them to become viable alternatives for wide applications [11-17]. But parallel 
manipulators also have disadvantages, such as complex forward kinematics, small 
workspace, complicated structures, and a high cost [18]. To overcome the above 
shortcomings, progress on the development of parallel manipulators with less than 6-
DOF has been accelerated.  

Most of the existing parallel robotic manipulators have coupled motion between the 
position and orientation of the end-effector. The complexity of the multi-axial 
manipulation produces the difficulty to control. The mechanism with decupled motion 
can be called as decupled mechanism, which has two obvious advantages as least. The 
first one is that the decupled mechanism will make the kinematics modeling, Jacobian 
calculation, and performance analysis becoming more convenient. The second 
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advantage is the control strategy will be much easier since the displacement, speed, 
and acceleration of the end-effector in one direction is only driven by one motor that 
is installed in one limb of the parallel manipulator.  

Nevertheless, the number of real applications of decoupled motion actuated parallel 
manipulators is still quite limited. This is partially because effective development 
strategies of such   types of closed-loop structures are not so obvious.  In addition, it is 
very difficult to design mechanisms with complete decoupling, but it is possible for 
fewer DOF parallel manipulators. To realize kinematic decoupling, the parallel 
manipulators are needed to possess special structures. Thus, investigating a parallel 
manipulator with decoupling motion remains a challenging task.   

This paper focuses on the conceptual design, analysis and manufacturing of a 3-
DOF non-over constrained translational parallel robotic manipulator with decoupled 
motions which can be utilized for parts assembly and light machining tasks that 
require large workspace, high dexterity, high loading capacity, and considerable 
stiffness. In what follows, conceptual generation, mobility analysis and inactive joint 
are presented in Section 2. Inverse and forward kinematics modeling is addressed in 
Section 3. Afterwards, dynamics simulation is conducted based on Lagrangian 
method in Section 4. In Section 5, particle swarm algorithm based workspace 
optimization is conducted for the 3-CRU manipulator. In Section 6, the physical 
prototype is manufactured and tested. Finally, conclusion is given. 

2   Geometrical Design 

A novel 3-CRU (here, C represents cylindrical  joint, R represents revolute joint and 
U represents universal joint) non-over constrained translational parallel manipulator 
with decoupled motions is proposed. It should be mentioned that 3-CRR mechanism 
[19, 20, 22] has the similar motion capability. However, this design is an optional 
solution. As shown in Figs. 1 and 2, the 3-CRU is composed of a base and a moving 
platform connected by three CRU legs.   

The axes of the C and R joints, as well as the axe of the U joint, are arranged such 
that their joint axes are parallel to a common plane. As a result, the axe of outer R 
joint (the one connects to the moving platform) of the U joint is perpendicular to the 
axe of the U joint as well as all the axes of the C and R joints within a given leg. All 
above guarantee that instantaneous rotation of the moving platform about a direction 
that is perpendicular to the common plane of all the axes of the C, R, and inner R of 
the U joint is impossible.  

Since most of the lower-mobility parallel mechanisms are over-constrained, it is 
necessary to take the common constraints of mechanism and the passive constraints 
into consideration in mobility analysis. Thus, the DOF of this manipulator can be 
obtained from the general Chebyshev-Grubler-Kutzbach formula, 

1

( 1) 6 (8 9 1) 3 (2 1 2) 0 3
g

i
i

M d g fη ν
=

= − − + + = × − − + × + + + =∑                     (1)  

This 3-DOF decoupled parallel manipulator with three CRU legs possesses the 
following advantages: a) Simple kinematics and easy for analysis, design, trajectory 
planning, and motion control; b) Large and well shaped workspace; c) High stiffness; 
d) High loading capacity. 
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Fig. 1. CAD Model of 3-CRU 
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Fig. 2. Schematic model of 3-CRU 

A parallel manipulator with less than 6-DOF for each leg can be treated as a twist 
system that is guaranteed under some exerted structural constraints. The wrench 
system is a reciprocal screw system of the twist system for the same leg, and a wrench 
is said to be reciprocal to a twist if the wrench produces no work along the twist.  
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Concerning the 3-CRU manipulator, the wrench system of a leg is a 1-system 
which exerts one constraint couple to the moving platform with its axis perpendicular 
to the axis of C joint within the same leg. The wrench system of the moving platform, 
that is a linear combination of wrench systems of all the three legs, is a 3-system, 
because the three wrench 1-systems consist of three couples, which are linearly 
dependent and form a screw 3-system. Since the arrangement of all the joints shows 
on Fig. 2, the wrench systems restrict three rotations of the moving platform with 
respect to the fixed base at any instant, thus leading to a translational parallel 
manipulator. 

3   Kinematic Modeling 

3.1   Inverse Kinematics 

The inverse kinematics problem (IKP) deals with finding the actuated joints’ values 
that correspond to a given set of output variables (position and orientation of the 
moving platform). The purpose of the inverse kinematics issue is to solve the actuated 
variables from a given position of the mobile platform. 

The IKP of the Stewart-Gough manipulator is trivial with single solution, but when 
the number of kinematic chains is reduced, the number of solutions of the inverse 
kinematics problem increases and the problem becomes more challenging [21]. The 
direct kinematics problem of parallel manipulators is by far more challenging than the 
inverse kinematics problem since it requires solving a set of polynomial equations in 
the output variables. While the inverse kinematics problem for a general Stewart-
Gough manipulator has only one solution, the direct kinematic problem has up to 
forty real solutions [22].  

To facilitate the analysis, referring to Fig.3, a fixed reference frame O-xyz is 
attached at the centered point O on the base and a moving reference frame P-uvw at 
the centered point P on the moving platform, with the z and w axes perpendicular to 
the platform, and the x and y axes parallel to the u and v axes, respectively. The 
direction of the ith fixed C joint is denoted by unit vector ci. A reference point Mi is 
defined on the axis of the ith fixed C joint, and the sliding distance is defined by di; 
point Bi defined as the interaction of the axes of the U joint. Furthermore, the position 

vector of point Mi in the fixed frame is denoted by mi = [ ziyixi mmm ,, ]T, while the 

position vector of point Bi is noted by p b i = [ ziyixi bbb ,, ]T in the moving frame and 

bi in the fixed frame. The ui is defined as a vector connecting Ai to Bi, and is 

orthogonal to the unit vector ri = [ ziyixi rrr ,, ]T
  

Generally, the position and orientation of the moving platform with respect to the 

fixed base frame can be described by a position vector p= [ zyx ppp ]T and a 3×3 

matrix o
PR .  
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Fig. 3. Kinematic modeling of a leg 

Since the moving platform of a 3-CRU possesses only translational motion o
PR  

becomes an identity matrix. Then, it has  

bi = pbi                                        (2) 
Referring to Fig. 3, a vector-loop equation can be written for each leg as follows: 

                      ui = p + bi  - mi – dici                           (3)  

Substituting Eq. (2) into Eq. (3), it has, 

ui = p + pbi - mi - dici                          (4)                                                         

As vectors ui and ri are orthogonal, it yields, 

u T
i ri = 0           (5)                                      

Substituting Eq. (4) into Eq. (5), it gets, 

(p + pbi - mi -dici)
Tri = 0        (6)                               

For geometric parameters of this parallel manipulator, it has, 

c1 = r1  = [1,0,0]T                                         (7)  
c2 = r2  = [0,1,0]T                                       (8) 
c3 = r3  = [0,0,1]T                                                      (9) 
e1 = [0,0,1]T                                                  (10) 

e2 = [0,0,1]T                                                                   (11) 

                                 e3 = [1,0,0]T                                                                (12)   

Substituting Eqs. (7)~(12) into Eq. (5), the solution of the inverse displacement 
analysis for the 3-CRU parallel manipulator is derived as,  
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d1 = px + bx1 – mx1                                     (13)      
d2 = py + by2 – my2                                                    (14)  
d3 = pz + bz3 – mz3                         (15)  

From Eqs. (13) to (15), it can easily observed that the motions of the 3-CRU parallel 
manipulator are decoupled. The actuator in leg 1 controls the translation along the X 
direction; the actuator in leg 2 controls the translation along the Y direction while the 
actuator in leg 3 controls the translation along Z direction.  

The distance between the center of the moving plate and base is mi = l2i + b 

3.2   Forward Kinematics  

The forward kinematics is to obtain the end-effector position, [ zyx ppp ,, ] T , when 

the input sliding distance di is given. 
By solving Eqs. (13) to (15) for variables x, y, and z, the forward kinematics can be 

performed. Thus, it yields, 

111 xxx mbdp +−=                                  (16)  

222 yyy mbdp +−=                       (17) 

333 zzz mbdp +−=                        (18) 

3.3   Velocity Analysis 

Equations (16) to (18) can be rewritten as:   
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Taking the derivative of Eq. (19) with respect to time yields, 
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                       (20)  

where J is the 3×3 identity matrix. Since J is an identity matrix, the manipulator is 
isotropic everywhere within its workspace. 

Therefore, the velocity equations of the 3-CRU parallel manipulator can be written 
as, 

xpd
.

1 =& , ypd
.

2 =& , zpd
.

3 =&                               (21)  
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4   Dynamics Simulation 

The dynamics analysis of parallel mechanism includes inertial force calculation, stress 
analysis, dynamic balance, dynamic modeling, computer dynamic simulation, 
dynamic parameter identification and elastic dynamic analysis, in which dynamic 
modeling is the most fundamental and important one. Generally, because of the 
complexity of parallel mechanism, the dynamic model is multi-degree-of-freedom, 
multi-variable, highly nonlinear and multi-parameter coupling. 

There are many approaches for current analysis of dynamics, such as the methods 
of Lagrangian, Newton-Euler, Gauss and Kane. Lagrangian method can not only seek 
the simplest form to deduce related dynamics equations of complex system, but also 
has an explicit structure.  

1

( 1, 2,3)
k

j
i j

ji i i

d L L
F i

dt q q q
λ

=

∂Γ⎛ ⎞∂ ∂− = + =⎜ ⎟∂ ∂ ∂⎝ ⎠
∑&

          (22) 

where L is equal to the kinetic energy minus the potential energy of the system, qi is 

the generalized coordinate, Fi is the generalized force with respect to the generalized 
coordinate, Γj denotes the jth constraint function, k is the number of constraint 
function and λj is the  Lagrangian multiplier. 

The external force applied on the centroid of moving platform is  

120 sin( ) 48

80 cos( ) 42

45 sin( ) 45 cos( ) 48

x

y

z

F time

F time

F time time

= ⋅ +⎧
⎪ = ⋅ +⎨
⎪ = ⋅ + ⋅ +⎩

                 (23) 

Under the condition of joints motion and applied force, the curves with time of the 
driving force and corresponding torque of the four translational joints can be recorded 
as shown in Fig. 4(a)~(g). 
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Fig. 4. The results of each driven joint (a) force, (b) torque, (c) translational displacement, (d) 
translational velocity, (e) translational acceleration, (f) angular velocity, (g) angular 
acceleration 
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Fig. 4. (continued) 

5   Workspace Optimization with Particle Swarm Algorithm 

The workspace of the parallel robot can be defined as a reachable region of the origin 
of a coordinate system attached to the center of the moving plate. Since its major 
drawback is a limited workspace, it is of primary importance to develop algorithms by 
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which the workspace can be determined and the effect of different designs on the 
workspace can be evaluated.  

Obtaining high performance requires the choice of suitable mechanism dimensions 
especially as there is much larger variation in the performances of parallel 
architectures according to the dimensions than for classical serial ones. Indeed, with 
the development of manipulators for performing a wide range of tasks, the 
introduction of performance indices or criteria, which are used to characterize the 
manipulator, has become very important. A number of different optimization criteria 
for manipulators may be appropriate depending on the resources and general nature of 
tasks to be performed. The choice of any of the criteria for a given set of data would 
result in a manipulator whose performances do not necessarily match the optimum 
values of the other criteria. 

Inspired by social behavior such as bird flocking, particle swarm optimization 
(PSO) is swarm intelligence based stochastic optimization technique. Different with 
the traditional genetic algorithm, PSO has no evolution operators including crossover 
and mutation. In PSO, the particles search the optimal solution by following the best 
particles in the current population. In this scenario, Trelea’s model is utilized to 
perform the optimization process [23]. The maximal velocity divisor is 2, the particles 
number is 24. 

The goal of optimization criteria is to seek the maximal workspace. From Fig.5, it 
can be found that after 120 generation, the best individuals, namely the optimal 
workspace, is convergent to 1.0648×107 mm3. The computing time is 2.440478 s.  
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Fig. 5. The best individuals in each epoch with PSO 

6   Prototype and Experiment 

To more effectively prove the concept, the prototype is manufactured with some 
simple materials and basic hand tools. A threaded rod is utilized to create the wanted 
translations in the three orthogonal directions, by lodging a nut into guide blocks of 
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the same thread size and pitch. The block is kept tracking straight using a steel guide 
rod through a hole in the guide block. The threaded rod will act similarly to the ball 
screws allowing the block to feed in the direction dependant on the screw movement. 
These threaded rods are powered by drills affixed to nuts brazed onto the end of the 
rod to crudely simulate the electric stepper motors that will ultimately power our final 
prototype. The threaded rod in combination with the variable drill speeds represented 
two types of machine tool motion in the form of a quick rapid to a slow and precise 
feed. This demonstrates the incredible resolution that can be achieved through this 
type of motion. 

Aside from displaying the motion of the final unit, as well as how the system 
translates motion through the use of independent linked arms acting on independent 
axis, but it also displayed the physical size and shape of the overall unit. This includes 
height, footprint, and the generally robust design that it has. This not only helps the 
consumer imagine the part size that can be cut, but also how and where the final tool 
can be located. Figure 6 shows the physical prototype of the 3-CRU decoupled 
parallel robotic manipulator. 

The four characters “UOIT” are selected to test the cutting performance with this 
portable machine. Beginning with the “U” when the original plunge cut is made, the 
bit bites into the wood and then applies a force to the arms, that is generally referred 
to as ”walking”. This walking force is the natural force implied on the router as the 
end mill bites the wood and cuts through it. Due to the amount of play at the end mill, 
the router simply walks until the slack or play in the arms is taken up, and proceeds 
straight down as normal (as shown in Fig. 7).  

 

Fig. 6. The physical prototype 
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Fig. 7. The characters cut by the portable multi-Axis CNC 

7   Conclusion 

The major contribution of this research is to have proposed a novel 3-DOF parallel 
manipulator as a portable multi-Axis CNC. The advantage of decupling in mechanism 
has great potential for machine tools and coordinate measuring machine. The 
conceptual design of a novel 3-DOF non-over-constraint translational parallel 
manipulator with decoupled motion has been proposed. The kinematic modeling of 
the parallel manipulator has been examined, in terms of inverse and forward 
kinematics study and velocity analysis. It has been noticed that due to the isotropy and 
motion decoupling, the inverse and forward kinematic are easy for analysis; The 
Jacobian is a 3×3 identity matrix. The workspace optimization is implemented with 
particle swarm algorithm. Some of the key issues in the detailed prototype design of 
the 3-CRU manipulator were discussed as well.  
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Abstract. To achieve the versatility in developing a packaging machine, it is 
imperative to understand the motion and stiffness characteristics of cartons dur-
ing industrial folding and manipulation. It is desirable to describe carton and its 
folding procedure in a way that is intelligible by a programmable machine. This 
raises much interest in the study of carton folding and carton motion for pack-
aging industry. This paper focuses on the stiffness characteristics of carton 
creases and panels, investigates the mechanics of creases and panels during car-
ton folding and manipulation and characterizes the motion-moment of carton 
creases during folding. Experiments are carried out to investigate the character-
istics of carton creases and panels.  

Keywords: packaging carton, motion-moment diagram, stiffness, equivalent 
mechanism. 

1   Introduction 

Diversity, complexity and short runs of packaging present a problem in a mechanized 
production to the point that manual effort is still resorted to. Examples of such pack-
aging are commonly found in the departmental stores ranging from food to the luxury 
end of the personal products including cosmetics and perfumery. These involve a very 
wide range of sizes and variety of shapes of cartons and other packaging materials 
with frequent innovation and changing characteristics of prestigious products. This 
can be seen in various seasonal products during Christmas and Easter and induces two 
distinct actions. One places the onus on the package designer [1] to constrain package 
variety and novelty to be within the capability of existing commonly preferred ma-
chines. The other places the onus on a machine designer to design an automatic and 
reconfigurable system for all eventualities. The latter is one of the fundamental issues 
in packaging machine innovation.  

Current machines do not have the ability to manipulate the entire range of cartons 
that either exist or may materialize through innovation. This is reflected in carton 
erectors/fillers that are normally designed to accept a range of carton sizes, but few 
                                                           
* Corresponding author. 
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variations of shape and style [2]. This is the reason that a large number of manual 
operations are still used in packaging.  

The academic interest in carton folding and manipulation was only aroused in re-
cent years. Dai and Rees Jones [3] developed a new approach and equated a card-
board carton with a mechanism that generated a new class of mechanisms. In such 
equivalence, the mechanism analysis including the topological graph and adjacency 
matrix approach [4] can be used to describe a carton that kinematics of a carton  
can be identified [5]. The analogy characterizes a carton folding procedure with de-
tailed steps and describes folding in an analytical way. In 1998, the concept of the 
metamorphic mechanism [6] was proposed relating a carton fold to a new type of 
mechanisms which change the mobility and mechanism structure during motion and 
subsequently change the manipulation configurations [7, 8]. In 2000, Lu and Aketa 
developed a new algorithm [9] for folding a carton with fixtures. The fixtures were 
arranged to fold different cartons and motion planning was used for folding operation. 
In 2001, Liu and Dai proposed a method [4] for extracting carton folding sequence 
and developed an algorithm [10] to automatically fold a carton. In 2002, Dai and Rees 
Jones developed kinematic models [11] for carton folds and applied kinematic trans-
formation [12] to carton manipulation. 

On the other hand, to develop a versatile packaging machine, it is imperative to 
understand motion and stiffness characteristics of cartons in folding and manipulation. 
In this part development, Carlsson et al. [13] investigated the residual moment using 
the finite-element method and examined local bending of a carton panel. Song and 
Amato [14] used the correlation between box folding and protein folding to investi-
gate paper craft folding by introducing a tree-like structure to identify the links be-
tween panels. In parallel to this part of study, Ashdown [15] applied finite-element 
analysis to examine the apple packaging. Gilchrist et al. [16] used the non-linear finite 
element to model corrugate boards. Beldie et al. [17, 18] investigated paperboard 
packages using finite-element modelling. Hicks et al. [19] used a finite-element ap-
proach and an energy formulation method to model the delaminating buckling in a 
geometrically constrained system and compared the results with the experimental 
results. The minimum energy principles were further used to create a theoretical 
model [20] of the response of the packaging material during processing by encapsu-
lating the non-linear properties of the material in parametric models generated 
through analysis of the physical measurement.  

Although the various investigations were made, the residual moment produced 
from a crease of a carton needs to be investigated and is essential in investigating 
variable stiffness of carton creases and panels. Thus, in this paper test rig is set up in 
order to test and characterize the stiffness of carton creases and panels. The study 
firstly investigates the mechanics of creases during carton folding and manipulation 
and characterizes the motion moment of carton creases during folding. Then stiffness 
model of the carton panel is established based on mechanics of material and experi-
ment for testing the stiffness of carton panel is carried out resulting in the stiffness 
characteristics of the panel specimen. This paper aims at developing an analytical way 
of modelling carton creases with their variable stiffness. The study gives an experi-
mental way of studying and modelling a carton in folding and manipulation in  
packaging industry, and leads to carton-packaging automation with predictable  
characteristics. 
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2   Cartons and Their Equivalent Mechanisms 

A crash-lock carton presented in Fig. 1is selected as an example for this study. The 
bottom of this rectangular carton is closed by interlocking two main based panels each 
of which is linked to a triangle panel with a crease and to the side panels of the main 
body with several other creases.  

The carton is erected and folded from a flattened configuration by closing the 
crash-lock base. This process can be modelled as an equivalent mechanism. Consider 
creases between panels as revolute joints [2, 13] and carton panels as mechanism 
links [9, 14], the carton can be modelled as a mechanism. This equivalent mechanism 
can be carried out by assuming carton panels as rigid links when carton panels are 
made of rigid cardboards. However consider a deformation resulting from the carton 
folding and manipulation, and particularly creases which have a non-linear stiffness, 
the equivalent mechanism is represented in Fig.2a where links are rigid. With non-
rigid panels it has been modelled in Fig. 2b. 

 
Fig. 1. A crash-lock carton 

The mechanism has its particular characteristics that the joint possesses a non-
linear stiffness and the link is non-rigid. The study of the carton equivalent hence 
involves the study of these two characteristics: stiffness of carton creases and stiffness 
of carton panels. Therefore, using the experiment rig set up in this research, experi-
ments of testing the stiffness of carton creases and carton panels are carried out and 
the stiffness of carton creases and panel is characterized in this paper. 

         

(a)                                    (b) 

Fig. 2. Equivalent mechanism with nonlinear spring and rigid/non-rigid panels 
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3   Stiffness Characteristics of Creases 

In this section, experiment was carried out to test the stiffness characteristics of 
creases of a carton. The thickness of cardboard panels was 1mm and they are com-
posed of six flies of sheets. The crease was formed by die-pressed groove. Eight 
creases were labeled in the carton as in Fig. 3.  

 

Fig. 3. A test carton 

The test carton is fixed on a carton rotating bearing in Fig. 4 which permits a car-
ton to be manipulated about the crease axis. The alignment of the crease axis with the 
rotational joint axis of the measurement chain is fundamental to avoid an undesired 
input in measurement, e.g. extra stress and strain of a cardboard carton panel.  

 

Fig. 4. A measurement chain 

The test condition was kept in the experiment to follow the procedural standard 
[21, 22]. In particular, the laboratory was kept at 23°C±1°C in temperature and (50±2) 
% in relative humidity at least for 3 hours prior to the start of an experiment. 
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Fig. 5. Effect when rotating a panel about a crease 

The carton folding angle about a crease is as in Fig. 5 with a deflection angle of the 
panel flexibility. This deflection angle is 

      ( ) ( )
2d FL Fx

y x x x
dx EJ 2EJ

β= = − ,                                 (1) 

where x is the length coordinate, F is the applied force and, L is the length of the 
panel, E the Young’s Modulus and J the moment of inertia. When the manipulating 
finger is exerted at the 1/3 length of the panel, the deflection angle is  

2

3 18

L FL
x

EJ
β ⎛ ⎞= =⎜ ⎟
⎝ ⎠

.                                             (2) 

3.1   Motion-Moment Characteristics 

When being exerted a force, a cardboard panel folds about a crease towards another 
panel to change the folding angle. This force results in a moment exerting to the 
crease. With the experiment measurement chain both panel manipulation and moment 
applied to the crease were recorded in Fig. 6. 

It can be noted that the data is quite converging. A clear trend is shown in Fig. 6. 
The upper trend is the first manipulation about creases and the lower trend is the re-
peat manipulation about creases when plies were detached after the first manipulation. 
The crease behaviour is similar in each part of a carton.  

In the first manipulation, in the stage before 25°, the plies are still attached to each 
other and give a linear behaviour to the crease stiffness. After this point the moment is 
linearly proportional to the folding angle and then the stiffness is constant until folding 
angle reaches 50°. Around 50° the plies begin to detach from each other. In the range 
between 50° and 65°, most part of the crease cross section is delaminated. The stiffness 
decreases immediately and becomes several times smaller. In this range the stiffness 
reaches the lowest value. When the panel is manipulated close to 90°, these detached plies 
are heaped. They start working against the continuing manipulation about this point and 
act as a wedge. The crease stiffness starts increase proportionally to the ply compression 
from this point. The repeat manipulation has much lower stiffness but after the folding 
angle reaches the final stage at 90°, the crease has the same stiffness. All three manipula-
tions have the converged trends and the stiffness at the final stage reaches the same value.  
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Fig. 6. Experimental motion-moment diagram 

This demonstrates four ranges in the motion-moment diagram. They are elastic 
range, delaminating (yield) range, low panel resistance range and rebounding range. 
Same characteristics can be found in other creases as in lateral 2, lateral 3, lateral 4 
and central panels in Fig. 3. Each has the measurement data of the 1st manipulation 
and repeat manipulation. 

Extracting from the above experimental data, the folding analysis of three stages is 
given in Fig. 7.  

In Fig. 7, crease stiffness is calculated and the three stages of motion and moment 
characteristics are produced. It is expected that the crease moment increases as a 
parabolic curve during the first stage, due to the reason that the fibers are stretched 
until ply delamination. The second stage results in ply delamination. The plies begin 
to detach each other [23] and the moment required to manipulate cardboard panels 
about the creases begins to decrease. When these delaminated layers are compressed 
there is the third stage when the moment is required for the folding and manipulation. 

 

Fig. 7. Crease motion-moment diagram 
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3.2   Stiffness Characteristics of Carton Creases as Equivalent Elastic Joints 

From the motion-moment diagram of creases, crease stiffness can be extracted. The 
stiffness characteristics of creases are hence demonstrated in Fig. 8. 

         

Fig. 8. Crease stiffness per length unit vs folding angle 

The elastic stage starts from the origin until the yield point before the folding angle 
reaches 37° where delamination begins to decrease the crease stiffness. In this interval 
the stiffness increases linearly. The plastic stage starts when the folding incurs the 
change of mechanical property of a crease. The plies begin to detach from each other. 
In the range between 37° and 70°, most part of the crease cross section is delaminated. 
The stiffness decreases immediately. Around 70°, the stiffness reaches the lowest 
value. The third stage starts when plies are completely detached and cannot resist 
folding. However, the detached plies are heaped and started working against the con-
tinuing manipulation. This stage ends when the layers begin to be compressed by 
further folding. 

Averaged crease stiffness value of different panels for each ranges are shown in 
Table 1.  

Table 1. Crease stiffness from several creases 

 
Elastic range 

(stage 1) 
Delamination (yield) 

range (stage 2) 
Rebounding range 

(stage 3) 

CREASE Angle [deg] 
Stiffness 

[Nmm/deg]
Angle [deg]

Stiffness 
[Nmm/deg]

Angle [deg]
Stiffness 

[Nmm/deg] 

CD 1 0-35 0.01410 35-66. 0.01273 66-90 0.00370 
CD 2 0-34 0.01221 32-66 0.01633 66-90 0.00290 

CD 3 0-33 0.01013 33-66 0.01559 66-90 0.00400 

… … … … … … … 

Avarage 0-34 0.01215 34-66.3 0.01488 66-90 0.00351 

stand dev 3.3% 16.3% 0.62% 12.8% 4.54% 15.8% 
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The measurement is accurate to 1.5%. 
It should be pointed out that in Table 1 the average and standard deviation are 

computed using the following formulas [24]: 
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3.3   Stiffness Characteristics of Carton Creases in Repeat Folding 

The repeat manipulation has much lower stiffness as in Fig. 9 but after the folding 
angle reaches the final stage at 90°, the crease has the same stiffness. All three repeat 
manipulations have the converged trends and the stiffness at the final stage reaches 
the same value.  

It is interesting to note that the stiffness of the first manipulation and that of the re-
peat manipulation begin to reach the same value after 70°-80° in folding. This is be-
cause after the delamination both manipulations only result in the compression of 
detached plies. A strong indication is that both curves have the same final stage with a 
similar folding range when the plies begin to be compressed at the same folding  
angle. 

 

Fig. 9. Crease stiffness per length unit vs folding angle in the repeat manipulation 
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4   Stiffness Characteristics of Carton Panels 

4.1   Stiffness Model of Carton Panels 

A carton panel is formed by a cardboard with a relative high stiffness. The cross-
sectional area of the panel is wt, where w is the board width and t is the thickness. The 
moment of inertia is 

3

12

wt
J = ,                                                            (5) 

and the flexural rigidity is EI. For a small value of deflecting angle β, the bending 
moment which is applied to a carton panel is related to the carton panel stiffness by a 
linear relation as 

cM k β= .                                                             (6) 

If x is the deflection of a panel, the moment M can be given as 

2
EJ x

M
L L

= .                                                        (7) 

For a small angle, the carton panel stiffness is 

L

EJ
kp = ,                                                           (8) 

where the x/L is the deflection for small angle. 

4.2   Test of Carton Panel Stiffness 

Carton panel is a multiplied cardboard with a much stronger stiffness than that of a 
crease. The panel is modelled as a set of high stiffness springs to reflect the panel 
deflection during manipulation. This requires identifying the Young modulus and 
bending stiffness of a panel by using a tensile test and a resonance test. 

 
Fig. 10. Force versus elongation of a carton panel 
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Carton panel tensile test is similar to the metal test. A strip of panel, typically 25mm 
wide, was clamped between two jaws of a tensile tester. An upper jaw was moved by a 
lead screw, which gave a constant rate of elongation, stretched the specimen. Load cell 
and dial gauge were provided to measure force and displacement. A graph of the ten-
sile force/stretch relationship was then drawn. The shape of this curve results from the 
progressive breaking of inter-fiber bonds plus some breakage of individual fibbers. 

Constant rate of elongation method were used for calculating the tensile index, the 
tensile energy absorption index and the modulus of elasticity. The results are shown 
in Fig. 10. 

Three specimens were used. Good agreement is evidenced by the standard devia-
tion, which is less than 7%. 

To determine Young Modulus, following expression is used: 
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where S is the cross section, l0 , lf is the initial and final lengths of specimen and 
ε=0.2% is chosen. Young’s modulus from the experiment is E=2182(N/mm2) ±5.71%. 

The inertia moment is 
3

40.7146
12

bt
J mm= = , 100l mm=                                        (10) 

Hence panel specimen stiffness from Eq. (8) is kp=6.81Nmm. 

5   Error Analysis 

The standard deviation is used to check the convergence of a number of tests. The 
general analysis has shown a good agreement in the test and in the experiment. In 
particular, the trend of the standard deviation from the experiment on the motion-
moment diagram as in Fig. 6 is produced in Fig. 11.  

 
Fig. 11. Standard deviation in measurements of manipulating motion and moment 



440 G. Wei, R. Zhang, and J.S. Dai 

With the data from the experiments of all crease lines in the range of folding angle 
between 0o and 80o, the average standard is below 5%. Between 75o and 87o, the stan-
dard deviation is below 8%. Hence the characteristics of creases are coherent and the 
analysis gives a good agreement among the results.  

6   Conclusions 

The investigation of stiffness characteristics of a carton was demonstrated in this 
paper. The study started from a physical model of creases, revealed the behaviour and 
variable stiffness of creases and produced a motion-moment diagram for creases. The 
crease stiffness was analysed as being variable with the folding angle. The investiga-
tion of panel stiffness was then progressed. A physical model of carton panel was 
established revealing the behaviour and variable stiffness of panel. The investigation 
of experiments generated the Young’s modulus and characterized stiffness of carton 
panel. The error analysis was presented with the illustration of standard deviation. 
This study provided an experimental way of studying and modelling a carton in fold-
ing and manipulation in packaging industry, and leaded to carton-packaging automa-
tion with predictable characteristics. 

References 

1. Soroka, W.: Fundamentals of Packaging Technology. In: Emblem, A., Emblem, H. (eds.) 
Institution of Packaging (1996) 

2. Stewart, B.: Packaging as an Effective Marketing Tool. Kogan Page Ltd., London (1996) 
3. Dai, J.S., Rees Jones, J.: Mobility in Metamorphic Mechanisms of Foldable/Erectable 

Kinds. ASME Trans. J. Mech. Des. 121(3), 375–382 (1999) 
4. Liu, H., Dai, J.S.: Carton Manipulation Analysis Using Configuration Transformation. 

Proc. Instn. Mech. Engrs., Part C: J. Mechanical Engineering Science 216(C5), 543–555 
(2002) 

5. Dai, J.S., Rees Jones, J.: Kinematics and mobility Analysis of Carton Folds in Packing 
Manipulation. Proc. Instn. Mech. Engrs., Part C: J. Mechanical Engineering Science 
216(C10), 959–970 (2002) 

6. Dai, J.S., Rees Jones, J.: Mobility in Metamorphic Mechanisms of Foldable/Erectable Kinds. 
In: 25th ASME Biennial Mechanisms and Robotics Conference, DETC98/MECH5902 (1998) 

7. Dai, J.S., Rees Jones, J.: Configuration Transformations in Metamorphic Mechanisms of 
Foldable/Erectable Kinds. In: Proc. of 10th World Congress on the Theory of Machines 
and Mechanisms, Oulu, Finland, vol. 2, pp. 542–547 (June 1999) 

8. Yao, W., Dai, J.S.: Dexterous Manipulation of Origami Cartons With Robotic Fingers 
Based on the Interactive Configuration Space. Transactions of the ASME: Journal of Me-
chanical Design 130(2), 223031–223038 (2008) 

9. Lu, L., Akella, S.: Folding Cartons with Fixtures: A Motion Planning Approach. In: IEEE 
International Conf. on Robotics and Automation, Detroit, MI, pp. 1570–1576 (1999) 

10. Liu, H., Dai, J.S.: An Approach to Carton-Folding Trajectory Planning Using Dual Ro-
botic Fingers. Robotics and Autonomous Systems 42(1), 47–63 (2003) 

11. Dai, J.S., Rees Jones, J.: Kinematics and Mobility Analysis of Carton Folds in Packing 
Manipulation. Journal of Mechanical Engineering Science, Proc., IMechE. 216(C10), 959–
970 (2003) 



 Carton Motion-Moment Diagram and Stiffness Characteristics 441 

12. Dai, J.S., Rees Jones, J.: Matrix Representation of Topological Configuration ransforma-
tion of Metamorphic Mechanisms. ASME Transactions, Journal of Mechanical De-
sign 127, 837–840 (2005) 

13. Carlsson, L., Fellers, C., Westerlind, B.: Finite Element Analysis of the Creasing and 
Bending of Paper. Svensk Papperstidning 15, 121–126 (1982) 

14. Song, G., Amato, N.M.: A Motion Planning Approach to Folding: From Paper Craft to 
Protein Folding. In: IEEE International Conference on Robotics and Automation, Seoul, 
pp. 948–953 (2001) 

15. Ashdown, K.G.: Finite Element Analysis of Apple Packaging. Master Dissertation Massey 
University, New Zealand (1995) 

16. Gilchrist, A.C., Suhling, J.C., Urbanik, T.J.: Nonlinear Finite Element Modeling of Corru-
gate Board. ASME, Mech. Cellulosic Mater. AMD-231/MD-85, 101–106 (1999) 

17. Beldie, L., Sandberg, G., Sandberg, L.: Paperboard Packages Exposed to Static Load – Fi-
nite Element Modeling And Experiments. Packaging Technol. Sci. 14, 171–178 (2001) 

18. Beldie, L., Sandberg, G., Sandberg, L.: Finite Element Modelling and Experiments on Pa-
perboard Packages with Emphasis on Creases. Packaging Technol. Sci. (2001) 

19. Hicks, B.J., Mullineux, G., Berry, C., McPherson, C.J., Medland, A.J.: Energy Method for 
Modeling Delamination Buckling in Geometrically Constrained System. Proc. Instn. 
Mech. Engrs., Part C: J. Mechanical Engineering Science 217(C9), 1015–1026 (2003) 

20. Hicks, B.J., Berry, C., Mullineux, G., McPherson, C.J., Medland, A.J.: An Energy-Based 
Approach for Modelling the Behaviour of Packaging Material during Processing. Proc. 
Instn Mech. Engrs., Part C: J. Mechanical Engineering Science 218(C1), 105–118 (2004) 

21. Markström, H.: The Elastic Properties of Paper – Test Methods and Measurement Instru-
ments. Lorentzen & Wrette, Stockholm (1993) 

22. Fellers, C., Carlsson, L.: Measuring the Pure Bending Properties of Paper. Tappi Jour-
nal 62(8), 107–109 (1979) 

23. Guyot, C., Bacquet, G., Schwob, J.M.: Folding Resistance of Magazine Papers. In: Tappi 
Proceedings of 1992 Coating Conference, pp. 255–268 (1992) 

24. Doebelin, E.O.: Measurement Systems Application and Design. McGaw-Hill, Singapore 
(1990) 



H. Liu et al. (Eds.): ICIRA 2010, Part I, LNAI 6424, pp. 442–452, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Flexible Foot Design for Biped Walking on Uneven 
Terrain 

Chen Koon Toh, Ming Xie, Hejin Yang, Guoqing Zhang,  
Quoc Phuong Bui, and Bo Tian 

School of Mechanical and Aerospace Engineering, Nanyang Technological University, 
50 Nanyang Drive, Research Techno Plaza, Level 4, BorderX Block, Singapore 637553 

{cktoh,mmxie,hjyang,zhanggq,qpbui,tianbo}@ntu.edu.sg 

Abstract. Mechanical design of feet for humanoid robot is described to be used 
with planning and control strategy to overcome issues on uneven terrain walk-
ing. The gait planning and control method are explained briefly in this paper, 
while the foot mechanism design to complement the control algorithm is pre-
sented with full details. The design limitations and specifications are reported 
and the design criteria cum selection of mechanical components are closely ex-
amined. Important functions like obstacle detection and shock absorption are 
included in the design with low cost approach. The 3D drawing of final assem-
bly and finished prototype are included. 

Keywords: Humanoid Robot, Flexible Foot, Biped Walking, Uneven Terrain. 

1   Introduction 

Humanoid robots nowadays are able to perform various human-like movements like 
walking, running, turning and stairs climbing. However, most of the movements are 
achieved in laboratory environment, with flat and smooth floor. In order to utilize 
humanoid robots in assisting our daily jobs, they must be able to move smoothly in 
human’s living environment, which include inclined slope and rough terrain like 
tarred road.  

There are some interesting approaches in designing of flexible humanoid robotic 
feet for greater efficiency and safety in terms of encountering uneven surface and 
slope walking. Basically, they can be divided into four sub-categories: Tactile sensing 
[1, 2], multi degree of freedom [3, 4, 5, 6] and multi-sensory feedback [7] and shock 
absorbing compliance [8].  

The tactile sensing method is useful in collecting the ground information, for ex-
ample slope and irregularity by using a few pressure sensors [1] or constant scanning 
of a pressure sensor grid [2]. The peak pressure values obtained from the readings 
indicate the contact point of foot with ground. An accurate value of centre of pressure 
can be calculated from the measurement and used in the control logic.  

For foot design with multi degree of freedom, it aims to provide better confor-
mance to the irregular shape of uneven terrain to provide better grip and stability for 
the robot. Design from Yang utilized flexible cable to change the shape of the foot by 
manipulating the orientation of four metal plates that formed the foot of robot [3], 
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while Hashimoto designed an interesting robotic feet that have cam-type locking 
mechanism which assures the robot to maintain four-point contact on the ground 
while walking [5, 6]. While Yang’s design involves the shape changing of whole feet, 
Hashimoto’s foot needs to change the height of four contact legs only to adapt to the 
shape of the ground. Besides that, an arc-shape foot is a relatively simpler mechanism 
from Minakata to give compliance to the shape of uneven terrain [4]. 

In order to achieve more accuracy in decision making for uneven terrain walking, 
multiple sensors like MEMS accelerometer and angular rate gyroscopes can be in-
stalled to foot of biped robot [7]. Other than that, multiple layers of shock absorbing 
rubber pads are sandwiched between top and bottom plates of WAF-2 to permit a 
small angle of inclination between the foot structures itself [8]. 

Other than that, there is another approach to uneven ground walking by using tools. 
HOAP-3 from Tokyo Denki University was demonstrated to walk across uneven 
terrain with the help of a stick [9]. 

In this paper, the design of low cost foot mechanism to assist the control algorithm 
planned for uneven terrain walking. The remanding of paper is organized as follows. 
Section 2 presents the overview of hardware system and software architecture built. 
Next, section 3 discusses the development of foot design with respect to specified 
criteria. In section 4, detail hardware design is delivered. Lastly, conclusion is ad-
dressed in section 5. 

2   Background 

Low cost humanoid robot (LOCH) is developed for study in human-assisted manipu-
lation and biped locomotion of humanoid robot. The hardware and software systems 
have been built and tested on flat ground. 

2.1   Hardware Systems 

LOCH robot has 50 degrees of freedom (DOF) in total, which is 12 DOFs at its two 
arms, 20 DOFs at two hands, 2 DOFs for torso, 2 DOFs at its neck and 14 DOFs for  
. 

  

Fig. 1. DOFs layout of LOCH robot 
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biped systems. The respective degree of freedom can be referred from Fig. 1. All 
major joints are using timing belt-harmonic drive system as explained in [10]. 

While for the electronic hardware system, it comprised of a PC104, four 6 axis 
force-torque sensors (installed at wrists and ankles), a gyroscope, 14 motor controllers 
and CAN bus as the main communication system. The combination of the sensors 
provide required data about the motion status and floor conditions to evaluate the 
stability during walking process utilizing zero moment point (ZMP) concept.  

2.2   Software Architecture 

The software architecture of LOCH robot is designed to have four same modular 
divisions, which are planning and control module, sensory module, actuation module 
and communication module. 

      

Fig. 2. (Left) Software architecture; (Right) Flowchart of planning and control 

The planning and control module is the main control system which plans the walk-
ing gait and converts it into joint commands. In every walking cycle, the planning is 
conducted two times during the dual single support phases and two for dual double 
support phases. The gait is planned on-line according to the feedback from sensors 
and modified by stability controller and landing controller. Then, the amended gait 
will convert into real-time joint control commands through inverse kinematics. The 
flowchart is shown in Fig. 2. 

For sensory module, it manages all the sensors, process the signals and sends their 
data to the walking and control module. While for the communication module, it is 
the collection of the inter-process communication and the CAN bus communication. 
It monitors the communication status and maintains the communication infrastructure.  
The actuation module handles the local joint controllers. It obtains commands from 
the planning and control module and operates the CAN bus to change the motion 
status of joint controllers. 
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2.3   Landing Controller 

The landing controller plays an important role in providing walking stability under 
uneven ground condition, during foot landing in phase 2 and 4 of walking cycle. The 
landing controller utilizes the readings from 6 axis force-torque sensor, in manipula-
tion of the pitch and roll motions at ankle joint; to provide compliance motion to the 
unknown inclination and height of the ground. Termination of the foot landing occurs 
when the foot structure reported a firm foot-floor contact [11]. 

3   Development of Foot Mechanism 

This study adopted a low cost approach in developing foot mechanism that not only 
provide a mechanically stable configuration under uneven terrain condition, but also 
collect enough information for controller in foot landing decision. By studying at 
human feet and walking biomechanics, features for stable walking are extracted to be 
applied on this foot mechanism.  

Before starting on the detail designs of the foot mechanism, the basic dimension 
and silhouette was first determined to serve as a reference and starting point of the 
design. In order to create a biped robot that is human-like, anthropometric data was 
referred and used in the design [12]. Taking the anthropometric data of Asian, Japa-
nese men to be specific, the mean body height is 1688mm while foot length and 
breadth are 251mm and 104mm respectively. Since the height of LOCH robot is 
1900mm, taking the foot size proportionately, the dimension of LOCH foot should be 
282mm x 117mm. Conceptual design for the foot was started from this dimension, 
however, due to installation of mechanical components and safety consideration, the 
final dimension of foot developed is 300mm x 200mm. 

 

Fig. 3. Comparison of human anthropometric data with LOCH robot size 

3.1   Design Specifications 

Human rely on sensomotoric systems like vestibular organs, proprioceptive receptors 
(muscle spindles, stretch reflexes), exteroceptive tactile cues (pressure) and vision, to 
maintain dynamic balance during locomotion. These sensory feedbacks are rapidly 
processed by the central nervous system with high accuracy [13]. The mapping of 
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human sensory organs above to mechatronics hardware is as below: Vestibular organs 
balance human posture; provide sense of spatial orientation and information about 
linear and rotational movement. It can be represented by gyroscope. Proprioceptive 
receptors provide sense of the relative position of neighboring parts of body. It can be 
represented by strain gauge. Exteroceptive tactile cues provide sense of touch and 
pressure. It can be represented by touch or pressure sensor. Vision system extracts 
information from surrounding through eye. It can be represented by camera. 

Taking away vision system and vestibular organs which are not available on foot, 
we can conclude the specifications as, (I) Exteroceptive to detect foot landing, (II) 
Exteroceptive to detect obstacles, (III) Proprioceptive to sense forces and torques 
acting on the foot. Besides that, the structure of human foot contributes to safe and 
comfortable locomotion, where arches of foot support the body weight and absorb 
impact, and the friction ridges at sole improves the roughness of skin and provides 
better grip onto the ground. Hence, two more specifications required are (IV) Shock 
absorption mechanism, (V) Sufficient grip at sole.  

In order to accommodate for the workspace and kinematic design of the biped, the 
foot structure must also satisfy the following conditions: (VI) Maximum heel-contact 
and toe-off motion of 30°, (VII) Maximum walking speed of 0.3ms-1 and maximum 
step length 0.5m, (VIII) Weight of foot should not be too heavy with maximum per-
missible of 4kg, (IX) Able to operates under light drizzle environment. 

3.2   Selection Criteria 

Criteria for shock absorption. Considering worst case falling scenario during walk-
ing, the required degree of shock absorption can be determined. The worst case sce-
nario happens during single support phase, where the lifting foot reaches highest point 
and swinging with maximum speed. Hence, the maximum impact energy,  

EI = 0.5mv2 + mgh . (1) 

Leg swinging phase for single support is normally taken to be 40% of the cycle time. 
Hence, for maximum walking speed, Vmax and maximum step length, Lmax, the maxi-
mum leg swinging speed, 

Vs = 0.4Lmax/Vmax . (2) 

Thus, taking maximum value of 4kg for the weight of the foot and 5cm for the step 
height, the maximum impact energy is 2.85J. 

In order to prevent damages onto the leg especially the harmonic drives which 
coupled at the forefront of ankle joints, the shock absorption mechanism on foot must 
be able to absorb minimum of 2.85J. 

Criteria for safe friction. (walking under wet condition)Walking is considered as 
safe when the coefficient of friction, μ is bigger than the ratio of horizontal force, FH 
to the vertical force, FV applied to the ground by biped feet, without considering the 
transverse force acting from the side. 

μ>FH/FV . (3) 
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Frictional force, Fμ is proportional to the normal force, FN: 

Fμ=μFN. (4) 

Then two equations combined:  

Fμ/FN=FH/FV . (5) 

From here, we can evaluate the potential slippery condition and check the boundaries 
of acceptable parameters. Through this concept, we can further deduce the effect of 
coefficient of friction, μ on determination of step length, s and leg length, l under 
equilibrium of forces condition. From geometrical analysis, we can get leg angle, 

θ = sin-1(s/2l) . (6) 

and the relationship between leg angle and coefficient of friction is 

tanθ = FH/Fv = Fμ/FN = μ . (7) 

Hence, the relationship between coefficient of friction with step length and leg length 
is 

μ = tan (sin-1(s/2l)) . (8) 

For human case, the required friction for normal walking is found to be lying between 
0.15 to 0.30, with average on 0.17 for no skidding, 0.13 for slip-stick motion and 0.07 
for falling result [13]. 

Criteria for body structure. During the heel-contact or toe-off phase, there will be 
huge shearing force acting horizontally in the foot structure. With LOCH’s weight of 
95kg and maximum angle of inclination 30°, the shearing force, Fshear can be deter-
mined from geometrical relationship, which has maximum value of 1863.9N. 

Fshear = W/ sin30° . (9) 

4   Hardware Design 

The hardware design of the LOCH feet is divided into three layers. First layer is con-
nected to the bottom part of six axis force-torque sensor and carry the six main pillars 
of connections with middle plate. The middle layer is the backbone of the foot which 
holds mechanical switches while bottom layer consists of four separate plates which 
can move in vertical direction separately to detect firm landing of robotic foot.  

 

Fig. 4. Side view of foot design showing three layers of vertical moving plates 
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4.1   Shock Absorption Elements 

The foot structure is separated into three layers, in order for vertical movement be-
tween layers to achieve shock absorption and ground detection purposes. Between top 
and middle layers, eight coil springs of spring constant 78.1N/mm and maximum 
deflection of 3.2mm are chosen to provide potential energy of 3.2J upon full compres-
sion. The safety factor taken (which is around 1.2) is relatively small; in order to pre-
vent the high stiffness of coil spring over-damps the shock absorption system. With 
outer forces exerted on feet absorbed by the coil springs, the damage done on biped 
structure especially harmonic drive will be reduced to minimum level. 

Coil springs are placed in holes of diameter 1.5mm bigger than their original diameter 
to avoid friction between springs and hole wall which will weaken thus break the springs 
after repetitive movement. To position the springs in place, pre-load force is applied by 
top and middle layer of the foot structure by limiting top structure moving range. 

However during standing position, due to high spring force, the weight of robot 
will not be able to compress the coil springs fully and it may cause the robot to wob-
ble when acted by a force from the side. The instability is thus overcome by the usage 
of linear bearings which restrict the sliding movement of the upper plate and lower 
plate. 

 

Fig. 5. Spring position at middle layer of foot design 

4.2   Friction Design 

Referring to the criteria for safe friction above, the design of the leg is checked for the 
required maximum step length. While LOCH has leg length of 1.02m, the specified 
maximum step length of 0.5m gives a coefficient of friction of 0.25, which is safe for 
non-skidding movement. 

In order to further improve the grip force, rubber pads are attached to the sole at 
bottom layer. According to ANOVA testing of wet elastomer, rubber posseses coeffi-
cient of friction of more than 0.4 when tested sliding on wet floor [14]. Even when 
lubricated with oil, it still shows a value of around 0.2. Among all type of rubbers, 
nitrile butadiene rubber (NBR) is chosen due to its good performance on abrasion 
resistance, water and oil resistance, chemical resistance and also anti-aging properties; 
on top of its low cost compared to fluorine rubber (FPM). Besides that, the advan-
tages of adding rubber pads include small conformance to the irregularities of the 
uneven ground due to compressibility of rubber and enhancement of shock absorption 
capability. 
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4.3   Landing Detection 

In order to provide inputs for the control algorithm of walking on uneven ground, 
mechanical switches are installed onto each foot to give the contact information of 
robotic feet with ground. The inputs required here is only a discrete on-off signal 
where momentary pushbuttons are used, which connect the circuit only when it is 
pressed. They are installed between middle and bottom layer. The number of switches 
to be mounted onto the bottom of feet can be maximized to cover entire area of feet. 
However, for simplicity and stability in mechanical assembly, the landing of foot can 
be examined from four points preferably four corners of the foot. Too complicated 
design may cause the movement between bottom layer and middle layer jammed and 
thus defeat the purpose of the design. 

With four mechanical switches, each foot is separated into four portions: left front, 
right front, left rear and right rear. Four plates are mounted at each portion to aid four 
respective switches as shown in figure. The installation of plates can extend the sur-
face area covered by one switch to near one quarter of the area of foot, which means 
that any size and shape of irregularities on the ground first touch the plate will acti-
vate the mechanical switch and indicates an “on”. In order to determine a firm landing 
on the ground, three activations of mechanical switches are enough to ensure full 
contact of feet with ground. The stability controller will then monitor the zero mo-
ment point to ensure it lies within pre-defined stable region under the feet. 

 

Fig. 6. Mechanical switches at the middle layer with four moving sole plates forming bottom 
layer 

The usage of four plates not only maximizes the area covered by each switch, but 
also protects the switches from direct damage and abrasion. Protruding the mechani-
cal switches out from the bottom of feet functioning as four supporting points for the 
feet will impose high impact when landing of foot, in which may damage and spoil 
the pushbuttons. Hence, by exposing only the moving button parts and keeping the 
body of switches inside the feet, the impact of landing will only be exerted directly 
onto the foot structure without passing through the switches. Furthermore, with the 
rubber pad attached onto four plates, slippage of the foot can be prevented.  

4.3   Obstacle Detection 

During the planning of walking motion, LOCH robot will inevitably come across 
obstacles. Instead of using visual guidance to identify obstacles in front, a more direct 
way to handle the situation would be through mechanical and electronics means.  
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There are eight mechanical switches installed onto LOCH foot, with two switches 
mounted at each side to detect the collisions of foot with obstacles. Similarly, in order 
to avoid direct collision of switches onto obstacles which may induce high impact 
force and damage the switches, metal plate are used as bumper at the frontline of 
collision. Compression springs are mounted at the back of the plates to recover their 
position after collision while the metal plates are positioned in sliding grooves of 
middle layer. The movement range of metal plates is defined by their T-shape design 
at the back. 

 

Fig. 7. Bumper mechanism for side obstacle detection 

Ultrasonic sensor is installed at the robotic foot to gauge the distance of obstacles 
in front. The ultrasonic sensors used are SRF-10 from Devantech which have compact 
size and wide detection range. During the landing phase of the foot, ultrasonic sensor 
will be activated to check for obstacles in front. If the distance is less than the walking 
step length, the walking speed and leg swinging speed will be reduced while ultra-
sonic sensor continue to monitor the distance. When the foot has collided the obstacle 
from the feedback of mechanical switch, obstacle crossing algorithm will be activated 
to walk across or walk pass it.  

 

Fig. 8. Top view showing mechanical switches with bumper activation mechanism 

4.4   Mechanical Components 

For the vertical motion, instead of direct vertical sliding like the plate for bumper, 
linear bearings are used as the main pillars to support the vertical movements between 
different layers. Since the shearing force during heel-contact or toe-off phase have 
maximum value of 1863.9N, six main linear bearings of diameter 20mm with  
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dynamic load rating of 882N each are installed between top and middle layers; while 
eight linear bearings of diameter 16mm with dynamic load rating of 775N are 
mounted onto middle and bottom layers. Higher safety factor of around 3.5 are 
adopted here because linear bearings are critical links between different layers, and 
the actual shear force may be higher when suffered from collision impact. 

Besides that, to ease assembly, regular inspection and maintenance, the foot struc-
ture is designed as an individual module that can be easily separated from ankle joint. 
The design utilizes a plug and play method where the foot module can be easily slid 
into the position and locked using screws. Since the screws are applied horizontally, 
this method shifts the major robot weight onto the linear guide instead of exerting 
directly onto screw, when the screws are locked vertically. This aid in the stability of 
the joint and also increase the working life of fasteners.  

  

Fig. 9. Foot design as a sub-module for easy assembly onto ankle joint using linear sliding 
mechanism. The 6 axis force-torque sensor is directly fastened to ankle joint 

4.5   Electronics Components 

The electronic design on the foot is relatively simple with Avr microcontroller to 
gather input from twelve mechanical switches and gather data from ultrasonic sensor 
through I2C bus. The schematic diagram of the circuit is shown in Fig. 11.  

 

Fig. 10. Schematic design of electronic circuit on LOCH feet 

Since the requirement of operations includes light drizzle situation, the circuit is 
glued with heat glue and protected with tape for minimum water resistance capability.  
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5   Conclusion 

In this paper, the design criteria and detail design of foot mechanism for LOCH robot 
has been presented. The first prototype confirms more stable walking gait with shock 
absorbing elements installed and basic compliance motion was achieved. The draw-
back of the design found is due to the NBR rubber pad used, where deformable rubber 
pad caused the robot to wobble left-right and front-back. Thinner rubber pad will be 
used with further experiments to check for the best configurations, and the result will 
be discussed in future publications. 
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4WD Skid-Steer Trajectory Control of a Rover

with Spring-Based Suspension Analysis

Direct and Inverse Kinematic Parameters Solution
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Abstract. This manuscript provides a solution to the problem of four-

wheel drive (4WD) kinematics and dynamics for trajectory control of an

in-wheel motors rover. The rover is a platform built up in our laboratory,

featured by its damper devices. The rover wheels’ contact point have dy-

namic positions as effects of spring-based suspension devices damper.

The tracking control is a four-wheel drive skid-steering (4WDSS) sys-

tem, and we propose a motion control fundamentally defining a dynamic

turning z-axis, which moves within the area of the four wheels’ contact

point. We provide a general solution for this mechanical design since the

wheels’ contact point displacement directly impacts the rover angular ve-

locity. Furthermore, we introduce a model for inertial localization based

on an arrangement of two accelerometers to define the rover position

within a global inertial frame.

1 Introduction

This manuscript provides a formulation in continuous time to calculate inverse
and direct kinematics parameters for trajectory control of a four-wheel drive
(4WD) mobile robot with in-wheel motors and independent suspensions (fig.1)
to exploit the skid-steering ability. One the problems stated here is defined as
how to describe trajectory control with asynchronous wheels drive based on skid-
steering (4WDSS) [7][8][5], since robot angular acceleration ωt works different
with respect to (w.r.t.) other traditional synchronous drive control systems. The
angular acceleration will depend on the wheels position overtime as the damper
device cause effects in L1 and L2 (fig.1). The authors present three different gen-
eral solutions for the angular speed: a) under no damper constraints in totally
plain terrains; b) under spring-mass effects in plain floors; and c) under uneven
terrains where the normal force is considered. Furthermore, the models presented
include dead-reckoning analysis with kinematic and dynamic parameters solu-
tions, which are used to characterize real trajectory control. Many trajectory
control research reported in the related work present approaches to control yaw
using different sensing modalities with fundamentals in the rover kinematics of
non-holonomic systems [7], [1], [4], skid control properties [8] [10], and direct

H. Liu et al. (Eds.): ICIRA 2010, Part I, LNAI 6424, pp. 453–464, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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control over the effectors [3]. Other works, include to this problem the ability to
control position and angle steer to achieve tracking control [2], [6], or preserving
stability [5], and in some cases obstacle avoidance is also complemented [1]. Our
approach combines simple low cost devices to accomplish trajectory tracking and
inertial localization for all terrains. The section 2 describes the mechanical design
and kinematic parameters of the 4WD rover. Section 3 details the rover angular
velocity model under different kinematic conditions. The section 4 describes in
detail how the suspension influences the wheels’ contact point locations, and
how such model is integrated with the angular velocity model. The section 5
describes the trajectory control model and the dynamic rotation axis w.r.t. the
instantaneous center of rotation. Section 6 provides the parameter solution for
the 4WDSS inverse kinematics. Section 7 is devoted to the inertial unit model
for inertial localization, describing the results on experimental implementations.
Finally, section 8 provides the paper conclusions.

2 Robotic Platform Kinematic Configuration

According to fig.1 a four-wheel drive skid-steer (4WDSS) robotic platform with
independent wheels control speeds ϕ̇i

t is analysed. The distance lit between wheels
and the geometric center is variable on time as the robot moves with angles
αi

t. The real distance between contact points on one robot’s side is defined by
Li

t + Li+1
t . The rover’s angular velocity and bearing direction are defined by ωt

and θt respectively.
The angle βt is non-stationary and represents a kinematic restriction featured

by the angle between the rotational wheel axis, and the line which cuts the
rover center of mass and the wheel contact point [9]. The rover inertial system is
defined locally by the X along its longitudinal axis, and Y in its transversal axis.
There exist a mechanical arm of length d for each wheel, with two joints. On
one extreme, the suspension is fixed around the middle rover side with a rotative
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Fig. 1. Left: Top view of the rover-like mobile robot with its kinematic configuration.

Right: Kinematic configuration of the spring-based suspension of each wheel.
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mechanical device that allows free angular motion. The another joint is a spring-
based damper device located around the middle of the arm tied vertically to the
chassis plate (as depicted in fig.2-right). The angle γf,b

t represents the angular
position of each suspension arm, measured with a linear transducer implemented
in the rotative arm device.

3 Angular Speed Models

Since the rover has independent wheels speed control, its instantaneous velocity
model is defined by the averaged wheels’s speeds as given by the equation (1),

vt =
r

4

4∑
i=1

ϕ̇i
t (1)

Where r represents the nominal wheels radius (assuming in this manuscript all
wheels have the same r magnitude), and ϕ̇i

t is each of the rotational wheels’
speed. Furthermore, the rover’s differential linear velocity v̂t is formulated as in
the expression (2),

v̂t = r(ϕ̇1
t + ϕ̇2

t − ϕ̇3
t − ϕ̇4

t ) (2)

where left-sided wheel rotational speeds are denoted to have minus sign w.r.t. the
right-sided wheels. Therefore, the general model for the robot angular velocity
is defined respect to its center of mass, ideally in its geometrical center by

ωt =
v̂ cos(θt)

Lf
t

=
r cos(θt)

Lf
t

(ϕ̇1
t + ϕ̇2

t − ϕ̇3
t − ϕ̇4

t ) (3)

θt is the bearing robot direction at continuous time t, and the reference point
of rotation is taken from the middle front side of the robot namely Lf

t . Also,
representing the contact point projection over the front side longitudinal vehicle
axis. Now, we can easily define the control vector by

ut =
(

vt

ωt

)
=

(
r
4

r
4

r
4

r
4

r cos(θt)

Lf
t

r cos(θt)

Lf
t

− r cos(θt)

Lf
t

− r cos(θt)

Lf
t

)⎛⎜⎜⎝
ϕ̇1

t

ϕ̇2
t

ϕ̇3
t

ϕ̇4
t

⎞⎟⎟⎠ (4)

where ut = (v, ω)T is control vector by which the robot is moved toward a
desired local goal destination in terms of direct kinematics [13,11]. While next
expression defines velocity state control vector but in terms of inverse kinematics,

ξ̇t =

⎛⎝ẋ
ẏ

θ̇

⎞⎠ =

⎛⎝cos θt 0
sin θt 0

0 1

⎞⎠ut (5)
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3.1 Case for No Spring-Mass Model

The following is a set of equations for modelling ωt with kinematics motion
only. For this case the suspension has no energy release because the rover moves
around a totally man-made flat floor. Firstly, let us define a general solution for
αi

t by (see fig.1),

sin(αi
t) =

Lf
t

lit
; Lf

t = d cos(γi
t) (6)

It follows a formulation of linear equations to project Li
t. By knowing a model

for Lf
i , wheels position can be inferred to calculate the robot angular velocity.

Lf
t is substituted to define a first equation,

lit sin(αi
t) = d cos(γi

t); lit sin(αi
t) − d cos(γi

t) = 0 (7)

likewise, second equation is defined

W

2
tan(αi

t) = d cos(γi
t);

W

2
tan(αi

t) − d cos(γi
t) = 0 (8)

and the third equation is also defined by

W/2
cos(αi

t)
= d cos(γi

t);
W

2 cos(αi
t)

− d cos(γi
t) = 0 (9)

For (9) we define an equation in terms of αi
t,

αi
t =

W

2 cos(γi
t)

(10)

Similarly, for calculating lit using (7) and (8), and algebraically arranging,

lit = sin(αi
t) =

W

2
tan(αi

t); lit =
W tan(αi

t)
2 sin(αi

t)
(11)

with lit dropped off, let us substitute functional form of αi
t

lit =
W tan(arccos( W

2d cos(αi
t)

))

2 sin(arccos( W
2d cos(αi

t)
)

(12)

Thus, the following model is a limit case where no spring-damper is considered,
including a definition for κ,

ωt =
2r cos(θt)

κ

4∑
i=1

ϕ̇i
t; κ =

W tan(αi
t)

2 sin(αi
t)

αi
t (13)
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4 Suspension Motion Analysis

The general spring-mass formulation is defined by (14) according to the geo-
metric suspension design setup as a vertically aligned spring-based device. The
model regards two constants in the equation, the spring restitution coefficient
κ1, and the damper coefficient κ2.

Ft = −κ1Δy − κ2ẏ
n +

w

4
(14)

Where, Ft is the force required to exert spring linear motion at time t, its motion
yields a displacement vertically namely Δy with a spring friction constant κ1.
The spring-mass damper term is κ2ẏ

n, with n = 1 which is a linearisation
parameter. This term is associated to the spring instant linear velocity. The
vehicle weight w is divided by four-wheel contact points, so that the right-sided
term of the equation (14) is denoted by w/4. The spring device displacement is
defined by (15)

Δy = d1 cos(γi
t) (15)

Thus, in terms of spring-mass and acceleration,

msÿt = −κ1d1 cos(γi
t) − κ2ẏ

n +
w

4
(16)

Where ms is the spring mass, and at is the acceleration motion yielded by the
spring dampering effects. Algebraically arranging , let us substitute (16) into the
equation (6) in terms of cos(γi

t), thus

cos(γi
t) =

msÿt + κ2ẏ +
w

4
−κ1d1

(17)

4.1 Condition for Spring Damper

The condition for motion over totally even terrains or structured floors, the
normal force is declared as fn = 0 because of consideration of no spring motion
is regarded. Therefore, substituting in terms of Lt with fn = 0,

Lf
t =

d

−κ1d1
(msÿ − κ2ẏ − w

4
) (18)

Hence, the vehicle angular rotation speed constrained by its dynamic wheels
contact point is presented by next equation,

ωt =
−κ1d1r cos(θt)

d(msÿ − κ2ẏ − w

4
)
(ϕ̇1

t + ϕ̇2
t − ϕ̇3

t − ϕ̇4
t ) (19)
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5 Trajectory Control Model

For trajectory control we combine the instantaneous center of rotation (ICR),
from which there exist a radius R to the robot rotation point coordinate (xR,
yR)T . Let us define a general assumption,

R =
v

ω
=

r
∑

i ϕ̇t
i

4ωt
(20)

The robot angular velocity ωt is now a known model that exert motion control
effects over the robotic platform and can be defined for different cases:

1. Rigid or no suspension (fixed 4WD)

ωt =
(ϕ̇1

t + ϕ̇2
t − ϕ̇3

t − ϕ̇4
t ) cos(θt)

Lf
t

2. Suspension with no damper effects (totally even floor and smooth turns)

ωt =
4 sin(αt)(ϕ̇1

t + ϕ̇2
t − ϕ̇3

t − ϕ̇4
t ) cos(θt)

W tan(αi
t)αi

t

3. Suspension with spring-mass effects

ωt =
−κ1d1r(ϕ̇1

t + ϕ̇2
t − ϕ̇3

t − ϕ̇4
t ) cos(θ)

d(msÿ − κ2ẏ − w/4)

However, the third case could be chosen as the most general case substitut-
ing the first two cases (if required). Our proposed strategy establishes that the
robot trajectory is tracked by the robot placing over the path a robot rotation
axis which is located at (xR, yR)T . The rotation axis is dynamically positioned
within the area of the four wheel contact points, depending on the inertial robot
behaviour. Thus, this dynamic effect is fundamental in the 4WDSS nature of
the robot (see also [5]). The rotation axis is then formulated within the robot’s
inertial fixed frame for XY axis,

xR =
W

vmax
(ϕ̇1

t − ϕ̇2
t − ϕ̇3

t + ϕ̇4
t ); yR =

vtL

vmax
(−ϕ̇1

t + ϕ̇2
t − ϕ̇3

t + ϕ̇4
t ) (21)

The rotation axis coordinates will move nearly around the robot centroid ac-
cording to its motion direction. Thus, the ICR at coordinates < xc, yc > is
mathematically defined by,(

xc

yc

)
=

(
(xt + xR) − R sin(θt + ωtΔt)
(yt + yR) + R cos(θt + ωtΔt)

)
(22)

By deducing an ideal robot position recursively w.r.t. the ICR model [13],(
xt

yt

)
=

(
xt−1

yt−1

)
+

(
xc − xR − R sin(θt + ωtΔt)
yc + yR + R cos(θt + ωtΔt)

)
(23)
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Fig. 2. Left: 4WD skid-steer trajectory control and turning axis; Right: A photo of the

rover-like mobile robot

6 Inverse Kinematic Parameters Solution

By means of inverse kinematics analysis wheels control parameters are solved,
and trajectory control and stability are better defined [6]. The wheels kinematic
parameters are featuring low level effector commands[10], hence robot location
and robot velocities can be established for navigation control. Next is a set of
linear equations defined in terms of direct kinematics.

ϕ̇1
t + ϕ̇2

t + ϕ̇3
t + ϕ̇4

t =
4vt

r

ϕ̇1
t + ϕ̇2

t − ϕ̇3
t − ϕ̇4

t = ωt
d(msÿ − κ2ẏ − w/4)

−κ1d1r cos(θt)

ϕ̇1
t − ϕ̇2

t − ϕ̇3
t + ϕ̇4

t =
xRvmax

W

−ϕ̇1
t + ϕ̇2

t − ϕ̇3
t + ϕ̇4

t =
yRvmax

L

(24)

By solving the set of linear equations by Gauss-Jordan (or any other factorization
method), we obtain the wheels velocity vector control Ωt = (ϕ̇1

t , ϕ̇
2
t , ϕ̇

3
t , ϕ̇

4
t )T

which is the general solution for inverse kinematics,

ϕ̇1
t =

vtλ1 + ωtλ2 + xRλ3 − yrλ4

4λ1λ2λ3λ4

ϕ̇2
t =

vtλ1 + ωtλ2 − xRλ3 + yrλ4

4λ1λ2λ3λ4

ϕ̇3
t =

−vtλ1 − ωtλ2 − xRλ3 − yrλ4

4λ1λ2λ3λ4

ϕ̇4
t =

vtλ1 − ωtλ2 + xRλ3 + yrλ4

4λ1λ2λ3λ4

(25)
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And defining the factors λi the next equation is described as,

λ1 =
1
r
; λ2 =

−κ1d1r cos(θ1)
d(msÿ − κ2ẏ − w/4)

; λ3 =
vmax

W
; λ4 =

vmax

L

The purpose of this formulation is to calculate the wheels angular speed vector
Ωt = (ϕ̇1

t , ϕ̇
2
t , ϕ̇

3
t , ϕ̇

4
t )

T , which is essential to solve for the control vector ut in or-
der to reach skid-steering trajectory control. Thus, by solving the linear equation
system of (24) results are depicted in fig.4 that shows some simulated skid-steer
based control trajectories (and empirically demonstrated in laboratory) similarly
reported in [5].

X

Y

Z
X

Y

Z

Fig. 3. Left: Different trajectories yielded by changing robot width W ; Middle and

Right: Robot trajectory controlled by parametrizing Ωt to shift the Z-turning axis

< xR, yR > denoted by the bold points

7 Inertial Localization

The main role of robot position regards as a parameter for the instantaneous
center of rotation model in the trajectory control. A home made inertial module
compounded of two accelerometers to measure displacement in a global frame-
work was developed. Deploying inertial sensors for 4WDSS trajectory control
works on a dead-reckoning modality, and wheel encoders [12] are not suitable
for skid-steering techniques, where rough and uneven terrains are faced. The
inertial module was built up with a couple of accelerometers, geometrically ar-
ranged at the front and rear side the robot, along the longitudinal robot axis,
since only one accelerometer is able to measure respect to its fixed frame.

7.1 Global Frame Measuring Strategy

The angular acceleration is measured as a means to determine the total accelera-
tion of a chassis point (see fig.4-left). The angular acceleration causes a tangential
acceleration which is a component perpendicular to the position vector of such
point, where the acceleration is being calculated with the rotation center of the
body w.r.t. the origin. The orientation of the tangential acceleration bears to-
ward a direction of the α and perpendicular to a position r, from the rotation
center G of the robot, defined by next equation (a definition is described in [14]),
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aAG = −α × rA − ω2rA; aBG = −α × rB − ω2rB (26)

Where aAG is the relative acceleration of point A (the front side) with respect
to G (geometric center). The relation ω2r is also defined by ω2r = ω × ω ××r.
aBG is the relative acceleration of point B (the rear side) with respect to G, rA

is the position vector of point A with respect to G. rB is the position vector
of point B with respect to G, α is the angular acceleration vector of the robot,
which is normal to the reference plane. The total acceleration of a point is equal
to the acceleration of the rotation center G, plus the relative acceleration of the
point with respect to G. Thus, for points A and B the following model can be
stated,

aA = aG + aAG; aB = aG + aBG (27)

Where aG is the acceleration of the rotation center of the object. If total accel-
erations of A and B are subtracted, the acceleration of G is taken out, so this
acceleration difference is independent of the chassis acceleration.

aB − aA = aBG − aAG (28)

If equations (27) are substituted in (28) the result is as follows,

aB − aA = rB × α + ω2rB − (rA × α + ω2rA) (29)

aB − aA = (rB − rA) × α + ω2(rB − rA) (30)

After simplification it leads to:

aAB = rAB × α + ω2rAB (31)

Being aAB the difference of accelerations of A and B. By definition, rAB × α
and ω2rAB are orthogonal, so the following expression is valid.

‖aAB‖ =
√

(‖rAB‖‖α‖)2 + (‖rAB‖ω2)2 (32)

If we solve for ‖α‖, the following equation turns out,

α = ‖α‖ =

√(
‖aAB‖
‖rAB‖

)2

− ω4 (33)

With this resulting equation is possible to calculate the angular acceleration
of the moving object if the acceleration of two different geometric points are
known. This formula includes the angular speed, which depends on the angu-
lar acceleration itself. As for implementation, such angular acceleration needs
to be calculated iteratively using sensor readings. The following is a recursive
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algorithm to calculate the angular acceleration, the angular speed, and the ori-
entation angle of the robot,

αt =

√√√√(√
(axB − axA)2 + (ayB − ayA)2

l

)2

− ω4
t−1 (34)

ωt = ωt−1 +
∫

t

αtdt; θt = θt−1 +
∫

t

ωtdt (35)

Where αt is the current angular acceleration of the robot. axA, axB, ayA and
ayB are the acceleration values obtained from both two-axis accelerometers. l is
the distance between the position of the accelerometers on the robot. ωt is the
current angular speed of the robot. Δt is the time interval between each sensor
reading. And θt is the current angle of the robot.

7.2 Absolute Position

With the orientation angle being known, the acceleration and therefore the po-
sition of the system can be obtained according to an inertial reference frame,
carried out by calculating the rotation of the accelerometers local frames, and
integrating the result. The inertial coordinates of the front side accelerometer is
given by

xAI =
∫

t

∫
t

(axAcosθ − ayAsinθ)dt2; yAI =
∫

t

∫
t

(axAsinθ + ayAcosθ)dt2 (36)

while the inertial coordinates of the rear side accelerometer are,

xBI =
∫

t

∫
t

(axBcosθ − ayBsinθ)dt2; yBI =
∫

t

∫
t

(axBsinθ + ayBcosθ)dt2 (37)

xI and yI are the location of each accelerometer in an inertial frame, and where
xt and yt are the current position of the robot, θt is the current orientation angle,
xt−1, yt−1, θt−1 are the last pose, vt and ωt are the current linear and angular
speeds, respectively, and Δt is the time interval between consecutive measures.

7.3 Experimental Analysis

The mobile robot used in this research work is a home made platform (see fig.2-
right). The rover can be configured in 4WDD (differential drive) or 4WDSS
(asynchronous speeds) control modality. Experimentally, the robot was setup
in tele-operation mode collect massive data, throughout an ideal curved trajec-
tory (fig.4-right), and computing the real position with the inertial localization
formulation in real-time. The proposed two-accelerometer algorithm yielded po-
sition errors which increased as the robot navigates. Several main disturbance
causes were experimentally identified that yielded error positions. Accelerome-
ters sensitivity took an important roll despite of the home-made inertial unit
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Fig. 4. Left: Array of two accelerometers instrumenting the 4WDSS rover. Right:

Trajectory control in experimental results for Ωt and inertial localization under skid-

steering motion control.

system capability to combine information. A couple of two low-cost accelerome-
ters were the unite core. We found out that more accurate devices are required to
reduce errors in the data fusion formulation. In earlier experiments, systematic
causes were also detected to be a problem such as wheels mechanical shaking,
and a suitable wheels sliding (lateral and longitudinal) formulation has not been
integrated in this work yet. An optimal state estimation nonlinear filter for po-
sition measurement will be a matter of integration for the proposed model in
the future. Likewise, a means based on GPS will be developed to reduce the
accumulated error overtime within navigation segments where no speed changes
are detected (although GPS was used, results are not depicted due to space in
this manuscript).

8 Conclusions

A general solution to inverse and direct kinematics for trajectory control of a
four-wheeled mobile robot was proposed. The mathematical formulation pro-
vided a model to explicitly control the robot’s angular velocity in terms of its
dynamic contact points geometry and the wheels rotational rate, including in-
wheel spring-based damper device. For the inertial localization, several main
disturbance causes were experimentally identified that yielded error positions,
such as accelerometers accuracy, the systematic causes such as wheels mechan-
ical shaking. A suitable slipping formulation will be integrated, as well as po-
sition state estimation filtering. The paper provides a deterministic approach
for three different damper conditions, establishing general solutions of the yaw
speed. Finally, the presented framework has experimentally resulted feasible to
be implemented in robotic platforms and trajectory control was stable enough
for many navigational tasks.
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J.: Experimental Kinematics for Wheeled Skid-Steer Mobile Robots. In: Proceed-

ings of the 2007 IEEE/RSJ International Conference on Intelligent Robots and

Systems, IROS 2007, San Diego, California, pp. 1222–1227 (2007)

8. Kozlowski, K.: Modelling and control of a 4-wheel skid-steering mobile robot. Int.

J. Appl. Math Comput. Sci. 14(4), 477–496 (2004)

9. Campion, G., Baston, G., Andrea-Novel, B.D.: Structural properties and classifica-

tion of kinematic and dynamic models of wheeled mobile robots. IEEE Transaction

on Robotics and Automation 12(1) (February 1996)

10. Wang, D., Low, C.B.: Modeling and analysis of skidding and slipping wheeled

mobile robots: control design perspective. IEEE Transactions on Robotics 24(3),

676–687 (2008)

11. Macek, K., Thoma, K., Glatzel, R., Siewart, R.: Dynamics modeling and parameter

identification for autonomous vehicle navigation. In: Proc. of the 2007 IEEE/RSJ

Intl. Conf. on Intelligent Robots and Systems, pp. 3321–3326 (2007)

12. Antonelli, G., Chiaverini, S.: Linear estimation of the odometric parameters for

differential-drive mobile robots. In: Proceedings of the IEEE/RSJ International

Conference on Intelligent Robots and Systems, pp. 3287–3292 (2006)

13. Thrun, S., Burgard, W., Fox, D.: Probabilistic Robotics. MIT Press, Cambridge

(2005)

14. Beer, F.P., Johnson, E.R., Eisenberg, E.R., Sarubbi, R.G.: Vector mechanics for

engineers dynamics, ch. 15m, 5th edn., pp. 722–723. Mc Graw Hill, New York



H. Liu et al. (Eds.): ICIRA 2010, Part I, LNAI 6424, pp. 465–476, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Topology and Analysis of Three-Phalanx COSA Finger 
Based on Linkages for Humanoid Robot Hands 

Deyang Zhao and Wenzeng Zhang 

Key Laboratory for Advanced Materials Processing Technology, Ministry of Education, 
Dept. of Mechanical Engineering, Tsinghua University, Beijing 100084, China 

wenzeng@tsinghua.edu.cn 

Abstract. The design of a novel linkage three-phalanx finger was proposed in 
this paper. The finger is based on the concept of COSA (coupling and 
self-adaptation) and also two-phalanx COSA finger. As a combination of rigid 
coupled finger and self-adaptive under-actuated finger, the COSA finger has 
comprehensive grasping ability with human-like motion. Available topology 
designs were discussed in this paper and then mechanical design in details is 
given. Motion and grasping patterns of the finger were illustrated and compared 
with traditional coupled finger and under-actuated finger. Moreover, stability of 
grasp was simulated by static analysis. The three-phalanx finger with advantages 
of coupling and self-adaptation can be widely applied in hands for prosthetic 
limbs or humanoid robots. 

Keywords: Humanoid robots, Under-actuated hands, Coupled finger, 
Self-adaptation, Linkage mechanism. 

1   Introduction 

In circumstance where grasp is in paramount concern, under-actuated hands were put 
forward as simplification of dexterous hands and application. Research in this field 
aims to create practical hands which are able to execute firm grasp more than precise 
manipulation. In an under-actuated hand, the number of actuators is lower than the 
number of degree of freedoms (DOFs) [1]. So that under-actuated hands have the ad-
vantages of simplicity and reliability. Fewer actuators and easier control strategy are 
utilized comparing to dexterous hands. 

For under-actuated hands design, generally two approaches were proposed [2]. One is 
rigid coupling, which not accords with the definition of under-actuation though. Since 
the number of actuators is lower than the number of the active joints, compliant motion 
among joints is required. This solution is widespread in many designs such as, MA-
NUS- Hand [3], SDM Hand [4-5] and TBM Hand [6]. Due to the human-like features, the 
rigid coupled hands gains popularity in many humanoid robotic hands design. On the 
other hand, this type of finger lacks of adaptation to object geometry. A certain flexion 
pattern is imposed on rigid coupled fingers, predetermined by the mechanical design. 

The second approach of under-actuated hands provides robot hands with 
self-adaptation or passive adaptation to object geometry. It is a crucial progress in this 
field. As a consequence, successful grasp likelihood is greatly improved in unknown 
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environment. Laval Hand [7-9], TH-3R Hand [10] and GCUA Hand [11] all belong to this 
approach. This solution, however, has some disadvantages. The finger keeps straight 
and rotates as a rigid body when it is not in contact with the objects, which means it is 
not human-like. Moreover, if the object is not completely enclosed by the envelope of 
the fingers, the effect of the first contact might simply to be move the object away.  

Apart from the two approaches, certain additions of the two were adopted in some 
robot hands. A three-phalanx finger mechanism is composed of seven links, one slider 
and two springs in total [12, 13]. In no contact motion, the middle and the distal phalanges 
rotate with respect to the proximal phalanx. The distal phalanx keeps parallel to the 
middle phalanx during this process. After the proximal phalanx is blocked by the cyl-
inder, the middle and the distal phalanges contact the cylinder in sequence. Another 
three-phalanx finger was presented with six-bar linkage [14]. The proximal phalanx and 
the middle phalanx are jointed in self-adaptive way. The middle phalanx and the distal 
phalanx are rigid coupled. Both of the two fingers are simple addition of coupling and 
self-adaptation, since the two approaches are achieved separately on different parts of 
the finger. 

The new concept, COSA (coupling and self-adaptation), combining the two ap-
proaches, is an innovated approach for robot hands design. This paper presents design 
of three-phalanx COSA finger in accordance linkage mechanism. The finger can be 
adopted in COSA hand with human-like motion and self-adaptive grasp. 

2   Principle of Coupling and Self-Adaptation and Two-Phalanx 
COSA Finger 

2.1   Principle of COSA 

Rigid coupling and self-adaptive under-actuation are the two traditional actuation ap-
proaches, also the foundation of COSA. The rigid coupled finger moves through a spe-
cific path in space due to the relationship imposed between the angles of the phalanges, 
lacking of adaptation to object geometry as a result. In terms of   self-adaptation, the 
unique motion of the finger leads to not only un-humanoid motion but also problems in 
grasping. Due to the straight configuration of the finger before contact, it is possible the 
enveloping of the object is not formed completely or firmly and then the grasp fails.  

Aiming to solve the existing problem, COSA as a novel approach of under-actuation 
was put forward. It allows the robot finger to execute coupled and predetermined mo-
tion before any contact is made with the target, then self-adaptive motion after part of 
the finger is restrained by the target. A typical grasp by COSA finger is divided to two 
stages. In stage I that ends up with the contact, the finger flexes as a rigid coupled one. 
The ratio of rotating angle of one phalanx to another is constant, determined by the 
mechanical design. In stage II, the finger adapts to the object geometry “automatically”, 
actuating by the contact force. 

2.2   Two-Phalanx COSA Finger Design 

There are more than one types of mechanism to achieve COSA actuation. Available 
solutions include tendon cable, linkages, gear-racks and belt-pulley. Linkage  
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Fig. 1. Architecture of two-phalanx COSA finger i.e. COSA unit. Ta-the torque of motor. 

Fig. 2. Two-phalanx COSA finger. (a) Coupled motion; (b) The end of grasping stage I; (c) The 
end of grasping stage II. 

mechanism is selected in this research. Architecture of a two-phalanx COSA finger is 
shown in Fig. 1. The prototype of the finger is shown in Fig. 2. The grasp process is also 
demonstrated. 

To achieve COSA, the most substantial issue here is to coordinate the motion exerted 
by the coupled mechanism and the under-actuated mechanism, respectively. The 
COSA finger should not only avoid conflict of the motions but also shift one motion to 
the other in proper timing. Decoupling elements are integrated to the finger including 
changing bar and decoupling spring in order to decouple the coupling mechanism and 
enable the under-actuation mechanism. The architecture equates to two four-bar link-
age and a decoupling spring. The driving bar, the under-actuation bar, the distal pha-
lanx and the proximal phalanx compose the self-adaptation four-bar linkage. The 
changing bar, the coupling bar, the distal phalanx and the proximal phalanx compose 
the coupling four-bar linkage. The decoupling spring, as decoupling element here, 
connects the changing bar to the base of the finger.  

In stage I, the coupling bar and the changing bar act as fixed to the base during the 
finger is rotating. It is attributed to the constraint of the decoupling spring. The coupling 
 

   
(a)                    (b)                       (c) 
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bar pushes the distal phalanx to rotate with respect to the proximal phalanx. In stage II, 
the under-actuation bar acts on the terminal of the coupling bar. The decoupling spring 
deforms while the coupling bar moves with the changing bar. The distal phalanx con-
tinues rotating until the object is enclosed, the grasp ended. During the motion, the 
changing bar and the decoupling spring are the key elements to separate the two stages. 
Thus, COSA actuation is achieved between two phalanges. This architecture is also 
called COSA unit, since it can be used to form n-phalanx COSA actuation. 

3   Design of the Three-Phalanx COSA Finger 

3.1   Topology Designs 

The three-phalanx COSA finger is designed based on the two-phalanx COSA finger i.e. 
the COSA unit in context of geometry. The COSA unit is adopted to achieve COSA 
actuation between two phalanges of three. It is not necessary that all the three phalanges 
adopt COSA. The coupling unit and the under-actuation unit are available for the finger 
to increase the flexibility of the design. Different combinations of these units create 
corresponding geometric finger designs with different feature. The finger generally 
includes two units. One unit links the distal phalanx and the middle phalanx and the 
other links the middle phalanx and the proximal phalanx. Available designs are shown 
in Fig. 3.  

 

Fig. 3. Topology design of three-phalanx fingers. (a) COSA+Coupling; (b)Coupling+COSA; 
(c)Under-actuation+COSA; (d)Under-actuation+COSA; (e) COSA+COSA. 
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A connecting bar transmits the motion from the lower unit up to the upper unit. The 
length of the connecting bar is the key in the design since it is coupled with both two 
units. It influences the motion on each phalanx. The two units should be optimized so 
that both of them will work effectively.  

In Fig. 3a, a COSA unit is used between the distal phalanx and the middle phalanx 
while the middle phalanx and the proximal phalanx are linked by the coupling unit. 
This architecture is called “COSA+Coupling” for short. This type of finger has more 
flexible grasp between the distal phalanx and the middle phalanx. The coupling unit is 
simple in design. The finger that adopts “Coupling + COSA” is shown in Fig. 3b. It has 
opposite feature to “COSA+Coupling”. The “Under-actuation + COSA” and 
“COSA+Under-actuation” design are shown in Fig. 3c, 3d, respectively. Comparing to 
the former two designs, theses two designs emphasize on adaptation more than hu-
man-like motion.  

Finally, shown in Fig. 3e, “COSA+COSA” design is chosen for the three-phalanx 
finger in this paper, which means COSA is achieved on all the three phalanges. 
Therefore, comprehensive grasping ability is generated from the combination of cou-
pling and self-adaptation. The finger has more grasp patterns that increase the possi-
bility of successful grasp in unknown environments, though the design is the most 
complex one among the five possible designs addressed here. Geometric parameters 
are optimized to ensure the COSA motion on the three phalanges.  

3.2   Mechanical Design 

Mechanical design that can be manufactured is detailed in Fig. 4. There are two COSA 
units in the finger, the upper one and the lower one, actuated by one single motor. The 
driving bar, the first under-actuation bar, the connecting bar, the first coupling bar,  
the first changing bar, the proximal phalanx and the first decoupling spring compose 
the lower COSA unit.  

The connecting bar, the second under-actuation bar, the distal phalanx, the second 
coupling bar, the second changing bar, the middle phalanx and the second decoupling 
spring compose the upper COSA unit. The first decoupling spring link the first 
changing bar to the base while the second decoupling spring link the second changing 
bar to the middle phalanx. The connecting bar transmits the motion from the lower 
COSA unit to the upper COSA unit. All bars are not exposed outside but covered by the 
surface of the finger. Thus the finger has humanoid appearance. 

 3.3   Movement and Grasping Patterns 

The finger executes coupled motion before it contacts the object. The transmission ratio 
is dictated by the mechanical design. To simplify the analysis, the ratio of the middle 
phalanx rotating angle to the proximal phalanx rotating angle and the ratio of the distal 
phalanx rotating angle to the middle phalanx rotating angle are both set to be 1:1. The 
phalanges will rotate by the same angle about corresponding joints. 

The grasping patterns can be classified according to which phalanges are restrained 
by the object. The first pattern is full-phalanx grasp shown in Fig. 5a-5c.  
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Fig. 4. Mechanical design of three-phalanx COSA finger. (a)Side view; (b)Front view; (c)Side 
cutaway view; (d)Front cutaway view. 1-Base; 2-Proximal phalanx; 3-Middle phalanx; 4-Distal 
phalanx; 5-Driving bar; 6-First under-actuation bar; 7-First changing bar; 8-First coupling bar; 
9-Connecting bar; 10-Second under-actuation bar; 11-Second changing bar; 12-Second coupling 
bar; 13-First decoupling spring; 14-Second decoupling spring; 15-Motor. 

 

 

 

 
 

Fig. 5. Different grasping patterns of three-phalanx COSA finger. (a)-(c)Full-phalanx grasp; (d), 
(e)Distal-proximal phalanx grasp; (f), (g)Distal-middle phalanx grasp; (h)Distal-phalanx grasp. 
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The proximal phalanx contacts the object first, and then the other two phalanges contact 
the object in series. The object is adaptively grasped by the finger. If the distal phalanx 
touches the object before the middle phalanx does but after the proximal phalanx due to 
the coupled motion, the object is grasped by only two phalanges shown in Fig. 5d, 5e. 
Another two-phalanx grasp is the distal-middle phalanx grasp in which the proximal 
phalanx does not contact the object shown in Fig. 5f, 5g. Finally, if the distal phalanx 
contact the object first and then blocked, the grasp is formed by only one phalanx shown in 
Fig. 5h. Note that the object in the figures is fixed. It can be seen that the four grasp pat-
terns are dictated by the size, the shape and the position of the object. The multiple patterns 
enable the finger comprehensive grasping ability in contrast to traditional coupled fingers 
and self-adaptive under-actuated fingers. The advantage of COSA finger over a coupled 
finger is the self-adaptation apparently, which results in more stable grasps.  

On the other hand, a comparison between COSA finger and traditional adaptive 
under-actuated finger is shown in Fig. 6 to illustrate the advantage of COSA over a 
traditional under-actuated finger. 

(a)             (b)             (c)                 (d) 

(e)              (f)               (g)                (h) 
 

Fig. 6. Comparison between traditional under-actuated grasp and COSA grasp. (a)-(d)Traditional 
under-actuated grasp; (e)-(h)COSA grasp. 

The cylinder to be grasped is put on a smooth surface so that the cylinder is able to 
slide easily. Figure 6a-6d show a traditional under-actuated finger bending to the ob-
ject, and then pushing the object away instead of grasping it. This is highly likely on a 
smooth surface. The reason is that the traditional under-actuated finger executed 
adaptive grasp only if actuated by physical forces on the object. The upper phalanx will 
rotate towards the object when the lower phalanx is restrained by the object. If the 
object slides, there will be no force to actuate the finger thus the grasp will fail. The 
three-phalanx COSA finger is able to solve this problem by pre-shaping. As shown in 
Fig. 6e-6h, before any contact is made with the object, each phalanx has rotated by a 
certain angle to form an enclosure of the object. In another word, the finger pre-shapes. 
Finally, the object is grasped firmly.  
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4   Statics Analysis of Three-Phalanx COSA Finger 

Static model is built on the three-phalanx finger architecture to obtain the grasping 
forces. The model is shown in Fig. 7. 
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Fig. 7. Static model of three-phalanx COSA finger, where 
O1, O2 and O3 are the centers of the joints, respectively, 
l1 is the distance between O1 and O2, 
l2 is the distance between O2 and O3, 
l3 is the length of the distal phalanx, 
a, b1, c1, b2, and c1 are the lengths of the corresponding bars,  
f1, f2 and f3 are the grasping force on the proximal phalanx, the middle phalanx 
and the distal phalanx, respectively,  
h1 is the force arm of f1 with respect to O1, 
h2 is the force arm of f2 with respect to O2, 
h3 is the force arm of f3 with respect to O3, 
θa is the rotating angle of the driving bar with respect to O1, 
θ1, θ2 and θ3 are the rotating angles of the proximal phalanx, the middle phalanx 
and the distal phalanx, respectively, 

φ1 is the angle between the driving bar and the proximal phalanx, 

φ2 is the angle between the connecting bar and the middle phalanx, 

φ3 is the inner angle of the distal phalanx, equaling ninety degrees here, 
Ts1 is the torque of the first decoupling spring, 
Ts2 is the torque of the second decoupling spring, 
Ta is the torque of the motor. 

According to the principle of virtual work, one obtains  
          T T

a =t ω f V ,                                                        (1) 



 Topology and Analysis of Three-Phalanx COSA Finger 473 

where t is the input torque vector exerted by the motor and the under-actuation spring, f 
is the grasping force vector on the two phalanges, ωa is the corresponding rotating 
velocity vector, V is the velocity vector of contact points. 

The velocity vector is related to the rotating angles and corresponding arms, there-
fore it is expressed as:  
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in which Jv is expressed as:  
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According the relationship among bars in four-bar linkage, it is obtained that 
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Finally by solving eq. (1), one gets  
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The torques exerted by the springs is ignored, since their magnitudes are relative small 
comparing to the motor torque. It has been verified by practice this assumption will not 
influence the effect of static analysis. Equation (9) is reformed without spring torques as: 
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Equation (10) gives a simple result in which grasping forces on the three phalanges are 
linear functions of the motor torque. In above equation, it is noted that  

           
1 2 2cosX l hθ= + ,                                               (11) 

2 3 3cosY l hθ= + ,                                                 (12) 

1 2 3 2 3 3cos( ) cosZ l l hθ θ θ= + + + .                                         (13) 

Based on the coupled motion design, the rotating angles justify the following relation-
ship 

3 2 1θ θ θ≥ ≥ .                                                             (14) 

The grasping forces obtained from are primarily dictated by two factors. One is the 
configuration of the finger, described by θ2 and θ3. The other factor is the contact lo-
cations on the phalanges, described by force arms h1, h2 and h3. Geometric parameters 
for calculating grasping forces are shown in Table 1. To reduce the number of variables, 
h1, h2 and h3 are given by 15, 20 and 25 mm, respectively. Hence, each force is ex-
pressed as a function of θ2 and θ3. The forces are drawn in Fig. 8.  

Table 1. Geometric parameters of finger 

a b1 c1 b2 c2 l1 l2 3φ  

10 52 8 42 7 50 35 90° 

 
It should be remembered that only half of the plane formed by θ2 and θ3 are shown in 

the figure. The grasping forces are generally larger than tendon-based robot fingers. 
The maximum of f1, f2 and f3 reaches about 66.7 N, 883.6 N and 152.1 N, respectively. 
The large output is the typical feature of linkage mechanisms.  

From the figure it can be seen that θ3 impacts the force magnitudes more distinctly 
that θ2 does. Increasing of θ3 leads to decreasing of f1 and f3 but increment of f2. The 
effect of θ2 is complex. When θ2 declines, both f2 and f3 rise slightly. f1 will decrease if θ3 
is more than about sixty-five while it will increase if θ3 is less than about sixty-five. By 
finding the planes where the forces equal to zero, the stability of grasp is shown in  
Fig. 9. A stable grasp refers to a positive force on the phalanx.  

If the force is negative, the corresponding phalanx might slide on the object or lose 
contact with the object. There are two unstable areas and one stable area in Fig. 9. The 
first unstable area emerges when θ2 is less than about sixty degrees and θ3 is more than 
about seventy degrees in the meantime. In this area, f1 is negative and the other two 
forces are positive. The second unstable area exists where θ3 is less than about 
sixty-two degrees. f2 is the only negative force in this area.  

The other part is the stable area in which all three forces are positive. Although this 
situation is ideal in the grasp, it does not means the finger is only able to grasp in this 
stable area. In most cases of a multi-fingered grasp, only force on the terminal phalanx 
i.e. f3 needs to be positive. As it shows in the figure, f3 is always positive. Therefore, the 
three-phalanx COSA finger has good grasp stability. 
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Fig. 8. Grasping forces of three-phalanx COSA finger (a) f1; (b) f2; (c) f3. 

 

 

Fig. 9. Grasping stability of the three-phalanx COSA finger 

5   Conclusion 

In this paper, the design and study of three-phalanx COSA finger was addressed. The 
principle of COSA was proposed as a third approach of under-actuation apart from 
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rigid coupling and self-adaptation. Linkage COSA unit used in two-phalanx COSA 
finger is the foundation of three-phalanx finger design.  

Mechanical design was developed after discussion on geometric designs. The ad-
vantage in COSA grasping was illustrated especially by a comparison with traditional 
under-actuated fingers.  

The finger has good grasp stability verified by force simulation. In summary, a 
simple robotic finger with humanoid appearance, human-like motion and comprehen-
sive grasping capability is developed in this paper. The advantages of the COSA finger 
make it fit the requirement of either prosthetic hands or humanoid robot hands.  
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Abstract. This paper presents a bio-inspired design of an artificial saltatorial 
leg for a jumping mini robot. By using a rebuilt traditional four-bar linkage 
mechanism, the artificial saltatorial leg is able to successfully imitate the char-
acteristic of a real jumping insect, kinematically and dynamically. According to 
the simulation analysis, jumping performance is improved by choosing a better 
tibia/femur ratio and a proper mass center placement. By means of high speed 
camera experiment, the jumping characteristic among insect, dynamic model 
and robot is compared; the dynamic similarity between insect and the robot is 
shown at last. 

Keywords: Artificial Saltatorial Leg, Jumping Robot, Bionic Robot, Four-bar 
Linkage Mechanism, Bionics. 

1   Introduction 

For animals in the natural world, jumping is more than a method to overcome obsta-
cles higher than themselves; it also improves their locomotion ability and offers a way 
to escape from emergency. As one of the most efficient natural locomotion modes, 
jumping is preferred by a lot of animals from mammals, amphibians to insects  
(Fig. 1), especially when animals travel on tough terrains or for those who benefit 
from their scale effects [1]. 

During the past decades, based on the biological knowledge learned from the natu-
ral world, various robot prototypes have been built in order to find a better solution 
for robot locomotion besides wheels and crawler, as well as to improve the efficiency 
and stability of the whole locomotion system. For example, a simple but efficient leg-
wheeled locomotion developed based on the traditional wheel structure offers good 
passing ability for robots [2-4]; walking locomotion inspired from mammals provides 
robots low energy consumption and better moving stability on tough terrains despite a 
                                                           
* Corresponding author.  
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complex controlling strategy and kinematic complication [5-9]; novel jumping robots 
inspired from kangaroo [10] and fleas [11-12] are also developed and proves the fea-
sibility of using jumping as the primary moving mode for robots. 

Based on above lessons, our robot prototype GRILLO, a millimeter-sized mobile 
robot prototype with onboard power supply integrated and designed as a mobile  
roboticized platform for environmental monitoring, rescue or exploration in unstruc-
tured environments, is presented in this paper. By imitating and optimizing the cata-
pult jumping adopted by insects, this jumping robot offers a lot of advantages such as 
its good moving ability and better practicability. 

 

Fig. 1. Jumping animals in the natural world: (a) kangaroo; (b) rabbit; (c) frog; (d) cricket; (e) 
leafhopper; (f) flea 

2   Saltatorial Leg Design 

2.1   Four-Bar Linkage Mechanism Model 

According to some previous research, two jumping styles including countermovement 
jumping and catapult jumping are usually adopted by vertebrates (e.g. human) and 
insects (e.g. flea, froghopper and locust, etc.) respectively [13-14]. For those jumping 
insects, almost all energy used to generate a jump is coming from the simultaneous 
extension of their two long hind legs (saltatorial legs). As an example, by extending 
the tarsus along a straight line during leg elongation, the extensor of a 1.5-2.0 g 
weight locust (Schistocerca gregaria) is able to release 9-11 mJ energy in 30 ms thus 
lead to a take off velocity of about 3.2 m/s [15]. 

Therefore, considering its simple design and high efficiency, the catapult design is 
more applicable for our jumping robot. In order to imitating the jumping kinetics of a 
natural saltatorial leg, a planar four-bar linkage mechanism as shown in fig. 2 is 
adopted by GRILLO firstly.  
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Fig. 2. Planar four-bar-linkage mechanism model 

 

Fig. 3. The applicable design and approximately linear elongation orbits with different 
tibia/femur ratio. It indicates that along with the prolongation of tibia bar, orbits become more 
similar and the final motion orbit only depends on the tibia/femur ratio. 

The simplified planar four-bar linkage model used to achieve a linear motion at the 
tip of tibia is composed of five bars, including a fixed bar L0, the femur L1, the tibia L2 
and L4, as well as an auxiliary bar L3. Such a structure can be analyzed based on the 
following mathematical model, 
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where ωi and Li (i=0, 1, 2, 3, 4) is the angular velocity and the length of each bar 
respectively. θ1, θ2, θ3 are the initial angular value of L1, L2 and L3. Considering the 
structure compact and assembling convenience, different relative value among L1, L2, 
and L3 are tested, then an applicable design and approximately linear elongation orbits 
of the tarsus shown in fig. 3 are achieved. For the tested model, the fixed bar (L0) is 
21mm long, the femur (L1) is 29mm long, and upper part of tibia (L2) is 15mm long 
while the lower part of tibia (L4) is ranging from 14mm to 50mm to gain different 
femur/tibia ratio from 1.0 to 2.3, which are selected according to our biological ob-
servation (e.g. for human, the ratio is about 1.0, for leafhopper, the ratio is about 1.6). 

2.2   Dynamic Optimization 

Dynamic analysis is then carried out based on the given four-bar linkage structure 
mentioned above. The ratio between leg mass and body mass is set to be 1/10, 1 gram 
and 10 gram respectively. Motion characteristics only depend on the tibia/femur ratio 
defined as following:  

1

42_/
L

LL
ratiofemurtibia

+
=  (3)

The above kinematic analysis is aimed to find an applicable design and approximately 
linear elongation for the saltatorial leg. Along with the increasing of tibia bar length, 
orbits become more similar (e.g. orbit 4 & 5). Then in order to find an optimized 
tibia/femur ratio to minimize the stress of the leg structure, dynamic simulation of 
such a jumping mechanism is run. 

As shown in fig. 4, five different tibia/femur ratios from 1.0 to 2.3 based on the leg 
structure in fig. 3 are tested respectively with ADAMS simulation, and the force ex-
erted on the ground during jumping acceleration is measured. The peak force of each 
curve exists 1-2 ms after jumping. Such a sudden rise in force may result in a rupture 
of the skeleton structure or slippage between tarsus and ground. According to our 
simulation, this peak force decreases with increasing of the tibia/femur ratio. On the 
other hand, the maximum ground force is not monotonic decreasing after the spike 
and the minimum one exits when tibia/femur ratio is around 1.6 (the red solid curve). 
Considering the engineering requirements (e.g. less influence of the short time peak 
force, long time stability after the spike, structure design, etc), among the five tested 
ones, a tibia/femur ratio around 1.6 (red solid curve) is regarded as a better one be-
cause of the moderate peak force and the minimized ground force after the spike. 
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Fig. 4. The dynamic characteristics during jumping acceleration of different leg designs 
(tibia/femur ratios from 1.0 to 2.3). The peak force of each curve exists 1-2 ms after jumping 
and the maximum ground force after this spike exits when tibia/femur ratio is around 1.6 (the 
red solid curve). 

2.3   Biological Approximation 

To develop the biological approximation of this four-bar linkage mechanism, as 
shown in fig. 5, planar structure is then rebuilt to a spatial structure by rotating L1 and 
L3 along x-axis. The rotating angle α is larger than angle β so the tarsus are able to be 
positioned directly beneath the body and pressed against each other during jumping 
 

 

Fig. 5. Structure rebuilding of the saltatorial leg design for biological approximation. The rotat-
ing angle α is larger angle β so the tarsus are able to be positioned directly beneath the body and 
pressed against each other during jumping acceleration. Although such a design increases the 
complexity and introduces more joints, it reduces the chance of asymmetric thrust forces be-
tween two legs, as well as the destabilizing rotation during the flight phase.  



482 X. Fu et al. 

 

acceleration. One should notice that such a rebuilding will not influence on the kine-
matics characteristics of the previous planar design when consider the plane OAB as a 
femur and the plane PCD as the auxiliary bar. Although such a design increases the 
complexity and introduces more joints, it reduces the chance of asymmetric thrust 
forces between two legs, as well as the destabilizing rotation during the flight phase. 

Considering the structural size of the final fabricated robot body, a tibia/femur ratio 
of 1:1.72 is finally adopted. Such a value is very close to the biological one according 
to the statistical data from our investigation on leafhoppers [16]. From a biological 
viewpoint, this may also represent an evolutionary optimization of this specific spe-
cies that develop their catapult jumping ability.  

3   Jumping Robot Fabrication 

3.1   Fabrication of Artificial Saltatorial Legs 

Fig. 6 shows the motion curve comparison between models and the fabricated artifi-
cial saltatorial legs. The legs are able to elongate about 27.4mm, almost equal to its 
27mm long tibia (an 80° rotation angle for the femur). The actual extension motions 
between the ideal model and the fabricated legs are different mainly because of the 
machining difficulties of millimeter sized sphere joint, of which we use three respec-
tive rotating joints instead. Furthermore, the jumping energy is coming from a con-
tinuous rotating DC motor, a segment-gear mechanism including a spring connecting 
between femur and robot body as an energy storage element is used to imitate the 
natural muscle-tendon system as the actuating device of the prototype [16]. It drives 
the legs and transmits the motor’s continuous rotation to a reciprocal load-release 
motion. 

 

Fig. 6. The comparison of motion characteristics between models and the fabricated artificial 
saltatorial legs. The actual extension motions between the ideal model and the fabricated legs 
are different mainly because of the machining difficulties of millimeter sized sphere joint, of 
which we use three respective rotating joints instead. (a) Motion characteristic of planar saltato-
rial legs; (b & c) motion characteristic of spatial saltatorial legs; (d & e) motion characteristic of 
the finally fabricated saltatorial legs. 
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3.2   Mass Centre Readjustment 

For a robot regarding jumping as its primary locomotion mode, the moving stability 
(e.g. jumping stability, flight stability and landing stability) is one of the key issues in 
the prototype design. The influence of the mass center position on jumping stability is 
analyzed firstly. Fig. 7 indicates that when the mass center of the whole body is 
placed in the ideal zone, the insect jumps with a little anticlockwise will not influence 
on the jumping stability. And it improves the flight and landing stability which is also 
significant for our robot design. 

Unfortunately, it is unpractical to confirm the precise position of the mass center 
before assembling due to its structural complication. So the robot is assembled firstly, 
and then readjusted by adding extra balance weight on the body for jumping stability 
improvement. The flight and landing stability are further improved respectively by 
adding wings and a tail on the body, as well as an optimization of the passive forelegs 
through computational simulation. So compared with the one before readjustment, the 
 

 

Fig. 7. Analysis of the jumping stability influenced by the mass center position [17]  

 

Fig. 8. Improvement result of the mass center readjustment. Because of the structural complica-
tion, the jumping stability of the prototype is readjusted by adding extra balance weight on the 
body after assembling. In a meanwhile, the flight and landing stability are also improved re-
spectively by adding wings and a tail on the body, as well as an optimization of the passive 
forelegs. Optimizations are analyzed with ADAMS simulation. 
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finally assembled jumping robot prototype GRILLO III shows a better continuous 
jumping performance. Fig. 8 shows the improvement result of the mass center read-
justment by ADAMS simulation analysis. Fig. 9 shows the finally fabricated jumping 
robot GRILLO III. It is a jumping robot with 50mm x 20mm x 25mm (L x W x H) in 
dimension and 22 g in weight including the onboard power supply. 

 

Fig. 9. Jumping robot prototype GRILLO III is the improved edition of its predecessor [18, 16]. 
Right now it is a jumping robot with 50mm x 20mm x 25mm (L x W x H) in dimension and 
22g in weight including the onboard power supply. 

4   Experiments and Comparison 

According to some biological observation by other research, three distinct phases are 
observed with the jumping insect leafhopper from preparing to the final launching 
[19]. The first one is a levation phase of about 15-30 ms, in which the insect positions 
its hind legs directly beneath the body with tarsus pressed against each other. Then it 
is the holding phase of about 10-200 ms, in which the hind legs remain and the take-
off angle is adjusted by front and middle legs. At last the jump is generated by simul-
taneous extension of the two long hind legs. This rapid jumping phase lasts 5-6 ms. 

Fig. 10 shows the comparison among leafhopper jumping [16], jumping simulation 
and high speed snapshot of the jumping robot prototype. At the beginning, the robot 
stands on the ground, and its actuating system starts to load the spring to restore 
enough energy for its jumping. After loading, the fast releasing mechanism is then 
activated and the femur rotates anticlockwise, the saltatorial legs elongate rapidly to 
force the robot jump as a result of spring shortening.  

According to our simulation and experiment results, the elongation usually costs 
about 30ms. The jumping acceleration is about 200 m/s2 for an ideal model (ignoring 
friction), and about 59 m/s2 for our fabricated prototype.  

Fig. 11 shows the dynamic similarity between the jumping robot and the leafhop-
per we measured in our biology observations [1]. 
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Fig. 10. The comparison among leafhopper jumping (a), jumping simulation (b) and high speed 
snapshot of the jumping robot (c) 

 

Fig. 11. Dynamic similarity between the jumping robot (a) and the leafhopper (b) we measured 
in our biology observations [1] 

5   Conclusions and Future Work 

By imitating the natural saltatorial legs of jumping insects, a bio-inspired artificial 
saltatorial leg for jumping mini robot is designed and tested. Such a saltatorial leg is 
designed by adopting a traditional four-bar linkage mechanism and then rebuilding it 
to a spatial one in order to reproduce the jumping characteristic of a real jumping 
insect both kinematically and dynamically.  
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According to the simulation analysis, with a better femur/tibia ratio close to the 
natural one, the jumping stability can be improved because of the moderate peak force 
after acceleration beginning and the minimized maximum ground force after this 
spike. Thus the risk of skeleton rupture and tarsus slippage can be reduced.  

Jumping robot GRILLO is then fabricated based on this leg design. By means of 
mass center readjustment, the moving stability is improved. With high speed camera 
experiment, the jumping characteristic among insect, dynamic model and robot are 
compared. The experiment result shows the dynamic similarity between insect and the 
robot. 

Future work will be focused on the feasibility of the sensing and controlling sys-
tem (e.g. hybrid control method [20]). The sensing system is based on artificial hair 
receptor which is also inspired from natural world. Integrating aliened piezoelectric 
fibers with different aspect ratio on the body provides the robot with sensing ability to 
flow variation, pressure changing or vibration in different frequency. The controlling 
system is used to improve the jumping efficiency by autonomous adjustment of jump-
ing angle based on the information from above sensing system. 
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Abstract. An innovative asymmetrical prototype of a five-wheeled robot is first 
proposed with reconfiguration features. Based on mechanical prototype, the 
fifth wheel with slippage measurement is then rendered for details. In terms of s 
maneuver features, different control strategy and steering performance for 
asymmetrical prototype with rhomboid shape have been discussed analytically. 
At last some tests including reconfiguration tests, straight-line motion and trav-
ersing tests have been implemented.   

Keywords: mobile robot, asymmetrical prototype, maneuver, reconfiguration. 

1   Introduction 

Four-wheeled robot usually has symmetrical shape with two wheels in the front and 
two wheels in the back, e.g. the Tri-star[1], RATLER[2], SRR rover[3], Micro5[4], 
Spirit[5] and Lunokhod[6], etc. Fortunately, asymmetrical prototype sometimes indi-
cates unique features. Prof. Shigeo Hirose studied a prototype of four-wheel rover, 
Rhomboid Rover-I, proposing a rhomboid four wheels vehicle arrangement as a 
mechanism to manifest terrain adaptability compared to the six wheels vehicle. This 
mechanism distributes its weight over the four wheels by asymmetrical links and with 
capability of point-turn without slippage [7]. Dr.Du presented a rover with an integral 
and statically indeterminate structure, six independent propulsive wheel and asym-
metric configuration of wheels at the two sides of rover body. Thus the lunar rover 
can traverse the ditches on fine-grained surface soil [8]. And an approach to increase 
or decrease the normal forces of wheels by torsion stiffness and the initial angles of 
suspension devices is suggested, then suspension can be used to fit the size of fairing 
[9].Based on four-wheeled-three-axised structure, a asymmetric rover has been built 
with only minimum number of four wheels to realize the performance of six-wheeled  
rover, and its triangle-shaped supporting structure leads to a stable status of a rover. 
with a minimum number of rounds at home and abroad to achieve the widely used 6 
mobile system with three-axis performance, and to leave any one wheel, the other 
three wheels can form a stable triangular support structure. 

An asymmetrical prototype of five wheeled robot is proposed in section 2. The 
maneuver analysis of asymmetrical prototype of five-wheeled mobile robot is investi-
gated in section 3, and prototype test has been implemented in section 4. And conclu-
sion is drawn in section 5. 
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2   System Design 

In order to meet the need of the task, conceptual design , program implementation,  
configuration of multi-objective optimization and interactive integration , whole robot 
have been devised as been shown in the figure 1.the whole robot is mainly consist of 
several part, body, control unit, rocker, fifth wheel, steering and drive wheel. Rocker 
can adjust drive wheel up and down and the steering can make drive wheel rotate 
because of this design the whole robot is reconstruction. What is more the robot can 
over-cross the obstacles and climb on slope. 

 
 

Fig. 1. The whole structure of the robot  

Robot with five wheels adopt suspension system, that is two separate differential 
input gear shaft are connected to the corresponding rocker and the fifth round of the 
institutions set can rotate around differential shaft and adapt to changes in terrain.  
As been see in figure 2, side rocker are consist of these parts the corresponding side  
of the body, a pair of left and right arm and the regulator component of the angle  
of inclination before and after. Arm along the side of the body can stand inside to 
connect the longitudinal and lateral movement, to achieve the chassis adjustment 
function. each wheel can rotate around two hinged regulator axis of angle regulator 
component, that is caster and camber, and improve the contact condition of wheel and 
ground ,and ensure the nature of the wheel’s straight .At the same times, unique three-
box body fuselage, the main body provide the necessary stable platform for scientific 
instruments and equipment and on both sides of the body is part of the rocker body 
not only accommodate the electronic control unit, saving space, but also achieve the 
functional requirements, improve the dynamic characteristics,. From above we can 
see that e task-oriented mobile robot can be reconstructed to meet the rugged terrain 
and various needs. 

Driving wheel of the auxiliary support agencies, in the figure 3 (the fifth wheel) 
consist of the joystick device, steering wheel device and it can rotate around differen-
tial drive shaft in the vertical plane to accommodate the topography. Master device 
from the wheel mainly is composed of two sub-round, with round form inside drive, 
and are parallel and coaxial installed on both sides of the clamping sleeve. 
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Fig. 2. Reconfigurable robot chassis suspension  

Active sub-round achieve to coordinate with other four wheels by the process that the 
brushless DC motor(EC 32 flat series) connected by harmonic reducer sleeve (XB3-2 
series), provide driving torque and than the servo drive (Whistle series) precise con-
trol. Sub-wheel driven by the clamping sleeve bearings set in the outer circle on the 
right side get passive rotation around the topography and make the a fixed encoder 
(OME-500) move to be relatively accurate measurement of mobile robot the distance 
traversed. What is more it can further calculate or estimate some of the necessary 
mobile robot performance parameters, such as the slip rate. From above we see that 
the fifth wheel mainly have two effects (1) increasing drive of the robot (2)measuring 
the skip rate of robot and so on 

 

Fig. 3. The fifth wheel with slippage measurement 



 Asymmetrical Prototype of a Five-Wheeled Robot and Maneuver Analysis 491 

 

Some important structure parameters are listed in the table 1. Structural design of 
the robot's body is essentially an integrated mechatronic system design process. In full 
consideration of the overall process control system , the specific mechanical structure 
design was made. Differential structure is the important part for adjusting the balance. 
Reconstruction is the biggest character of this robot. 

Table 1. The important Parameter of robot  

Parameter data Parameter data 
Effective length of 

the chassis /m 0.323~0.399 Fifth wheel height 
/m 0.0306 

Chassis height  
adjustment /m -0.0483~0.069 Equivalent axilbase 

/m 0.3164~0.7764 

Front wheel caster 
angle /deg -90~1 Equivalent  

wheelbase /m 0.2971~0.4466 

Front wheel camber 
angle /deg -18~5 Height /m 0.0383~0.2753 

back wheel caster 
angle /deg -1~90 longitudinal stability 

/deg 
39.995~77.21 

back wheel camber 
angle /deg -18~5 

Longitudinal  
stability of the robot 

/deg 
3.662~32.24 

3   The Analysis of Prototype of Asymmetrical Prototype 

Because the robot have the character of reconstruction lots of configurations are ac-
quared .the diamond is the special shape so this configuration was devised that the 
whole robot’s projection plane is diamond.This configuration was made by many 
ways. In the figure 4 six different patterns are displayed. 

 
Fig. 4. Different configurations 
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This article is the asymmetric mobility of the robot. Robot has multiple motor 
modes, such as omni-direction, skip mode, turn point, brake mode and difference 
mode. This chapter mainly introduces the relationship with different wheel speed in 
all kinds of typical pattern in the asymmetry of wheels turning. The distance from 
throughout the robot’s speed Instantaneous center I to rotation center R is r . Through 
the r we can get different wheels’ distance to speed Instantaneous center I. finally we 
can get the relationship with different wheel speed. 

3.1   Ackerman Mode 

Shown in figure 5, 1δ , 4δ  denote the wheel 1and wheel 2 Corners .R is the reference 

point and r is the distance between reference point and speed Instantaneous center. 
According to the 1δ , 4δ , we can get the location of the speed Instantaneous center I 

and get the Direction of wheel 2, wheel 3, fifth wheel. and reference point R, 
2δ , 3δ , 5δ and δ . Now we will get the relationship with different wheels and refer-

ence radius r. 1r ， 2r ， 3r ， 4r and 5r  denote the radius of wheel 1, wheel 2, wheel 3, 

wheel 4 and fifth wheel to speed Instantaneous center I. 

 

              Fig. 5. Ackerman mode                                          Fig. 6. Double Ackerman mode 

∴ 4 0.5RA I π∠ =  (1)

4r = 2 2 2
4 sin (0.5 )r r L ϕ= −      (2)

                    
L denote the distance of 1A 3A and ϕ  denote the Angle of the 1 3A A  and 3 4A A  

4arccos r
rδ =    (3)

2 2 2 2 2 2
1 4 4 sin (0.5 ) 3 sin (0.5 )r r L r Lϕ ϕ= + = +   (4)

4
1

1
arccos r

rδ =   (5)
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Shown in figure 5 

2 2 2 2 2 2
3 sin (0.5 ) 2 cos(0.5 ) sin(0.5 )r L r L L r Lϕ ϕ ϕ= + − + −   (6)

According to the sine Theorem 

3 3sin sin( 0.5 )L rδ π ϕ= −   (7)

3
3

sin(0.5 )
arcsin

L

r

ϕδ =   (8)

The same with above  

2 2 2 2 2 2
2 sin (0.5 ) 2 cos(0.5 ) sin(0.5 )r L r L L r Lϕ ϕ ϕ= + − − −   (9)

 

2
2

sin(0.5 )
arccos

L

r

ϕδ =  (10)

2 4
5 5 52 cos(arccos )rr r L rL r θ== + − −  (11)

θ denote the angle of OR and R 4A  and 5L denote the distance of OR 

2 2 2
1 5 5sin (0.5 ) 2 sin(0.5 ) cosL L L L Lϕ ϕ θ= + −  (12)

1L denote the distance from O to 4A  

The same with above  

2 2 2
5 4 1

5
5 4

arccos
2

r r L

r r
δ + −
=  (13)

3.2   Double Ackerman Mode 

Arranging the speed Instantaneous center I on the line of the central axis, R is the 
reference point and r is the distance of the reference point to the speed Instantaneous 
center I. 1r ， 2r ， 3r ， 4r  and 5r denote the distance of wheel 1, wheel 2, wheel 

3,wheel 4 and fifth wheel to the speed Instantaneous center I. 1δ ， 2δ ， 3δ ， 4δ ， 5δ  
and δ  denote the Corners of the wheel 1, wheel 2, wheel 3, wheel 4, fifth wheel and 
reference point, as shown in the figure 6. 

 

2 3 0δ δ δ= = = , 1 4δ δ= −  (14)

2 cos(0.5 )r r L ϕ= −  (15)
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3 cos(0.5 )r r L ϕ= +  (16)

L denote the distance of 1A 3A and ϕ  denote the Angle of the 1 3A A  and 3 4A A  

2 2
1 ( cos(0.5 )) 2( cos(0.5 )) cos(0.5 )r L r L r L Lϕ ϕ ϕ= + − + +  (17)

1

sin(0.5 )
arctan

L

r

ϕδ =  (18)

The same with the above  

2 2 2
4 sin (0.5 )r r L ϕ= −  (19)

2 2
5 5 2 cosr r L rL θ= + +  (20)

According to the sine Theorem 

5 5sin sinL rδ θ=  (21) 

( )5 5arcsin sinL rδ θ=  (22)

3.3   Point-Turn Mode  

Shown in the figure 7, This mode must let the whole robot rotate around the middle 
point that is R so we known that the reference point R and speed Instantaneous center 
at the same point. 

From the figure 7, we can get that wheel 1 and wheel 4 have the same speed but the 
direction is opposite. The wheel 2 and the wheel 3 have the same condition with the 
wheel 1and wheel 4. It is easy for us to get the relationship as follow: 

1 0.5δ π= ， 4 0.5δ π= − ， 3 4δ δ=  (23)

1 4 sinr r L ϕ= =  3 2 cosr r L ϕ= =  5 5r L=  (24)

L denote the distance of 1A 3A and ϕ  denote the Angle of the 1 3A A  and 3 4A A  

θ denote the angle of OR and R 4A  and 5L denote the distance of OR 

5 0.5δ π θ= −  (25)

3.4   Omni-Direction 

This mode in figure 8, we arrange that all wheels have the same Cornerδ ,so we can 
get speed Instantaneous center at the Infinity. omni-direction is the best mode to re-
duce the energy and it is a easy mode  
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Fig. 7. Turn point mode                                  Fig. 8. Omni-direction  

3.5   Skip Mode 

Shown in the figure 9, speeds of wheel 1 and wheel 4 are zero and wheel 2,wheel 3 
get the opposite and the equal speed so we known that reference point and speed In-
stantaneous center at the same point. We can get the speed direction of the fifth wheel 

5δ . From the figure 9, the relationship with all wheel’s speed was got as follows: 

      

Fig. 9. Skip mode                                                  Fig. 10. Brake mode  

3 2 cos(0.5 )r r L π= =  (26)

5r = 5L  (27)

5 0.5δ θ= −  (28)

Where L denote the distance of 1 3 andA A ϕ、 denote the Angle of 1 3A A and 3 4A A  

θ denote the angle of OR and R 4A and 5L denote the distance of OR 
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3.6   Brake Mode 

Shown in the figure 10,wheel 1and wheel 4 have the same speed but the direction is 
opposite the same with it wheel 2 and wheel 4 have the same condition .From this 
condition ,the robot can not move so we call it brake mode  

3.7   Difference Mode 

This mode we arrange that wheel 1,wheel 4,have the zero speed and the wheel 
2,wheel 3 have the speed but the speed of wheel 3 is two times than the wheel 2. 
From the figure 11, speed Instantaneous center is identified at the line of the central 
axis. Because the speed of wheel 3 is two times compared with wheel 2, the loca-
tion of the speed Instantaneous center can be got. According to the speed Instanta-
neous center, the speed direction of fifth wheel is made. we can get the equation as 
follows: 

 

Fig. 11. Difference mode 

3 cos(0.5 )r L ϕ=  (29)

3 4 cos(0.5 )r L ϕ=  (30)

2 2 cos(0.5 )r L ϕ=  (31)

2 2
5 5 52 cosr r L L r θ= + +  (32)

5δ θ=  (33)

Prototype Test 

Reconfiguration prototypes of asymmetrical prototype of mobile robot are pictured in 
figure 12, and the relative data are shown in table 2. 
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Fig. 12. Asymmetrical prototypes  
 

Table 2. Class diamond configuration of the theoretical and actual value 

the chassis length (a) Comprehensive  
regulation (b) 

Comprehensive  
regulation (c) Parameter 

theory Practice theory Practice theory Practice 

14l  0.1995 0.1995 0.1995 0.1995 0.1995 0.1995 

23l  0.1615 0.1615 0.1615 0.1615 0.1615 0.1615 

h  0 0 0 0 0.0483 0.04873 

αl  0 0 -30 -30 -30 -30 

βl  0 0 -14 -14 -8 -8 

αr  0 0 30 30 30 30 

β r  0 0 14 14 8 8 

bl  0.150 0.150 0.135 0.135 0.170 0.170 

0.2155 0.1860 0.2371 
0.2150 0.1858 0.2365 CH  0.2270 
0.2153 

0.1969 
0.1855 

0.2484 
0.2361 

CH  5.17% 5.65% 4.76% 

 
 

 

Fig. 14. Diamond-shaped configuration of five straight wheel class performance test 
( 18 and 18l bα α= − = ) 

 

Fig. 15. Five diamond wheel type configuration through the rough ground test 
（ 18 and 18l bα α= − = ） 
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5   Conclusions 

The prototypes of various configurations with asymmetrical configuration and rhom-
boid-like configuration are compared in terms of maneuver action theoretically.  
Lastly we do lots of experiment for robot including the prototype adaptive capacity, 
walking ability through nature climbing and mobility patterns. The results show that 
prototype can be reasonable and practicable to re-form a variety of configurations and 
better ground adaptability (discrete differential device function), the more impaired 
climbing ability. The robot can complete seven mobility patterns and this device can 
meet the demand.  
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Abstract. A controllable two-way self-locking mechanism was developed in this 
paper to improve the tractive ability of inchworm micro In-pipe robot and reverse 
its moving direction. Firstly, the robot structure was proposed and its relevant 
locomotive functions were introduced. Then the mechanism was analyzed and its 
mathematical model was built to deduce the conditions of direction reversing and 
diameter variation adapting. Finally a robot prototype was developed based on 
the results derived above, and its related experiments were carried to test these 
conditions. 

Keywords: Micro In-pipe Robot; Two-way Self-locking Mechanism; Diameter 
Variation Adapting. 

1   Introduction 

As an efficient inspection method for micro pipes, in-pipe micro robots have been a 
research hotspot home and abroad [1]. By now, they can be generally divided into 
wheel type, inchworm type and vibration type. Wheel type contains straight-line type 
[2,3] and screw type. Iwao Hayashi and his colleges in Tokyo Institute of Technology 
were the first ones to develop screw type in-pipe micro robot [4,5]. The magnitude of 
the pull of wheel type robot depends on the static friction, and the static friction rises 
with the increasing pressure against the wall. Therefore, the pull cannot go up as will 
because of the finitude of pressure. Inchworm type robot attracts most attention in this 
field [6]. It mainly composes of two crutches at each end and driving mechanism in the 
middle. The wheel type and inchworm type robots get power and control signals 
through cables, requiring a huge tractive force. A vibration type micro In-pipe robot 
based on wireless energy and signal transmission was developed.  

This paper analyzes micro In-pipe robot with the background of auto-inspection for 
heat transfer tubes of nuclear reactor boilers in nuclear power stations and nuclear 
submarines, mainly aiming at huge driving forces, two-way movements and fast long 
distance motion. 

Based on cam’s self-lock mechanism, a new controllable two-way self-locking 
structure has been designed, enabling micro In-pipe robot realize two-way movement 

                                                           
∗ Corresponding author. 
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and own a huge tractive force, simultaneously self-adjust suit the diameters variation to 
a certain degree. This paper has expatiated and analyzed the direction reversing and 
self-locking mechanisms, discussing conditions each parameters need to meet after 
building a mathematical model. Then an example is afforded, and a robot prototype is 
accomplished. 

2   Telescopic Micro In-Pipe Robot Based on Controllable 
Self-locking Mechanism 

This robot is designed on cam’s self-locking mechanism, and the self-locking 
structures at each end enable two-way locking, thus the robot can move forward and 
backward by changing the locking direction. Fig.1 shows a gait cycle containing two 
phases of the robot. Fig.1(a) expresses a gait period of motion for forward travel, and 
Fig.1(b) expresses a gait period for backward travel. 

(a) Moves forward                          (b) Moves backward  

Fig. 1. Locomotion of the robot 

When it moves forward, the front cams are stretching while the back cams are 
contracted in each self-locking structure, enabling lock the backward direction. When 
the telescopic mechanism contracts, the front self-locking structure gets locked while 
the back one is pulled forward from state 1 to state 2. When the telescopic mechanism 
stretches out, the back self-locking structure gets locked while the front one is pulled 
forward from state 2 to state 3. In this forward gait cycle, the robot’s displacement 
is sΔ . When the robot moves backward, the front cams are contracted while the back 
cams are stretching in each self-locking structure, enabling the robot lock the forward 
direction. The motion of telescopic mechanism is same argument.  

  
Fig. 2. Localization of the robot 
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When the robot is in any state shown in Fig.2, localization is gained. What shows in 
state 7and state 8 is one locking structure lock left while the other one lock right. 

3   Controllable Two-Way Self-locking Mechanism 

3.1   Cam’s Unilateral Self-locking Principle 

As the base of unilateral self-locking design, cam’s unilateral self-locking principle is 
shown in Fig.3. Point O is the rotating center of the cam, and point P is the contact point 
between cam and pipe. If the cam tends to move left shown in Fig.3(a), the cam would 
rotate clockwisely by the friction f of pipe wall. Meanwhile, the radius ρ of the cam, 
and the pressure N between the pipe wall and the cam, as well as the friction all 
increase. Thus the cam is locked, restricting moving left. If the cam tends to move right 
shown in Fig.3(b), the cam would rotate anti-clockwisely by the friction f of pipe wall. 
Meanwhile, the radius ρ of the cam, and the pressure N between the pipe wall and the 
cam, as well as the friction all decrease. Thus the cam is unlocked, and can move right. 

v v

f
N θ

1

2

P

O

ρ
f

N θ

P

O

ρ

 

(a)                           (b) 

Fig. 3. Cam’s Self-locking Principle 

From the above we can get that if the arc of the cam meets self-locking conditions, 
the cam can lock itself. If the friction coefficient between the cam’s arc and the pipe 
wall is assumed μ and the friction is assumed f, then we can get the self-locking 
condition. 

μθ NfN =<tan  .                                           (1) 

It can be further written as  

μθ <tan  .                                              (2) 

3.2   Structural Design 

The self-locking mechanism is depicted in Fig.4. And Fig. 4(a) shows the unilateral 
self-locking structure. The cam is located at the motor-mount circumferentially 120˚ 
apart from each other and connects together by the pin roll. The torsional spring is 
installed in the pin roll, forcing the cam on the pipe wall all the time. Fig.4(b) shows 
two-way self-locking mechanism. Two unilateral self-locking mechanisms are tied by a 
lead screw, the moving nut and the cam is tied by connecting bars, the motor-mount and 
unilateral self-locking mechanism are tied by a gimbal joint, and the motor shaft and 
the lead screw are tied by a flexible shaft and clutch. If motor and unilateral self-locking 
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mechanism were connected directly, the single unit of the In-pipe robot would be long, 
increasing the turning radius. The gimbal joint and flexible shaft meet motor’s driving 
requirement and shorten single unit’s length and the turning radius. 

  
(a) Unilateral self-locking mechanism         (b) Two-way self-locking mechanism  

Fig. 4. Self-locking mechanism. 1: cam; 2: torsional spring; 3: pin roll; 4: fix mount; 5: motor and 
its mount; 6: flexible shaft; 7: gimbal shaft; 8: clutch; 9: fix mount; 10: cam; 11: connecting bar; 
12: moving nut; 13: lead screw. 

This two-way self-locking mechanism’s principle of work is as follows: motor 
drives the lead screw through the flexible shaft, and the lead screw drives the moving 
nut longitudinally. If the self-locking mechanism locks left, the moving nut travels right 
to the low order end, stretching the left connecting bar to contract the left cam, while the 
right connecting bar is released and the right cam is stretched out by the torsional spring 
and presses on the pipe wall, locking left. If the self-locking mechanism locks right, the 
moving nut travels left to the low order end, stretching the right connecting bar to 
contract the right cam, while the left connecting bar is released and the left cam is 
stretched out by the torsional spring and presses on the pipe wall, locking left. 

4   Analysis of Two-Way Controllable Self-locking Mechanism 

4.1   Analysis of Direction Reversing Condition 

The mathematical model of two-way self-locking mechanism is depicted in Fig.5.To 
realize direction reversed, self-locking mechanism should meet conditions as follows: 
Only one set of cams can work. That is to say, when one set has touched the inner pipe 
wall the other one should be drawn back to avoid contact with the pipe wall. As 
illustrated in Fig.5, the right set is working and the left one has been drawn back.  
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1H 0H
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Fig. 5. Analysis on direction reversed condition 
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To control and compute conveniently, the moving nut is only in two positions. One 
is that makes the back cam is entirely contracted and the front cam is entirely 
stretching out when the robot moves forward, another is that makes the front cam is 
entirely contracted and the back cam is entirely stretching out when the robot moves 
backward. To achieve this goal, 

1H 、 0H  need to satisfy 
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4.2   Analyses of the Singular Positions 

Diameters of practical pipes are variable and even in the same pipe because external 
force leads to change the diameter at some place, thus In-pipe robots are required to fit 
this situation. The In-pipe robot designed in this paper can suit the scale of diameter 
adaptation shown in Fig. 6.  
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Fig. 6. Analyses on the scale of diameter adaptation 

If the cam turn clockwise and 00=γ , the minimum radius the robot can suit is 1min ρ=r . 
If the cam turn anti-clockwise and 00=ϕ , the maximum radius the robot can suit is 

0max ρ=r . So the variation scale of diameter the robot can suit is 2△r. 
According to the analysis above, in-pipe robot suits different diameters by rotating 

cams. To get a maximum changing scale, cams are required to rotate without 
disturbance, so it is quite important to analyze the singular positions. 
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Fig. 7. Analyses on the singular positions 
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Three possible singular positions are shown in Fig.7. Fig.7(a) shows two connecting 
bars are in a line, i.e. Point G, Point M and Point K are all in a line, forming a singular 
position of four bar linkage mechanism, thus the cam can’t rotate. Fig. 7(b) shows a 
singular position where Point M is in line OG when the cam rotates φ ( αφ < ), because 

the point M could not cross the cam in practice. And Fig. 7(c) shows a singular position 
where Point M is in line OK when the cam rotates φ ( αφ < ), because the point M 

could not cross the lead screw in practice. The two singular positions in Fig. 7(b) and 
(c) would not influence the cam’s stretching if αφ > , where α  is the cam’s expanding 

angle. 

4.3   Connecting Bars Design 

The mathematical model of connecting bars is shown in Fig. 8. Oxy is the fixed 
rectangular coordinate system. And α is the cam’s expanding angle. Points O, G, M 
and K are the four hinge points. θ  is the angle between line OG and y axis, andϕ  is the 

angle between line OM and y axis. 

 

Fig. 8. Mathematical model of connecting bars 

As described above, in order to suit maximum diameter, i.e. 090=θ  and avoiding 
the singular position shown in Fig. 7(a), parameters related need to meet  

2
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If the diameter of pipe changes, the cam would rotate to suit it. The constraint 
conditions of M can be described as 
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Then, the Eq. (5) can be written as  
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where 
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From Eq. (6) we get 

),,,( 021 θHllft =  .                                      (8) 

When 090=θ , the robot can reach maximum diameter. When αθ −= 090 , it will fit 
minimum one. Thus ]90,90[ 00 αθ −⊆  is assumed. If θ  belongs to it, to forbid the 
singular positions in Fig. 7(b) and (c), ϕ  will be satisfied with  

)tan()tan(0 θϕ ≤≤  .                                           (9) 

Then Eqn.(9) can be written as Eqn.(10) in terms of the locomotion consistency of four 
bars linkage mechanism.  

)90tan()tan(0 0 αϕ −≤≤  .                                  (10) 

Substituting αθ −= 090  into Eq.(7), from Eq.(7) and Eq.(8), we get 
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However, the solution of ),,( 021 Hllft =  may be imaginary if 1l 、 2l 、 0H  are 
endowed unreasonable values when αθ −= 090  is restricted. To avoid this, 

042 ≥− ACB  is firstly satisfied, i.e.  
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From the above, to suit the maximum changing scale of diameters, 
1l 、 2l 、 0H  should 

be satisfied with  
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5   Design Calculation and Experiments 

5.1   Design Calculation 

The controllable two-way self-locking mechanism is designed based on diameters 
from Φ15mm to Φ 20mm. From the theoretical analysis about the variation scale the 
robot can suit, we set ρ0=10mm, ρ1=7.5mm, and α=50（θ=400

）after computing cam’s 
self-locking condition. To meet assembly dimension H0=8mm is set, and from Eq.(6) , 
l1+l2>12.8mm，thus the round number is 13mm. Substituting values of H0、ρ0、θ 
into Eq.(9) and Eq.(10), all values of ϕ  are calculated in the environment of 

MATLAB when l1 changes from 1mm to 12mm and shown in Fig.9, where t1、t2 are 
two solutions of Eq.(9). To meet 00 400 ≤≤ϕ , l1=7.5mm is set from Fig.9, then 

l2=5.5mm. 

)(1 mml

0
ϕ

 

Fig. 9. Curve of ϕ  

5.2   Experiments Demonstration 

A robot prototype was accomplished, shown in Fig. 10. The controllable two-way 
self-locking mechanism was designed with diameters from 15mm to 20mm, shown in 
Fig. 11(a). Tractive force and direction-reverse experiments are depicted in Fig. 11(b). 
The pull was offered by the rope. First of all, the robot was put into a pipe with a 
nominal diameter of 18mm while the lead screw was regulated to lock leftward. A pull 
to the right was acted on the right part of the mechanism, thus it can move rightward. 
Then a pull to the left was acted on the left part. It locked itself. Then a tension pick-up 
YHZL-91006 was installed in the rope. The pull was increased step by step. Before it 
arrived at the maximum value 2.5kg, the mechanism hasn’t slipped obviously. The 
similar experiments for right locking were carried and some identical results were 
obtained. 

Pipes of different diameters were utilized in experiments, demonstrating that the 
self-lock mechanism can adjust diameters from 15mm to 20mm. 

Experiments demonstrated that the controllable two-way self-locking mechanism 
can achieve two-way self-locking and gained a relative high tractive force and flexible 
pipe diameter variation adapting ability. 
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Fig. 10. Robot prototype 

       

                 (a) two-way self-locking mechanism                      (b) experiment 

Fig. 11. Photos of the robot prototype. 1: Two-way self-locking mechanism; 2: cam; 3: 
connecting bar.4: string, 5: pipe, 6: string. 

6   Conclusions 

(1) A two-way self-locking mechanism has been designed, which can change its 
locking direction and suit the diameters variation to some extent.  

(2) The mathematical model was built and its basic conditions were deduced. 
(3) A robot prototype was accomplished and its relevant experiments were carried 

out. 
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Abstract. A reconfigurable tracked mobile robot (RTMBot) is presented in this 
paper based on a parallel four-bar mechanism. Firstly the structure of the robot 
is introduced. After that a centroid configuration model is proposed to analyze 
the trench-crossing capability of the robot and plan the locomotion configura-
tions for crossing trenches. Then a virtual robot prototype has been constructed 
to analyze and simulate the performance of trench-crossing. Finally, a prototype 
of the reconfigurable tracked mobile robot has been produced, and experiments 
have been performed to verify the design concept and its embodiment. The re-
sults show that RTMBot can reconfigure itself to cross trenches. 

Keywords: Tracked mobile robot, Reconfiguration, Trench-crossing, Centroid. 

1   Introduction 

As mobile platforms, Tracked mobile robots armed with diversified equipments can 
enter dangerous or unknown environments to carry out different missions. Usually, 
tracked mobile robots have excellent obstacle overcoming performance and powerful 
mobility. They are widely used in the military and security fields, especially in tasks, 
such as rescue, anti- terrorism, anti-riot, reconnaissance and street-battles[1,2].  

The capability of trench-crossing is a main criterion of obstacle overcoming  
performance of tracked mobile robots. The robot’s centroid plays a key role in the 
process of trench-crossing. Once the centroid gets across the trench, the robot can 
successfully to do so[3,4]. Currently, the locomotion mechanism of tracked mobile 
robots includes: 2-parallel-track[5], 4-track[6,7,8] and 6-track[9], etc. Most of them 
cannot adjust their centroids, which seriously hamper their performance of trench-
crossing. 

To improve the performance of those tracked mobile robots mentioned above, the 
IRobot company (USA) developed the iRobot PackBot[10] which can be equipped 
with one or two pairs of fin tracks to overcome obstacles as shown in Fig.1. Inspired 
by the tracked structure of PackBot and modular design concept, some other related 
researches have been carried out[9,11,12]. 
                                                           
* Corresponding author. 



510 H. Mo et al. 

 

  

(a) A pair of fin tracks  (b) Pairs of fin tracks 

Fig. 1. PackBot 

    
Fig. 2. VGTV        Fig. 3. VIPER 

The Inuktun Company in Canada developed a scout tracked mobile robot with 
changeable track configuration, named VGTV as shown in Fig.2. Usually, it works as 
a 2-parallel-track tracked mobile robot when tracks both in line. When conferring 
obstacles, the robot can transform its tracks into a tri-angle type[13]. 

Fig.3 shows a reconfigurable robot, named VIPER, which developed in Elbit 
Company of Israel in 2007. With two working modes, wheeled and tracked, the robot 
integrated the virtue of wheeled and tracked mobile robot by a track &wheel trans-
formation mechanism[14]. 

The reconfigurable tracked mobile robots, such as Packbot, VGTV and VIPER can 
change their configurations and shapes to improve the capability of trench-crossing, 
but their mechanisms are complex, which increase the difficulties in maintenance and 
control. A reconfigurable tracked mobile robot (RTMBot) with simple mechanism is 
presented in this paper based on a parallel four-bar mechanism. It can change its own 
centroid with reconfigurable track modules, which effectively increase the capability 
of trench-crossing. 

2   Structure and Centroid Configuration Model 

2.1   Structure Design 

The prototype of RTMBot is constituted of a main body and a pair of symmetrical 
reconfigurable track modules based on a parallel four-bar mechanism as shown in 
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Fig.4(a). The outline dimensions of the prototype are 700mm long, 500mm wide and 
300mm high. The structure of RTMBot is shown in Fig.4(b). The suspension, driving 
crank, driven crank and the link make up a parallel four-bar mechanism inside the 
reconfigurable track module. 

g

       (a) The prototype of RTMBot          (b) The mechanical structure of RTMBot 

(c) The driving system of RTMBot  

Fig. 4. The structure of RTMBot 

The mechanism has 4 degrees of freedom as shown in Fig.4(c). Firstly motor 1 and 
motor 2 drive the two driving wheels on both sides through chain transmission 1. 
Then the left and right driving wheels can mesh with the tracks to keep transferring 
the movement. This is the reason that the robot can move forward, backward, and turn 
around at different rotational speeds of driving motors. The parallel four-bar mecha-
nism configuration can be changed by motor 3 and motor 4 through chain transmis-
sion 2 and driving crank. It implements the reconfiguration of reconfigurable track 
module. 
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RTMBot has multiple locomotion configurations, which are realized by changing 
the configuration of reconfigurable track modules. Thus, the robot can work in com-
plicated environments, such as steps, trenches, stairs and mono–obstacles, etc[15]. 
The robot can overcome the obstacles forward and backward, due to a symmetric 
structure along the body. This paper only analyzes the situation of trench-crossing 
forward, emphasizing on centroid-shifting caused by the reconfiguration. 

2.2   Robot Centroid Configuration Model 

The centroid configuration model of RTMBot is shown in Fig.2. In this figure, O1x1y1 
~O5x5y5 are respectively the coordinate systems of main body of RTMBot, driving 
crank, driven crank, link and track. 1T2~

1T5 are respectively the transformation ma-
trixes from O2x2y2~O5x5y5 to O1x1y1. θ is the angle between driven crank and suspen-
sion at any position of the track during reconfiguration. Therefore, the coordinate 
matrix of RTMBot’s centroid in O1x1y1 is defined below 

1 1 1 2 1 3 1 4 1 5
1 1 2 2 2 3 3 3 4 4 4 5 5 5( ) /P Pm T P m T P m T P m T P m m= + + + +  

1 2 3 4 5
1 1 2 1 3 1 4 1 5 1

1 2 3 4 5
1 1 2 1 3 1 4 1 5 1

1
( )

1
( )

0

1

m x m x m x m x m x
m

m y m y m y m y m y
m

⎡ ⎤+ + + +⎢ ⎥
⎢ ⎥
⎢ ⎥+ + + += ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

    (1) 

Where m1~m5 are respectively the mass of main body, driving crank, driven crank, 
link and track, m is the total mass of RTMBot, iPj is the coordinate matrix of mi in 
Ojxjyj, 

ixj and iyj are the coordinates of mi in Ojxjyj. 

y1

x1

m1g
l1

O1

y2

x2

O2

m2g

¦ È
y3

x3

O3

m3g

y4

x4

m4g
O4

l2

y

xO

y5

x5O5

m5g

 

Fig. 5. The coordinate system of RTMBot 

It is assumed that the centroids of driving crank and driven crank are located  
in the center of the driven wheels. l1 is the length of the suspension as well as the 
link. l2 is the length of driving crank as well as driven crank. The relations can be 
defined as 
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Then the coordinate matrix of RTMBot’s centroid in geodetic coordinate system 
O0x0y0 is  

0 0 1 1
1 0 0 0( , ) ( , ) ( , )trans( , , )x y zP T P rot z rot y rot x P P P Pθ ψ ϕ= =   (3) 

Where
0θ ,

0ψ and
0ϕ are the angles of pitch, roll and yaw of the robot, respectively.  

Set the center of the last rear wheel contacting with the ground as the original point 
of the robot coordinate system Oxy. Thus, in Oxy, iy is equivalent to iy1, which is 
shown in Eq.(2). And ix is defined in Eq.(4). 
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And the coordinate matrix of RTMBot’s centroid in Oxy can be defined as 

1 2 3 4 5
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     (5) 

It is assumed that there is no relative displacement between the robot and ground 
during the reconfiguration of RTMBot, and set the original points of O0x0y0 and 
O1x1y1 are concurrent. Substituting the design parameters into Eq.(1) and Eq.(5), the 
relation between θ and the abscissa of RTMBot’s centroid in O0x0y0 and Oxy is shown 
in Fig.3. The change of θ has significant influence on the robot’s centroid. The maxi-
mum abscissa change value of RTMBot’s centroid in Oxy is Δx=55.1mm. It means 
the robot can change its mass allocation by changes of θ. So the locomotion configu-
rations of trench-crossing can be planned to improve the robot’s performance with 
this rule. 

Table 1. The design parameters of RTMBot prototype 

Symbol l1 l2 m1 m2 m3 m4 
Value 500mm 250mm 28kg 3.2kg 0.8kg 2kg 
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(a) The relation in O0x0y0     (b) The relation in Oxy 

Fig. 6. The relation between θ and the abscissa of RTMBot’s centroid 

3   Locomotion Plan and Calculation for Trench-Crossing  

3.1   Locomotion Configurations Plan 

When the robot’s centroid, the forepart and the rear-back contact with the ground are 
not in the trench at the same time, the robot can get across the trench success-
fully[3,4]. So the position of robot’s centroid and the contact length between the 
foremost and the rearmost contact of the robot determine the maximum trench-
crossing width. During trenches crossing, the contact length should be as long as 
possible; and the centroid of the robot should be as retral as possible during the be-
ginning of crossing, and should be as anterior as possible during the end of crossing, 
so that the robot will get across trenches. RTMBot can reconfigure its shapes to 
change the position of its centroid. So we can use the RTMBot’s centroid configura-
tion model which is proposed above to analyse the reconfiguration of trench-crossing 
as shown in Fig.4. As a result, the RTMBot’s trench-crossing performance can be 
improved. When θ=0 or θ=π, the driving crack and the driven crack are in line, the 
contact length is maximum, which defined as the in-line configuration.  
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Fig. 7. The locomotion configurations during trenches crossing 
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When RTMBot confronted with a wide trench, as shown in Fig.4, set the center of 
the last rear wheel contacting with the ground as the original point of the robot coordi-
nate system Oxy as mentioned above, O1' is the centroid of whole RTMBot. At the 
beginning of the trench-crossing, θ=0, the robot comes to the in-line configuration, and 
the centroid of RTMBot is retral (shown in Fig.4(a)). The abscissa of O1' in Oxy is 

1 / 2x l x= +Δ     (6) 

Then the robot gets across the trench. When the main body of the robot is in the mid-
dle of the trench as shown in Fig.4(b), the motor 3 and motor 4 rotate to make θ=π, 
the robot comes to another in-line configuration as shown in Fig.4(c). Simultaneously, 
the centroid of RTMBot moves to the front of RTMBot. The abscissa of O1' in Oxy is 

2 1 / 2x l l x= + −Δ     (7) 

After that, RTMBot moves forward to cross the trench as shown in Fig.4(d). In this 
process, the centroid, the foremost and the rearmost contact of RTMBot are not in the 
trench at the same time, so RTMBot could get across the trench successfully. 

Then, assume RTMBot confronts with a narrow trench. It may not need the loco-
motion configurations as shown in Fig.4(b)~Fig.4(d). Make θ=0, RTMBot comes to 
the in-line configuration as shown in Fig.4(a), and the robot could get across the nar-
row trench successfully. 

3.2   Maximum Trench-Crossing Width Calculation 

Through the analysis above, the locomotion configurations as shown in Fig.4 are 
applied to get the maximum trench-crossing width of RTMBot L 1  

1
1 1 2min( , )

2

l
L l l x= + −Δ          (8) 

If the locomotion configurations are not applied, the maximum trench-crossing width 
of RTMBot L 2 is 

1 1
2 2min( , )

2 2

l l
L x l x= + + −Δ Δ        (9) 

Where l1 is the length of the suspension as well as the link, l2 is the length of driving 
crank as well as driven crank. Δx is the distance between the centroid of main body O1 

and the RTMBot’s centroid O1' when θ=0 or θ=π. The design parameters of RTMBot 
prototype are listed as follows: l1=500mm, l2=250mm, and Δx=55.1mm according to 
Fig.3. Thus, L 1=444.9mm, L 2=305.1mm, and the maximum trench-crossing width of 
RTMBot is L = L 1=444.9mm in theory. 

4   Trench-Crossing Capability Experiments 

4.1   Virtual Experiments 

The software RecurDyn has been used for the analysis and simulation of RTMBot 
performance. The process of RTMBot crossing a trench with a width of 440mm is 
shown in Fig.5. Fig.6 shows the relative height of the robot’s centroid. 
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Fig. 8. Process of trench-crossing 

 
Fig. 9. The relative height of the robot’s centroid 

During the period of 0~3s, the robot came to in-line configuration. At the end of 
this period the front and second wheels of the robot reached the opposite side of the 
trench, and the rear wheels stayed on the original side as shown in Fig.5(b). After that, 
the robot reconfigured its shape, made θ=π as shown in Fig.5(c).Then during the 
period of 7~10s, RTMBot moved forward, and the robot’s centroid got across the 
trench. Finally the robot crossed the trench. 

In another virtual experiment, without the locomotion configurations, the maxi-
mum trench-crossing width of the robot is 300mm. 

4.2   Prototype and Experiments 

According to the analysis and simulation of RTMBot, a reconfigurable tracked mobile 
robot prototype has been produced as shown in Fig.1(a). And two groups of experi-
ments have been carried out to verify the design concept and its embodiment. Group 1 
applied the locomotion configurations expressed above, while the other did not in 
contrast. The results are listed in Table 2. 

Table 2. The maximum trench-crossing width of RTMBot 

Groups Theory analysis  Simulation Prototype experiments  
1 445mm 440mm 420mm 
2 305mm 300mm 285mm 

However, the data obtained from theory analysis, simulation and prototype ex-
periments are consistent, which finally proves the correctness and feasibility of its 
structure and trench-crossing capability analysis. 
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The reasons for different results between theory analysis, simulation and prototype 
experiments can be illustrated as: (i) the centroid of the robot prototype laid behind the 
theoretical and virtual one; (ii) track slippage occurred during the reconfiguration; (iii) in 
order to prevent the robot from falling into trench, all the experiments were prudential.  

Table 3 gives some other detailed parameters, which make clear that the RTMbot 
has a combined characteristic no worse than that of PackBot, especially for the 
trench-crossing capability. 

Table 3. The performances of RTMBot 

Robot quality 35kg 
Dimensions 700mm×500mm×300mm 

Maximum velocity 2.6m/s 
Maximum load capacity 65kg 

Maximum climbing angle 48° 
Maximum step-crossing height 255mm 

Maximum trench-crossing width 420mm 
Maximum suspension-raising height 295mm 

Maximum safe drop height 1.2m 

5   Conclusions 

A reconfigurable tracked mobile robot (RTMBot) has been proposed and its opera-
tional characteristics of trench-crossing have been investigated theoretically and  
practically. Some conclusions are drawn below: 

(1) The robot structure is introduced. A centroid configuration model is proposed 
to analyse the trench-crossing capability. 

(2) The trench-crossing locomotion configurations are planed and the maximum 
trench-crossing width of RTMBot is calculated. 

(3) A virtual robot prototype has been constructed, and been used for performance 
analysis of the robot during trench-crossing. 

(4) A robot prototype has been developed, and experiments have been carried out 
to prove the correctness and feasibility of the design concept and operation modes. 
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Abstract. The cooking of traditional Chinese food is very complex. In order to 
finish the cooking efficiently, an automatic Chinese cooking robot with a novel 
feeding system is designed. The cooking materials can be poured into the boiler 
accurately and orderly, by the feeding system. The feeding system is composed 
of material box, transport mechanism and turnover mechanism. Controlled by 
the DSP system, the cooking robot can accomplish the feeding process auto-
matically. Experiments show that the feeding system with a high performance 
system can satisfy the feeding requirements for Chinese Automatic cooking  
robot. 

Keywords: automatic cooking robot; feeding system; DSP. 

1   Introduction 

Chinese traditional cooking has a long history and profundity in worldwide. But the 
cooking equipments available now can only make simple cooking processes such as 
heating with the microwave oven, baking with the roaster, boiling with an electric 
kettle, broiling with the frying pan. They can not complete the core part of the Chi-
nese cooking processes such as pan-frying, stir-frying, burst-frying, quick-frying and 
re-frying with the related automated operations [1].  

With the development of advanced science and technology, the research of auto-
matic cooking robot meet the requirement of Chinese Cooking industrialization 
gradually [2]. And the high pressure of the modern life makes people spend less time 
on cooking, as well as the Chinese cuisine is very difficult. So it is urgent to design 
the robot to release people from cooking [3].  

Feeding system is an important component of the automatic cooking robot. 
Working with the cooking robot, the automatic feeding system is a remarkable  
innovation and progress to the existing cooking equipments of the catering  
industry. 

The current cooking robots can’t accomplish the complicated technics of Chinese 
dishes. They just simulate the action of the human being and are commanded to finish 
some simple motion of cooking. Carnegie Mellon University designs a human-robot 
interaction system which could communicate with users. At first, a robot chef teaches 
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novices by providing detailed explanations of cooking tools. Then it adds incentives 
for speed and accuracy and replicated [4]. 

Yasushi Nakauchi designs a cooking support robot, which suggests what the hu-
man should do next by voice and gesture. Experimental results confirmed the feasibil-
ity of the inference system and the quality of support. They propose human activity 
recognition system, which infers the next human action by taking account of the past 
human behaviors observed so far [5-6].  

In this paper, a Chinese cooking robot is introduced at first. It can learn the  
actions of high-class chef and simulate the whole process of cooking by control  
the several kinds of action modules and adjust the intensity and time of the  
fire. Then, the more important is, a novel feeding system is presented in this  
paper. 

2   The Structure of Chinese Cooking Robot 

Fig.1 shows the outlook of automatic cooking robot for Chinese dishes.  

 

Fig. 1. The Chinese cooking robot 

The automatic cooking robot for Chinese dishes has the following functions: 

1 It can put the materials for cooking into the wok automatically. 
2 It can make the food in the wok heated evenly. 
3 It can finish the basic Chinese cooking technics. 
4 It can clean the wok by itself.  

The cooking robot includes several kinds of functional modules: the novel feeding 
system, the module of leaving the material out in the middle process, the cooking 
module, the fire-control module and man-machine communication module. The func-
tions that can be finished by the modules are shown in Table 1 [7]. 
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Table 1. The main functions for different modules 

No. Module Function 

1 Feeding  
system  

Add the cooking materials into the wok accurately  

1) Pour  Get the cooking materials out of the 
wok completely  

2) Drain the oil  Extract water and oil from the  
cooking materials, treated after 
drained by oil.   

2 The module of 
leaving the 
materials out 
in the middle 
of process 

3) Back to the wok After the cooking materials been 
drained of oil, they will be put back 
to the wok  

1) Even stirring Mix the ingredients and heat them 
evenly 

2) Stir-fry and 
disperse 

Separate the ingredients  
immediately and heat evenly. 

3) Gathers together Gather the ingredients into the  
bottom of the wok  

4) Turn another 
side 

invert the ingredients completely  
(Heating surface and relative non-  
heating surface inversion) 

5) Guards against 
sticks 

Prevent the conglutination of the 
ingredients with the wok in order 
not to be burnt  

6) Crack  Crack the ingredients by heating 
into pieces  

3 Cooking  
module  

7) Drench  Let the stock cover or soak the 
ingredients  

4 Fire-control 
module 

Control the switch of cooking range and the size of fire 

1) Control every sub module 
2) Recode the process of cooking action 

5 Man-machine 
communicatio 
n module 

3) Man-machine communication 

The feeding system is one of the most important modules in Chinese cooking robot.  

3   Design Requirements of the Feeding System 

The action of feeding system is to put the cooking materials automatically. According 
to the cooking technics, materials could be classified as major ingredient, minor in-
gredient. The feeding system container should be designed to certain capacities by the 
dish classification while meeting the batch feeding action. Meanwhile, to satisfy the 
requirement of cooking technics, the feeding system should be designed flexibly. 
Thus, the feeding system could be used in different sorts of cooking robots. 
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There are two types of action requirement related to feeding system. One is manual 
action including loading materials, which is to pour the container full of raw materials 
onto the feed mechanism before cooking and get down the empty container. Another 
is automatic feeding action controlled by a control device, which demands to pour the 
raw materials into pot according to the cooking technics. This action should be taken 
into more attention while designing the feeding system.  

4   Mechanical Design of Feeding System 

Fig.2 shows the detailed information of the feeding system. The main function of the 
automatic feeding system is realized by the horizontal moving of the container com-
ponents and the rotating of the single container. Motor No.3 manages the horizontal 
moving of the feeding system to let container component move straightly along feed 
rack. When one of the containers reach the feed place, motor No.4 manages the rotat-
ing feeding action to rotate single container in certain angle range. The feeding posi-
tion which locates in the middle of the whole system is reasonable, as it has the small-
est length in the horizontal path. 

We utilize two kinds of sensor to accomplish the position detection of horizontal 
motion. The first sensor is hall magnet sensor which judge whether the container 
touch the initial position, the other sensor is absolute magnet encoder which can 
measure the distance of horizontal moving by the method of sending pulse. And we 
use two hall magnet sensors for the action of rotating, they are equipped at two ulti-
mate position. 

 

Fig. 2. The feeding system (1. Rack 2. Container components 3.Horizontal motor 4. Rotating 
feeding motor) 

4.1   Container Components 

The feeding system use boxlike containers, there are ginger and garlic container, 
major ingredient container, two accessories containers and flavoring container from 
right to left. The arrangement meets general cooking feed order. 

We use the push and pull mode to fetch and put containers. There exists a trapezoi-
dal groove in the bottom of each container and a flashboard fixed in feeding system 
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which match the groove. This kind of structure could not only fix containers into rack, 
but also make them more convenient. 

4.2   Rotating Components 

We use this component to realize the rotating action of containers to put raw materials 
into pot when cooking. Taking major ingredient container for example, Fig.3 shows 
the feeding system and the rotating feed components and ignores those components 
which have little to do with the action. 

 

Fig. 3. Rotating feeding system 

The major action of the rotating feed is to drive the oriented axis rotating and the 
retroflex rod through the connecting rods at the edges of the axis. To let the containers 
move there fixed a board which insert into the gap of two tubes with some room on 
one side of the container on the retroflex rod. The board rotates by the retroflex rod, 
so the splints on the container move to make the whole container rotate with the retro-
flex base around the axis. The parts in the base are linear ball sleeves, which could 
move both straight and around. There is polyurethane cushion pad in the area of both 
sides of the board and the supporting board contacted with the tubes to prevent the 
metal collision noise when rotating. 

4.3   Horizontal Moving Components 

These components mainly control the containers moving to the feeding position in the 
middle of the device while cooking. To finish this work, the device needs to carry five 
independent containers moving forward and backward along the axis and the retroflex 
axis. 

Fig.4 shows the related components in the system. Five containers are distributed 
between the spacing tubes and the assorted spacing tubes. Fig.4 shows the locations of 
a, b, c, d and e. The containers match the oriented retroflex axis by the linear ball tube 
in the base, as well as the supporting board is put on the tube of the oriented axis. Put 
the tube on the oriented axis with its edges built in linear bearing so that it could move 
horizontally. As the linear ball tube could move along the oriented retroflex axis well, 
all the containers could move horizontally. 
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Fig. 4. Horizontal moving system 

4.4   Bending Deformation Analysis Based on ANSYS 

The oriented axis and oriented retroflex axis shoulder nearly the whole weight of the 
feeding system mainly include five containers, raw materials, frame components and 
bearings. When the feeding system is heavy as the amount of food is large, the bend-
ing deformation of both axes effect directly the smoothness of linear gearing and 
linear ball tubes moving along axis. To relieve this bending, we could lighten the 
system, enlarge the diameter of axes, and shorten the distance of support saddle [4]. 

We design the feeding system in the cooking robot to output least 10kg dishes 
every time at each pan. The main body reaches 38kg and the distance between the 
axes is 1610mm, all the weight calculation depends on the Solid model computing 
function of PRO/ENGINEER [5] except raw materials and bearings weight. To en-
sure reasonable axis diameter, we choose finite element method, analyze structural 
static mechanics using ANSYS and take the degree of axes bending deformation as 
the reference condition of structure design. 

According to the permitted deflection formula for general axis [3]: 

max (0.0003 ~ 0.0005) 1610 (0.483 ~ 0.805)py mm= × =
 

The axis bending deformation is decided by load and its distribution. The analysis 
process is given as follows. First, we make sure the work position that may lead axis 
bending, then establish finite element model for each working state and by analyzing 
the deformation with ANSYS, we could get reasonable axes diameters and bending 
deformation. From the analyzing result, the largest deformation occurs when major 
ingredient container reaching feed position and not feeding yet; also, the deformation 
of oriented retroflex axis is a little larger than that of oriented axis. When pick diame-
ters 25mm and 30mm, Fig.5 shows the deformation situation of oriented retroflex axis 
and the maximum value are 0.743mm and 0.385mm. So we could conclude that 
25mm diameter could meet the basic requirement, and 30mm is more stabilized. 

In order to increase the stiffness of the feeding system, we could relieve the axes 
load as well as picking large diameter axes. Fig.6 shows the supporting part structure 
of the system. We fix a set of supporting components whose mainly part is a rolling 
bearing rotating around the axis on the supporting rack on five containers’ boards. 
When not rotating feeding, the rolling bearings contact with a supporting girder of the 
rack and avoid making a noise with the help of polyurethane cushion pads. When axes 
are undertaking load, most weight of containers and raw materials are transferred into 
the girder of the mounting rack.  So the structure shares much load of axes to void 
large bending deformation. 
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Fig. 5. The bending deformation of 25mm and 30mm diameters oriented retroflex axes 

 

Fig. 6. The supporting parts of the feeding system 

5   Control System for Feeding Systems 

We choose TMS320LF2407A DSP of Texas Instruments to be the control hardware. 
We need mainly control the translatory and rolling DC motors requiring the speed con-
trol; the encoders and the proximity switches sending the feedback of position signal to 
the DSP; the two-way current analog inputs are got to the DSP, too. The upper layer 
touch screen offers friendly human-computer interaction interface, controls feed system 
and communicate with the DSP by CAN bus. Fig.7 shows the control system structure. 

 

Fig. 7. Structure of feed control system 
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5.1   Motor Control 

There are two event manager modules in the DSP. Every comparator, universal tim-
ers, dead-time unit and output logic could produce a pair of programmable dead time 
and polar PWM output on two special Electronic device pins [6]. Each event manager 
module owns 6 channel PWM outputs which could offer 6 PWM signals directly 
controlling the motor drives. 12 PWM signals from two event manager modules could 
in charge of 6 DC motors, which is far too enough to manage the transferring and 
rolling motors. And we could achieve the purpose of controlling motors and adjusting 
the speed by set up relevant registers. 

5.2   The Communication of DSP and Host Computer 

TMS320LF2407A has CAN (Controller Area Network) control module, and it could 
communicate with host computer by CAN bus. The CAN information frame consists 
of frame start, Arbitration field, control field, data field, check field and frame end as 
well as supports standard and extended format. We define the communication proto-
col as below [7]: 

A. The information frame includes 8 bits data domain which could be divided into 
data frame and command frame. The former stands for the specific action of device 
such as motor action; the later means the demand information from host computer to 
DSP such as system reset. 

B. the DSP and the host computer will shake hands every time before consequent 
communication and then host computer sent detailed action order and parameters. 
While feeding, the DSP would supply the current system state to host computer so 
that the later could display and diagnose it. 

 

Fig. 8. The structure of redundancy FCS IP core 
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In this paper, we use FPGA (Field Programmable Gate Array) to make the redun-
dancy FCS (Fieldbus Control System) of the automatic cooking robot come true, Nios 
II IP core is embedded in the system. Compared with the traditional industrial control 
technique, this system which uses redundancy FCS has the character of high reliabil-
ity and applicability. The Fig.8 shows the structure of redundancy FCS IP core in 
FPGA. The Using of redundancy FCS can promote the development of the control 
technology of the robots [8]. 

5.3   DSP Software Flow 

The DSP is the center of feeding system control. Fig.9 shows the software flow chart. 
In the chart the system state self-check mainly examine whether components locates 
in proper place and the DC motor locked or blocked. Once this occurs, the device stop 
running and host computer displays the possible failure cause. 

 

Fig. 9. DSP program flow chart 

 

Fig. 10. Feeding system of stir-frying machine 
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6   Experiments 

According to the design above, we equip the final feed system after assembled into 
the automatic cooking robot (stir-frying machine) which could cook large amount 
food each time which is shown in Fig.10. The automatic cooking robot with the feed-
ing system in this paper has developed many Chinese dishes.   

In the experiments the automatic cooking robot (stir-frying machine) has cooked 
the traditional Chinese dish whose name is fried shredded pork with green peppers. 
This dish’s major raw ingredient is shredded pork and its minor ingredient is green 
pepper. It requires the strict time of feeding and accurate intensity of fire. 

 

Fig. 11. The moment of pouring the material 

Fig.11 shows the action of pouring the material. In order to pour the material into 
pot completely, we designed some special actions to assist feeding. The first one is to 
make the container rap the frame several times when make the rotating action, then 
the remnant material would drop into the pot by the reverse force. The second one is 
to control the acceleration of container rotation. To control the current of motor can  
 

Table 2. Accuracy ratio of feeding 

Index Major material Minor material Ginger Seasoning 
1 96% 98% 95% 86% 
2 97% 98% 94% 90% 
3 97% 97% 96% 88% 
4 98% 98% 94% 88% 
5 97% 97% 98% 92% 
6 95% 99% 92% 87% 
7 96% 96% 92% 91% 
8 95% 97% 93% 90% 
9 96% 96% 92% 86% 

10 97% 97% 94% 86% 
Average 96. 4% 97.3% 94.0% 88.4% 
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control the torque of motor, and then control the acceleration of motor, so we design 
the current feedback circuit to finish this work.  

We have finished feeding test ten times as table 2. The feeding system can almost 
pour the major raw material, minor material and ginger completely. Because of the 
viscosity of the seasoning, the hit ratio of seasoning can reach above 86%, the hit ratio 
of the major material can reach above 95%. 

7   Conclusion 

As the most important module of the cooking robot, the feeding system realizes the 
functions of feeding raw materials according to Chinese cuisine technics while cook-
ing. Successfully horizontal moving and retroflex feeding, chronically running of no 
breakdown, are meet the design requirements perfectly. Experiments show that the 
feeding system has good flexibility to fit many sorts of material feed requirements. 
And the automatic cooking robot with the feeding system has a potential utility for the 
better life in future. 
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Abstract. As the development of mine, oil and gas resources exploitation in the 
ocean, the underwater manipulators become necessary tools. But operation of 
manipulator is tedious. To reduce its dependence on operator, autonomous ma-
nipulation is studied. With the support of the Chinese high technology develop 
program (the 863 program), we design an underwater 3500m electrical driven 
manipulator. It is equipped with a unique ultra-sonic probe array and an under-
water camera. Autonomous grasping a cylinder using ultra-sonic sensor and vi-
sion is studied. The sensor system and strategy of autonomous manipulation are 
discussed in details. Experiments results demonstrated the manipulator autono-
mous work ability.  

Keywords: underwater, manipulator, multi-sensor, autonomous grasp. 

1   Introduction 

Ocean is paid more and more attention today, so the underwater vehicle with manipu-
lator is regarded as one of the most important tools in ocean exploring. In most of 
commercial work-class remote operate vehicles (ROVs) today, the manipulator is 
operated by an operator. The work performance depends on operator‘s skill. Remote 
operation is tedious and hard work. It is lack of vision telepresence. Lots of study has 
been done in order to reduce the burden of operator. Supervisory control [1] is often 
used. A vision servo system [2] was studied in Twin-Burger 2. The manipulator can 
sample jelly fish with the help of stereo vision servo. A new working space control 
system[3] was developed in the Korea Ocean Research & Development Institute 
(KORDI) ROV Hemire in order to assist operator during coring, drilling and under-
water connector mating. Semi autonomous underwater vehicle for intervention  
mission (SAUVIM) [4] has been developed in Hawaii University. Today, it is one of 
the first underwater vehicles (if not the only one) capable of autonomous manipula-
tion. It can retrieve hazardous objects. It is one of the few examples worldwide of 
applications using autonomous manipulation for underwater intervention technology. 
Although these researches are done, underwater autonomous manipulation in a  
hazardous and unstructured environment isn’t appropriately solved. 
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The aim of this paper is to study manipulator autonomous manipulation. In this pa-
per, the target is a cylinder with artificial square in surface. The manipulator is 
equipped with a unique ultra-sonic probe array and an underwater camera. We design 
a four steps strategy (searching, alignment, reaching and grasping) in whole process. 
Ultra-sonic sensor is to obtain distance and approximate location. Vision is used for 
recognize feature of the cylinder. Both of vision and ultra-sonic sensor are applied in 
alignment target. The structure of the paper is given as following. First part is over-
view of the whole system, then sensor system, the grasp strategy. Some experiments 
of autonomous grasp are given at last. 

2   System Overview 

The underwater manipulator (named huahai-4E, stands for four functions deep ocean 
electric manipulator in China) is an electric manipulator designed to catch some ob-
jects in deep ocean. The underwater manipulator is designed to be mounted in the 
bottom of the underwater vehicle (ROV or AUV). It features open frame architecture, 
integrated joints which is oil filled to compensate high water pressure. It is of three 
degree of freedoms (DoFs). They are shoulder revolving, shoulder rising/ down, el-
bow rising /down respectively. It is design to be mounted in the bottom of the under-
water vehicle (ROV or AUV). Fig. 1 shows the system application concept and the 
manipulator DH coordinate system. Ultra-sonic sensors, vision camera are fixed in the 
manipulator arm. In autonomous mode, with the help of sensors, it can catch target 
objects autonomously. 
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Fig. 1. System overview and manipulator D-H coordinate system 

3   Ultra-Sonic Sensor and Vision 

3.1   Ultra-Sonic Array 

Underwater acoustic are widely used in underwater mapping and target detection. its 
detection mechanism is emitting sound pulses and detecting or measuring their return 
after sound wave being reflected. 

Ordinary, one ultra-sonic probe is enough to measure the distance of target, so one 
probe is often used. Kleeman[5] ,LeMay[6] introduced multi-sonar system. In our 
design, a unique three ultra-sonic probe array is designed. These three probes are  
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arranged in a convex surface. It is shown in fig. 2. The advantage of the arrangement 
is that it can obtain a larger detectable angle, and detect both distance and approxi-
mate location of object.  

  

Fig. 2. Ultra-sonic probe array and wave beam angle 

In Fig.2, the A1, A2, A3 are the axes of three probes respectively.αis the angle be-
tween the two axes. Wave beam angle of single probe is θ. As wave beam is axial 
symmetry. The angle from the axes of probe to its wave beam boundary is θ/2. The 
left and right boundaries are the detection limits. The total equivalent wave beam 
angle is (θ+2α). Wave beam angle of single probe is 11°, so probe array can covers 
30°through convex surface arrangement.  

The ultra-sonic sensor system is of three main units: micro computer unit (MCU, 
msp430), sending circuit and receiving circuit. The core unit (msp430) manages time 
sequence of sending and receiving, switch control of the three ultra-sonic probes.  
In a work period, every probe emits 8us 500K Hz pulses and receives reflect  
wave once. MSP430 calculates the distance of target, and figures out its approximate 
location. 

3.2   Underwater Vision 

In order to grasp an object autonomously, determining the target object is the first 
problem. SIFT (Scale Invariant Feature Transform) was developed by Lowe [7] for 
image feature generation in object recognition applications. The features are in-
variant to image translation, scaling, rotation, and partially invariant to illumination 
changes and affine or 3D projection. These characteristics make it widely applied in 
mobile robot. In our design, The SIFT features are chosen for target recognition. The 
target is a cylinder with artificial square in surface which is shown in Fig.3. 

Lots of researchers studied on monocular vision for camera positioning, McLauch-
lan[8] introduce an variable state-dimension filter (VSDF) recursive method Azar-
bayejani[9]introduce Recursive estimation of motion, structure, and focal length. 
Davison presented Mono SLAM algorithm [10].  

In this paper, the manipulator can only grasp target in vertical direction. The dis-
tance information can be obtained by ultra-sonic sensor, so different with ordinary 
application, the target orientation and position isn’t calculated by vision data. 



 Multi-sensor Based Autonomous Underwater Manipulator Grasp 533 

 

Direction of feature point in horizon plane of camera reference frame is calculated. 
The optic axis of camera is parallel with axis of arm. The centroid of cylinder is cho-
sen as the feature point. ( )P c m c mX Y is the centroid of cylinder in image plane.  

In ideal pin-hole camera model, the effective focal length ( f ) is considered . So the 

projection transformation is:              

( ) ( )/ /u uX x z f Y z f= ⋅ = ⋅y  .                                 (1) 

The coordinates of the point is P ( ), ,x y z . In image plane, coordinates of the point is 

Pu ( , )u uX Y . Pw ( ), ,w w wx y z is one point in world coordinate system. In camera 

reference frame, the coordinates of the point is P ( ), ,x y z . In image plane, coordi-

nates of the point is Pu ( , )u uX Y . Pu ( , )u uX Y is the image coordinates in the idea pin-

hole camera model. 

From the equation 1,  

( )tan /cma X f=  .                                                 (2) 

α  is direction angle of centroid of cylinder in horizon plane of camera reference 
frame. The centroid of cylinder is calculated by cylinder boundary line which is de-
tected though Hough Transform after edge detection. It is shown in Fig.3. 

Because of flow, impurity in water, strengthening glass in front of lens, the image 
is distorted. Image nonlinear correction is necessary. Considering the distortion, the 
following nonlinear model has been adopted. In distortion model, the new normalized 
point coordinate Pd is defined as follows: 
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The undetermined parameter Kc  is a distortion vector, Kc = [ )1(kc … )5(kc ]T ; 
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[ )1(cc , )2(cc ] is the point of intersection of optical axis and image planar. cα  is 

skew coefficient. [ )1(fc , )2(fc ] is the focal distance expressed in units of horizon-

tal and vertical pixels. Bouguet method [11] has been adopted in underwater camera 

calibration, therefore [ )1(cc , )2(cc ], cα , [ )1(fc , )2(fc ] and Kc can be  

determined. 

dP is the new coordinates after nonlinear correction.  

( ) ( )tan (1) / 1dX fcβ =  .                                           (5) 

β  is the direction angle of the cylinder’s centroid in horizon plane of camera refer-

ence frame after nonlinear correction.   

    

Fig. 3. Target, target recognition using SIFT, edge detection, line detection 

4   Autonomous Grasp Strategy  

There are four steps in whole grasp schedule. They are searching, alignment, reaching 
and grasping. In joint space, the motion is planed.Q1, Q2, and Q3 are angle of shoulder 
revolving joint, shoulder rising/ down joint, and elbow rising /down joint respectively. 

Without a global view camera, so the manipulator is hard to know where the target 
is. Searching the target is necessary at first step. The manipulator elbow is in horizon 
orientation when the manipulator searches in its whole workspace. The searching 
trajectory plan is: 

(a) Q1=0° to 180° Q2=90°      Q3= -90°, 

(b) Q1= 180°     Q2=90° - kθ  Q3=-90°+ kθ  , 

(c) Q1= 180°to 0°  Q2=90°- kθ    Q3=-90°+ kθ ,  

(d) Q1=0°        Q2=90°- kθ     Q3=-90°+ kθ , 

(e) Q1=0° to 180° Q2=90°- kθ   Q3=-90°+ kθ ,  

(f) Do (b) until the target is found in vision or time out.  
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kθ  is a interval angle. Its value should be chosen appropriately. If it is too small, the 

total search time will be long, but if it is too big, the manipulator maybe couldn’t find 
the target in high speed motion. 

In alignment step, our purpose is to make sure the target cylinder is right ahead of 
manipulator jaw. Both of ultra-sonic and vision is applied in this step. A target loca-

tion factor uf  of ultra-sonic sensor is used. It is shown in Tab.1.  

Table 1. Ultra-sonic sensor target location factor 

probe 
Target Location 

Left 
Probe 

Middle 
Probe 

Right 
Probe 

factor uf  

Left LL 0 0 -1 
Left of centre LL Lm 0 -0.5 
Right Ahead 0 Lu 0 0S 
Right of centre 0 Lm LR 0.5 
Right 0 0 LR 1 
No Target Found 0 0 0 0 

The alignment trajectory plan is 

       (a) 1 2Q1(t+1) Q1(t) uK f Kβ= + +   Q2(t+1) Q2(t)=  Q3(t+1) Q3(t)= . 

(b) Do (a) until mβ β< and 0uf = or time out.  

1K 2K
 
are two weight factors which can be chosen in experiment. β  is calculated 

through equation 5. mβ is a small threshold. mβ  should be small enough and make 

sure the target right ahead of manipulator jaw. 

In reaching step, the manipulator reaches toward the cylinder target. uL is the dis-

tance of target. uL  and data of the joints angle sensor are used for calculating the plan 

joints angle.  

(a) Keep Q1 unchanged; calculate Q1 Q2 through uL and joint sensor data; 

(b) Do (a) until [ ]fix 0uL L R− ∈  

fixL is the distance from the center of jaw to ultra-sonic middle probe, R is the  diame-

ter of jaw when jaw is open. 
In the last step: Driven by the jaw motor, the jaw accomplishes open or close func-

tion. Torque sensor in jaw joint is applied to end grasp. 

5   Autonomous Grasp Test 

In order to test the autonomous ability, experiment is established. The diameter of 
target cylinder is 45mm. The following pictures show grasp tests in ship tank. 
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Fig. 4. Underwater autonomous grasp tests 

The joints angle in the whole procedure is given in Fig.5. 

Q1 

Q3 

Q2 

 

Fig. 5. Joints angle (Q1, Q2, and Q3) value while grasping 

In Fig.5，from 0 to 900 seconds, the manipulator searched the target in its work-
space. Then it found the target. To align the jaw with target, it took almost 20 sec-
onds. Later, it reached toward target. After 990s, it returned to its original place. 

In experiments, we found the range of ultra-sonic sensor is two meters. Because of 
attenuation of sound wave, when the target distance increases to more than one meter, 
the reliability and precision decreases. Vision recognition ratio is about 80%. The 
processing frequency is more than 1.25Hz. The installation error and the measure 
error of the ultra-sonic array and the camera result in grasping failure. 

Conclusions 

An underwater manipulator autonomous grasping a cylinder target is presented. The 
manipulator is equipped with a unique ultra-sonic probe array and an underwater 
camera. The ultra-sonic sensor is used for obtaining distance and approximate loca-
tion of target. Vision has been adopted in recognition of the cylinder that has a pattern 
of black squares in surface. Both of vision and ultra-sonic sensor are used for align-
ment jaw with the target. There are searching, alignment, reaching and grasping four 
steps in whole process. Experiments results demonstrated that manipulator can grasp 
target without operator’s assistance. There are some improvements left to be done in 
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future. For example the target cylinder is static and with artificial feature. Autono-
mous grasp unstructured objects in more complex environment will be studied. 
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Abstract. This paper gives a targets pursuit approach for multi-robot system in 
a multi-region workspace with the help of hybrid wireless sensor networks, 
which comprises static sensor nodes and mobile sensor nodes. The layout of 
hybrid wireless sensor networks are firstly presented, and the static nodes net-
work adopts multi-target tracking based on dynamic cluster with the constraints 
of K-level and communication cost. Considering the hollow zones and multiple-
region division, cooperative target tracking with both static and mobile sensor 
nodes as well as multi-region joint target tracking is designed. Based on the ob-
tained targets information, the pursuit task is executed by the robots, which is 
verified by the simulations. 

Keywords: Multi-robot system, Targets pursuit, Hybrid wireless sensor net-
works, Multi-region workspace, Hollow zone. 

1   Introduction 

Multi-robot System (MRS) has received many attentions from robotic researchers 
with the characteristics of distributed, parallelism, robustness, etc [1] [2]. Considering 
the limitations of onboard sensors of robotic system, the wireless sensor networks 
(WSN) provides a good solution. Recently, the combination of robotic system and 
WSN, as a kind of network robot systems (NRS) [3], has becomes a hotspot. Some 
NRS systems have been presented. The URUS project [4] designs a network of robots 
that in a cooperative way interacts with human beings and the environment. PEIS 
ecology project [5] aims at providing cognitive and physical assistance to people. 
NRS project in Japan [6] is to develop systems that provide robot services by combin-
ing robot and network technologies. Liu and Yang introduce a ubiquitous and coop-
erative service framework for NRS [7]. 

In this paper, we conduct the multi-robot pursuit with the help of hybrid wireless 
sensor networks. A regional-level network is considered and each region has a cen-
tered regional gateway, which is responsible for its targets management and commu-
nications with the robots or other gateways within the communication range. There is 
a user layer responsible for the collection and processing of information from the 
regional gateways. For a region, limited by the number of static sensor nodes, there 
maybe exist hollow zones, which require the mobile sensor nodes. Therefore, the 
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target is tracked by the hybrid wireless sensor networks with static sensor nodes and 
mobile sensor nodes. According to the targets in the environment, the corresponding 
robots are dispatched to execute the pursuit task. 

The rest of the paper is organized as follows. In Section 2, the multi-robot pursuit 
with hybrid wireless sensor networks is described in detail. The layout of hybrid  
wireless sensor networks, multi-target tracking and robots pursuit are presented. 
Simulation results are demonstrated in Section 3 and Section 4 concludes the paper. 

2   Multi-robot Pursuit with Hybrid Wireless Sensor Networks 

The whole system comprises static sensor nodes, mobile sensor nodes, regional gate-
ways, user layer and robots. The environment is divided into some non-overlapped 
regions with equal area. For simplicity, the static/mobile sensor nodes are called static 
node and mobile node for short, respectively. 

Each region includes a number of static nodes whose layout adopts K-level cover-
age constraint and each node maintains a regional perception coverage map. When the 
static nodes within the region can’t coverage full area, the hollow zones will be con-
sidered. In this case, suitable mobile nodes are sent for dynamic patrol, which requires 
a reasonable patrol path. For static nodes tracking, a dynamic cluster-based target 
tracking with the constraints of K-level and communication cost is adopted. When a 
target is confirmed by a node, if there is not a dynamic tracking cluster for this target, 
an initial cluster with a leader and several members will be formed. During the track-
ing process, the leader will synthesize the target information from all member nodes 
to acquire the position of the target by hierarchical multi-target data association. 
Meanwhile, the tracking cluster is updated for better tracking. 

For the mobile node, it patrols according to the pre-set path. Once it finds a target 
which is not tracked by other nodes, it will apply and become a leader candidate of 
the target. When the target moves from the static zone into the hollow zone or con-
versely, the target is cooperatively tracked by the static nodes and mobile nodes. 
When the target moves into another region, multi-region joint tracking is used. The 
event trigger scheme is adopted to trigger the communication between the regional 
gateways and the user layer. When the event of a new target appearing, target cross-
region or target being caught happens, the targets information from the regional 
gateways is sent to the user layer, which will unify the targets information and deliver 
them to regional gateways. Based on the information of targets and robots, it executes 
the task allocation and scheduling, and then multiple robots execute the task. 

2.1   The Layout of Hybrid Wireless Sensor Networks 

The layout of sensor nodes is the basis of the wireless sensor networks. For each 
node, it has certain sensing range. Limited by the nodes’ number and the environment 
to be monitored, a reasonable layout is important, which may cover a larger area with 
fewer nodes. In this paper, the layout in a regular way [8] with K-level coverage con-
straint is used to find the proper sensor node interval sd , which makes the most  
situations can be perceived by K nodes. Then static nodes will be deployed counter-
clockwise from the outside to the inside. After the layout of static nodes completes, 
according to hollow zones, suitable mobile nodes are sent to the zones to patrol. 
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Take the region jz  with the size of c rd d×  for example. In order to avoid the blind 

spots of perception in the hollow zone, the mobile node is required to monitor the zone. 
Perception coverage of region jz  is described by the grid. The region may be di-

vided into a grid map with the size of r cl l×  and each grid has a binary variable, 

which describes whether the grid can be detected. If the center of the grid is located in 
the sensor node’s perception range, the grid is considered to be perceived and re-
corded as a covering grid with the value of 1, otherwise, it will be recorded as a hol-
low grid. After the regional perception coverage map has been generated, the hollow 
zone will be extracted by the linked hollow grids. 

For each effective hollow zone, the first step is to select the patrol path points ac-
cording to the principle of greater coverage with fewer points. The whole hollow zone 
is required to be divided into some sub-regions with equal area. For each sub-region, 
select a point to ensure that the sub-region may be covered when the mobile node is in 
the point. For simplicity, the sub-region is designed to the closest shape to quadrilat-
eral inscribed to the perception circle with the radius sR  of the sensor node. If the 

area of a sub-region is proper, its centroid will be selected as a path point. 
After the path points for hollow zone are obtained, it is required to plan the patrol 

path to visit all the points with less time. Assume that the mobile node is set to move 
in a constant speed. The problem may be abstracted as a weighted graph. A patrol 
path is a Hamilton loop with returning back to the starting point, which is a typical 
TSP problem [9][10]. In this paper, we use 2-opt based local search method to obtain 
the path. That is, for a legal path, replace the two sides with the other two non-path 
edges. If the cost after the replacement is less than that of original path, the new path 
is chosen until a proper path is acquired. When the mobile node does not find a target, 
it will patrol according to the patrol path. 

As shown in Fig. 1, the environment is divided into 4 regions. It is seen that the re-
gion 2 and region 3 each has a hollow zone with 4 and 8 path points, respectively. The 
corresponding patrol paths are also given. 

 

Fig. 1. The hollow zones and patrol paths of mobile nodes 

2.2   Multi-target Tracking 

In this section, a multi-target tracking approach based on dynamic cluster with com-
munication cost constraint and the K-level constraints is described. Communication 
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cost of sensor nodes includes the cases of data sending and receiving, and the com-
munication cost [11][12] may be expressed as follows: 

( ) +T R T p T R RC P P p p d m p m= + = + α ,                                   (1) 

where Tp  and Rp  are the costs of sending/receiving unit information, respectively; 

and pp  is the path consumption of transferring unit information per unit distance; α  

is path consumption factor; Tm  and Rm  are the amount of sent/received information, 

respectively. 
We denote with ( , )T

t
t tS P U=  the state vector of target in time t , where 

=( , , )t t t tP x y θ  is the pose vector of target, =( , )t t tU v w  reflects the motion parameters 

of target, and tv , tw  are the linear velocity and angular velocity of target, respec-

tively. Therefore, the prediction to the target is shown as follows. 
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where T  is the sampling interval. 

2.2.1    Target Tracking Based on Dynamic Cluster for Static Nodes 
Dynamic cluster based target tracking with K-level constraint is to select K nodes 
with less communication cost to compose a cluster for target tracking. There are a 
leader node and several member nodes in a tracking cluster. The leader node is re-
sponsible for information collection from member nodes, target state estimation, and 
cluster update according to the K-level constraint and communication cost constraint. 

In a tracking cluster with K-level constraint, the average communication cost for a 

leader is 
min

0

1

=
k

L
k iL k

i

C C
C C

T=

+
+∑ , where k  is the nodes number of cluster (including the 

leader and members); iLC  is the communication cost of the ith member and the clus-

ter leader and ( )
iLiL R T p cC p p p d m= + + ⋅α , where cm  is amount of measurement in-

formation; LC  is the communication cost of the new leader and the old leader and 

'
( )

LL
L R T p GC p p p d m= + + α ; 0C  is the fixed communication cost when leader changes, 

including cost of leader information broadcasting and transmission of target informa-
tion, and 0 0( )T R cC p p R m= + α , where cR  is the communication range of the leader; 

min
min( 1 )k

iT T i k= =  is the max tracking time of k  nodes. 

The dynamic cluster based tracking approach with K-level constraint and commu-
nication cost constraint includes the formation of initial cluster and cluster update. 
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1)   The formation of initial tracking cluster 

When a new target appears, there is no leader node initially and each sensor node 
monitors the environment independently. Considering the environmental disturbance 
and the uncertainty of measurement values, for the node that detects the target, it 
needs to confirm whether this is a target according to the accumulated measurements. 
After a new target is confirmed, the first step is to form a unique initial tracking clus-
ter for one target. 

For a sensor node, it will send leader request information including the leader re-
quest symbol, its own serial number and confirmed target positions set to the sur-
rounding sensor nodes. Meanwhile, it receives the leader request information from 
other nodes. If the sensor node becomes the leader by processing, it sets its targets 
state table. For each target, the leader node selects the member nodes according to the 
target position and K-level constraint, and notifies them. After the leader node broad-
cast its leader information, the nodes within its communication range will receive the 
information. 

If a sensor node confirms a target, it first inquiries the related leader for the corre-
sponding target state based on its stored leader table. If the target has been tracked by 
a leader node, it tags the target. 

2)   Hierarchical multi-target data association 

Leader node is responsible for the state estimation in target tracking and the selection 
of new leader and members in proper time according to target state. As the leader may 
track multiple targets at the same time, the data association is required. For a leader 

node, we denote with { }1 2, t
T

t
T N
Ω = ω ω ω  the targets set at time t, where t

TN  is the 

number of tracking targets. The measurements at time t are divided into 1t
TN +  cate-

gories and 0ω  represents non-target class. Therefore, the targets set is extended to 

{ }0 1, , t
T

t
T N
′Ω = ω ω ω . Priori state vector of target ( )t

l l T∈Ωω ω  at time t is labeled as 

ˆ ˆ ˆ[ , ]t t t
l l lS P U= , where ˆˆ ˆ ˆ=( , , )t t t t

l l l lP x y θ  and ˆ ˆˆ=( , )t t t
l l lU v ω . All priori states vector is de-

picted as 1
ˆ ˆ ˆ, , t

T

t t
t N

S S S⎡ ⎤= ⎣ ⎦ . The data association process is shown as follows 

[13][14][15]: after the data association based on the maximum posterior distribution 
for sensor node is executed, considering that the target’s prior position and sensor 
node’s measurement have uncertainty, the optimal association within the cluster is 
required. After we may obtain the measurements corresponding to each target, by 
synthesizing them, the target information is confirmed. 

3)   Update of tracking cluster 

With the continuous motion of the target, the cluster will have to be updated by the 
leader, which will select the better leader and member nodes to form a new cluster. In 
this paper, new leader and its members are selected based on K-level and communica-
tion cost constraints.  
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Firstly, the sensor nodes set { }( , , )T i i i i T sC S t d S P R= <  that can detect the target 

is determined according to the current state of target T , where TC  is the elements 

number in TC , it  is the transit time for iS  (the transit time is the estimated duration 

of the target within the perception area of a node), and id  is the distance between iS  

and the target. When the number of nodes that can detect the target does not satisfy 
the K-level constraint, all nodes will be involved in tracking, otherwise, communica-

tion cost matrix { }( , )ij i j TEM em S S C= ∈  will be used. Each item ijem  denotes the 

average communication cost for leader node iS  and member node jS  and 

01
( )

min( , )
iL

ij R T p ij c
i j

C C
em p p p d m

K t t

+
= + + ⋅ + ⋅α , where iLC  is the communication cost 

between leader node iS  and latest tracking cluster leader. Especially, 0iiem = . There-

fore, for the leader iS , select K  nodes with smaller (iv v Tem S C∈ ） to form the cluster 

for less communication cost. We denote with iE  the average cost. For the whole 

tracking system, the tracking cluster with minimum iE  is chosen as the new one. 

2.2.2   Joint Target Tracking with Static Nodes and Mobile Nodes 
Since there maybe hollow zones in the whole sensor network monitoring area, the 
mobile node is indispensable and it will track the target in the hollow zone to ensure 
that target is not lost. 

Case 1: new target appearing in hollow zone 
During the monitoring process of mobile node, when a target is confirmed, it 

judges whether to request for becoming a leader. If the mobile node itself becomes the 
leader or the leader is a static node, it will track the target. When the leader is another 
mobile node, it patrols. 

Case 2: target moving from static zone to hollow zone 
The leader node estimates the target motion according to the target information and 

the stored perception coverage map. When the target is about to enter a hollow zone, 
it calculates the entry point, and sends the moving tracking request to the regional 
gateway. When the gateway receives the information, it selects the mobile node with 
patrol state which is nearest to the entry point for this target. Then the mobile node 
will move toward the entry point. 

After the mobile node becomes the candidate leader node, when it detects a target, 
it will match measured values with the target according to acquired leader information 
and the target state. Once the match is successful, the confirmed target is the target to 
be taken over. When it is nearer to the target, it sends take-over signal to the leader 
and thus becomes the new leader. The previous cluster will give up tracking. 

If the state of the target changes without entering the hollow zone, the leader will 
send the cancel request to the regional gateway, which thus will release the mobile 
node. Thus the mobile node restores to the patrol state. 
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Case 3: target moving from hollow zone to static zone 
When the target moves in the hollow zone, a mobile node is responsible for track-

ing and estimating the target’s state. When the target moves into the static zone, as the 
mobile node is limited in the hollow zone, thus it needs to release its duty of leader 
according to target state and the distribution of static nodes nearby the target in proper 
time. Static leader and member nodes will be selected in accordance with K-level 
constraint and communication cost constraint by mobile node, which then starts  
patrolling. 

2.2.3   Multi-region Joint Target Tracking 
To avoid the target be regarded as a new target when it moves from one region into 
another region, multi-region joint target tracking is required. In the target tracking 
process, when the target is estimated to leave the region according to the target mo-
tion and the stored regional boundary information, the leader sends a message to its 
gateway. After the gateway receives this message, it calculates the region the target 
will enter into, and sent the related information to that regional gateway, which will 
store the cross-region information. When a new target appears in that region, the tar-
get is matched with the stored information. If the match is failed, the target is consid-
ered as a new target, or else, the target cross-region event is triggered. 

2.3   Robots Pursuit 

After the targets to be pursued are provided by the hybrid sensor network, the multi-
robot system may execute the pursuit of the targets. Firstly, user-level synthesizes the 
targets information from different gateways to assign a serial number for each target 
and establishes the association with the target number of the regional gateways, which 
will be sent to the regional gateways. The task allocation and dispatch are carried out. 
The process is depicted as follows:  

When the event of a new target appearing, target cross-region or target being 
caught happens, the tasks are allocated. We denote with 1 2{ , }t

INΤΩ = ⋅⋅⋅ω ω ω  the 

targets set, where t
IN  is the number of targets and robots set is described by 

1 2{ , }R NRR R RΩ = ⋅⋅⋅ , where NR  is the robots number. The principle of allocation  

is to make the distances between the robots and the targets be shortest on the assump-
tion that each target is pursued by no more than one robot. Define the distance matrix 
D  with the size of * t

INR N  and each item ijd  denotes the distance of the robot  

iR  and the target jω . Give an evaluation function 
[1, ]

,
i iia ia

i NR

d d d D
∈

= ∈∑ , where 
iiad  

is the distance of robot iR  and its only corresponding target 
iaω . If the robot iR  

has no target, 0
iiad = . The optimal allocation is to choose the robot-target pair with 

minimum d . 
After the robot determine its target according to the allocation results of user level, 

if it can not obtain the information from the regional gateway in which the target 
locates, it means that the robot is far away from the region and it should directly move 
towards the regional gateway. Once the robot establishes the connection with the 
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gateway, based on the target inquiry result from the gateway, it will directly move 
towards the target for pursuit. When the robot is within a certain distance from the 
target, the target is considered to be captured. 

3   Simulations 

The whole environment is divided into 4 regions with equal area. The simulation 
parameters are as follows: 450cd = , 250rd = , 5c rl l= = , 40sR = , 35sd = , 

4K = . In target tracking, 100cR = , 20R Tp p= = , 2pp = , 2=α . The linear ve-

locities of robot and target are 12v =  and 10v = , respectively. 
Simulation 1 is used to test the situation of joint target tracking of static nodes and 

mobile nodes when the target moves through the hollow zone. Take region 3 as an 
example (shown in Fig. 2). During the target’s movement process, when it is about to 
enter the hollow zone, the regional gateway selects suitable mobile node. When the 
mobile node is nearer to this target, it becomes the leader to track the target. After the 
target moves out of hollow zone, the appropriate static leader and member nodes are 
chosen for continuous tracking. 

   

(a)                                                                            (b) 

   

(c)                                                                           (d) 

Fig. 2. Result of simulation 1 

Simulation 2 testifies the multi-region joint tracking situation and the result is 
shown in Fig. 3. It is seen that the target is successfully tracked. 
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(a)                                                                               (b) 

Fig. 3. Result of simulation 2 

Simulation 3 gives the process of the multi-robot/multi-target pursuit, which is 
shown in Fig. 4. Initially, there are two targets 1 2,W W  and two robots 1 2,R R  are ap-

pointed to pursue them respectively. After the robot 2R  finishes its task, a new target 

3W  is added. The task is re-allocated. The target of robot 2R  is 3W  and the target of 

the robot 1R  remains unchanged. Finally, all targets are successful captured. 

   

(a)                                                                               (b)  

   

(c)                                                                                   (d) 

Fig. 4. Result of simulation 3 

4   Conclusions 

This paper conducts the research on targets pursuit of multi-robot system with the tar-
gets information provided by the hybrid wireless sensor networks. From the simulations 
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we have conducted, the targets are tracked effectively and the pursuit task is completed 
smoothly by the combination of static nodes and mobile nodes of multiple regions. The 
ongoing and future work includes the designs of the collision-free pursuit control for 
mobile robots as well as the active escaping strategy for the targets. 
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Abstract. A fast, reliable mapping and path planning method is essential to au-
tonomous mobile robots. Popular global algorithms usually adopt occupancy 
gird maps (OGM) or a topological map (TM) to generate a practicable path. In 
this paper, we present a new path planning algorithm based on the image thin-
ning process and the extraction of key nodes. It requires much less time and 
memory compared with the OGM method for generating a path, and much sim-
pler, more robust than the TM, while preserving advantages of both. With the 
new algorithm, a collision-free path could be obtained in real time. Results from 
simulation experiments validate its efficiency and reliability. 

Keywords:  mobile robots; thinning algorithm; path planning. 

1   Introduction 

Mapping and path planning are important for the navigation of mobile robots, espe-
cially in a complex environment. As a complex terrain is concerned, proper mapping 
and path planning methods could ensure robots move to the target quickly along a 
collision-free path. Popular path planning methods with known environmental infor-
mation include occupancy gird maps (OGM) searching, topological map (TM) me-
thod and visible graph (VG) searching [1, 3, 4]. However, an OGM method is limited 
in real-time use since it splits the configuration space into large numbers of girds, 
which take a long time to compute. And an OGM could not restrain strong environ-
mental noise [2]. VG searching represents obstacles with polygons. Paths from VG 
searching are always near edges of a polygon, which is likely to cause collision. The 
TM abstracts the environmental information to reduce computation and memory, but 
the procedure of TM algorithm is too complicated to implement. Besides, a TM is 
difficult to apply to accurate navigation because it lacks geometric information [5, 6]. 

In this paper, firstly we propose an improved thinning algorithm, by using which 
we get the single-connected thinning map (SCTM). A SCTM guarantees an effective 
and robust path planning for mobile robots. After that, we present a key node genera-
tion algorithm, which simplifies the SCTM to a key node graph (KNG) that preserves 
all information for navigation using much fewer graph nodes. On the basis of  
KNG, we apply A* algorithm to generate a path. Results from simulation experiments 
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show that our method is superior to some traditional algorithms in both efficiency and 
planning effects. 

2   Construction of the Single-Connected Thinning Map (SCTM)  

This paper focuses on the construction of the SCTM from an OGM that could be 
constructed in real time. In an OGM, we use ‘1’ to denote an occupied cell and ‘0’ an 
empty cell.  

Figure 1 illustrates a typical OGM where white grids denote obstacles. A SCTM is 
defined as the skeleton of an OGM, and it preserves the connectivity of structure of 
the OGM with the fewest grids. Such skeleton is an appropriate navigation path for 
mobile robots since it preserves the structure of the environment and is far away from 
surrounding obstacles.  

Figure 2 shows the SCTM of Figure 1. Note that it completely maintains the con-
nectivity information of Figure 1. 

 
 

 
 
 
 
 
 
 
 

 
The construction of a SCTM is described as follows: 
 
 
 
 
 
 
 

Fig. 3. Center cell P1 and its neighbors 

Figure 3 illustrates the center cell under consideration (P1) and its eight neighbor-
ing cells (P2~P9). In the following discussion, ‘1’ denotes an occupied cell and ‘0’an 
empty cell. In the thinning algorithm, we preserve each occupied cell and try to re-
duce the number of empty cells. Before applying the algorithm, we should firstly 
extend each obstacle area in the map by the radius of the robot. After such dilation, 
we could consider the robot as a cell in the map. We present the whole process of the 
generation of SCTM in Algorithm 1.  

 
 

P9 P2 P3 

P8 P1 P4 

P7 P6 P5 

Fig. 1. An OGM 

 

Fig. 2. The SCTM of Fig. 1 
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Algorithm 1.  Single -Connected Thinning Map Generation 
 
Input: An occupancy grid map M1 in which ‘0’ denotes an empty cell  
      and ‘1’ an occupied cell 
Output: The SCTM of M1 

 
Dilating the obstacles using proper distance  
while  any cell changes from 1 to 0  
    do 
      for each cell in the map 

   do if  2 N(P1) 6 and S(P1) = 1   
                   and P2 P4 P6 = 0 and P4   P6 P8 = 0 

        then  P1 0 
     
      if  2 N(P1) 6 and S(P1) = 1   

               and P2 P4 P8 = 0 and P2 P6 P8 = 0 
        then  P1 0 
  

for each cell in the map 
   do if  (P3  P4 P6 = 1 and P9 = 0)  or  (P4 P6 P7 = 1 and P9 = 0)  

   then  P1 0 

•

•

• • • •

• • •

• • •

 
 
 
In Algorithm 1, N(p1) denotes the number of cells that are not zero and S(p1) de-

notes the number of changes from 0 to 1 in the sequence of p2,p3,…,p8,p9,p2. The  
generation of a SCTM is based on the image thinning algorithm [7]. Traditional im-
age-thinning algorithms could not ensure that the final skeleton is single-connected, 
which means for each cell C1, there is at most one cell that links C1 to another edge. 
Figure 4 shows a part of a thinning map. Note that abundant cells are still preserved. 
According to robot path planning, such cells would bring unnecessary computation 
and duplicate paths. Here we improve the traditional algorithm so we could eliminate 
them as Figure 5 shows. Each edge in the map is transferred into a single-connected 
one.  

 

  

Fig. 4. A traditional thinning map Fig. 5. The SCTM 
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Applying Algorithm 1 to a global simulation of an OGM shown in Figure 6, we get 
the SCTM shown in Figure 7. 

 

  

Fig. 6. A simulation of an OGM Fig. 7. The global SCTM 

 
Edges of the SCTM could be used as a navigation path for mobile robots. This kind 

of map has many advantages. Firstly, it is a connected graph, which guarantees each 
node in the map is reachable, after linking any start point and any goal point to this 
map. Secondly, compared to the shortest path searching, although the generating path 
from a SCTM would be longer, we consider the path far away from surrounding ob-
stacles plays a more important role than the shortest path, especially in complex envi-
ronment. Finally, a SCTM has less branches and nodes than a Voronoi-based topo-
logical map, and has no weak meet points [6, 8], which sometimes appear in the Vo-
ronoi map and are unnecessary for navigation. 

3   Extraction of Key Nodes 

A SCTM is still a raster map even if it is composed of connected thin lines. Each thin 
line is composed of successive points, which has a large number and will take much 
time and memory to compute. In fact, a path of a robot only changes when the robot 
meets a junction. In other words, any two-degree point on the same line has no effects 
on the real path, as shown in Figure 8. 

 
 
 
 
 
 

 
 

  

 
In Figure 8, a robot is certain to move from one green point to another (if the goal 

point is between the two green points, our algorithm will construct a path directly 
connecting the goal point to one of the green points), so redundant points have no 
effects on the representation and generation of a path.  Therefore, only two endpoints 
on the same line are useful for the final path. We consider them key nodes. Besides, to 

Fig. 8. Key points and redundant points

Key Point Key Point 

Redundant Points 
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simplify the path searching, we ensure that each key node could reach another unique 
key node by moving the node in the direction of any neighbor cell of itself in the 
SCTM. Formally we define the concept of key nodes of a SCTM as follows:  

1） A right angle corner is a key node. 
2） If a node P1 has no key node in its eight neighbors, then, 

   Calculate the number of P1’s neighbors that are ‘1’. 
A.  If the number is one, P1 is a key node called an end node; if it is greater 

than two, P1 is also a key node called a branch node. 
B.  If the number is two and P1 is the endpoint of its line, then P1 is a key 

node called a line node. 
 
 

   

Fig. 9. A corner node  (blue) 
and two line nodes  (green) 

Fig. 10. An end node (red) 
and a line node (green) 

Fig. 11. A branch node (yel-
low) and two line nodes (green) 

 
 

Figure 9 ~ 11 illustrate the four types of key nodes. The blue nodes denote right 
angle corners; red nodes denote end nodes; yellow nodes denote branch nodes; and 
green nodes denote line nodes. Note that eliminating the black redundant nodes does 
not change the connectivity of the structure of the SCTM. 

We present the extraction algorithm as follows: 

Algorithm 2: Extract Key Nodes

Input:  A SCTM M1
Output:  The key node graph of M1

for each cell P1 in SCTM
do  

if P2 P1 P4 = 1 or P4 P1 P6 = 1 or P6 P1 P8 = 1 or P8 P1 P2 = 1 
then Label P1 a key node 

     Calculate N(P1)  //N(P1) denotes the number of neighbors of P1 that are ‘1’.

     if  N(P1) = 1  or  N(P1) >=3
     then Label P1 a key node 

     if N(P1) = 2   // Name the two neighbors n1, n2
if (P1.Row–n1.Row = n2.Row–P1.Row

                         and P1.Col–n1.Col = n2.Col–P1.Col)
                         or n1.Row = n2.Row or n1.Col = n2.Col
         then Label P1 a key node
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The key node graph preserves all information of the SCTM with a smaller number 
of points. Applying Algorithm 2 to Figure 12, we obtain the global key node graph 
shown in Figure 13. 

 

  
Fig. 12. A SCTM. Black lines denote paths Fig. 13. The key node graph. Black points   

denote key nodes. 

 
Extraction of key nodes makes a balance between OGM and TM. A key node 

graph of a SCTM holds capacity of OGM to generate a geometrical path while pre-
serving the brevity of TM. Using a key node graph, we can easily apply the global 
path-searching algorithm. 

4   Generation of Paths 

For the KNG, we need a global searching strategy to generate the shortest path along 
edges of the graph. Our algorithm is based on A* [9, 10], which is a kind of heuristic 
searching algorithm that could solve the single source shortest path problem quickly. 
A* needs to calculate fitness function f(n) for each node in the graph. For each node n,  

f(n) = g(n) + h(n). 

Where g(n) is the accumulated cost from start node to current node n, and h(n) is the 
heuristic estimated cost from n to goal node. h(n) must satisfy the condition 
h(n)≤ t(n) where t(n) is the actual cost from n to goal node. Every node is put in a 
priority queue, with one node popped each time. Each node in the map will be consid-
ered at most once.  

We select the accumulated path length of the robot as g(n), then the Euclidean dis-
tance between current node and goal node as h(n) for robot path planning problem. It 
satisfies the heuristic condition since the Euclidean distance is shortest between two 
nodes.  

We still need to link the start node S and the goal node E to the KNG before apply-
ing A* on it. We extend S and E until meeting their nearest key nodes that are de-
noted as S’ and E’. By the same way we get the distance between each pair of adja-
cent nodes. 

Note that Algorithm 1 and Algorithm 2 guarantee that the map is single-connected, 
combined with the definition of key nodes we easily draw the inference: extending 
any key node along the direction of its neighboring node in a SCTM. Such inference 
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guarantees that we could obtain and store the distance between each pair of adjacent 
nodes in preprocessing. Then, we present the path generation algorithm as follows: 

Algorithm 3: Generate the Path

Input:  A key node map KN1; start point S; end point E
Output:  The shortest path along KN1 between S and E

// preprocessing, construct the neighbor node list of KN1
for each node k1 in KN1

do
if there is a neighbor n1 of k1 in the SCTM of KN1

then Search along 1 1k n until finding the unique key node k2 in this direction
Add k2 to the neighbor list of k1

// generate the path
Build open list and closed list, and set them empty
Link S and E to Kn1, and get S’ and E’
Add S’ to open list

while open list is not empty
do
currentNode = the node in open list with the lowest cost f(n)
if currentNode = E’

then the path has completed
else

Move currentNode to closed list
for each node nc1 in the neighbor list of currentNode

     if nc1 is not in open list or closed list
      then Calculate f(nc1)
          Move nc1 to open list

Show the path S, S’,…, E’, E.

 
5   Comparison and Results 

Comparison between our algorithm and traditional algorithms is listed as follows: one 
aspect of comparison focuses on safety and robustness.  

Figure 14 shows a path in a randomly generated simulated map, with the randomly 
selected start node and goal node, while applying our new algorithm on it. Figure 15 
shows the path generated by OGM and A*, with the same map and nodes as Figure 14. 

Figure 16 and Figure 17 is another group of figures that generated by algorithm 3 
and OGM, respectively, using a part of real map generated by the laser range finder. 

These figures clearly show that for our algorithm, the generated paths are not only 
smoother, but also safer than the traditional ones, since robots have to move along  
 



 A Fast Robot Path Planning Algorithm Based on Image Thinning 555 

 

edges of obstacles in Figure 15 and Figure 17, which usually lead to more collision. In 
other words, we consider it beneficial for a robot to move along the path that is far 
away from surrounding obstacles rather than a mere short one. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 14. A path using algorithm 3, simulated map 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 15. A path using OGM and A*, simulated map 

Another comparison focuses on efficiency. We test algorithms on an AMD 2.71 
GHz PC, with twenty 480 x 280 simulated maps. Each time we randomly select the 
start point and goal point, and after 2000 times, we get an average running time of 
both algorithms: our algorithm shows the path in 3ms, while OGM and A* cost 96ms 
in average (the computation time for Figure 14-17 is 2ms, 96ms, 3ms, 31ms, respec-
tively). Moreover, the memory saving is obvious since the algorithm 3 just need to 
preserve the key nodes that comprehensively describing the real map, while the OGM 
needs to preserve every small grid of the real map. 
 

Start Point Goal Point 

Start Point Goal Point 
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Fig. 17. A path using OGM and A*, real map 

6   Conclusions and Future Work 

In this paper, a fast, robust robotic path planning algorithm is proposed. Concepts of 
SCTM and key nodes are introduced to simplify the traditional occupancy grid map. 
We also present effective algorithms for the generation of SCTM and the extraction of 
key nodes. Simulation experiments certify the effectiveness and brevity. On the basis 
of those algorithms we use A* to generate a safe path quickly. 

We will focus on two issues in future work. One of them is to reduce key nodes 
counts. We need to do interpolation for edges of irregular terrains that usually consist 
of dense points. The other issue is about the navigation in a wide-open space whose 
SCTM would be a sparse graph. In such maps, a path detaching from obstacles is not 
always necessary. We need to find an adaptive solution. 

Start Point 

Goal Point 

Fig. 16. A path using Algorithm 3, real map 

 

Start Point 

Goal Point 
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Abstract. In order to perform an effective and reliable automatic microassem-
bly, depth information estimation is the first task, a blur parameter model of  
defocus image based on Markov random field has been present. It converts 
problem of depth estimation into optimization problem. An improved Iterated 
Conditional Modes Algorithm has been applied to complete optimization prob-
lem, which the select of initial point employed Least squares estimate algorithm 
prevents that the result gets into local optimization. The visual servoing is the 
second task. For avoiding the complicated calibration of intrinsic parameter of 
camera, We apply an improved broyden's method to estimate the image jaco-
bian matrix online, which employs chebyshev polynomial to construct a cost 
function to approximate the optimization value, obtaining a fast convergence 
for online estimation. Last, we design a PD controller to control micro-robot  
for completing the visual servo task. The experiments of micro-assembly of mi-
cro parts in microscopes confirm that the proposed methods are effective and 
feasible.  

Keywords: Micro-assembly, Depth estimation, Broyden method, Visual servoing. 

1   Introduction 

Many simple functional MEMS devices have achieved commercial success in various 
applications, such as inkjet printers, accelerometers, gyroscopes, pressure sensors, 
displays, etc.  

In order to perform an effective and reliable automatic microassembly, we must es-
timate firstly depth information of micro object[8][9][10][11]. As we know, the mi-
croscope vision with single CCD camera can only obtain 2D information in task 
space. To obtain the depth of micromanipulation from 2D plane image is a research 
hot topic in microscope vision. 

We present a blur parameter model of defocus image based on Markov random 
field. It converts problem of depth estimation into optimization problem. An  
improved Iterated Conditional Modes Algorithm has been applied to complete opti-
mization problem, which the select of initial point employed Least squares estimate 
algorithm prevents that the result gets into local optimization. 
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Then, In order to meet the request of the high precise micro-manipulation task, ro-
botic must employ the visual servoing method. The methods of visual servoing need 
calibrate precisely intrinsic parameter of camera. However, The system calibration is 
the complicated and difficult problem, especially for micro-manipulation based on 
microscope vision. So, we present the uncalibrated method to estimate image jacobian 
matrix online. To deal with those problems discussed above, We apply an broyden's 
method to estimate the image jacobian matrix. The method employs chebyshev poly-
nomial to construct a cost function to approximate the optimization value, improving 
the converge of estimation. 

To verify the effectiveness of the methods, Using the estimated jacobian matrix, a 
PD visual controller is used to make features converge to desired values with satisfac-
tory dynamic performance. The experiments of micro-assembly of micro parts in 
microscopes confirm that the proposed method is effective and feasible. 

2   Micro-assembly Mechanisms 

Micro-assembly parts size is usually 80 ~ 1000μm, and parts’s shapes include cylin-
drical, spherical, conical, flat-shaped, block-shaped and irregular-shaped and other 
types. The micro-parts assembly process is divided into clip, positioning, registration 
and other steps. First, we select the vacuum adsorption or the piezoelectric bimorph 
micro-gripper to pick up the different materials and shapes micro-objects. Second, we  
 

  
(a)                                            (b) 

(a) Vertical view field of microscopic images(b) Horizontal view field of microscopic images 

Fig. 1. The original microscopic image of object and the endeffector in vertical (a) and horizon-
tal (b) view fields 

   
(a)                            (b) 

(a) Vertical view field of microscopic images(b) Horizontal view field of microscopic images 

Fig. 2. The image of endeffector automatically locating and gripping object in vertical (a) and 
horizontal (b) view fields 
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Fig. 3. The image of endeffector automatically locating and registration object in vertical (a) 
and horizontal (b) view fields 

employ the corresponding micromanipulator to achieve precise positioning and as-
sembly of positive registration.  Last, the final micro-assembly process is completed. 

Fig.1 shows the original optical microscopy images of un-assembly. The position-
ing images that micro-gripper position the center of parts is shown in Fig.2.  In Fig.3, 
We can see that the micromanipulator assembles successfully the micro parts. 

3   Constructing the Blur Parameter Model Based MRF 

In order to operate the object in 3D space, It is a exigent problem we encountered  
that obtains the depth of the object. Since the change in the depth of a scene is usually 
gradual, the blur parameter tends to have local dependencies. Hence, we are moti-
vated to model the blur parameter as a MRF[12]. A defocus image blur parameter 
model base MRF has been presented in this paper. It converts the depth problem into 
energy function optimization problem. Then, applies an improved Iterated Condi-
tional Modes algorithm to optimization energy function[13], which the select of initial 
point employed Least squares estimate (LSE) algorithm prevents that the result gets 
into local optimization. 

According to CCD imaging principle, we can give formula as shown in (1) 

                            
1 1 1

0 0f u v
= +                                                     (1) 

Where f  is the focus length, 0u  is the distances from object to camera, and 0v  is 

the distances from image focus point to camera lens. When the distances from object 
to camera lens is 0u  and the distances from camera plane to camera lens is 0v , we 
can obtain a clear image. If changes the distances from camera plane to camera lens, a 
blur image can be seen in CCD camera plane. When keeps a constant for camera 
parameter, It can be given the relationship between image defocus radius and the 
depth of image as shown in (2) 

                      0

0 b

fv
u

v f Fr
=

− −
                                        (2) 
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For formula (2), F is the F number of CCD lens. br  is the defocus radius of image 

and u is the depth of the image. Therefore, There is a corresponding function relation-
ship between the distances from CCD lens to object and the defocus radius of blur 
image, which can be used to obtain the depth of the image. According to formula (2), 
the positive or negative of distances u  depends on if the focus image locates fore or 
back in image plane. We restrict that the distances of object is higher than the dis-
tances of image. The formula (2) can be converted into (3) 

                     0 1 1 1
( )

0b

fv
r

F f v u
= − −                                      (3) 

For two captured image with different focus length setting, we have formula (4) 

                     1 1 1
( )i i i

b
i i

f v
r

F f v u
= − −                                     (4) 

For defocus image, the blur parameter is ρ  and is given by brρ β= , With giving 

value i=1 2 and eliminating u , the relationship of two defocus image’s blur parameter 
is shown as (5) 

                             1 2m nρ ρ= +                                                 (5) 

Where m and n are general parameter. Since the blur parameter iρ  at location (x, y) 

is related to the depth of the scene, we can construct a model of the blue parameter 
based on MRF, meaning that the depth of the scene can be obtained indirectly. 

3.1   MRF and Gibbs Distribution 

For image function X in 2D image plane, it is thought as a 2D random field. Random 

variable set { }:sX X s S= ∈ , it presumes that sx  is the realization of sX . Pixel  

S’s the neighborhood  is sN  and meets the conditions of probability distribution as 

follows: 

( ) 0s sP X x= >  

( | , , ) ( | , )s s r r s s r r sP X x X x r S r s P X x X x r N= = ∈ ≠ = = = ∈  

We calls that X is Markov random field with neighborhood sN . Gibbs distribution 

keeps a close relationship with MRF. Gibbs distribution with neighborhood  sN  is 

expressed in formula (6) 

                   ( )1
( ) U xP X x e

Z
−= =                                    (6) 
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Where ( )U x  is the energy function and represents as shown in (7)  

( ) ( )c
c C

U x V x
∈

= −∑
                                                  

    (7) 

For formula (7), C  is the set of cliques included by neighborhood sN  and ( )cV x  

represents the potential function of clique. And ( )U x

x

Z e−=∑  is the partition function. 

3.2   A Blur Parmeter Model Based MRF 

Let X denotes the random fields corresponding to the blur parameter iρ , X can be 

modeled by MRF. Namely, it shows as in (8) 

                  ( )1
( ) U xP X x e

Z
−= =                                         (8) 

If 1Y , 2Y  denote the random fields corresponding to the two observed images, the 

posterior  probability can be expressed as (9) 

            1 2
1 2

1 2

( , | ) ( )
( | , )

( , )

P Y Y X P X
P X Y Y

P Y Y
=                                (9) 

Where 1 2( , )P Y Y  is a constant and ( )P X  is the previous probability of the blur 

parameter. 1 2( | , )P X Y Y  is the posterior probability of the initial image, with know-

ing Y value .So, according to Bayes rules, the depth restoration of the defocus image 
can be converted into the problem that seeks the estimation of the original image 
when the posterior probability is maximization. Surely, There are two main problems 
we have deal with. (1) computes the previous probability; (2) computes the maximiza-
tion posteriori probability (MAP). Now, we give the implementation above two prob-
lems, respectively. 

3.3   The Previous Probability Computation 

Given X as the blur parameter of the defocus image, Let thinks X as a MRF, the previ-
ous probability ( )P X can be used Gibbs distribution to descript. 

                  
( )1

( )
c

c C

V x

P X e
z

∈

−∑⎡ ⎤
= ⎢ ⎥

⎣ ⎦
                                       (10) 

For given the observed images y1, y2, 1 2( 1, 2)P Y y Y y= =  is a constant. Consider-

ing the observation model given by (11) 

              ( , ) ( , )* ( , )k k ky i j h i j f i j w= +                     (11) 
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Where ( , )f i j  is the clear focus image, ( , )ky i j  is the blur defocus image, ( , )h i j  

is the point spread function (PSF), kw is the observed noise. ( , )h i j has a relation 

corresponding to the blur radius. Following, we assume the observations of the MRF 

image sy  obeys the model in (12) 

                     ( )s s sy f x w= +                                       (12) 

Where ( )sf x  is a function that maps sx to
sxμ and sw  are independently distrib-

uted Guassian random vectors with zero mean and unknown covariance matrix 
sxΘ . 

The PSF ( , )h i j is Gaussian with blur parameter. Hence, the probability 

1 2( 1, 2 | )P Y y Y y X= =  can be descript as Gaussian distribution and be shown  

as (13) 

             

2 2
1 1 2 22 2

1 1
( ) ( )

2 2
1 2( 1, 2| ) s s

y y

PY y Y y X e
μ μ

σ σ
− − − −∑ ∑

= = =            (13) 

Then, formula (9) can be converted into (14) 

       

2 2
1 1 2 22 2

1 1
( ) ( ) ( )

2 2
1 2

1
( | 1, 2)

c
c C s s

V x y y

P X Y y Y y e
z

μ μ
σ σ∈

⎡ ⎤
− − − −⎢ ⎥

⎢ ⎥⎣ ⎦
∑ ∑ ∑

= = =                 (14) 

Based on the observed image y1, y2, the problem of depth estimation is to find the 

estimation x
Λ

 of X, which can computes the depth indirectly. 

3.4   Improved ICM Algorithm Implementation 

Base on discussion above, the posterior probability 1 2( | , )P X Y Y about the original 

image can be converted into the optimization problem as shown in formula (15) 

2 2
1 1 2 22 2

1 1
min ( ) ( ) ( )

2 2
c

c C s s

V x y yμ μ
σ σ∈

⎡ ⎤
⎢ ⎥− + − + −
⎢ ⎥⎣ ⎦
∑ ∑ ∑  .                (15) 

4   Jacobian Matrix Online Calibration  

Many papers [1][3][6] have been reported some researches about image jacobian 
matrix online estimation. Piepmeier[4][5] presents a moving target tracking task 
based on the quasi-Newton optimization method. This approach is adaptive, but can-
not guarantee the stability of the visual servoing. Malis’s[6] method can keep the 
parameter of vision servo controller constant, when intrinsic parameter of camera is 
changed. Su J. et al[7] presents a motion 3D object tracking method based on the 
uncalibrated global vision feedback. 
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Unfortunately, the current estimation methods have problems such as estimation-
lag, singularity, convergence and its speed. Especially in dynamic circumstances, 
these problems become more serious. To deal with those problems discussed above, 
We apply an broyden's method to estimate the image jacobian matrix. The method 
employs chebyshev polynomial to construct a cost function to approximate the opti-
mization value, improving the converge of estimation.  

4.1   Image Jacobian Matrix Estimation Based on Broyden Method 

The image jacobian matrix can be calculated by calibrating the inner and outer pa-
rameter of robotic system & sensor system. However, it is impossible to obtain pre-
cise system parameter under a dynamic or uncertainty environment. Considering 
those, we employ broyden’s method to estimate the image jacobian matrix. 

The broyden method that solves the nonlinear equation can be shown in (16): 

( ) ( ) ( )

1 2( )

2

( )
Tk k k

k
k k

k

y A s s
A A

s
+

−
= +  k=0,1…                          (16) 

Now, we apply the broyden method to construct estimation model of image jacobian 
matrix. According to equation (17), If the feature error of two images represents as  

                             ( ) d ce q f f= −                                               (17) 

Where df  is the feature of the expectation image and cf is the feature of the current 

image� The taylor series expansion of fe is shown as 

               
( )

( ) ( ) ( ) ... ( )m
f f m m n

e q
e q e q q q R x

q

∂
= + − + +

∂
                       (18) 

Where ( )nR x  is Lagrange remaining. We define ( )q nJ q
∗

 as the Nth image jacobian to 

be estimated,  

          
( )

( ) n
q

e q
J q

q

∗ ∂
=

∂
                                     (19) 

Ignoring the high order term and Lagrange remaining ( )nR x , Equation (20) can be 

obtained from (18) and (19), which is shown as 

           ( ) ( ) ( )( )qf f m n me q e q J q q q
∗

= + −                                      (20) 

So, if J’s counterpoint is A、 eΔ ’s counterpoint is y and qΔ ’s counterpoint is s� we 

can construct the image jacobian estimation model based broyden. The image jaco-
bian estimation model based on broyden method is shown as (21). 

             1

( ( ) )
( ) ( )

T

T

q k
q qk k

e J q q q
J q J q

q q

∗
∗ ∗

+
Δ − Δ Δ

= +
Δ Δ

                           (21) 
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The broyden algorithm estimates the optimization value by employing iterative com-
putation. Therefore, it need the end condition of iterative computation, we employ 
chebyshev polynomial to construct the cost function to approximate the optimization 
value. 

4.2   The Cost Function Based on Chebyshev Polynomial 

Provided that  

        ( ) ( ) ( )( )qK f k kN q e q J q q q
∗

= + −                   (22) 

If ( ) [ 1,1]kN q c∈ − , For chebyshev polynomial serial { , 0 , 1 , . . . }nT n =  with 

weight
1

2 2( ) (1 )x xρ
−

= − , it's optimization square approximation polynomial can be 

shown as 

              * 0
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n i i
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where 
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∫                               (24) 

Then 

        0

1

( ) lim( ( ))
2

n

i in
i

a
N q a T q

→∞ =

= +∑                                         (25) 

Usually, ( ) [ , ]kN q c a b∈  we must convert [ , ]c a b  into [ 1,1]c − , The equation (26) can 

finish the convert. 

          
2 2

b a b a
t x

− += +                                              (26) 

if we use part sum *
ns  as N(q)’s approximation, under some conditions, there is a fast 

speed for 0na −− >  

5   Implementation 

Micromanipulation robotic system includes 3D micro-move platform, micro-gripper 
driven by piezoelectricity, micro-adsorption hand driven by vacuum, microscope vi-
sion and so on. Fig.4 shows the system construction of three hands cooperation 
micromanipulation stage. 

Firstly, we construct the restoration model of the microscope vision defocus image 
based on MRF the same as (14). Presumes that the observed images are y1, y2 and 
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Fig. 4. The system construction of three hands cooperation micromanipulation stage 

defines Y as  the restoration image. Y is thought as a MRF. Then, we can restore the 
defocus image similarly as (14). During micromanipulation experiments, presumes the 
microscope work distances (the distances from object lens to clear imaging plane.) u0 
= 80mm, and gives that micro-move platform zero point corresponding micro-effector 
tip position as original point in coordinate. Then, we revise microscope vision system 
in order to locate original point in clear imaging plane. 

Fig.5 and Fig.6 show the initial defocus image of micro-gripper driven by piezoelec-
tricity with different camera setting. Fig.7 gives the restoration image of micro-gripper 
driven by piezoelectricity. 

   

Fig. 5. The initial image of 
defocus image micro-gripper 
driven  by piezoelectricity 

Fig. 6. The initial image of 
defocus image micro-gripper 
driven by piezoelectricity 
with different camera 
parameters settings 

Fig. 7. The restoration image 
of defocus image of micro-
gripper driven by piezoelec-
tricity 

 

Then, we give the PD controller visual system test. Assuming that the initial pa-
rameters of PD controller Kp is 10 and  Kd is 0, that is, only joined proportional con-
trol, control effect is shown in Fig.8. we can see the implementation of automatic 
positioning objects to the target center, a greater oscillation and overshoot. When Kp 
is 10 and Kd is 1.5, which incorporates proportional and differential control, control 
result is shown in Fig.9. Differential joined inhibits apparently the system overshoot, 
and the system meets the rapid and smooth. 
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Fig. 8. The trajectories of micromanipulator 
approaching goal objects with only propor-
tional control (XY plane) 

Fig. 9. The trajectories of micromanipulator 
approaching goal objects with proportional and 
differential control (XY plane) 

 

   
(a)                                          (b)                                    (c) 

   
              (d)                                           (e)                                     (f) 

Fig. 10. The process of the piezoelectric microgripper automatically locateing and gripping the 
micro-target in the vertical view field 

After completion of the above preparations, fully automatic microassembly tasks 
are performed sequentially. In order to verify the effective of uncalibrated visual ser-
voing method, we test the experiments of single microgripper hand to position auto-
matic and grip micro objects.  

Fig.10 shows the process of the piezoelectric microgripper automatically locating 
and gripping the micro-target in the vertical view field. The time-consuming of proc-
ess is about one minute. Fig.11 shows the process of the piezoelectric microgripper  
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                   (a)                                      (b)                                   (c) 

   
                  (d)                                     (e)                                   (f) 

Fig. 11. The process of the piezoelectric microgripper automatically locateing and gripping the 
micro-target in the horizontal view field 

automatically locating and gripping the micro-target in the horizontal view field. The 
time-consuming of process is about one minute: 

(a) to (c) is the process of piezoelectric microgripper close to the target micro-target;  
(d) is the process of the microgripper positioning the center of the micro target; 
(e) is the process of the piezoelectric microgripper gripping the micro target; 
(f) is the process of the piezoelectric microgripper lifting the designated height for 
follow-up of the micro-target assembly. 

6   Conclusion 

For the completion of three-dimensional micro-sized components assembly, a blur 
parameter model of defocus image based on Markov random field has been present. 
Then, We apply an improved broyden's method to estimate the image jacobian ma-
trix on line, which employs chebyshev polynomial to construct  a cost function to 
approximate the optimization value. Finally, design a PD controller to control micro-
robot. In the microscopic visual environment, completes the visual servo task  
of micromanipulator positioning and automatic gripping small parts, the experimen-
tal results show that the algorithm is relatively satisfied with the effectiveness of 
implementation. 
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Institute of Technology. 
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Self-calibration of a Stewart Parallel Robot with a 
Laserranger* 
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Abstract. In order to overcome influence of kinematic parameter errors on end-
effector pose (position and orientation) accuracy of the Stewart parallel robot, a 
new self-calibration method with a laserranger fixed on the mobile platform is 
presented. Firstly, a new calibration scheme is proposed and the direct kine-
matic model of the parallel robot is built. Then the distance error model is  
derived, and the objective function of calibration is given. Subsequently, an im-
proved differential evolution algorithm (DE) is adopted to identify the kine-
matic parameters. At last, simulation is made in a set of validation positions to 
verify the above calibration method. The results show that after calibration pose 
accuracy of the parallel robot has a significant improvement. At the same time, 
the strong stochastic search ability of DE is validated. 

Keywords: Stewart parallel robot; laserranger; error model; differential  
evolution. 

1   Introduction 

Parallel robots are characterized by low inertia, high stiffness, great load-to-self-
weight ratio and better repetition, and widely used in such many occasions as setting a 
broken bone for medical treatment, simulating ocean wave for shipbuilding and ma-
chining. In view of these tasks, tracking predefined trajectories precisely is the basic 
function of parallel robots. However better repetition does not mean higher position-
ing accuracy, subject to machining and assembly error, the real kinematic parameters 
of a parallel robot generally deviate from their nominal ones, further which will cause 
the end-effector pose (position and orientation) errors. Since calibration is a cost-
effective method to improve pose accuracy of a parallel robot, it is necessary to  
calibrate it before it is applied to kinds of occasions. 

Many literatures developed kinds of calibration methods of parallel manipulators, 
mainly they are categorized into two classes, namely classical calibration [1] [2] and 
self-calibration [3] [4] [5]. Using classical calibration methods the real transformation 
matrix from the base coordinate frame to the mobile platform coordinate frame can 

                                                           
* Foundation item: Project (60775049 and 60805033) supported by National Natural Science 

Foundation of China. 



 Self-calibration of a Stewart Parallel Robot with a Laserranger 571 

 

usually be obtained by an outer measurement device. Besides, its nominal transforma-
tion matrix can be evaluated according to its direct kinematics with its nominal kine-
matic parameters. The difference between the two transformation matrixes can be 
used as the optimized objective function of the parallel robot calibration. However, 
because the inverse kinematics of the parallel robot has usually the analytical solution 
and is more easily evaluated, more classical calibration methods are represented as the 
form of solving inverse kinematics, namely the objective function is denoted by the 
measurement residual which is the difference between the measured and computed 
joint variable. For the classical calibration methods, their external measurement de-
vices mainly include theodolite [1], CMM [2], OPTOTRAK [6], vision [7], laser 
displacement sensors [8] and so on. 

At present self-calibration develops fast and wins much advance. Usually, self-
calibration is also divided into two types, one is to exert outer physical constraints on 
the parallel robot, and the other is to install the extra sensors on it. For the former, 
Khalil and Besnard [9] fixed a passive universal joint or a passive spherical joint 
using a lock mechanism and presented a fully autonomous calibration method for a 
six DOF parallel robots. Abdul and Jeha [10] locked the mobile platform at a specific 
point with a device and made it lose 3 translational degrees of freedom to calibrate a 
parallel Hexa Slide manipulator. However, the 1st type self-calibration method needs 
the backdrivability of the actuators, which is difficult to accept for the actuators with a 
large reduction ratio [11]. Comparatively, the 2nd type self-calibration method ac-
quires more attention. Adding 3 redundant sensors between the forearms and the base, 
Ecorchard and Maurine [12] proposed a self-calibration method with elastic deforma-
tion compensation for Delta Parallel Robots, and the experiment showed the calibra-
tion led to a seven time improvement of the capability. Zhuang [4] installed two  
additional sensors on each of the alternative U-joints of a Stewart platform, and by 
creating a suitable measurement residual using conflicting information provided with 
redundant sensing, self-calibration of the parallel robot was realized. Besides, by 
means of angular passive joint sensors [13], the self-calibration approaches were 
studied. In this paper, a laserranger fixed on the mobile platform of a parallel robot is 
used to calibrate its kinematic parameters, and its details are discussed later. 

Still, we know that many calibration models were solved based on Levenberg-
Marquardt method [3] [10] [13]. However, subject to disturbance of measurement 
noise, the calibration algorithm might be unstable. So, some calibration methods 
based on evolution algorithm arises [14] [15], the paper adopts DE to identify the 
kinematics parameters of the 6-DOF Stewart platform. 

2   Description of Error Model 

2.1   Direct Kinematics 

As shown in figure 1, the Stewart parallel robot consists of a fixed base and a  
mobile platform connected with six legs of drivable and variable length. Each  
leg is linked to the mobile platform by the S-joint and to the base by the U-joint.  
Let iA  and iB respectively denotes the centre of the ith S-joint and U-joint and il  
does the length i iA B  of the ith leg ( )1, ,6i = . At the same time we define the tool  
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Fig. 1. Calibration scheme of Stewart parallel robot 

coordinate frame { }, ,A A AA X Y Z  with respect to the platform and the fixed coordinate 

frame { }, ,B B BB X Y Z  with respect to the base. Suppose that the homogeneous coordi-

nate of the point iA relative to the frame A is ( ), , , 1A
i ix iy iza a aa , similarly, that of the 

point iB relative to the frame B is ( ), , , 1B
i ix iy izb b bb  , and the transformation matrix 

from the frame B to the frame A is B
AT  (given by the external measurement device). 

Accordingly the homogeneous coordinate B
ia  of the point iA relative to the frame B 

can be written as 

B B A
i A iT=a a  (1)

Since the transformation matrix B
AT  can be denoted by a pose vector [ ]x, y,z, , ,α β γ=X , 

B
ia  is the function of the six independent parameters of the vector, where ,α β  and 

γ denotes z-y-x Euler angle. Namely 

( ), , , , ,B B
i i x y z α β γ=a a  (2)

When the six driven displacements ( )1, ,6il i =  are given, the direct kinematic 

model of the Stewart platform can be built. 

( ) ( ) ( )T2 1 6B B B B
i i i i il i , ,= − − =a b a b  (3)

The above formula denotes a nonlinear equation set. With Eq. (3), it is difficult to 
obtain analytical solution of the direct kinematics, and up to 40 solutions may exist  
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[16]. A numerical iterative method based on the conventional Newton-Raphson 
method is used to find a local direct solution. The procedure can be summarized as 

1) Set an initial pose vector 0X ; 

2) Let  

( ) ( ) ( )T2 1 6B B B B
i i i i i if l i , ,= − − − =a b a b  (4)

 
3) According to the following equation evaluate ΔX  

m
m ∂⎡ ⎤+ Δ =⎢ ⎥∂⎣ ⎦

f
f X

X

( )
( ) 0  (5)

where [ ]T1 6f f=f , [ ]Tx y z α β γΔ = Δ Δ Δ Δ Δ ΔX , m indicates the mth  

iteration. 
4) Calculate 0 0= + ΔX X X ; 

5) If ε
∞
>f , then go to (3), else end. 

So, X can be evaluated according to the known il , further B
AT  will be done. 

2.2   Distance Equation 

According to Fig. 1, it is easily seen that a laserranger is fixed on the mobile platform, 
and there is a target plane in the front of it, so the laserranger can measure the dis-
tance between the mobile platform and the settled target. Because the tool frame A 
can be chosen arbitrarily, we might as well let the laserranger coordinate frame act as 
the tool coordinate frame, namely, the starting point sp of the laser beam is located in 

the origin AO  and the laser beam consists with the positive direction of the axis AX . 

Besides, the matrix B
AT can be divided into the following sub-matrix. 

0 1

B B
B A A

AT
⎛ ⎞

= ⎜ ⎟
⎝ ⎠

R p
 (6)

where 3 3B
A R ×∈R  denotes an Orientation matrix, 3B

A R∈p  does a translational vec-

tor. According to the Eq. (6) and the above definition of the laserranger coordinate 
frame, it is easy to know that sp  relative to the frame B equals to the translational 

vector B
Ap . 

Similarly, the laser beam unit vector lb  with respect to the coordinate frame B is 
represented as 

1

0

0

B
l A

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

b R

 

(7)



574 Y. Liu et al. 

 

Suppose that the measured plane equation in the coordinate frame B is 

0l f+ =n p  (8)

where ( , , )l lx ly lzn n nn is the normal vector of the target plane, its positive direction can 

be chosen arbitrarily, here lzn  is assigned a positive value. p  denotes the coordinate 

vector ( , , )x y zp p p  of the arbitrary point in the target plane, and f is a known scalar. 

If  the laser beam vector lb  intersects the target plane at the point jp , obviously in 

terms of the position relation of the vectors, jp  can be written as 

j s lh= +p p b  (9)

where h  denotes the distance from the point sp to the intersecting point jp . We 

know, jp  also meets the Eq. (8), by substituting Eq. (9) into (8) h  can be represented 
as follows. 

l s

l l

f
h

+= − n p
n b

 (10)

2.3   Error Model 

The calculated distance h  from Eq.(10) is an estimate value based on the nominal s 
of the parallel robot. In fact, because of the errors resulted from manufacturing, as-
sembly and other factors the real coordinate A r

ia and B r
ib usually deviate from their 

nominal values A
ia  and B

ib , besides, il will also have an initial offset. Since 3 parame-

ters for each point need to be calibrated, again adding 6 link length parameters the 
identified parameters amount to 42.  

Therefore, the distance error hΔ caused by the geometrical parameter errors can be 
written as 

1 6 1 6 1 6 1 6 1 6 1 6( , , , , , , , , ) ( , , , , , , , , )A r A r B r B r r r A A B B

r

h h l l h l l

h h

Δ = −

= −

a a b b a a b b
 (11)

where r
il  denotes the real leg length, rh is the real distance. In terms of the Eq. (11), 

the optimized objective function of the parallel robot self-calibrationcan be repre-
sented as  

2

1

min
m

j
j

H h
=

= Δ∑  (12) 

where H is the optimized objective function, m denotes the number of calibration 
positions, and it is much larger than the number of the identified parameters. 
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3   Geometrical Parameter Identification Based on DE 

3.1   Differential Evolution Algorithm 

Similar to the genetic algorithm (GA), DE is a kind of global evolutionary algorithm, 
presented by R. Storn and K. Price in 1995. DE has proven to be one of the best evo-
lutionary algorithms.  

DE is encoded by real number, whose initial populations are composed of Np, D-
dimensional real-valued parameter vectors. DE has three operators, i.e. mutation, 
crossover and selection, which is the same as GA. However, their order is contrary. 
Among them mutation is the most original, in which the new parameter vectors are 
created by adding the weighed difference between the two population vectors chosen 
randomly to the third vector, namely  

( )t t t
i a b cF′ = + −x x x x

 
(13)

where, i
′x denotes the ith mutated vector, t

ax , t
bx , t

cx represent the different parameter 

vectors chosen randomly in the tth generation population, and F is the scaling factor 
of the difference. Here, i differs from a, b, c.  

In fact, the conventional DE mutation still include another strategy, namely 

( )t t t
i Best b cF′ = + −x x x x

 
(14)

where t
Bestx  is the best parameter vector in the population. The strategy is generally 

called as DE/best/1, while the former is done as DE/rand/1. However, it is found in 
the simulation that DE/rand/1 excessively lays emphasis on the diversity of the cre-
ated individual, so its convergence is inferior and the desired optimization level is 
difficult to be attained. On the other hand, DE/best/1 lets the best parameter vector in 
the population become the search centre, which limits the diversity of the created 
individual and initially leads to fast optimization but later easily gets into local min-
ima. In view of this, a new tradeoff strategy is proposed in the paper, namely 

( ) ( )/ 2t t t t
i a Best b cF′ = + + −x x x x x

 
(15)

With the above formula, optimization capability of DE has a greater improvement. 
After mutation of each parameter vector, the non-uniform crossover with a cross-

over constant [0,1]CR∈ between the mutated vector 
i
′x and target vector ix  is used 

to create the trial vector iv . Its jth component ijv  is represented as follows 

, rand( )

, rand( )
ij

ij

ij

x j CR
v

x j CR

⎧ ′ ≤⎪= ⎨
>⎪⎩  

(16)

where rand( )j is a uniformly distributed random number in the range of [0,1] . The 
above equation shows that CR  is a crossover probability, which controls the compo-
nents of the trial vector provided with the mutated vector and the target vector. If CR  
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is larger, the mutated vector occupies the trial vector more. When CR  becomes 1,  

the trial vector iv  equals to 
i
′x . DE is more sensitive to the choice of F than that of 

CR , while CR  is more like a fine tuning element. The higher CR  is, the faster 
convergence is. 

At last, selection is made for reproduction. DE uses a tournament mechanism by 
which the trial vector competes against its target vector. If the objective function 
value of the trial vector is lower than that of the target vector, it will survive to the 
next generation, vice versa. The selection function is given as 

( ) ( )
( ) ( )

( ), ( ) ( )
( 1)

( ), ( ) ( )
i i i

i
i i i

t f t f t
t

t f t f t

≤⎧
+ = ⎨ >⎩

v v x
x

x v x
 

(17)

3.2   Parameter Identification Process  

Subsequently, DE is used for the kinematic parameter identification of the Stewart 
platform. As stated previously, DE has few parameters ( F and CR ), and is easy to 
program and solve the complicated optimization problem. The parameter vector x at-
tached to the population is determined as follows. 

1 1 1 6 6 6 1 1 1 6 6 6 1 6Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δ Δx y z x y z x y z x y za a a a a a b b b b b b l l⎡ ⎤= ⎣ ⎦x  (18)

where each element of the vector x  is the error value between the real and nominal 
geometrical parameter. 

Then the calibration procedure is listed as follows. 

1. Give initial values to DE parameters, i.e. pN , CR , F , the maximum iteration 

number G  and the stopping criterion V of the optimization. Here F and CR are 
both generally in the range [0.5, 1], the number of parents pN  is set 5 to 10 times 

the number of parameters, G and V are determined according to the actual case. 
2. Calculate the objective function values of the parameter vectors, if meet H V≤ , 

go to 9; 
3. Give the constrained scopes of the identified parameters; 

4. Set i=1, and initialize the population ( )pN D× with the stochastic selection method 

in the constrained scopes; 
5. Mutate each parameter vector of the current population with the Eq.(10) by ran-

domly choosing the three different embers in the population; 
6. Create the crossover trial vectors with the Eq.(18); 
7. Make the trial vector compete against its target vector by comparing their objec-

tive function values, and the winning parameter vector will succeed to the next 
generation; 

8. 1i i= + , if i G< , go to 2; 
9. End the calibration and obtain the optimal parameter vector. 
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4   Simulation of Parallel Robot Calibration 

4.1   Consideration of Measurement Noise 

rh  in  Eq. (11) can be given through the laserranger in this example. However there 
are some inevitable measurement errors in the measured distance values, which will 
create the disadvantageous impacts on Stewart parallel robot calibration. In order to 
simulate the real case maximally, measurement noise should be added to the error 
model (11) so as to make the calibration results more believable and effective. Here, it 
is assumed that distance measurement noise of the laserranger follows a normal dis-
tribution with zero mean and standard deviation 0.2mm. 

In order to reduce disturbance of stochastic measurement noise, for each calibra-
tion position the distance measurement will be repeated many times. After the mean 
of these measurement values are evaluated, it is added to the calibration model as the 
measurement result in the calibration position. Of course, it is not enough only 
through average filter. On the other hand, more redundant calibration positions are 
used for the parallel robot calibration to minimize effect of measurement noise. 

The distance measurement value ch  from the laserranger can be written as 
c rh h ξ= +  (19)

where ξ denotes measurement noise. Then the distance error chΔ between the meas-

urement value and the calculated one with the nominal parameters can be given as 
follows. 

c ch h h h ξΔ = − = Δ +  (20)

So, subject to measurement noise, the objective function (12) can be modified as 
 

( )2
1

m

j
j

H h ξ
=

= Δ +∑  (21)

where m denotes the number of the calibration positions. 

4.2   Simulation Results 

Subsequently，through simulation calibration of the parallel robot is implemented to 
verify the above algorithm. Totally, 150 typical calibration positions are chosen. The 
simulation includes two cases, namely calibration without noise filter and calibration 
with average filter. The parameter value of DE is designated as follows. 

210pN = , 0.9CR = , 0.45F = , 250G =  

Fig.1 (a) and (b) respectively represent optimization process of the objective function 
corresponding to the first and second case. For the average filter, repeated measure-
ment times in each calibration position are chosen as 10. It is easy to see that in the 
beginning the optimization curves decline steeply, and then turn gentle little by little, 
at last become flat, which shows that DE behaves very stable and possesses strong 
stochastic search ability in spite of disturbance of larger measurement noise. 
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Table 1 gives the nominal kinematic parameters and real errors of the Stewart par-
allel robot and the identified parameter errors corresponding to the above two cases. 
Table 2 gives a comparison of pose errors after robot calibration in a set of independ-
ent validation positions. In nature, robot calibration is a fit for measurement data in 
the calibration positions, so it is necessary to search for extra positions (namely vali-
dation positions) to verify calibration effect. A discount of pose accuracy is inevitable 
in the validation positions compared with calibration positions. Here the position and 
orientation errors all indicate the resultant errors of the three components of the posi-
tion or orientation vectors, for instance, the resultant position error is represented as 
sqrt(x*x+y*y+z*z). Attentively, in principle orientation errors can not be synthesized 
because of mutual dependence of its three components, but here they are a tiny mag-
nitude and can be considered independent each other. As shown in Table 2, for the 
first case, the maximum position and orientation errors respectively decrease from 
2.8689mm and 2.1329mrad to 0.7726mm and 0.3748mrad. In contrast, for the second 
case these errors decrease to 0.2376mm and 0.1672mrad. Similarly, comparison of the 
RMS (root mean square) pose errors can be given. It is easy to see that pose accuracy 
of the parallel robot has a significant improvement after calibration. Moreover, the 
calibration results for the second case are better than that for the first case, which 
shows importance of the filter. 
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a)                                                                          b) 

Fig. 2. Variation of the objective function values 

Table 1. Identified kinematic parameter errors in two cases 

Parameter 
Nominal Value 

(mm) 
Real Errors 

(mm) 

Identified 
Errors without 

filter (mm) 

Identified 
Errors with 
filter (mm) 

1xa  3 0.0297 -0.2943 0.3327  

1ya
 254 0.3382 0.1951  0.2966  

1za
 52 0.3976 0.4557  0.4710  

2xa
 2 0.1463 0.5995  0.1971  

2 ya
 165 0.3249 -0.1831  0.2938  

2za
 205 0.6402 0.9254  0.5868  
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Table 1. (continued) 

3xa
 -1 -0.3358 0.2136  -0.4707  

3ya
 -81 -0.1838 -0.3206  -0.1642  

3za
 -246 -0.3929 0.7797  -0.2574  

4xa
 2 0.8195 0.1588  0.9957  

4 ya
 101 0.6132 -0.5126  0.6865  

4za
 -243 -0.2179 -0.5798  -0.3545  

5xa
 -2 -0.3099 -0.5704  -0.4309  

5ya
 -172 -0.1944 0.5457  -0.1283  

5za
 193 0.4512 -0.1640  0.3354  

6xa
 0 -0.2714 -0.3652  -0.2581  

6 ya
 -253 -0.9486 0.2959  -0.8920  

6za
 35 0.7716 0.9971  0.6710  

1xb
 -7 -0.9641 -0.9980  -0.8434  

1yb
 -9 -0.7384 -0.6162  -0.7110  

1zb
 92 0.1041 0.3013  0.1621  

2xb
 39 0.7098 -0.0789  0.6448  

2 yb
 161 0.4867 0.1936  0.3810  

2zb
 108 0.5594 0.1970  0.4586  

3xb
 -11 -0.4112 -0.2406  -0.5042  

3 yb
 82 0.3695 -0.2595  0.4563  

3zb
 -34 -0.7277 0.9593  -0.6613  

4xb
 41 0.1028 0.0841  0.1502  

4 yb
 11 0.8711 -0.9470  0.7607  

4zb
 -190 -0.2989 0.0478  -0.3319  

5xb
 -12 -0.1908 0.0341  -0.2022  

5yb
 -72 -0.9932 0.2417  -0.8766  

5zb
 -49 -0.9537 -0.8419  -0.9697  

6xb
 41 0.0711 -0.6022  0.0317  

6 yb
 -172 -0.4813 -0.1188  -0.5863  

6zb
 88 0.4867 1.0012  0.5443  

1l  561.96 0.5 0.6993  0.6105  

2l  550.63 0.5 -0.5798  0.4317  

3l  562.62 0.5 0.6056  0.5994  

4l  553.94 0.5 0.3102  0.4090  

5l  559.99 0.5 0.7513  0.3798  

6l  554.51 0.5 -0.2216  0.4780  
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Table 2. Pose error comparison after robot calibration 

Error Type 
RMS Position 

Error (mm) 

RMS  
Orientation 

Error (°) 

Maximum 
Position Error 

(mm) 

Maximum 
Orientation 

Error (°) 
Nominal 

parameter 
2.3746 1.3746 2.8689 2.1329 

Identified 
parameter 
(no filter) 

0.6359 0.2142 0.7726 0.3748 

Identified 
parameter 

(with filter) 
0.1268 0.0978 0.2376 0.1672 

4   Conclusion 

In the paper, a new self-calibration method with a laserranger is adopted to improve 
pose accuracy of the Stewart parallel robot. It has the following advantages. 

1. The calibration method does not rely on external measurement systems to measure 
the end-effector pose, moreover the whole calibration system is simple, so the 
technique is much easier and more convenient to implement. 

2. By changing the original mutation operator, the differential evolution algorithm is 
improved on. Improved DE both lays emphasis on calculative efficiency and given 
attention to optimization level. In spite of more kinematic parameters, DE still im-
plements the calibration task of the Stewart parallel robot effectively, which 
proves its strong stochastic search ability. 

3. Simulation results show that the average filter can effectively decrease the bad 
influence of measurement noise on calibration. Besides, increase of calibration po-
sitions can also restrain it. 

However, it is pointed out that such non-geometrical errors as joint and link flexibil-
ity, backlash etc. are not considered in the paper. If higher pose accuracy is required, 
these factors are no longer negligible and must be paid attention to. 
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Real-Time Binaural Sound Source Localization Using 
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Abstract. This paper presents a binaural sound source localization method us-
ing both a sparse coding and a self-organizing map (SOM) in real-time system. 
We use the sparse coding for feature extraction to estimate the azimuth of sound 
source. It is used for decomposing input sound signals into three components 
such as time, frequency and magnitude. Therefore, although the frequency cha-
racteristic of ITD (Interaural Time Difference) is changed by shape of head, we 
utilized it to estimate the azimuth of the sound source considering the time-
frequency features simultaneously. Then we adapted the SOM to estimate the 
azimuth of sound source which is a type of artificial neural networks. This sys-
tem is constructed by open-source software, Flowdesigner, which gives us a da-
ta-flow oriented developmental environment for efficient real-time system. 

Keywords: real-time binaural sound source localization, sparse coding, SOM, 
flowdesigner. 

1   Introduction 

As robotics research and industry have been growing, many kinds of robots have been 
developed for interaction with humans in various places. During the development, the 
shape of robots was similar to that of humans for more friendly interaction. Also, 
there have been many research studies about sound source localization system be-
cause sound source localization is one of the interactions between human and robot.  

As a general rule, time delay of arrival (TDOA) or interaural time difference (ITD) 
is used in the sound source localization system as a cue to estimate azimuth of sound 
source. However, it is difficult to apply this method to humanoid robot because the 
method assumes a free field between microphones. In case of, interaural time differ-
ence (ITD) is largely changed depending on the frequency of the sound, because of 
the shape of the head bone, even though the sound source is generated from the same 
spot. To overcome this problem, we implemented new sound source localization  
system using sparse coding and SOM [11]. Sparse coding can decompose a sound 
signal into spikes which have three components: time, frequency and magnitude. 
Then we can acquire the ITD feature from the spikes, and self-organizing map (SOM) 
is applied to the results of the sparse coding to estimate the azimuth. After performing 
neuron’s learning in the SOM, we can estimate the azimuth of the sound source 
through the SOM. We implemented all of system in real-time using a Flowdesigner 
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Fig. 2. Configuration of the real-time sound source localization system in Flowdesigner 

3.2   The Flow of System Configuration and Real-Time Evaluation 

Our system is consisted of some modules such as Fig. 2. We acquired the 2-ch sound 
signal through the DAQ board, and each input signal is transformed into spikes by the 
Sparse Coding module. After getting the spikes, we calculated the S-ITD from binau-
ral spike (we will explain the meaning of S-ITD in the next chapter). Also, we used 
three kinds of filters to get the clear S-ITD. Finally, we estimated the azimuth of 
sound source by filtered S-ITD and trained SOM Localization module. We calculated 
the RTF (Real-Time Factor) value to evaluate the real-time ability. The real time fac-
tor is defined as Eq. (1). 

P
RTF

I
=  (1)

Where P is processing time and I is an input duration. Data structure of our system is 
composed of 3200 samples and is shifted while 25% of them are overlapped. One 
frame is 150ms because our sampling frequency is 16kHz. Therefore, the total 
processing time is 145.0ms and RTF value is 0.97. Our system is operated in real-time 
since the RTF is less than 1. Table 1 shows the processing time of each module.  

Table 1. Processing time of each module  

Module name Average of processing time(msec) 

AudioStreamFromMic 62.53 
SparseCoding 82.4 

MeanVarianceFilter 
and 

CoefficientFilter 
0.043 

SOM Localization 0.03 
Tatal Time 145.01 
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4   Feature Extraction Using Sparse Coding 

4.1   Sparse and Kernel Representation 

In order to acquire the robust ITD at different frequency range, we adapted encoding 
technique. We used a sparse and shiftable Kernel method of sound signal representa-
tion [1] since this method can decompose a sound signal into three components: time, 
frequency and magnitude. In this method, the sound signal x(t) is encoded with a set 
of kernel functions that can be positioned arbitrarily and independently in time. The 
sound signal will be expressed as Eq. (2) with “Spikes” which have their own kernel 
number, varying amplitude and position. 

Here the kernel function we select is a Gammatone filterbank whose center fre-
quency and width are set according to an ERB (Equivalent Rectangular Bandwidth) 
filterbank cochlear model [2] so as to obtain the spike from different frequency range. 
Eventually we can obtain the ITD from different frequency range. We set 64 as the 
number of filterbank.  

1 1

( ) ( ) ( ) .
mnM

m m
i m i

m i

x t s t tφ
= =
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where,      is temporal position, 
              is coefficient of the    instance of kernel   , 
              indicate the number of instances of    , 
        M    is the number of     ,  
              is a noise. 

 

(2) 
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(b) Decomposed signal by sparse coding 

Fig. 3. A Sound Signal and spikegram 

mφthim
iS

m
iτ

mn

( )tε

mφ
mφ



586 D.-h. Hwang and J.-s. Choi 

Fig.3 illustrates a generative model, which represents a sound signal as a set of 
kernel functions; Fig. 3 (a) is the original sound signal and (b) is the representation of 
the signal as a set of kernel functions. We call this plot a spikegram, and call squares 
the spikes in various sizes located in a spikegram. In the spikegram, x-axis is time, y-
axis is frequency (center frequency of gammatone filterbanks), and the size of square 
is the magnitude of spike. In order to extract the spikes from the original sound, 
matching pursuit algorithm [3] is used for producing a more efficient estimate of the 
time positions and coefficients. 

4.2   Interaural Time Difference 

As mentioned in the introduction, we used the ITD from the spike as a cue of binaural 
sound localization. In order to obtain the spike from each microphone signal, we per-
formed the Matching pursuit algorithm. In this algorithm, the signal can be decom-
posed into Eq. (3), where ( ), mx t φ< >  is inner product between the signal and the 

kernel and ( )R t  is the residual signal. More generally, we can express the equation 

as Eq. (4), where n is number of iteration with 0 ( ) ( )xR t x t=  at the start of the algo-

rithm. Essentially we can obtain the set of spikes referring to ( , )m m
i is m τ . 

( ) ( ), ( )m mx t x t R tφ φ=< > +  (3)

1( ) ( ), ( )n n n
x x m m xR t R t R tφ φ +=< > + (4)

arg max ( ),n
m x m

m

R tφ φ= < >  (5)

Then we calculated the time difference of two spike sets which is called S-ITD 
(Sparse coding based ITD). 

However, it is difficult to find a pair of spike sets from two channel microphone 
signal including time delay information. In order to find the pairs of spike, we adapted 
a modified matching pursuit algorithm after first channel was decomposed. In mod-
ified matching pursuit algorithm, the kernel m is selected by previous decomposed 

bank number of spike and we limited a time index range of m
iτ , 

m m m
i i is sND NDτ τ τ− < < + , where ND is a number of sample index maximally 

delayed and m
i sτ  is a position of previously decomposed spike in other channel. 

The time difference has errors that cause failure in the estimation of the direction 
of sound source. The errors can be removed easily using characteristic of spike. The 
first thing to solve the problem is mean-variance filter. The mean can be calculated by 
the summation of Gaussian, which has the S-ITD time positions as the mean. The 
second is bandpass filter. We use a spike of which the bank of center frequency is 
from 500Hz to 4,000Hz because it is frequency range of voice. The last filter is thre-
shold filter in the magnitude (coefficient) of the spike, i.e., the time difference that has 
smaller coefficient is filtered out. Using these three kinds of filters, we can remove 
undesirable spikes and get the precise S-ITD. 
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5   Classification by Self-organizing Map 

5.1   Sound Collection 

In our research, we fabricate a robot system that collects sound at -70 degrees to +70 
degrees with 5 degree resolution, and build up a database for the learning of SOM. 

5.2   Learning 

In order to estimate the direction of sound sources from the extracted features, we 
used the Self-Organizing Map (SOM) [4] which is a type of neural network. We can 
easily expand 3D sound localization and expect a good estimation performance since 
SOM uses a neighborhood function to preserve the topological properties of the input 
space. It also utilized competitive learning as training data so we can expect to im-
plement an on-line learning easily.  

We organized 1-dimensonal SOM at each frequency bin because S-ITD has a dif-
ferent characteristic in frequencies. The SOM had 58 neurons for the representation of 
azimuth angle and 3,000 iterations for the organizing map. The Fig.4 shows the re-
sults of learning neurons at some banks. In this figure, x-axis is index of trained neu-
rons and y-axis is their weight. It represents the characteristics of each S-ITD. The 
learning algorithm is demonstrated in steps. 

 
Step 1. Initialize weight vectors and neighborhood size.  

 
Step 2. Select a ‘winning node’. The winning node is selected by Euclidean distance 
between input and weight vector. This equation is like this, 

 

2
( ) arg min ( ( ) ( ) )ij

i
C t X t W t= −

 
Where,  C(t) is the winning node 
         W(t) is the weight vector of node i at time t. 
         X(t) is the input vector. 

 

(6) 

 
Step 3. Update the weights using equation (7) ~ (9) 
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Where ( , )i kφ is referred to as the neighborhood size,  

         α    is a learning rate, 

      
2( , )d i c− is the Euclidean distance form node i to the winning node c, 

                is the neighborhood size at time t. 
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6   Evaluation 

We evaluated the system performance at each 29 difference angles using recorded 
sound of voice. The recorded sentences consisted of “silbot come here” for training 
and “hello, silbot welcome” for evaluation of performance in the same time period 5 
second. The distance between the robot and a speaker is one meter and the SNR (Sig-
nal to Noise Ratio) is 12~15dB. Fig. 5 shows statistical graph of SD and RMSE at 
each angle. The red points represent the mean value and the green rectangles mean a 
standard deviation at each angle. The average of total standard deviation is 2.09 de-
gree and the average of total RMSE is 2.55 degree. The results show that using the S-
ITD feature by the sparse coding is possible to accurately estimate the azimuth angle 
for sources.  

 

Fig. 4. The results of learning at neurons of some banks  

 

Fig. 5. Statistical graph of 1m experiment  
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7   Conclusion 

In this paper, we have proposed a new binaural sound localization system with huma-
noid robot which is implemented in real-time environment based on the sparse coding 
and SOM.  

After making the spikes of each ear’s signals, calculating the S-ITD between the 
binaraul spikes, and applying three kinds of filtering of the S-ITD, we have got clean  
S-ITD data. Also, we could estimate azimuth angle of sound sources with high per-
formance by using learning method of SOM. Moreover, we implemented the whole 
system which can be guaranteed of the real-time operation. 

This is a new and innovative approach on sound source localization with both 
sparse coding and SOM. Our next plan is to implement a 3D sound source localiza-
tion using this characteristic of spike and to apply various environments using online 
learning of SOM. 
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Abstract. For the research on control method of leg exoskeleton for carrying 
payload, a leg exoskeleton prototype called ELEBOT (ECUST Leg Exoskeleton 
roBOT) has been built. To increase the load-carrying ability of exoskeleton, 
pseudo–anthropomorphic mechanical structure, a kind of efficient, low-flow 
pump-valve hybrid controlled hydraulic actuator, custom sensing shoes and other 
electrical components for control have been developed. A knee torque estimate 
algorithm based on GRF (ground reaction force) was applied to ELEBOT via a 
hydraulic direct force feedback PD controller. Experiments indicated ELEBOT 
could support itself and 30 kg additional payload with above control method 
when it was walking at a speed up to 3.2 km/h while following the operator’s 
maneuvers. These results indicate the control method discussed in this work is 
valid. 

Keywords: exoskeleton, hydraulic, servo, force feedback. 

1   Introduction 

An exoskeleton is a powered mechanical device that is “worn” by an operator and work 
in concert with the operator’s movements. Most researchers of exoskeleton focused on 
two main applications. One type of exoskeleton is developed for torque and work 
augmentation, and the other type is developed for load transfer [1]. 
The first type could improve walking and running metabolic economy or might be used 
to reduce joint pain or increase joint strength in paralyzed or weak joints. HAL (hybrid 
assistive leg) has been developed by Prof. Yoshikuyi and his research team [2]. HAL 
used EMG sensors and floor reaction force sensors to obtain the conditions of exo-
skeleton and the operator.  

The second type provides a “bypass” to transfer the load weight directly to the 
ground so that it could benefit the operator in load carrying by increasing load capacity, 
lessen the likelihood of leg or back injury, and improve metabolic locomotory econ-
omy. The most successful example of this kind is BLEEX (Berkeley lower extremity 
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exoskeleton) developed by Human Engineering Laboratory of UC Berkeley [3]. Users 
wearing BLEEX could support a 75 kg load while walking at 0.9 m/s.  

A leg exoskeleton prototype called ELEBOT has been developed for load-carrying 
augmentation. ELEBOT is simpler and more energy saving than full-actuated leg 
exoskeletons such as BLEEX since only one DOF is actuated: knee flexion/extension. 
An efficient, low-flow pump-valve hybrid controlled hydraulic actuator has been  
developed for farther reducing the energy consumption. Direct force feedback PD 
controller has also been used to reduce the impedance of hydraulic actuator. The ex-
periments indicated ELEBOT could efficiently assist operator in level-ground walking 
with 30 kg payload. The performance specification of ELEBOT is shown in Table 1. 

The design details of mechanical structure, hydraulic actuator, sensing and control 
system, as well as the experiment results of load-carrying walking will be discussed in 
following sections. 

2   Hardware of ELEBOT 

For the goal of load-carrying augmenting, mechanical structure of exoskeleton should 
be lightweight, highly elastic and easy to fit different operators, the actuator should be 
powerful, compliance and energy-saving, and the sensing and control system should be 
simple and reliable.  

Table 1. Performance Specification of ELEBOT 

Subject Performance Specification 
Total weight without batteries: 22 kg Weight 
Battery: two 4.5 kg batteries 

Power Li-ion Batteries 80-volt system 
Electronics Custom on-board MCU controller; Signal Conditioning Circuit 

Standard hydraulic fluid 
Efficient low-flow, pump-valve hybrid controlled hydraulic actuator 

Hydraulics 

Normal operation at 100 bar, peak operation up to 140bar 
Operator height Between 1.60 m and 1.90 m 
Payload up to 30 kg 

3.2 km/h with 30 kg payload Max speed 
4.5 km/h without payload 

2.1   Mechanical Structure 

The mechanical structure of ELEBOT is pseudo-anthropomorphic, which means the 
leg is kinematically similar to a human’s, but does not include all of the degrees of 
freedom of human legs, and ELEBOT is easier to fit various operators. 

Pseudo-anthropomorphic lower extremity of ELEBOT has seven distinct degrees of 
freedom per leg: 3 degrees at the hip, 1 degree at the knee (pure rotation in the sagittal 
plane) and 3 degrees at the ankle. The human hip is a ball and socket joint with three 
degrees of freedom [4]. Though knee is a complex joint, a pure rotary in the sagittal is  
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Li-ion battery 

Back-frame 

Anti-torque mechanism

Fuel tank 

Motor and pump 

Hydraulic actuator 

Sensing shoe 

 

Fig. 1. The mechanical structure of ELEBOT with hydraulic actuators and batteries 

 
chosen for simplicity and robustness. The ankle joint has three degrees of freedom just 
like the human’s ankle. The joint ranges of motion are determined by examining human 
joint ranges of motion so that its kinematics is close to human’s. All unactuated joints 
are spring-loaded and the lengths of thigh and shank are both adjustable to fit operators 
between 1.60 m and 1.90 m. The only actuated joint of ELEBOT is knee joint, since a 
study has indicated that torque increasing at knee is much higher than that at ankle and 
hip when a human is walking with a payload [5]. The knee joint also constitutes a key 
factor for stability and for ensuring a smooth and natural movement [6]. 

The back-frame is used to mount hydraulic components, control system and pay-
load. It is also one of rigid connections at the extremities of leg (another connection is 
foot). In order to reduce the effect of torque due to the exoskeleton and payload applied 
to operator, all components and payloads are mounted close to the back of operator.  

An anti-torque mechanism is also designed at hips for further improving. This 
mechanism is a rotating guide-bar mechanism which is made up of belt, thigh and a gas 
spring. With a constraint on thigh, anti-torque mechanism is functional only when the 
relevant leg is in stance phase. 

2.2   Hydraulic Actuator 

Hydraulic actuators have higher specific power than EM motors, thus they are one kind 
of ideal actuator of exoskeleton, particularly for load-carrying augmentation. An effi-
cient, low-flow pump-valve combined hydraulic actuator is designed for ELEBOT, 
which mainly consists of a permanent magnet torque motor directly driving a small 
displacement internal gear pump, a high-speed On-Off valve and a bidirectional linear 
hydraulic cylinder. 

Traditional valve-controlled electro-hydraulic servo system has some drawbacks, 
such as complex structure, high energy consumption, large heat emission, high preci-
sion requirement of oil filtrating and big pressure losing, particularly heavy weight and  
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expensive. Compared with aforesaid system, the pump-controlled electro-hydraulic 
servo system has property of compact structure, better reliability, and higher mechanic 
efficiency, particularly the good performance of saving energy [7]. However, the  
dynamic response of pure pump-controlled system is lower than valve-controlled  
system. For this reason, an unexpressive high-speed On-Off valve is used to improve 
the performance of hydraulic actuator and to avoid additional complexity for motor 
reverse. 

Our previous work [8] indicates that the performance of exoskeleton system will be 
better when exoskeleton has low-impedance. Hydraulic actuator has high impedance 
that is not suitable to a man-machine system like exoskeleton. A direct force feedback 
controller is used to reduce the impedance of hydraulic actuator. This means any con-
tact forces due to the position difference between exoskeleton and operator will be 
minimized [9]. An accumulator is used to stabilize the pressure of pump output when 
the pump is working and to save the hydraulic power when the high-speed On-Off 
valve is active. 

Control problems such as dead band and friction can be reduced significantly in the 
pulse-width modulation (PWM) control manner. The schematic diagram of a hydraulic 
force servo system is showed in Fig. 2. 

A/D 
Force Sensor 

PWM1 

M 
PWM2 

Accumulator  
MCU 

 

Fig. 2. The diagram of hydraulic actuator 

2.3   Sensing and Control System 

Two kinds of sensor interfaces are used in ELEBOT: sensor shoes and force sensor 
located at the end of the hydraulic piston rod. 

In order to detect the important parameters and features of gait, three force sensors 
(spoke type pressure transducer) are installed in the sole of each sensing shoe (shown in 
Fig. 3). Sensor A is close to the toe, sensor B is located at the heel and sensor C is under 
the extremity of the exoskeleton leg. With the contacting signal of each shoe provided 
from sensor A and B, the controller chooses the correct control model to be applied. 
Sensor A and B also provide the GRF acts on operator. Lastly, Sensor C can measure 
actual load transfer to the ground via the exoskeleton. 
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Fig. 3. The sensing shoe of ELEBOT. A, B and C are the force sensor in the shoe. 
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Fig. 4. The hardware structure of sensing and control system 

The force sensor located at the end of the hydraulic piston rod can acquire the actual 
output of actuator only when actuator is static since the additional torque τc that op-
erator act on exoskeleton will also be acquired while the exoskeleton is moving. Further 
process is necessary to extract useful force signal information by using an effective 
algorithm. 

The signal preamplifier circuit is the critical link of signal extraction, which is to 
amplify weak signals of sensors (mV) and to filter noises. Since the output signal of 
sensors is weak and includes large common mode voltage, it is sensitive to the external 
disturbance and suffers from null shift, noise and instability. Chopper-stabilized am-
plifier is used in the signal preamplifier circuit design and zeroing circuit ensures the 
output signal of signal preamplifier circuit is normalized. 

The controller of ELEBOT is developed based on a MCU, and the control system of 
exoskeleton is real-time, robust, high-precision and parameter-adjustable. 

For the moment, ELEBOT is powered by two common heavy Li-ion batteries. The 
weight of each battery is about 4.5 kg. Selection for a new lighter and efficient power 
source is underway. A customized power circuit is used to provide the electrical ap-
paratus of exoskeleton with difference voltages. 
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Fig. 5. The signal flow and command flow of ELEBOT 

3   Control of ELEBOT 

The purpose of control system is to guarantee the exoskeleton can mimic operator’s 
gait and transfer the payload to the ground synchronously [10]. As a device operates in 
parallel with the human legs, the exoskeleton should provide appropriate torque and 
transfer the payload to the ground. We think the gait of operator is the most basic 
command for exoskeleton to detect the operator’s intent. Furthermore, since the GRF is 
the only external force acting on a walking person except the gravity, which means 
GRF is exclusively responsible for accelerating the center of mass of human during 
locomotion [11]. A simple algorithm based on GRF is used to control exoskeleton via 
controlling GRF. In brief, the control of ELEBOT consists of three parts: gait identi-
fication, knee torque estimation based on GRF and force feedback control. 

3.1   Gait Identification  

A gait cycle is defined as initiating with the heel strike of one foot and ending at the 
next heel strike of the same side. According to the state of GRF, the gait cycle may be 
subdivided into two phases: stance phase and swing phase. The gait information can 
be detected by sensing shoes, as well as GRF acts on operator. During stance phase, 
the weight of the exoskeleton including payload is transferred entirely to the ground 
through the stance leg. Since the swing leg is barely loaded, the knee joint is not con-
trolled for energy-saving and simpleness of control. The swing leg can move with the 
operator naturally. 

3.2   Knee Torque Estimate Algorithm Based on GRF 

In order to keep the acceleration of exoskeleton with that of operator, the proportion 
between GRF acts on exoskeleton and on operator should be closed to the proportion 
between the mass of exoskeleton and that of operator. 
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If factor λ is a desired carrying capacity of exoskeleton, it means that,  

λ=me/(mh+me). (1)

Where me is the mass of exoskeleton, mh is the mass of operator and α is the accelera-
tion of human. Then the desired GRF acts on exoskeleton, Fd, can be estimated as: 

Fd=λ (Fe+Fh). (2)

Where Fe is GRF acts on exoskeleton, it can be measured by sensor C in sensing shoe. 
Fh is GRF acts on operator, which can be measure by sensor A and B. 

And the desired knee torque τd also can be estimated as: 

τd =R× Fd. (3)

If we assume that Fd is pointed to the hip joint, than R is a function of the knee angle θ , 
the length of thigh R1 and the length of shank R2.  
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3.3   Force Feedback Controller 

A direct force feedback controller is implemented to control the hydraulic actuator 
servo to the desire force, Fd, which is calculated by knee torque algorithm. It is also 
benefit to eliminate any contact forces due to the position difference between exo-
skeleton and operator for reducing the impedance of hydraulic actuator. A PD con-
troller is used for this force servo control. 
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Where e(t) is the error between Fd and actual force feedback by force sensor. u(t) is 
output width of PWM, Kp is the proportionality coefficient, Kd is the derivative coef-
ficient. If e(t)>0, controller will increase speed of motor so that the pressure of hy-
draulic actuator will be increased. If e(t)<0, controller will activate the high-speed 
On-Off valve to decrease the pressure of hydraulic actuator. To avoid vibration of 
control, the output signals are clipped when | e(t) | is out of the rang between the pre-
scribed thresholds E1 and E2. 

4   Experiment and Discussing 

To validate the hardware and control method of ELEBOT discussed above, three ex-
periments were conducted: load-carrying standing experiment, load-carrying walking 
experiment and up & down stairs experiment.  
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4.1   Load-Carrying Standing Experiment 

A load-carrying standing experiment was conducted with 30 kg payload. The foot 
pressures of operator and exoskeleton have been recorded respectively when exo-
skeleton was controlled and when exoskeleton was uncontrolled.  

Fig. 6 shows a comparison between two groups of sensing records. When exo-
skeleton was uncontrolled, the foot pressure of operator is 200N higher than that when 
exoskeleton was controlled. This means about 200N load is supported by ELEBOT 
with above-mentioned hardware and control method.  
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Fig. 6. The comparison of the foot pressure of operator and exoskeleton during stance phase 
when exoskeleton was uncontrolled (above) and when it was controller 

(a) (b)  

Fig. 7. The photos of ELEBOT in experiments. (a) ELEBOT supported 30 kg payload when the 
operator was standing. (b) ELEBOT went up stairs with 30 kg payload following the operator. 
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4.2   Up and Down Stairs Experiment 

ELEBOT also could follow the operator’s action to go up and down stairs (Fig. 7 (b) 
shows). This means the directly force feedback control is effective to the compliance of 
actuated knee joint. 

4.3   Load-Carrying Walking Experiment 

In this experiment, the operator walked with ELEBOT on a treadmill at a speed about 
3.2 km/h, while the step length was about 0.45 m. 

Fig. 8 shows the GRFs acquired from sensing shoe during this walking experiment. 
The blue long-dashed line is the forces on the heel of operator, the green short-dashed 
line is the forces on the toe of operator, the black solid line is the GRFs of operator and 
the red solid line is the GRFs of exoskeleton. This result indicated that about 300N 
payload was transferred to the ground via exoskeleton when ELEBOT was walking on 
level-ground with 30 kg payload under aforesaid control algorithm. 
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Fig. 8. The GRF reading from sensing shoe during the walking experiment with 30 kg payload. 
The operator was walking with ELEBOT at speed about 3.2 km/h, and 0.45 m step length. 

5   Conclusion 

While there is still significant work remaining, a leg exoskeletal prototype called 
ELEBOT has been developed. Entire system is mostly made up of pseudo 
–anthropomorphic mechanical structure, a kind of efficient, low-flow pump-valve 
hybrid controlled hydraulic actuator, a group of sensors and controller based on 
MCU. A knee torque estimate algorithm based on GRF is also discussed. Experiment 
indicted ELEBOT could walk while carrying its own weight and producing its own 
power. Walking experiment showed ELEBOT could support about 30 kg additional 
payload, walk at speeds up to 3.2 km/h, and follow the operator’s maneuvers. The 
experiment results also indicated that application of force feedback PD controller to 
the knee joint control of exoskeleton is viable. 

Further research will investigate following aspects: researching on flexible joint 
control algorithm and balance control method in heavy load condition. 



 Design and Control of a Hydraulic-Actuated Leg Exoskeleton 599 

 

Acknowledgements. This work was supported by the National Natural Science 
Foundation of China (Grant No.50775072). 

References 

1. Herr, H.: Exoskeletons and orthoses: classification, design challenges and future directions. 
Journal of Neuroengineering and Rehabilitation 6, 21 (2009) 

2. Kawamoto, H., Sankai, Y.: Power assist system HAL-3 for gait disorder person. In: Com-
puters Helping Person with Special Needs, pp. 19–29. Springer, Heidelberg (2002) 

3. Kazerooni, H., Steger, R.: The Berkeley lower extremity exoskeleton. Transactions of the 
ASME, Journal of Dynamic Systems, Measurements, and Control 128, 14–25 (2006) 

4. Rose, J., Gamble, J.G.: Human Walking, 2nd edn. Williams & Wilkins, Baltimore (2004) 
5. Harman, E., Han, K., Frykman, P., Pandorf, C.: The Effects of Backpack Weight on the 

Biomechanics of Load Carriage. Technical Report, Natick, Massachusetts, pp. T100–T117 
(2000) 

6. Mohammed, S., Amirat, Y.: Towards Intelligent Lower Limb Wearable Robots: Challenges 
and Perspectives – State of the Art. In: IEEE International Conference on Robotics and 
Biomimetics, pp. 312–317. IEEE Press, Bangkok (2009) 

7. Zhen, J., Zhao, S., Wei, S.: Adaptively Fuzzy Iterative Learning Control for SRM Di-
rect-drive Volume Control Servo Hydraulic Press. Journal of Central South University of 
Technology 17(2), 316–322 (2010) 

8. Cao, H., Ling, Z., Zhu, J., Wang, Y., Wang, W.: Design frame of a leg exoskeleton for 
load-carrying augmentation. In: IEEE International Conference on Robotics and Biomi-
metics, Guilin, China, pp. 426–431 (2009) 

9. Hurst, J.W., Rizzi, A.A.: Series Compliance for an Efficient Running Gait. IEEE Robotics & 
Automation Magazine 3, 42–51 (2008) 

10. Kazerooni, H., Huang, L., Steger, R.: On the Control of the Berkeley Lower Extremity 
Exoskeleton (BLEEX). In: IEEE International Conference on Robotics and Automation, 
Barcelona, Spain, pp. 3469–3476 (2005) 

11. Veneman, J.F., Ekkelenkamp, R., Kryudhof, R., Van der Helm, F.C.T., van der Kooij, H.: 
Design of a Series Elastic- and Bowdencable-based actuation system for use as 
torque-actuator in exoskeleton-type training. In: 9th IEEE International Conference on 
Rehabilitation Robotics, Chicago, Illinois, pp. 496–499 (2005) 



 

H. Liu et al. (Eds.): ICIRA 2010, Part I, LNAI 6424, pp. 600–608, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Globally Optimal and Region Scalable CV Model on 
Automatic Target Segmentation 

Huijie Fan1,2, Wei Dong1, and Yandong Tang1 

1 State Key Laboratory of Robotics, Shenyang Institute of Automation,  
Chinese Academy of Science, Shenyang 110016, China 

2 Graduate University of the Chinese Academy of Science, Beijing 100049, China 
{fanhuijie,ytang}@sia.cn 

Abstract. This paper proposes a new Globally Optimal and Region Scalable 
Chan-Vese model (GRCV model), which combines the advantages of both local 
and global intensity information. Intensity information in local regions is em-
phasized by adding a kernel function in the data fitting term, which thereby en-
ables the proposed model to extract the fine structure in local region. The global 
information is also considered by adding one data fitting term in Piecewise 
Constant (PC) model to guarantee that proposed model can successfully seg-
ment complete target regions from intensity inhomogeneous images. We give 
the selection rules of combining the different terms under different target and 
background intensities: when the target is intensity inhomogeneous while the 
background is homogeneous, we choose the data fitting term which effects on 
the outside region of the evolution contour; conversely, we choose the other 
term. Experiments have been done on different images to compare the effec-
tiveness of our methods with that of the classical PC model, Li’s Local Binary 
Fitting (LBF) model, and Wang’s Local and Global Intensity Fitting (LGIF) 
model. Comparison results show that our model obtains more satisfactory seg-
mentation results. Moreover, it is robust to the curve initialization and noise in 
images. 

Keywords: Image Segmentation; Level Set Method; Active Contour; Intensity 
Inhomogeneous; Globally Optimal and Region Scalable CV Model. 

1   Introduction 

Image segmentation in image process can be formulated as an energy minimization 
problem and the active contour technique [1-5] provides a convenient framework to 
solve this problem iteratively. The existing active contour models can be classified as 
edge-based models [1, 2] and region-based models [3-5]. Edge-based models use a 
forcing function, computed by applying a differential operator over local edge infor-
mation, to attract the evolving contour toward the object boundaries. Therefore, these 
kinds of model are sensitive to image noise and must be used in combination with 
image smoothing.  

Chan and Vese proposed a Piecewise Constant (PC) model [4], which is a region-
based active contour model without using the explicit edge detector. The PC model 
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assumes that the given image is consists of two regions, the objects to be detected and 
the background, and image intensities of two regions are statistically homogeneous 
(roughly a constant). By incorporating region-based information into their energy 
functional as an additional constraint, this model has large convergence range and 
flexible initialization. Compared with edge-based models, region-based active contour 
models have better performance in the presence of weak boundaries, stronger anti-
noise performance, and weaker dependence on the initial curve. But most of them rely 
on intensity homogeneous inside each region. 

Recently, Li et al. proposed a Local Binary Fitting (LBF) model [6, 7] by adding a 
kernel function in the data fitting term to overcome intensity inhomogeneous. This 
model draws upon accurate local intensity information, which enables it to deal with 
the segmentation problem in intensity inhomogeneous images. It can also detect the 
weak boundaries of much concave objects in images. However, this model focuses 
too much on local information, so it is sensitive to the position of initial curve, which 
causes the wrong segmentation results (shown in Fig. 3(d)) in some conditions. Wang 
et al. [8, 9] proposed an improved Local and Global Intensity Fitting (LGIF) model 
for brain MR image segmentation, which combines the data fitting term of the PC 
model with the LBF model. It collects the advantages of both local and global inten-
sity information and works well on medical images. But when the boundaries of the 
targets are very weak, the segmentation results are incomplete (shown in Fig. 2(e) and 
Fig. 3(e)). 

We found that the segmentation results are more reasonable when only one data 
fitting term is added in the LBF model under some conditions. We propose a Globally 
Optimal and Region scalable CV model (GRCV model) in which both local informa-
tion and global information of the image are concerned by adding one data fitting 
term of the PC model into the energy functional of the LBF model. We give the rules 
to combine different terms under different intensity distribution: When the target is 
intensity inhomogeneous while the background is homogeneous, the data fitting term 
effecting on the outside region of the evolution contour should be chosen; conversely, 
the one effecting on inside region should be chosen. Some experiments on our method 
have been done on the synthetic and the real images and the experimental results are 
compared with those of the PC model, the LBF model and the LGIF model. The com-
parison shows that our method is more satisfactory than the others in extracting the 
boundaries. 

The rest of this paper is organized as follows. Section 2 first presents the well-
known region-based PC model [4] and the region-scalable LBF model [6] proposed 
by Chunming Li et al, followed our model combining one data fitting term in the PC 
model with the LBF model. The implementation and the comparison results are dis-
cussed in Section 3. The conclusion can be found in Section 4. 

2   Depiction of the Models 

2.1   Piecewise Constant Model   

Tony Chan and Luminita Vese proposed a region-based PC model [4] to detect ob-
jects in an image, which is based on piecewise approximation of the well-known 
Mumford-Shah functional [10]. Instead of using edge detector for stopping the curve 
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evolution, the PC model uses region information (e.g. the intensity of image) and tries 
to minimize the energy functional of intensity variances within the target region and 
the background region. Therefore this model has stronger anti-noise performance and 
weaker dependence on the initial curve. The PC model has a level set formulation, 
which increases the dimensionality of the function to a higher one, but has an advan-
tage of handling topological changes of the closed curves. Interior contours can be 
automatically detected using level set formulation. 

Let Ω be a bounded open subset of R2 and C be an evolving curve denoting the 
boundary of the open subset ω of Ω (i.e. C=∂ω). Let I: Ω → R be a given image. In 
the level set method, the curve C is represented implicitly by the zero level set of a 
Lipschitz function φ : Ω→ℜ (called level set function) [11]: 
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where (x, y) denotes the image coordinate. Assume that the image I consists of two 
regions which are approximatively piecewise constant intensities and the object to be 
detected is one of the two regions. The final zero level set {(x, y) | φ(x, y) = 0} corre-
sponding to the flame front boundary. The “fitting energy” functional E of CV model 
is defined as follows: 
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where λ1, λ2, and υ are non-negative weighting parameters, and H(φ) is the Heaviside 
function of φ. c1 and c2, update with the evolution of the level set function φ, are the 
mean intensities of the region I+ and I- which are respectively the region inside and 
outside of the evolution contour. The first two items of E are called data fitting term, 
which measures the intensity variances of I+ and I-. The last term is called the regu-
larization term, which regularizes the curve length and smoothes the curve according 
to local curvature information. Segmentation is achieved by minimizing the energy 
functional in (2). 

2.2   Globally Optimal and Region Scalable CV Model 

In [6], Chunming Li et al. proposed a region based active contour model using inten-
sity information in local regions. The key idea is to add a kernel function with a scale 
parameter into the data fitting term, which allows the use of intensity information in 
regions at a controllable scale. For a given point x in image, the local intensity fitting 
energy is defined as follows: 

     ( )2

2
2

1 2
1

e ( , , ) ( ) ( ) ( ) ( )Fit
i i iL

i

f f K I f M dyσφ λ φ
= Ω

= − −∑ ∫x x y y x y             (3) 



 Globally Optimal and Region Scalable CV Model on Automatic Target Segmentation 603 

 

where f1(x) and f1(x) are two values that approximate image intensity in I+ and I+ re-
spectively. M1(φ) = H(φ) and M2(φ) = 1-H(φ). The intensities I(y) are a local region 
centered at the point x, whose size is controlled by the kernel function Kσ with a scale 
parameter σ >0:  
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The following energy functional is defined to obtain the entire object boundary: 
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where the second term is length regularization term which keeps the curve smooth, 
and the last term is called level set regularization term which characterizes the devia-
tion of the level set function form a signed distance function. 

 

         
            (a) The initial image           (b) The force of PC model     (c) The force of LBF model 

            
                              (d) The force of LGIF model         (e) The force of our model 

Fig. 1. forces comparisons of LBF model and classical PC model 

We show the forces comparisons of the classical PC model, the LBF model, the 
LGIF model, and the GRCV model on the curve evolution in Fig. 1. The blue con-
tours in Fig. 1 represent the initial curve, the red contours are the current curve after 
ten iterations, and the blue arrows represent the force vectors. Fig. 1(b)~(d) respec-
tively show the force of the PC model, the LBF model, and the LGIF model. We can 
see that the PC model can hold the whole movement of the evolution curve, even at 
the places far away from object boundaries, so it can handle the curve moves quickly 
to the targets boundaries but can not get the detailed edges; The force of the LBF 
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model is of great value at the place near object boundaries, so the model can attract 
the contour towards object boundaries and detect the precise object boundaries, but it 
is sensitive to initial curve because the force is weak at the place far away from the 
evolution curve. Moreover, the LBF model is easy to become stuck in local minima. 
The forces of the PC model and LBF model cooperate the force of the LGIF model, 
which exists in the global region, will lead to incomplete segmentation when the tar-
gets have very weak boundaries. 

Our model has the advantages of PC model and LBF model, and is different from 
LGIF model [8] which combines both two data fitting term in the PC model. Only one 
global term in Formula (2) is added. The energy functional of the GRCV model is 
defined: 
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where the nonnegative parameter ki has the same meaning as λi in (2). Parameterizing 
the gradient descent direction by an artificial time t≥0, the Euler-Lagrange equation 
can be derived by minimizing the energy functional E with respect to φ: 
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where ( )1M ε φ = Hε (φ) and ( )2M ε φ  = 1-Hε (φ). Hε(φ) and δε(φ) are especially the 

smooth approximation of Heaviside function and Dirac function given in (9). e1 and e2 
are the functions: 
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When the image contains the intensity inhomogeneous targets and the homogeneous 
background, the second data fitting term in PC model should be chosen in order that 
the energy functional corresponding to the region outside of the contour is minimal; 
conversely, the first data fitting term should be chosen. Fig. 1(e) shows the force of 
our model using the second data fitting term. The force outside of the contour will 
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pull the evolution curve close to the boundary and finally get the entire target region. 
The segmentation results are more satisfying than those of the LGIF model in the 
experiments. 

3   The Experiment Results 

The proposed method has been tested on synthetic and real images from different 
modalities. We compare our model with the PC model [4], Li’s LBF model [6] and 
Wang’s LGIF model [8]. The parameters are fixed in all experiments: λ1 =λ2 = k1 = k1 
=0.03, υ=60, μ=1 and σ=4. 

We choose the high speed Planar Laser Induced Fluorescence (PLIF) images [12, 
13] in the experiments. Statistical characteristics of flame surface shapes and flame 
front curvatures provide important information for understanding turbulence and 
chemistry interaction phenomena such as burning rate of the mixture, flame stabiliza-
tion and the production of pollutant. The boundary detection of flame front, the main 
information source we can acquire, becomes an essential step. The intensities of the 
flame burning region is extremely inhomogeneous, and the long thin cracks appeared 
in flame surface have very weak boundaries (Fig. 2(a) and Fig. 3(a) show the gradient 
maps). So it is difficult to segment the crack regions precisely and extract the flame 
surface completely from the PLIF images.  

The background is single and the flame surface to be segmented is intensity inho-
mogeneous, so we combine the second data fitting term of the PC model correspond-
ing to the background region with the LBF model (i.e. i=2 in (6)) , it will generate an 
external force to pull the evolution contour close to the flame front boundary. Ex-
periments have been done on both raw and de-noising PLIF images.  

 

   
           (a) The gradient map                (b) The initial curve            (c) The result of PC model 

   
     (d) The result of LBF model    (e) The result of LGIF model    (f)The result of our model 

Fig. 2. The Flame front detection results on a de-noising PLIF image 
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Fig. 2 gives the experiment results on a de-noising PLIF image disposed by the 
non-linear diffusion filtering [14, 15] whose gradients of flame front in the top and the 
bottom are very weak, as shown in Fig. 2(a) and Fig. 2(b) shows the de-noising image 
after non-linear diffusion filtering and the elliptical initial curve. We can see that part 
of the crack boundary is very weak. Fig. 2(c)~(f) are the results of the classical PC 
model, LBF model, and LGIF model. The PC model segments the whole flame sur-
face but does not detect the crack boundary. The LBF model successfully extracts the 
crack boundary, but it misses parts of flame surface because it focuses too much on 
local information. The LGIF model cannot detect the entire flame surface either. Our 
algorithm can detect both the crack boundary and the complete flame surface. 

 

   
           (a) The gradient map                (b) The initial curve            (c) The result of PC model    

   
      (d) The result of LBF model  (e) The result of LGIF model   (f) The result of our model 

Fig. 3. Flame front detection results on raw PLIF images 

Fig. 3 shows the experiment results on a raw PLIF image. The intensity distribu-
tion of the flame surface is inhomogeneous: several brighter areas are scattered in 
image. To testify the insensitivity of our method to different initial curves, a red rec-
tangle initial curve is used in Fig. 3(b), which is different from that in Fig. 2(b). The 
results of the methods are shown in Fig. 3(c)~(f): the PC model detects the entire 
flame surface but fails to extract the edge of crack region; the LBF model has the 
problem of over-segmentation, and it is easy to be stuck in local minima. Our model 
achieves the better result than that of LGIF model because the external force, gener-
ated by the global term acting on outside contour, pulls the contour close to the real 
boundary. The experiment also demonstrates that our algorithm is robust to image 
noise.  

Another experiment is done on a synthetic image, in which the big circle is target 
and the small objects around the circle belong to the inhomogeneous background, as 
is shown in Fig. 4. We combine the first data fitting term in the PC model with the 
LBF model (i.e. i=1 in (6) and (7)).because the first data fitting term is corresponding 
to the target region, and it will generate an internal force to push the evolution contour  
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Fig. 4. Object detection with different initial curves. The first two rows are the curve evolution 
processes of our model and the last row show that of LGIF model; the curve evolution process 
is shown from the initial contour (in the first column) to the final contour (in the fourth  
column).  

to the target boundary. The first two rows are the curve evolution processes of our 
model. Given the two different initial states, the target is successfully segmented by 
our method. The last row is the curve evolution process of the LGIF model. The LGIF 
model fails in getting rid of two surrounding objects in the background. 

4   Conclusion 

In this paper, we propose a Globally Optimal and Region Scalable Chan-Vese model 
(GRCV model), which considers both local and global intensity information. The 
proposed model draws up intensity information in local regions at a controllable 
scale; therefore it is able to extract the fine structure in local region, such as cracks 
which are long thin areas with quite weak boundaries in PLIF images. The global 
information is also considered in energy functional of GRCV model, so our algorithm 
can successfully segment the complete target region from intensity inhomogeneous 
images. We compare our model with the classical PC model, Li’s LBF model, and 
Wang’s LGIF model on different intensity inhomogeneous images. The experimental 
results show that our model which takes into accounts both global and local features 
of images can obtain more satisfactory segmentation results. Moreover, it is robust to 
the curve initialization and noise in images. 
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Abstract. In this paper, we propose a novel and efficient image registration 
algorithm between high resolution satellite images and UAV down-looking ae-
rial images. The algorithm is achieved by a composite deformable template 
matching. To overcome the limitations of environment changes and different 
sensors, and to remain image information, we fuse the image edge and entropy 
features as image representation. According to the altitude information of the 
UAV, we can get the scales of the down-looking aerial images relative to the 
satellite images. In the following, we perform an effective search strategy in the 
satellite images to find the best matching position. Different experimental re-
sults show that the proposed algorithm is effective and robust. 

Keywords: image registration, deformable template match; entropy image;  
image edge. 

1   Introduction 

Image registration has found applications in numerous real life applications such as 
remote sensing, medical image analysis, computer vision and pattern recognition [1]. 
Given two, or more images to be registered, image registration estimates the parame-
ters of the geometric transformation model that maps a given image to the reference 
one. Geo-registration is a very useful technique, which can be widely used in UAV 
(Unmannered Aerial Vehicle) to navigate, or to geo-locating a target, or even to refine 
a map [2]. 

Feature-based registration methods have made great progress in dealing with aerial 
images [3,4,5] and aerial image sequences [6,2]in recent years. Tuo et al. [3] perform 
registration after modifying the images to fit a specified brightness histogram. The 
features are then detected and aligned. Yasein and Agathoklis [4] solve only for a 
similarity transformation, but use an iterative optimization where the points are 
weighted according to the current residual. Xiong and Quek [5] perform registration 
up to similarity transformations without explicitly finding correspondences. After 
detecting features in both images, an orientation is computed for each feature and all 
possible correspondences are mapped into a histogram according to the orientation 
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differences. The peak in the histogram is chosen as the rotation between the images. 
Scale is determined through the use of angle histograms computed with multiple im-
age patch sizes and selecting the highest peak from the histogram. Niranjan et al. [6] 
build upon the work of Xiong and Quek in order to register images in an image se-
quence up to a homography. Lin et al. [2] concentrate on registering consecutive 
aerial images from an image sequence. They use a reference image (such as a map 
image) in order to eliminate errors that accumulate from local methods. Their two-
step process first performs registration between images and then uses this as an initial 
estimate for the registration with the reference image. 

Various works have been presented for the UAV pose estimation using a camera. 
A localization method matching digital elevation maps with aerial images has been 
suggested [7], and relative and absolute UAV localization methods by matching be-
tween satellite images and down-looking aerial images have been studied [8]. Cabal-
lero estimates a relative position of the UAV by calculating hymnographies among 
down-looking aerial scenes with the assumption that the ground is a plane[9][10]. Kil-
Ho Son develops an UAV global pose estimation algorithm by matching the forward-
looking aerial images with the satellite images [11].  

The paper is organized as follows. In Section 2, we introduce the background of  
the proposed image registration algorithm. Then we describe the novel deformable 
template matching method in Section 3. The experimental results are presented in 
Section 4, which is followed by some conclusions in Section 5. 

2   Background 

Access to high resolution images for many areas of the world does not represent a 
problem any longer. So, it is feasible that we regard the high resolution satellite images 
provided by the up to date Google Earth software as the geo-referenced image. Beside, 
the UAV is equipped with down-looking vision systems and the laser altimeter. The 
viewpoint of the vision system is similar to that of the satellite, so we assume that the 
motion between satellite images and down-looking aerial images agrees to affine trans-
formation model in Equation 1. This is convenient to the following matching. 

              
11 12 1
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s u u

s u u

x x xa a t
A T
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⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤
= + = +⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦ ⎣ ⎦
                      (1) 

Where ( , )s sx y , ( , )u ux y are the coordinates in satellite image and down-looking 

aerial image respectively, A is the deformation matrix, T is the translation vector. 
The laser altimeter can give the UAV altitude relative to the ground. The altitude 

can give a cue to calculate the scales of the down-looking aerial images relative to the 
satellite images. This is very important information for us. Scaling is performed con-
verting the aerial image to the resolution of the reference image. The scale factor s is 
calculated using Equation 2 and it is different in x and y direction of the image plane 

since the aerial images used do not have squared pixels. 
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H is the altitude of the UAV relative to the ground given by the laser altimeter. resI is 

the resolution of the reference image provided by the Google Earth.  
In the following, we perform a novel deformable image matching between geo-

refernced image and down-looking aerial image to find the UAV position, and give 
the values of affine parameters. 

3   Novel Deformable Template Matching 

The geo-referenced and the video camera image are generally taken at different time. 
It can be months or years, the illumination conditions will differ. Therefore, it is nec-
essary to choose the features which are robust to the illumination changes. A Sobel 
edge detector is applied to both the geo-referenced image and the image taken from 
the on-board video camera. The choice of using edge features derives from the fact 
that the edges are quite robust to environmental illumination changes. 

Another important factor to be considered is the altitude of the UAV from the 
ground. The higher the UAV flies, the more structure from the environment can be 
captured. It means that image registration is more reliable at higher altitude. Consider-
ing that small details change quite fast (e.g. car moving on the road) while large struc-
tures tend to be more static (e.g. roads, buildings...), flying at higher altitude makes the 
registration more robust to small dynamic changes in the environment. Besides, the 
geo-referenced and the aerial image are captured with different sensors. We must find 
the features which are insensitive to many issues in multi-sensor matching while re-
taining much image information. The entropy image is the best selection, which is 
proved by Clark F. Olson in [12]. The entropy image is also invariant to the illumina-
tion changes, which is a strong support to the edge feature. But the obtained entropy 
image is influenced by the window size. The edge feature can overcome this drawback. 

In this paper, we fuse the edge and entropy of the template as its representatives, 
the both features are complementary, which are robust to environment changes, dif-
ferent sensors and retain image information. We aim to maximize the normalized 
correlation between high resolution satellite images and down-looking aerial images 
to find the best matching position. In our proposed algorithm, there are two terms in 
the deformable template matching function, as shown in Equation 3. The flowchart is 
shown in Fig. 1. 

                ( ) / 2total edge entropyNCC NCC NCC= +                                    (3) 

In general, the deformable template matching involves rotating and rescaling the 
aerial image according to the pose parameters. The scale parameter can be estimated 
in Section 2. We can obtain the rotation parameter with the best matching position by 
searching in the geo-referenced image.  
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Template image T Template image TReference image

Edge image Te Edge image Re Entropy image Rn

Search: NCC(total)= (NCC(edge)+ NCC(entropy))/2

NCC(edge) NCC(entropy)

The best matching position

Entropy image Tn 

 

Fig. 1. The flow chart of our proposed deformable template matching algorithm  

3.1   The Edge Operation  

After the color aerial images are converted to the gray images, a median filter is ap-
plied to remove small details which are visible in the aerial image but not visible in 
the reference one. It is also capable of preserving the edges sharp when removes the 
details. After filtering, the Sobel edge detector is applied. Then scaling is performed 
converting the aerial image to the resolution of the reference image. The calculation 
of the scale parameters refers to the method in Section 2. According to the reference 
image, it is converted into gray images, and the Sobel edge detector is applied. The 
aerial and reference edge images are saved for the following deformable template 
matching. 

3.2   The Entropy Image  

For a discrete random variable A , with the marginal probability distribution ( )p A , 

the entropy is defined as 

                     ( ) ( ) log ( )
A

H A p A p A= −∑                                           (4) 

Note that 0 log 0× is taken to be zero, since  

                              
0

lim log 0
x

x x
→

=                                                   (5) 

We apply an entropy transformation to both the aerial image and reference image as 
follows. For each image location ( , )x y , we examine the intensity values in an image 

window centered ( , )x y with the size k k× . The intensities are histogrammed and the 

entropy for the window is computed according to the Equation (4). In practice, it is 
useful to smooth the histogram prior to using the Equation (4). For efficiency, we use 
a histogram with 128 bins and smooth the histogram using a Gaussian window. 
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   (a)                            (b)                         (c)                          (d)                         (e) 

Fig. 2. Entropy images at different scales. (a) The original image (b)By 5*5window (c)By 
7*7window (d)By 11*11window (b)By 21*21 window. 

Fig. 2 shows an example of the entropy images generated at different scales. We 
can see that the entropy transformation retains the amount of local variation informa-
tion in image. As the size of the window increases, the local entropy is spread and 
smoothed over a larger area, which provides an important basis for the following 
deformable template matching. 

3.3   The Efficient Search  

In order to get the optimism matching between the aerial image and the reference 
image, we use the FFT to quickly determine the normalization values for each transla-
tion of the aerial image. The search strategy is as follows.  

According to the deformable template matching, we only know the scale of aerial 
images in the reference image, the rotation is unknown. We can search in the refer-
ence image to find the suitable angle with the best matching. The range of the rotation 

belongs to[0, 2 )π , we divide the range equally into 36 parts, that is, iθ = 0°, 10°, 

20°….35°. With the obtained scale, each angle iθ corresponds to a template iT , in the 

following, we find the best matching position of the template iT  in the reference im-

age, and give the normalized correlation value iNCC . We calculate the average of 

the adjacent normalized correlation values: 1iNCC − , iNCC , and 1iNCC + . The 

maximum of the average values is the optimism matching with the inter-

val 1 1[ , ]i iθ θ− + . The interval 1 1[ , ]i iθ θ− +  is subdivided into smaller sections recur-

sively to get the interval closer to the optimism matching position. The operation is 
repeated until the interval converges to a small neighborhood. 

4   Experiments  

In this section, the performance of the proposed algorithm is evaluated for the differ-
ent reference images and the down-looking aerial images. The high resolution satellite 
images from the Google earth are as the reference images in this paper. The UAV 
aerial images with the altitude information are provided. In order to calculate the 
scales, we calibrate the used camera with the calibration toolbox of Matlab before-
hand. In the first experiment, the aerial images are obtained by the simulation motion 
platform of the UAV vision system (shown in Fig. 3(a)). In other experiments, the 
aerial images are captured by video camera fixed on the UAV (shown in Fig. 3(b)).  
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                                                   (a)                               (b) 

Fig. 3. The UAV and its vision simulation motion platform  

In the first experiment, the reference image is obtained by the Canon digital cam-
era, which is about forest sand table from 1.7 meters. An image of a tree in forest sand 
table is as aerial image in this experiment from 0.24 meters. The two images are from 
different sensors and altitudes. The search process and the matching result are shown 
in Fig. 4. It is encouraging. 

   

              (a) the tree image        (b)the forest sand table image (c)the matching result  
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Fig. 4. A simulation experiment about forest sand table 

A satellite image of Shenyang institute from the Google Earth is acquired from 300 
meters above ground on Apr.2nd, 2009. The aerial image is obtained at 15 meters on 

Mar. 30th, 2010. ,x ys s are gotten by Equation (2) with the help of the obtained cam-

era internal parameters above. The two images are taken by different sensors and 
different environments. Firstly, we do the brute force search with the search strategy 
in Section 3.3. The normalized correlation values with different angles are shown in 
Fig. 5(d). The largest average of the normalized correlation values with the corre-
sponding interval is at [60, 80]. The search continues until finding the suitable angle 
with the best matching, this is shown in Fig. 5(e). We can see from Fig. 5(c) that the 
experimental result of our proposed algorithm is satisfactory. 
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        (d) the result of the first search             (e) the result of the further search 

Fig. 5. The matching result from the images of Shenyang institute 

With the same aerial images and different satellite image, the satellite image is ac-

quired from the higher altitude, so the scale ,x ys s is calculated again. We can get 

another encouraging result of deformable template matching as shown in Fig.6 

            
          (a)another satellite image        (b)the aerial image        (c) different scale matching result 

Fig. 6. The matching result from different scale satellite images of Shenyang institute 

    
                  (a)                                (b)                                  (c)                                (d) 

Fig. 7. The matching results from different aerial images and same satellite image of Shenyang 
institute (a) the aerial image1, (b) the corresponding matching result from the aerial image1, (c) 
the aerial image2, (d) the corresponding matching result from the aerial image2 
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With the same satellite image in Fig.5 and different aerial image, another experi-
ment is done to verify the robustness of the novel deformable template matching algo-
rithm shown in Fig. 7. 

From the above experimental results, we can see that our proposed algorithm is ef-
ficient and robust. Because, the viewpoint of the UAV camera is not completely 
down-looking and forward-looking, there are small errors in the matching. we will 
solve the problem in the future works.  

5   Conclusions  

In this paper, we develop a novel image registration algorithm between high resolu-
tion satellite images and UAV down-looking aerial images. The algorithm is achieved 
by a composite deformable template matching. The edge and the entropy of images 
are used to solve the problem brought by the changes of the illumination and different 
sensors. The combination of the edge the entropy also can retain most of the image 
information. The results of experiments on different types of images show that the 
proposed algorithm is effective and robust. 

In the future, we will improve the efficient of our algorithm by updating the search 
strategy in composite deformable template matching, and extend the applications of 
the method for UAV pose estimation and UAV image mosaicing. 
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Abstract. For modern assistance systems, time of flight (tof) cameras

play a key role in the perception of the environmental situation. Due to

benefits of this sensor type, especially in combination with video sensors,

it outperforms typical sensor systems, like stereo cameras. However, tof

depth image segmentation is yet not solved satisfactorily. Common ap-

proaches use homogeneous constraints and therefore assume objects to

be parallel to the camera plane. This consequently leads to segmentation

errors. This paper proposes a fast segmentation algorithm for detecting

distinct planes using statistical knowledge. By projecting the depth im-

age data along the image axis, u-v-histogram images can be constructed.

It is shown, that in the histogram images, 3D planes correspond to line

segments. A fast approach for line segment extraction in the histogram

images is used to find the relevant planes. The algorithm was successfully

tested with real data under varying conditions and can be applied for

different tof camera sensors.

1 Introduction

With the development of high-end robotic systems, directly cooperating in hu-
man centered environments, much efford was taken to make robotic systems
more adaptable to dynamic environments. To operate successfully in dynamic
environments, a key part is a robust perception of the environmental situation.
As long as environment complexity is low, 2D laser scanners may be used. Radar
systems, which provide 3D range measurements, are considered robust against
environment influences, but their limited beam angle and resolution lead to diffi-
culties in complex environments. Hence, stereo sensors, 3D laser scanners as well
as time-of-flight (tof) cameras have proofed as reasonable sensors for complex
environment perception.

Fast rotating 3D laser scanners like the Velodyne HDL-64E provide full 3D
environment perception, but they are huge in size, have a low refresh rate and
still are not yet fail-safe. Stereo camera systems are fast, compact, cheap and well
investigated. Modern approaches in stereo image analysis provide fast compu-
tation of disparity images. Information provided by these systems can be either
sparse or dense disparity images, depending on the used algorithms. However,
measurement errors occur at homogeneous structures, where point correspon-
dence analysis fails.

H. Liu et al. (Eds.): ICIRA 2010, Part I, LNAI 6424, pp. 618–629, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Thus, tof cameras propose to play a key role for systems, where sensors must
be small, fast and robust. Their ability to acquire full 3D environment data with
only a single light burst outperforms the more expensive laser scanners.

Up to now, research in robotic vision is in search of fast and robust methods, to
acquire and organize environmental data. On the one hand, the sheer amount of
data from the 3D point clouds is a challenge for real time algorithmic processing.
On the other hand, data segmentation must be accomplished problem specific.
For example, object manipulation tasks require to percept all details of an object,
thus exact segmentation is of high relevance. Instead, for collision avoidance
tasks, the primary goal is to identify distinct objects as well as drivable planes,
which requires to extract relevant environmental structures.

In this work, we present a fast and robust approach for plane segmentation in
3D point clouds acquired from tof cameras on a mobile platform. The algorithm
is based upon the u-v-histogram segmentation approach basically known from
stereo disparity images. To be applied successfully, the histogram calculation
must be adapted, because stereo disparity data behaves different compared to
tof depth data. To extract relevant planes from the histogram images, a fast line
pattern search is presented. Planes orthogonal to the ground are considered as
relevant obstacles, while planes parallel to the ground represent possible floor
planes.

At first, the depth image acquired by the camera must be enhanced to reduce
noise. Second, the corresponding u-v-histogram images of the depth image are
calculated. Next, the histogram images are searched for distinct planes. This
search is realized with a modified Hough transformation and line pattern search
algorithm. At last, based on the resulting lines segments, the full object dimen-
sion is estimated.

This paper is organized as follows: Section 2 describes previous work in 3D
point cloud analysis. The used coordinate systems in this work are clarified
in Section 3. Our proposed method for plane segmentation is then presented
in Section 4. Section 5 shows results of our plane segmentation algorithm on
experimental data for two different tof cameras. This work’s conclusion and
future research is presented in Section 6.

2 Previous Work

Typically, mobile robots work in undefined, unstructured environments. For
these environments, point cloud segmentation algorithms are limited to model
free approaches, mainly because assumptions about e.g. cylindric, cuboid or
comparable object types hardly fit in the point cloud data.

For object detection and free space classification, the class of model free al-
gorithms can be divided into ground plane based methods, mostly applied with
occupancy grids, and range image based methods. While occupancy grids pro-
vide the opportunity of cell based data fusion of multiple sensors (e.g. [1,2]),
3D information is lost due to ground plane projection. These approaches are not
suitable in non flat areas as well.
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Range image based methods are applied, where data can be projected onto a
virtual camera plane. An overview of segmentation algorithms for range images
was already presented in the 90’s by [3]. However, most algorithms are only
applied in artificial environments. For unstructured environments, graph-based
methods seem to be the most promising segmentation methods. In [4], a fast
segmentation method is presented for segmenting large 3D point clouds. The
data is achieved with rotating 3D laser scanners, hence noise in the distance
information is low.

For tof cameras, however, due to sensor limitations, the provided 3D point
clouds are noisy and measurement errors occur at object edges or during fast
motion [5]. Currently, available algorithms for processing tof point clouds are
rare and still not mature. Many algorithms filter noisy image data using local
homogeneity criterion, as presented in [6,7]. Other algorithms make usage of 2D
image segmentation algorithms to segment depth points, e.g. unseeded region
growing [8]. However, these algorithms are limited in only segmenting planes
parallel to the image plane, which consequently leads to segmentation errors of
the floor plane or large objects not parallel to the image plane.

More advanced segmentation algorithms exist in the field of stereo disparity
images. The construction of disparity histograms from stereo image pairs was
first introduced by [9] for road plane extraction. [10] uses the proposed method
for robust object detection as well. In this work we extend these approaches,
such that they can be applied on tof image data.

3 Coordinate Systems

Fig. 1 depicts both relevant coordinate systems, the tof image coordinate system
(ICS) and the world coordinate system (WCS). In the ICS, the position of a point
in the image plane is given by its coordinates (u, v, d), whereas d is the radial
distance of the point to the optical center. In the WCS, the x-axis points forward,
the y-axis to the left and the z-axis upwards. The intrinsic parameters are given
by the tuple (f, px, py), where f is the focal length of the lens and px, py are
the principal points of the image plane. The extrinsic parameters are defined by
(tx, ty, tz, φ, θ, ψ), giving the translation and rotation of the ICS into the WCS.
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Fig. 2. Flowchart of algorithm
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Using the pin-hole camera model, a projection of a point (X, Y, Z) on to the
tof image plane is expressed by:

u = f Y
X + px

v = f Z
X + py

d = X
f

√
u2 + v2 + f2

(1)

4 Proposed Method

The algorithm we propose can be separated into four steps. At first we have
to preprocess the depth and intensity image pairs in terms of noise reduction
and distance error correction. Next, the histograms along the horizontal (u)
and vertical (v) image axis are calculated. Next, we use a modified line pattern
Hough analysis to find distinctive lines in each histogram image, whereas each
line represents a plane in the point cloud. At last, we determine vertical and
horizontal dimensions of all planes by analyzing the depth image. Fig. 2 shows
the flowchart of the proposed algorithm.

v

u 1/d

1/d

u

v

d

d

Fig. 3. False color tof image with corresponding u-/v-histograms, floor plane marked

red. (left) Reciprocal construction. (right) Linear construction.

4.1 Image Enhancement

The proposed method is robust against measurement noise by filtering image
data with a low signal to noise level, and by using statistical methods. A com-
mon tof dataset consists of at least one image containing the distance information
(called depth image) and one corresponding to the amount of reflected light (in-
tensity image). While most tof cameras preprocess the captured images on chip,
the intensity image still contains valuable information to enhance the provided
depth data. As the signal to noise ratio of the depth data correlates with the
intensity of modulated light reflected by the scene, distance data with low signal
to noise ratio is filtered by analyzing the intensity value:

d =
{
− , if intensity < Ti

d , otherwise (2)
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where Ti is a sensor-specific threshold, which can be obtained by sensor cali-
bration [8]. The subsequent segmentation steps use histograms to estimate the
probability density of the depth image, such that measurement noise not filtered
due to its signal to noise ratio is suppressed, too.

Depending on the camera’s capturing mode, it is also necessary to transform
provided radial distances to cartesian distances, using (1):

X =
df√

u2 + v2 + f2
(3)

4.2 Construction of U-V-Histograms

Construction. The calculation of u-v-histogram images follows the approach
presented in [9]. Taking the pitch angle θ into account, the projection model
from (1) can be described by:

u = f Y
Z sin θ+X cos θ + px

v = f Z cos θ−X sin θ
Z sin θ+X cos θ + py

(4)

Every plane being parallel to the Y axis is defined through:

aX + bZ = c, (5)

where a, b, c denote constant variables, depending on θ. Combining with equa-
tion (4), the following linear equation can be deduced:

v = f(
c

bX
− a

b
) + py (6)

This can be expressed simplified by:

v = f
1
X

+ py (7)

Equation (7) shows that all planes parallel to the Y axis can be projected as a
straight line in dependency of the reciprocal depth into the v-histogram.

Similar, planes parallel to the Z axis are defined through:

aX + bY = c (8)

The simplified equation in combination of (4) is:

u = f
1

Z sin θ + X cos θ
+ px (9)

Considering the pitch angle θ to be small, all planes parallel to the Z axis can
be projected as straight lines in dependency of the reciprocal depth into the
u-histogram.

The dimension of the u-(v-)histogram image is defined by the number of
columns (rows) of the input image and the number of histogram bins.

Results of the u-v-histogram calculation are illustrated in Fig. 3. Without re-
ciprocal distance correction, the planes parallel to the Y axis cannot be projected
as straight lines (see Fig. 3 right).
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Th = 0

Th = 2

Th = 5

Th = 10

Fig. 4. Noise reduction of u-histogram using accumulator threshold Th

Noise reduction. The constructed histogram images show distinct lines where
obstacle planes are parallel to the Z axis (u-histogram) respectively Y axis (v-
histogram). However, planes not normal to the projection plane lead to noise
in the histogram images. Therefore, we analyze the histogram distribution and
filter points having an accumulator value smaller than a predefined threshold Th.
Fig. 4 shows the resulting u-histogram with threshold values Th = {0, 2, 5, 10}.

4.3 Line Segment Extraction

Fig. 5 depicts the flowchart of the line segment extraction. The algorithm starts
transforming the u-(v-) histogram image into its corresponding Hough space. In
the Hough space, the highest value defines the best line in the histogram image.
The best segment of the line is searched using a modified line pattern analysis.
Afterwards, the line segment points are removed from both the Hough space and
the histogram image. The algorithm continues analyzing the next best value in
the Hough space, until a certain abort criteria is reached. This can either be a
maximum number of line segments already extracted or no more distinct points
in the Hough space.

Hough Transformation. After histogram construction, straight lines must be
extracted in both u- and v-histogram images. Thereby we use a modified Hough
transformation. By definition, no vertical lines can exist in the u-histogram im-
age. So we are able to narrow the Hough space’s dimension to search for straight

Calculate hough space

yes

Find line in hough space

Found
 good line?

Extract best line segment
in U-V-Histogram

Remove line segment 
from hough space and 

histogram image

no

Return line 
segments

U-V-Histogram
images

Fig. 5. Flowchart of the line segment extraction

algorithm

u

1/d

Fig. 6. Resulting Hough

space of u-histogram

image
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lines only for angular values ω = [0 + ε, π − ε], where ε is given by the minimum
reflection angle before tof illumination light suffers of total reflection. Likewise,
no horizontal lines can exist in the v-histogram image, so the dimension of the
Hough space is limited to angular values ω =

[
−π

2 + ε, π
2 − ε

]
. A resulting Hough

space is shown in Fig. 6.
Because the dimension of the u-v-histograms is defined by the input image

size and binn, the Hough space can be pre calculated to reduce the computations
at runtime.

Instead of convolution of the image data with a filter mask, the histogram
values can be projected directly into the Hough space. Besides, the Hough data
is weighted by the histogram’s accumulator value, such as distinct points in the
histogram cause higher peaks in the Hough space:

ru(ω) =
(

u cosω +
1
d

sin ω

)
acc

[
u,

1
d

]
(10)

rv(ω) =
(

1
d

cosω + v sinω

)
acc

[
1
d
, v

]
(11)

Line pattern analysis. Maximum values in the calculated Hough spaces cor-
respond to strong lines in the histogram images. By definition, lines given by
Hough parameters (r, ω) do not have start or end points. Hence, the next step
is to extract line segments. For this we calculate a cover histogram, considering
only the points in the u-(v-)histogram image matched by the line defined by
(r, ω), and some ε region (see Fig. 7).

All histogram values defined by this mask are accumulated per column (row)
in the u-(v-)histogram image, so that each column (row) along the line has
its own cover value. Next, we apply a line pattern voting algorithm. Here, we
use a modified approach to the well known LPHT presented by Yip [11]. The
original LPHT searches for start and end points in a 2D image by accumulating

Line mask Cover histogram

Accumulator values

Resulting line segment

u

1/d

C
olum

n value
A

cc value
1/d

Fig. 7. Line pattern analysis. (1st image) Line mask with ε region. (2nd image) Cover

histogram of line mask. (3rd image) Accumulated values from line pattern voting al-

gorithm. (4th image) Resulting line segment.



Fast 3D Time of Flight Data Segmentation 625

u

1/d
1/d

1/d

u

1/d

Fig. 8. Subsequently removing ex-

tracted line segments from Hough im-

age. After 3rd segment extraction no

more distinct lines are found.

u

Row value

Cover histogram Accumulator values

Acc value

v

1/d

Fig. 9. Line pattern analysis for verti-

cal dilation. (1st row) Extracted line seg-

ment. (2nd row, left image) Resulting

plane. (2nd row, middle image) Cover

histogram of depth values. (2nd row,

right image) Accumulated values from

line pattern voting algorithm.

relative connectivity for each point in the image. In contrast, we calculate relative
connectivity only along the 1D line histogram (see Fig. 7), which speeds up
computation time from O(MN log(M) log(N)) for the LPHT to O(N log(N))
for our method. Details of the algorithm are further explained in [12].

After line segment extraction, the points belonging to the segment are removed
from both the Hough space and the histogram image. Removing the points from
the Hough space and histogram image allows the segmentation method to be
sensible for small segments as well. Thus, the algorithms is able to find all line
segments in the histogram images (see Fig. 8).

Each line segment in the u-(v-)histogram is then defined with its image column
(row) start and end point and the corresponding depth indices of the start and
end points. During histogram calculation, the reciprocal depth values were sorted
into histogram bins, so the depth indices must be mapped to the corresponding
depth range in the depth image. Yet, the height (width) of the extracted u-(v-
)segments in image rows (columns) is unknown, hence the segments must be
analyzed by subsequent algorithms.

4.4 Object Detection

For object detection, we consider only line segments extracted in the u-histogram
image. For each line segment, the object height can be reconstructed using the
original depth image. First we select all points in the depth image, which lie
between start and end point of the line segment. Next, we calculate a cover
histogram along the image rows. Therefore, we subsequently check all image
rows and accumulate the histogram’s row value, if a point’s depth value lies in
the depth range of the line segment. Then, we check relative connectivity of
the cover histogram again using the 1D-LPHT explained above to find the line
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Fig. 10. Experimental results of the proposed segmentation algorithm using SR 4000

(upper row) and PMD 3kS2 (lower row) tof cameras on a moving platform

segment along the v image axis (see Fig. 9). The resulting object plane is then
given by start and end points of the histogram line segment and the vertical line
segment.

4.5 Floor Detection

To find all points belonging to the floor plane, the algorithm must differentiate
between object and floor plane detection. During object detection, all planes
parallel to the Z axis should be extracted. For floor plane detection, only those
planes which lie in the X-Y plane should be considered, with regards to the pitch
angle θ of the camera to the X-Y plane. Therefore, we compare all line segments
in the v-histogram with Hough gradient ω to the expected floor angle in terms
of segment length and angular offset. The best line segment is then considered
as the floor plane.

To find all image points belonging to the floor plane, image points in the depth
image are compared with the floor line segment. Again, we select all points in
the depth image, which lie between start and end point of the line segment. If
the points’ depth value lie in the depth range of the histogram line segment,
they are added to the set of floor points. The resulting floor plane is computed
as the convex hull of all points using Grahams scan algorithm [13]. Fig. 10 shows
segmentation results with the floor plane in green color.

5 Experiments

5.1 Sensor Setup

Our sensor setup consists of one standard video camera and two tof cameras.
The near range tof camera is a SR 4000 with a resolution of 176 × 144 pixels
and an unambiguity interval of 15m. The long range camera is a PMD 3kS2
with a much smaller resolution of 64 × 50 pixels but an increased unambiguity
interval of 120m. The illumination units of the 3kS2 provide enough light for
about 40m even in outdoor environments. For more details on the hardware
platform see [14].
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Fig. 11. Experimental results (left), SR 4000 point cloud (middle), point cloud with

resulting object planes (right)

5.2 Experiments

We have evaluated the proposed segmentation algorithm with real data under
varying conditions acquired with the SR 4000 tof camera as well as the PMD
3kS2 tof camera. As no ground truth information is available, a qualitative per-
formance evaluation is conducted.

The set of images displayed in the upper row of Fig. 10 show the result of
our proposed algorithm using the SR 4000 tof camera images. The images were
captured during CeBit 2009 exibition. The planes displayed in blue are object
planes, the green plane shows the segmented floor plane.

The algorithm is able to segment all distinct planes, even those almost parallel
to the driving direction of the camera platform (4thimage). Over-segmentation
only happens near to the floor plane, where light is reflected from objects by
the partly specular floor plane. Under-segmentation however can occur rarely,
mostly at object ends. The detected floor plane can be recognized robustly.

Another set of images shows segmentation results using the PMD 3kS2 tof
camera (see Fig. 10 lower row). The first two images were captured indoor,
the last two in outdoor environment. As the resolution of the PMD camera is
much smaller, segmentation of object and floor planes must be performed with
fewer plane points. The algorithm still works well, but object edges are under-
segmented more frequently. The floor detection fails in the first two images,
caused by a highly reflecting floor. The floor detection works fine on paved
ground, as seen in the last two images.

With both cameras, segments are split in some frames, commonly when lines
in the histogram images are noisy. However, these segments can be remerged
using temporal fusion. Our proposed method does segment distinct objects, no
matter if they are parallel to the image plane or not. As mentioned in Section 2,
this is a drawback of depth based segmentation methods commonly used for tof
data segmentation.

5.3 Computation Time

The computation time needed for segmentation depends strongly on the image
resolution and the number of valid pixels recorded by the camera. Thus, the
amount of time needed for image processing is different for the SR 4000 tof cam-
era compared to the PMD 3kS2 tof camera. For speed comparison, the proposed
method was applied to a scene where both cameras had few invalid pixels, the
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U-Line pattern hough analysis
Calculate U-V-Histograms
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V-Plane analysis

Fig. 12. Percentage of calculation time per module

algorithm was run single threaded on a standard desktop computer. The compu-
tation time for the SR 4000 tof camera takes approximately 0.04s− 0.06s, while
the PMD 3kS2 tof camera takes about 0.02s − 0.03s per frame. Fig. 12 shows
the percentage of the calculation time needed by the most relevant modules.

6 Conclusions and Future Works

We presented a model free segmentation approach that is capable of segmenting
object and floor planes in unstructured environments. The algorithm is using
statistical knowledge by accumulating u-v-histogram images for initial plane de-
tection. Hough transformation is used for line extraction, while the concept of
line pattern voting provides a fast approach for line segment detection. Line
segments are then analyzed to reconstruct the full dimension of the segmented
3D structure. Although the segmentation uses projection planes for robust de-
tection, no information is lost, as the full 3D structure is considered during
segmentation. We demonstrated that the proposed algorithm achieves good re-
sults on data acquired in unstructured environments. Further steps include the
automatic generation of drivable paths around detected objects upon the floor
plane.
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Abstract. Traditional SIFT methods require a priori of object knowledge in or-
der to complete accurate feature matching.  The usual means is via trained data-
bases of objects. In order to be able to get the pose of an object, accurate object 
recognition is required.  Without accurate object recognition, detection can oc-
cur but no information about 3-D location will be available.  The goal of this 
work is to improve object recognition using SIFT by optimizing algorithm pa-
rameters with respect to the mean angle between matched points (μAMP) found 
within a scene via multiple images, which can then be used to determine the ob-
ject pose. Good parameters are needed so that the SIFT algorithm is able to con-
trol which matches are accepted and rejected. If keypoint information about an 
object is wrongly accepted, pose estimation is inaccurate and manipulation ca-
pabilities in a 3-D work space will be inaccurate. Using optimized SIFT pa-
rameter values results in a 19% improvement of μAMP-Optimal in comparison to 
μAMP-Experimental. 

Keywords: Object Recognition, Scale Invariant Feature Transform, Taguchi, 
Design of Experiments.  

1   Introduction 

Improving SIFT algorithm performance by choosing the best set of parameters is a 
challenge that remains unresolved in the field of object recognition. In order to per-
form object recognition using SIFT, it is essential that its key parameters such as, 
octaves levels, the number of times the Difference of Gaussians is completed, and its 
thresholds are sufficiently set so that under the most constrained conditions feature 
extraction from consecutive images is consistent.  The first constraint assumes that 
lighting conditions, such that illumination, are constant over the field of view.  Sec-
ondly, adequate matching must be possible on a single object from multiple images 
from a single camera or single stereo view.  Lastly, once single camera optimization 
occurs, multiple camera views can be integrated into an algorithm that estimates pose.  

SIFT matching and keypoint detection has proved to be effective in overcoming 
object occlusions during object recognition.  The main purpose of the following ex-
periments is to optimize SIFT parameters in order improve object recognition capa-
bilities that can be used to estimate the pose of an object. 
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In order to optimize the SIFT functional framework parameters, a full factorial ex-
periment could be undertaken to test every possible combination of parameters to 
choose those parameters that ensure proper matching, i.e., the best correspondence 
between feature points on two images.  Alternatively, Taguchi Design of Experiments 
(DOE) will be the method of choice since its experiments are able to reveal the effects 
of each parameter and can be optimized within the algorithm.  L8 design is best suited 
since there are 6 key parameters that control the thresholds of keypoints, frames, and 
matches between comparative images.  

Using a histogram approach provides insight into obvious mismatching errors. 
Keypoints that are different in comparative images, but matched using SIFT, will 
have an angle between the two corresponding points that deviates from the rest of the 
angles between matches. In the histogram, these mismatches will appear as outliers 
and prime candidates for elimination during object recognition by optimizing SIFT 
parameters. It is expected that in a perfect match situation, the set of matched feature 
points from one image to the other form parallel lines. 

2   Previous Work 

Algorithms that make use of Scale Invariant Feature Transform (SIFT) and Maxi-
mally Stable Extremal Region (MSER) extract information using vision systems 
[1,4,5,6].  Given a database trained with keypoint and descriptor information of an 
object, it is possible to  categorize features for object recognition[8, 11].  However, as 
an object is manipulated in a 3-D workspace, the ability to recognize an object is 
based on real-time image matching and then estimating the pose.  This new approach 
can leverage SIFT framework modified to create a new matching algorithm that uses 
invariant keypoint features based on four corresponding views of an object.   

2.1   Scale Invariant Feature Transform (SIFT) 

One of the approaches in extracting image information was introduced by David 
Lowe and is known as the Scale Invariant Feature Transform (SIFT). Its primary 
purpose was image matching in order to gain information about structure for object 
recognition.  To use the SIFT algorithm, one choose a number of parameters, e.g., 
octaves, levels, and thresholds.  Lowe used local reference frames to show that scale 
and rotation do not change from pixel to pixel [5,6].  This property is referred to as 
invariance in the local frame.  SIFT works because of the large number of keypoints it 
generates from an image [5].  The density of keypoints allows for frames to be created 
in clusters. Small objects in a scene background can be recognized as long as 3 fea-
tures are correctly matched, either from two images or from a training database via 
Euclidean distance [5]. An example of SIFT matching is shown in figure 1 below.  In 
each checkerboard square, a keypoint is established based on the difference in con-
trast to its nearest neighbor.  Then, the scale is established and indicated by the size of 
the circle.  Next, the orientation of the object is shown using the tick mark within the 
circle to identify its angular position.  Finally, the features are compared to one an-
other between two images and lines reveal which points SIFT computes as matches.  
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Fig. 1. SIFT Matching 
 
Algorithms are written to take advantage of the large number of features that 

densely fill the image scene based on Lowe’s four stages of image matching:  scale-
space maxima detection, keypoint localization, orientation, and keypoint descriptors 
[5, 6]. 

Cheung successfully demonstrated SIFT object recognition by matching medical 
image scans against a trained database [2].  Grabner, et al. were able to improve the 
computational efficiency of feature matching in terms of faster processing [3] and 
provided a framework that can be used to recover object recognition information 
using parametric analysis.    

Vedaldi and Fulkerson used Lowe’s SIFT concept as the basis of generating ge-
neric functions that could be used in algorithms  to create a matrix containing x, y, 
scale, and orientation features [10].   

VLFeat is an open source library that uses Lowe’s SIFT algorithm to create func-
tions that can be used in matching algorithms, such as the one proposed below, in 
order to extract frames.  It takes into account illumination and workspace viewpoints 
in order to create descriptors and keypoints used for matching [10].   

2.2   Taguchi Design of Experiments (DOE) 

Design of Experiments (DOE) is an approach that computes variation in a process in 
order to minimize the number of experiments required to achieve an optimal set of 
parameters. Traditionally, DOE has been used to determine the optimal setting for 
machine parameter values.   In our research, DOE is used to determine the optimal 
values for the parameters of the SIFT algorithm.  

The Taguchi method, a particular type of DOE algorithm is a way to plan, conduct, 
analyze, and determine optimal settings using orthogonal arrays.  Orthogonal arrays 
are able to show distinction between control factors and noise factors. Furthermore, 
the orthogonal array is the method by which relatively few experiments span a large 
experiment space [9].  The major advantage of the Taguchi method, similar to all 
DOE methods, is that the use of orthogonal arrays allows the user to perform far 
fewer experiments than would be required from a full factorial set of experiments.  

Since the Taguchi DOE method performs relatively few experiments, it is unlikely 
for the optimal answer to be one of the prescribed experiments. However, it is possi-
ble to use the experiments to determine the optimal settings as well as to predict the 
output expected from the use of those settings.     
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3   Object Recognition Concept 

The basis for this research uses SIFT functions to create a framework that accurately 
detects and extracts information which is used for object recognition. The research 
focus is on extracting features from an object located on a vision table with 4 cameras 
located at each corner in order to perform object recognition and use the information 
to determine its pose. 

SIFT is used to find keypoints and frames in image scenes in the following object 
recognition algorithm.  Using SIFT, the algorithm recognizes an object via feature 
extraction.  Then the pose can be determined and fed into a robot controller to direct a 
whole arm manipulator (WAM) used to perform manipulation tasks.  

The actual optimization occurs on SIFT parameters:  octaves, levels, and thresh-
olds.  The parameters use the Difference of Gaussians to control object recognition.   

The mean angle between matched points (μAMP) of consecutive images is the index 
used as the Taguchi measure of goodness. It is calculated using the following  
equation: 

n

AMP
n

i
i

AMP

∑
== 1μ , where AMPi is the angle between each pair of keypoints, and n 

is the number of matches. 
It is a good measure because matching points on the same object will have the same 

angle (e.g. parallel lines) as shown in figure 2 below.   
 

 

Fig. 2. Example of Matching Points and Their Angles 
 
The angles provide a visual cue that indicates which points can be excluded from 

the μAMP calculation.  Ideally, all matched feature points will form parallel lines, as 
shown if figure 2. The μAMP will improve by better choice of SIFT parameters. The 
μAMP determines which pairs of matching points to utilize for pose estimation during 
object recognition. 
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Optimizing SIFT parameters is achieved through experiments using Taguchi DOE.  
The experiment is setup up by the number of factors we are interested in controlling.  
Since there are 6 parameters, a Taguchi L8 design matrix is sufficient enough to de-
termine the effects and interactions between the orthogonal arrays.   

3.1   Image Detection Implementation 

The basis for our application is looking at an object located at the center of the vision 
table with multiple cameras under different fields of view.  The algorithm capable of 
object recognition is composed of the following six steps. 

 
1. Using the 4 camera system, determine which two image sources provide the 

best view of the object. 
2. Capture images of the object under consideration from the two chosen  

cameras. 
3. Extract the position information using SIFT frames for each image. 
4. Determine the angle between SIFT points using corresponding frames from 

each image. 
5. Determine the geometric mean based off the histogram of angles between 

SIFT points. 
6. Eliminate undesired matches via Statistical Based Limits. 
 

Within the SIFT code, different values of parameters for the octaves, levels, and 
thresholds, produce different qualities of matching results.  Taguchi DOE is used to 
find the set of SIFT algorithm parameters that produces the best matching.  

The goal of the experiments is to determine the set of SIFT algorithm parameters 
that creates matches that produce the most parallel lines. (See figure 2.)  The μAMP is 
the index of performance that is used to optimize the parameter set.  

4   Experimentation 

4.1   Experimental Setup 

The equipment used during the experiments includes 4 Basler A605fc-2 cameras 
assembled on a vision table with 1 camera mounted via Panavise 15” goosenecks at 
each corner, lenses were Fujinon HF9HA-1B with a 1:1.4/9mm lens. Lighting is con-
trolled using two umbrella light assemblies to ensure diffuse illumination capable of 
250-650 watts. The vision table is connected via IEEE 1394 fire wires to two PCI-fire 
wire cards (2 cameras per card) as shown in Figure 3 below.  The station controller is 
run with a core 2 duo processor from Intel, with 3 gigabytes of onboard Random 
Access Memory (RAM).  Experimental analysis used Matlab with Signal Processing, 
Video and Image Processing, and Image Acquisition tool boxes during algorithm 
implementation.  JMP 7.0 was the basis for the Taguchi Design, effects analysis 
rollup, and optimal parametric prediction. 
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Fig. 3. Experiment Setup with Vision Table 

4.2   Parameters 

The following list describes the six key parameters for the SIFT algorithm. In addi-
tion, the low/high values of each variable used by the Taguchi DOE are shown. 

   
1. Octaves: (low=2 high=8) is the number of times that the Difference of Gaus-

sians is performed in order to create a scale space. 
2. Levels: (low=3 high=4) determine the number of levels per octave within the 

Difference of Gaussians subspace. 
3. First Octave: (low=0 high=1)  is where to start in the Difference of Gaussian. 
4. Peak Threshold: (low=0 high=1)   is the maximum value that the algorithm 

will accept during matching. 
5. Edge Threshold: (low=10 high=20)   determines the threshold of non-edge 

keypoint selection within the image structure. 
6. Normal Threshold: (low=2 high=8) is the minimum 12-norm of a descriptor 

before it is normalized and below this threshold is railed to zero. 

4.3   Taguchi Setup 

The experimental set up consists of 8 conditions tested over two runs for high and low 
changes in the parameters using the L8 design codes, shown below, where (–) is the 
low value of the parameter and  (+) is the high value of the parameter.  

 
1. − − − − − − 
2. − − − + + + 
3. − + + − − + 
4. − + + + + − 
5. + − + − + − 
6. + − + + − + 
7. + + − − + + 
8. + + − + − − 
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L8 code for DOE 1 corresponds to the coded pattern (------) which tests the low values 
of each parameter.  The parameter settings are: Octaves=2, Levels=3, First Octave=0, 
Peak Threshold=0, Edge Threshold=10, and Normal Threshold=2 executed over two 
separate random runs and then averaged together using the following equation: 

n

x∑
 (1)

The signal to noise ratio is computed with: 

⎟
⎟
⎟
⎟

⎠

⎞

⎜
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∑

n
x2

10

1

log10   (2)

where x is the value of the mean between angles of the keypoints, and n is the number 
of runs.   

Table 1. L8 Design for SIFT Parameters 

  
 

Once the mean and the signal to noise ratios are calculated, the effect of each factor 
is known and optimized to determine the best possible combination of parameters 
used when completing feature matching. The result leads to the greatest possible 
number of matches and reduces the number of invalid matching between comparative 
images. 

To compute the optimal values,η, Taguchi’s Additive Model (no interaction of pa-
rameters is assumed) for orthogonal arrays [7] is used: 

( )∑ −+=
8

1

μμη jx   (3)

where μ is the overall mean, xj is the effect mean from 1 to j, the number of experi-
ments. 

4.4   Results 

Using a random run order, 16 experiments (8 experiments across 2 runs) were con-
ducted and the results are shown in Table 2 corresponding to the L8 design codes  
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Table 2. L8 Results for SIFT Parameters 

 
 
(octaves, levels, first octave, peak threshold, edge threshold, norm threshold) and 
shown in the table below. Using equations (1) and (2) the mean and signal to noise 
ratio were calculated for each run in order to estimate the optimal parameters to use 
for feature matching. 

4.5   Analysis 

The μAMP-Experimental for the subset of experiments is -1.52°. The first analysis revealed 
that one of main effects due to the signal factor of peak threshold always lead to a 
mean of zero when it was at a level of 1.  Because of this effect it provides, as Ta-
guchi calls it, a way to block.  Blocking identifies factors that may not be a relevant 
source of variation and can be set to minimize the factor’s impact to the algorithm.  
As a result, runs associated with a signal level of 1 eliminated matching and resulted 
in a mean of zero due to the results being blocked out.  The output of our algorithm 
confirms this as shown in figure 4 below since the threshold allows for absolute con-
trol of what matching is accepted—in this case none.  Follow up experiments verified 
that this effect, down to a signal level of 0.25, rejected all matches.  At levels less than 
0.25 the results were insignificant with respect to a level set to zero. 

 

 

Fig. 4. Matching Output at Peak Threshold 
 

Experiment 1 was conducted using all the settings (octaves, levels, first octave, 
peak threshold, edge threshold, norm threshold) at their low values (2,3,0,0,10,2). 
The resulting angle measurement  had a mean of 9.14°, with a signal to noise ratio 
of 19.18 dB.  The histogram and matching results are shown in figure 5a-5d  
below. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 5. (a) Run 1 Histogram (b) Run 1 Matching Output (c) Run 2 Histogram (d) Run 2 Match-
ing Output 

 
Experiment 3 ran with the following parameter values (2,4,1,0,10,8) and showed 

convergence to zero in its mean of 2.58°  and a signal to noise ratio of 8.22 dB.  Ex-
periment 5 ran with the following parameter values (8,3,1,0,20,2) and resulted in a 
mean of -8.20°  and a signal to noise ratio of 13.59 dB.  Experiment 7 ran with the 
following parameter values (8,4,0,0,20,8) and resulted in a mean of -10.54°  and a 
signal to noise ratio of 17.34 dB.   
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From the histogram, it is seen that the effect on the mean is largely influenced by 
outliers.  The figure also shows that based on the thresholds under half of the matches 
are accepted and do not provide positive matching results that are useful in recovering 
object information.  In experiment 3, this is explained because of where the first oc-
tave starts, at its high value, and matching from consecutive images converges on to a 
single point of the second image. Object recognition is achieved but no valuable in-
formation is able to be attained to determine pose as a result of the negative matches.  
In experiment 5 the first octave starts the same as experiment 3--its high value. Some 
positive matching seems to be occurring.   As far as object recognition and pose de-
termination, limited to no information is attained as a result of the number of negative 
matches.  Experiment 7 had a dense number of keypoints and descriptors.  Matching 
between the images appears to converge as SIFT predicts but no object recognition 
information is able to be attained as a result of the improper convergence. 

4.6   Optimal Prediction 

The goal of Taguchi DOE is to run a set of experiments using orthogonal arrays as 
opposed to running a full factorial design, in this case 28

 experiments.  Then, a predic-
tion of the optimal parameters is made using Taguchi’s Additive Model so that posi-
tive matching leads to improved object recognition. 

The μAMP-Experimental is -1.52°.  The next step is to investigate how the effects and 
levels are impacted by each factor.  The information from the effects roll up, as shown 
in figure 6, and equation (3) are the basis of determining the optimal parameters based 
on the L8 results aforementioned. 

 

Fig. 6. Effects Chart  for Each Parameter 

From figure 6, we can see how each parameter affects the object recognition algo-
rithm.  Then we can choose the parameter setting with the highest effect to improve 
the  algorithm matching.  Choosing the highest effect on each reveals the following 
optimal parameters: 
 

1. Octaves = 8 
2. Levels = 3 
3. First Octave  = 0 
4. Peak Threshold = 0 
5. Edge Threshold = 20 
6. Normal Threshold  = 2 
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Lastly, the experiment is repeated for the optimal setup.  The μAMP-Optimal converges 
toward zero and is equal to -1.278° as shown in the histogram below.  It is observed 
that the distribution is normal between -50° to 50° and is consistent with SIFT match-
ing as shown in figure 7 below.  Statistical based limits can be implemented to control 
the threshold to reject angles outside this range and reduce the number of false 
matches associated with the algorithm.  The result is a 19% improvement of the opti-
mal μAMP-Optimal in comparison to non-optimized experimental μAMP -Experimental. 

 

 
(a) 

 
(b) 

Fig. 7. (a) Run 1 Histogram (b) Run 1 Matching Output 

5   Conclusion 

Taguchi DOE was used to choose the best set of SIFT algorithm parameters so as to 
improve object feature matching between two views of the same object.   

In the future, we will use the feature matches to identify objects using a database 
with features stored a priori. Furthermore, we will compute object pose from the 
matches through camera calibration techniques. Finally, we intend to develop algo-
rithms that will automatically decide which of the four camera images are occluded 
by other objects, e.g., a robot gripper carrying another object.  
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Abstract. A direct way to recognize the machine condition is to map

the monitored data into a machine condition space. In this paper, via

combining Sparse Coding and Self-Organizing Map, a new model (SC-

SOM) is proposed for robust visual monitoring of machine condition.

Following the model, a Machine Condition Map (MCM) representing

the machine condition space is formulated offline with the historical sig-

nals; then, during the online monitoring, the machine condition can be

determined by mapping the monitoring signals onto the MCM. The ap-

plication of the SC-SOM model for bearing condition monitoring verifies

that the bearing condition can be correctly determined even with some

disturbances. Furthermore, novel bearing conditions can also be detected

with this model.

Keywords: Fault diagnosis, Condition monitoring, Sparse coding,

Neural networks, Self-organizing maps.

1 Introduction

Condition-based maintenance (CBM) has emerged as an effective strategy to
prevent engineering systems from catastrophic failures while minimizing main-
tenance cost. Proper maintenance decision can only be made based on correct
recognition of the machine condition. A direct way to achieve this is to map the
monitored data into a machine condition space [1,2]. Generally, the construction
of the machine condition space follows such a roadmap: data acquisition, feature
extraction and dimension reduction. Feature extraction is essential due to the
fact that the acquired raw data are always in high dimension and the amount of
data is massive. Numerous features need to be extracted to construct the ma-
chine condition space, while the dimension reduction makes the distribution of
each subspace representing one machine condition more explicit. A well-defined
machine condition space should contain subspaces as more as possible to encom-
pass all available machine conditions, while all the subspaces do not overlap so
that the ambiguity in determining the machine condition can be avoided.

Feature extraction is essentially an information redundancy reduction pro-
cedure which has also been argued to be the underlying principle of biological
sensory systems [3]. Sparse coding was advocated as an effective mathematical

H. Liu et al. (Eds.): ICIRA 2010, Part I, LNAI 6424, pp. 642–653, 2010.
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description for such a principle [4], which could possibly confer several advan-
tages: it allows for increased storage capacity in associative memories; it makes
the structure in natural signals explicit; it represents complex data in a way that
is easier to read out at subsequent levels of processing; and it saves energy [5].
These advantages still hold when it is used as a signal processing technique.
Sparse coding has been well established as a feature extraction technique and
has been applied for typical pattern recognition tasks [6]. In this paper, sparse
coding is taken for vibration analysis and feature extraction.

Most resulting machine condition spaces are unobservable, because the dimen-
sion of the resulting features is always still high, even after dimension reduction.
Although a trained linear or nonlinear classifier may automate the determina-
tion of the machine condition, the visualization of the machine condition space
with the monitored data mapped on would give equipment maintainers a trans-
parent understanding about the current machine condition. Self-organizing map
(SOM) [7] is a natural choice to achieve this goal. It is an unsupervised artificial
neural network (ANN), which can capture the topology or probability distribu-
tion of input data and present them with map units. In this paper, the SOM
is not only used for visualization of the machine condition space. At the same
time, for an unknown machine condition, it can be automatically detected with
a prespecified criterion such as the minimum quantization error (MQE). This is
necessary in the practical implementations of most CBM systems, because it is
always impossible to construct a machine condition space encompassing all the
conditions of a machine in the working environment.

Traditional visual methods for inspecting the machine condition use the spec-
trum analysis methods, such as the FFT-based spectrum, holospectrum, time-
frequency distributions, etc. A review of the most commonly used spectrum
analysis methods can be found in [8]. All these methods raise a high require-
ment on the professional quality of maintainers. By cascading sparse coding
(SC) and self-organizing map (SOM), this paper proposes a new model (abbr.
SC-SOM) for robust visual monitoring of machine condition. The objective is
to devise a direct and easy-to-understand display of the machine condition. A
benchmark bearing data set is used for verification. The remainder of this paper
is organized as follows: in Section 2, the preliminaries about sparse coding and
self-organizing map are reviewed; in Section 3, the SC-SOM model is discussed;
in Section 4, the experiment to verify the SC-SOM model is given; conclusions
and discussions are given in Section 5.

2 Preliminaries

2.1 Sparse Coding

The Sparse Coding Model. The standard sparse coding model is based on
a linear generative model. A signal x = [x1, x2, . . . , xM ]T can be described as:

x = Ds + ε =
K∑

k=1

dksk + ε , (1)
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where D ∈ R
M×N is a matrix called dictionary, of which the column, dk ∈ R

M , is
the basis function (a.k.s. atom); s = [s1, s2, . . . , sK ]T is the sparse representation
of the input signal x; and ε is assumed to be Gaussian residual noise.

Given a dictionary D, sparse coding is to determine the sparse representation
of the input signal x. Comparing with PCA and ICA, the dictionary for sparse
coding is always overcomplete, i.e. M < K, and in most cases, M � K. When
D is a full-rank matrix, there could be infinite number of solutions available for
s. However, sparsity is desired in solving the coefficients sk, i.e., most of the
coefficients sk are zero or nearly zero. A more formal and expressive definition
of sparse coding is:

min
s

‖s‖0 subject to ‖x − Ds‖2 ≤ γ , (2)

here the �0 norm, ‖ · ‖0, is introduced as a sparsity measure, which counts the
nonzero entries in a vector; the reconstruction accuracy is assessed by the �2

norm, ‖ · ‖2; γ is the approximation error tolerance.

The Choice of the Dictionary. Conventional signal processing techniques,
such as FFT-based methods, wavelet-based methods, and so on, rely on a pre-
specified dictionary for signal decomposition. This is simple and always leads to
fast algorithms. However, these hand-selected basis functions are limited in their
abilities in adapting to different types of data [9]. And, the success of such dic-
tionaries in applications depends on how suitable they are to sparsely describe
the signals in question [10].

A much more flexible approach is to learn the dictionary from the data
themselves so that each basis function can capture a maximal amount of struc-
tures in data, i.e., dictionary learning. Formally, given a batch of (i.i.d) signals
X = {xi}N

i=1, dictionary learning is about to learn a dictionary D adapting to
the analyzed data with respect to the model in (2).

Shift-Invariant Sparse Coding. In the practical implementations of most
signal processing techniques, one long signal sequence is always truncated into
smaller blocks. The same feature in a long signal may be shifted at any location
within a block due to the different truncating lengths. With the standard sparse
coding model, the same feature shifted at different locations may be regarded
as different basis functions during the dictionary learning process. The shift-
invariant sparse coding model can avoid this by modeling the same feature at
all possible locations:

x =
K∑

k=1

dk ∗ sk + ε , (3)

where a convolution operator * is used to succinctly reuse each basis function dk

at all possible shifts within the signal x, sk ∈ R
M−K+1 is the coefficient vector

associated with basis function dk (sk is denoted as the sparse activation of dk

in this paper).
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For both sparse coding and shift-invariant sparse coding, exact determina-
tion of the sparse representation is a NP-hard problem [11]. Approximate algo-
rithms are considered instead, such as matching pursuit (MP) [12], basis pursuit
(BP) [13], etc. While for dictionary learning, various algorithms are also devel-
oped. In this paper, both the efficient dictionary learning and coefficients solving
algorithms developed in [14] for shift-invariant sparse coding are adopted. Given
a set of training signals X = {x1,x2, . . . ,xN}, assuming a uniform prior over
the bases, a maximum a posterior (MAP) estimator was proposed for both the
bases and coefficients in [14]:

min
d,s

N∑
i=1

(‖xi −
K∑

k=1

dk ∗ sk,i‖2
2 + β

K∑
k=1

‖sk,i‖1) , (4)

subject to ‖dk‖2
2 ≤ c, 1 ≤ k ≤ K , (5)

where sk,i is the sparse activation of dk for signal xi; c is a constant constraint
preventing dk from being very large while sk,i being very small; β is an op-
timization penalty parameter; ‖ · ‖1 is introduced here as a sparsity measure.
The objection function (4) is although not jointly convex, but convex with one
variable while holding the other fixed. Thus, two convex optimization problems
are formulated for solving coefficients and bases respectively. For more details
about these algorithms, please refer [14].

2.2 Self-Organizing Map

The SOM is an unsupervised neural network developed by Kohonen in [7]. A
basic SOM model consists of an input layer and a mapping layer. Usually, the
mapping layer with m map units, i.e., the neurons, is a 2-dimensional rectangular
or hexagonal neuron grid with all adjacent neurons fully connected. During the
training of a SOM, each input sample vector x is mapped onto the mapping layer.
The distances between the input sample vector x and the weight vectors wi of
all neurons are calculated using some distance measures (such as the Euclidian
distance). The neuron with the weight vector closest to x is chosen as the best
matching unit (BMU) of x. Then, its topological neighbors are updated so that
they are moved closer to the input vector. The updating rule is as follows:

wi(t + 1) = wi(t) + α(t)h(nBMU, ni, t)(x − wi(t)) (i = 1, . . . , m) , (6)

where h(nBMU, ni, t) is the neighborhood function around the BMU, which is
usually chosen as a Gaussian function; α(t) is the learning rate.

The training of a SOM is a competitive learning process, also known as vector
quantization. The distance between an input sample vector and the weights of
its BMU is the minimum quantization error (MQE):

MQE = ‖x− wBMU‖ . (7)

After training with a batch of samples, the SOM forms a semantic map, in
which the adjacent neurons share close weights. In this way, the similar samples
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would be mapped close together and the dissimilar apart. According to the input
samples of which the labels are known, the neurons on the semantic map can be
labeled. The SOM provides some useful tools for visual inspection of the trained
semantic map, which are very useful for machine condition monitoring. Among
them, the most often used is the unified distance matrix (U-matrix), which shows
the distances between adjacent neurons. Others include the component plane,
hit histogram, trajectory, and so on.

3 The SC-SOM Model

By cascading sparse coding and the SOM, two manifold learning methods are
in fact cascaded. Based on an overcomplete dictionary, sparse coding produces
a more simple flattened representation of the curved manifold structure of the
data [5]. In addition, sparse coding in this model decomposes signals based on
basis functions learned from the signals themselves, consistent sparse representa-
tions are able to be solved when some disturbances interfere, benefiting from the
good adaptability of the learned dictionary. So structured and consistent features
are able to be formulated, which further contributes to the robust monitoring of
machine condition. The SOM nonlinearly projects the resulting sparse features
for machine condition space visualization and maintenance decision-making sup-
port. The implementation of the SC-SOM model for machine condition monitor-
ing is presented in Fig. 1. As it is shown, two stages are needed: offline training
and online monitoring.

During the offline training stage, an overcomplete dictionary is firstly con-
structed by merging several sub-dictionaries with each sub-dictionary learned
from one class of historical signals; secondly, by solving the sparse representa-
tions of all the historical signals with the constructed dictionary, sparse features
are formulated from them; finally, the MCM (a semantic map representing the
machine condition space, abbr. MCM) is trained by self-organizing mapping all
the sparse features. Then, the constructed dictionary and the trained MCM are

Fig. 1. The SC-SOM model
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Fig. 2. Schematic description of the SC-SOM model with vibration signal

used for online monitoring of machine condition: solving the sparse representa-
tions with the offline constructed dictionary, formulating the sparse features as
offline training did and self-organizing mapping the sparse features, the moni-
toring signals are finally mapped onto the MCM. Considering the diversity of
signal types used in CBM, the generic sparse coding is described in the SC-SOM
model. For the widely used signal form, time-series, the shift-invariant sparse
coding is always employed. A schematic description of the SC-SOM model for
online monitoring with vibration signals is presented in Fig. 2, in which shift-
invariant sparse coding is used for vibration signal decomposition.

Generally speaking, the MCM can be read in such a way: if the label of the
mapped BMU is known, the label tells the current machine condition; otherwise,
checking the MQE of the BMU, if the value of the MQE is less than a prespecified
threshold, the current machine condition can be referred from the labels of its
adjacent units. The MQE value exceeding the prespecified threshold means a
new machine condition rising. In this case, the dictionary needs to be updated by
learning a new sub-dictionary from the current monitoring signals and merging
it into the dictionary.

4 Robust Visual Monitoring of Rolling Element Bearings

Bearings are the most commonly used parts in mechanical systems, and vibration
monitoring is the most popular approach to inspect the bearing condition. As a
demonstrative application and verification of the SC-SOM model, the benchmark
bearing vibration data from Case Western Reserve University [15] are chosen for
evaluation.



648 H. Liu et al.

(a) Picture of the bearing test

stand by Loparo [15]

(b) Schematic diagram of the test stand

Fig. 3. The bearing test stand

4.1 Experiment Setup

The test stand of rolling element bearings is shown in Fig. 3. On the left was a
2 hp, three-phase induction motor (Reliance Electric 2HP IQPreAlert motor).
A dynamometer (right) was connected to the motor through a torque sensor
(center) by self-aligning coupling. The dynamometer was used to make sure that
the desired torque load levels could be achieved. The bearings under test ( SKF
6205-2RS JEM deep groove ball bearing) were the ones on the drive end side
supporting the motor shaft. Single point faults were introduced to the bearings
using electro-discharge machining with fault diameter of 7 mils. Fault locations
were on inner race, ball, and outer race. Tests were carried out under four levels
of motor loads (0, 1, 2 and 3 hp). An accelerator was mounted on the motor
housing at the drive end of the motor. Vibration signals were collected using a
16-channel DAT recorder at a sampling frequency of 12 K Hz.

Totally 3787 samples of signal were analyzed, which included the signals
sensed from both normal (abbr. N) and the three seeded fault conditions: in-
ner race fault (abbr. IF), ball fault (abbr. BF), outer race fault (abbr. OF)
under the four motor loads (0, 1, 2, 3 hp). Each sample signal had 1024 sample
points. Following the SC-SOM model presented in Fig. 1, half of the sample sig-
nals (291 samples) under motor load 0 hp with three bearing conditions: normal,
IF, BF, were chosen for dictionary learning and the MCM training. The rest of
the sample signals were used to simulate the online monitoring signals. Among
them, the sample signals of OF fault were chosen for the novel fault detection.

4.2 Offline Training

Dictionary Learning. Among the 291 samples for offline training, there were
146 samples of normal condition and about 72 samples for the IF and BF condi-
tions respectively. The shift-invariant dictionary learning algorithms developed
in [14] were adopted. Atoms were learned from the three classes of signals sep-
arately. The length of one atom was specified with 80 to capture one impulse
under the fault conditions, and the number of atoms was specified with 10.
Taking into consideration that each atom may appear at any location within a
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Fig. 4. The learned atoms from normal, inner fault and ball fault conditions

1024-point signal block, the 10 atoms essentially compose a 10x overcomplete
dictionary (10 × 1024 atoms).

The learned atoms are shown in Fig. 4. Examining the learned atoms, we can
notice that: apparent impulses appear in the atoms of IF condition; continuous
small impulses are the main pattern for the BF condition; while for the normal
condition, the atoms are much smoother. This is consistent with the mechanisms
of generating defective impulses in bearings that: under the IF condition, the
rolling elements strike the crack on the inner raceway periodically; while under
the BF condition, the cracked rolling element strikes the inner and outer raceways
continuously with random angles by the seeded hole.

By merging these three dictionaries, a redundancy dictionary is formed:

D = [D0,D1,D2] = [d1,d2, . . . ,d30] , (8)

where d1 is the first atom in D0, d2 is the second atom in D0, and so on.

Feature Extraction. Given the dictionary D, the sparse representations of all
the sample signals can be solved. Note that each sub-dictionary Di is learned
from one class of bearing condition. For one class of sample signals, the atoms
learned from them are prone to be activated to approximate the original signals.
One example is given in Fig. 5. The sample signal shown on the left is chosen
from the IF condition under motor load 0 hp. The number of activations of each
atom in its sparse representation is counted and shown on the right. We can
see that the atoms in the sub-dictionary D1 are mainly activated in the signal’s
sparse representation.

Thus, a 30-dimensional feature vector can be formulated from the sparse rep-
resentation of each sample signal, with each entry in the feature vector calculated
from the sparse activation of each atom. The calculation of the feature can be
varied, such as the number of activations, the absolute values, the sum of squares,
and so on. In our evaluations, the sum of squares was chosen.
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Fig. 5. The number of activations of the atoms (right) in approximating the signal

(left)

Machine Condition Map (MCM) Training. Training a SOM neural net-
work with all the extracted sparse features from the training samples, a MCM
(as shown on the left of Fig. 6) was generated. The MCM is a typical U-matrix,
which represents the distances between neurons. Three subspaces can be easily
recognized from the MCM. According to the bearing conditions represented by
the training signals, the neurons can also be labeled. The labeled result is shown
on the right of Fig. 6.

U−matrix (machine condition map)
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Fig. 6. A MCM trained with normal (N), inner race fault (IF) and ball fault (BF)

condition

It is important to notice that, the label information should be taken as a
reference to judge the machine condition, but not the only. The adjacent neu-
rons with similar colors on the MCM share close distances so that they can be
interpreted with the same machine condition. In the practical working environ-
ments, deviations of the mapped BMU on the MCM may occur due to various
disturbances. The maintainer should hold a tolerance in reading the MCM.
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4.3 Online Monitoring

Machine Condition Recognition. After the offline training, the constructed
dictionary D and the trained MCM are to be used for online monitoring.

Firstly, the test signals under motor load 0 hp (the other half except for
training, totally 293 samples) were tested. The sparse features were extracted
following the routine as described in subsection 4.2. All the extracted sparse
features from normal, IF and BF conditions were mapped on the MCM. The hit
histograms are plotted in Fig. 7a, in which bigger hexagon means more signals
are mapped on it. It can be read from the hit histograms that the test signals are
mapped to their corresponding subspaces. Although some of the mapped neurons
are unlabeled, their meanings can be referred from their adjacent neurons.
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Fig. 7. Machine condition recognition with the trained MCM

Secondly, the sample signals from other motor loads (motor load 1, 2, 3 hp,
totally 2619 samples) were tested. The varying motor loads can be regarded
as the disturbances. Sparse features were extracted and mapped on the MCM
with the same way. The hit histograms are plotted in Fig 7b. We can see that
the mappings of IF and BF condition signals still distribute to their subspace.
The mappings of the normal condition signals deviate slightly from the labeled
normal subspace but still distribute around it. So, the bearing conditions can
also be apparently judged.

Novel Fault Condition Detection. For a novel fault condition detection test,
the sample signals from OF condition with the four different motor loads were
used. Totally 584 samples were mapped on the trained MCM (see Fig. 6). The
mapping results are plotted in Fig. 8a with hit histograms. As it is shown, the
mappings leave the normal subspace and deviate from the IF and BF subspaces.
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Fig. 8. A novel fault condition (outer race fault) detection example

The minimum quantization error (MQE) can be referred for validation of a
novel fault condition. The moving average of MQE for all the 3787 samples is
plotted in Fig. 8b. On the plot, the MQE of the training samples are firstly
plotted, followed by the test samples of four bearing conditions. The plot shows
that the MQE goes highest with the sample signals of OF condition. With the
prespecified MQE threshold ˆMQE = 0.5176, the emergence of a novel fault can
be determined. In the practical implementations, the threshold value of MQE
can be firstly set as the largest MQE in the training samples and further revised
if a monitoring signal is mapped on a labeled neuron.

5 Conclusions and Discussions

By cascading sparse coding and the SOM, a model named SC-SOM is proposed
for robust visual monitoring of machine condition. Sparse coding is used for fea-
ture extraction, while the SOM is used for machine condition space visualization
and novel fault detection. Two stages are needed in implementing the model. Af-
ter offline training, a dictionary and a machine condition map (MCM) is formed
for online monitoring. The application on bearing condition monitoring shows
that the proposed SC-SOM model is an effective condition monitoring tool. More
important is that it is robust to disturbances and possesses novel fault detection
ability.

The proposed SC-SOM model can be implemented as an ecological condi-
tion monitoring system. The learned dictionary can be interpreted as a machine
condition dictionary. Dictionary learning is the core of the SC-SOM model. In
this paper, only the robust visual monitoring ability of the SC-SOM model is
evaluated. The updating of the dictionary deserves a special research.
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Abstract. An evolving approach combining unsupervised clustering and 
supervised classification for intelligent machinery fault diagnosis is proposed. 
As the key point of the approach, the unsupervised clustering module for 
detecting a novel fault is specified in this paper. Incorporating with prior 
information in the historical data, a constrained clustering method is developed 
based on the affinity propagation (AP) algorithm. The clustering method is 
validated through experimental case studies on the bearing fault diagnosis. The 
results show that the clustering method has the self-learning abilities to detect 
the novel faults and with the evolving abilities of the proposed approach, one 
can start with just the normal condition data and continue building the diagnosis 
scheme as the new fault events occur. 

Keywords: fault diagnosis, fault detection, unsupervised clustering, supervised 
classification, affinity propagation. 

1   Introduction 

Machinery fault diagnosis is a procedure of mapping the features obtained in the 
feature space to machine faults in the fault space. This mapping process is essentially a 
problem of pattern recognition. Traditionally, fault recognition is done manually with 
auxiliary graphical tools such as power spectrum graph, phase spectrum graph, wavelet 
phase graph, etc. However, costly training and highly skilled personnel are needed 
because manual recognition requires expertise in the specific area of the diagnostic 
application [1]. Therefore, automatic fault recognition is highly desirable. This can be 
achieved by intelligent data analysis based on the features extracted from the signals. 

In the field of data analysis two terms frequently encountered are supervised and 
unsupervised methods of data classification and clustering methodologies. While 
supervised methods mostly deal with training classifiers for known symptoms, 
unsupervised clustering provides exploratory techniques for finding hidden patterns in 
the data. 

The research of intelligent fault diagnosis methods is primarily dominated by 
supervised algorithms, like neural networks, decision trees, support vector machines, 
etc [2-4]. These supervised fault classification methods work accurately and 
efficiently for trained signatures only and generate erroneous results when encounter 
novel data not belonging in the domain of training data. This leads to lower 
acceptance of these methods especially in the industry, where obtaining labeled data 
for different operating conditions may be hard. 
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While supervised classification refers to learning through labeled examples, 
unsupervised clustering refers to analyzing and extracting inductive patterns from the 
data without a trained model. Owing to the superiority in dealing with uncertainty and 
independence from supervisors, unsupervised clustering algorithms, such as k-means, 
fuzzy c-means, SOM, etc [5, 6], have been widely studied and applied to fault diagnosis. 
One limitation of the existing clustering algorithms is that there is not much predefined 
information for clustering in most cases. Some unsupervised methods require a 
predefined number of clusters before they perform clustering, but it is not always 
possible to know the number in advance. Therefore, the algorithms frequently result in 
inexact clustering results. Another problem is that these algorithms may emerge 
problems of time complexity when dealing with large scale data. This is not suitable for 
the online machinery fault detection due to the large amount of data in the industry. 

Also, it is important to recognize that the archived data does not possibly 
encompass all possible fault scenarios. Ideally one would like to build a diagnosis 
scheme based on existing historical data and update the knowledge database as new 
faults arise during online machinery fault detection. Therefore, the fault diagnosis 
system also needs to have evolving ability, i.e., when deployed online it should be 
able to identify the occurrence of new faults and establish relevant signatures or 
patterns representing the novel fault. 

In this paper, we propose an evolving approach which combines unsupervised 
clustering and supervised classification for intelligent fault diagnosis. In order to 
guarantee classification accuracy and improve robustness for novel faults detection, 
before the supervised classification module, an unsupervised clustering module is 
introduced into the whole fault diagnosis loop. Thus, the unsupervised module gives 
the provision for dealing with novel faults in the system while the supervised module 
can be updated when a novel fault is presented. Fig. 1 shows the schematic diagram of 
the proposed approach. 

Once the data is processed in real time, it is regarded as the present data. Then the 
unsupervised clustering is operated on the combined data sets of the present data and 
the historical data. If the number of clusters obtained through the unsupervised 
clustering matches with the known classes based on the historical data, then the 
existing classifying system is used. However when there is mismatch and the number 
of clusters obtained is greater than the number of trained classes, a temporary label for 
the present data is created. This temporary label can then be efficiently labeled by 
expert personnel. After it is confirmed as the novel fault finally, the supervised 
classification and the unsupervised clustering will be both retrained and updated for 
the incremented data sets. Having detected the novel fault, the new cluster 
information can be merged with the existing knowledge database and used for future 
fault diagnosis. In principle, with the evolving abilities of the proposed approach, one 
can start with just the normal condition data and continue building the diagnosis 
scheme as the new fault events occur. 

The supervised classification module for accurate fault classification is trained 
from historical data. There are a variety of classification methods developed in 
machine learning and pattern recognition community such as neural networks, 
decision trees, support vector machines, etc. The supervised classifier which has been 
studied in a large amount of available literature will not be discussed in this paper. 
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The unsupervised clustering module for detecting a novel fault is the key point of 
the whole diagnosis approach and will be discussed in detail in this paper. 

The rest part of this paper is organized as follows. In Section 2, the unsupervised 
clustering module based on the affinity propagation (AP) algorithm is briefly 
introduced. Section 3 presents the results with discussions of the application to 
bearing fault diagnosis. Section 4 draws the conclusion. 

 

Fig. 1. Schematic diagram of the proposed approach 

2   The Unsupervised Clustering Module Based on AP Algorithm 

The algorithm adopted in the unsupervised clustering module is based on affinity 
propagation (AP) algorithm which was published in Science, 2007 [7]. AP is an 
innovative and readily-extensible clustering algorithm that identifies exemplars 
quickly and successfully. Reported in the original paper, AP achieves a significant 
improvement compared with those conventional clustering methods like K-means, 
spectral clustering and super-paramagnetic clustering. One advantage of AP is that the 
number of exemplars need not be specified beforehand. It consistently achieves 
comparable or better results in far less time for large datasets. Because of its splendid 
performance, AP has been successfully applied to many fields, such as image 
clustering, gene-expression data, text mining and large scale data. Drawn by the 
success of this algorithm from different fields we attempt to use it in the industry as a 
tool for machinery fault diagnosis. In order to fit the algorithm to the actual 
machinery fault diagnosis and obtain appropriate clustering results, we develop a 
constrained AP algorithm using prior information in the historical data. 



 An Evolving Machinery Fault Diagnosis Approach 657 

2.1   AP Algorithm 

The classical techniques for clustering, such as k-means clustering and fuzzy c-means 
clustering, are both very sensitive to the initial selection of cluster centers and usually 
must be re-run multiple times with different initializations in an attempt to find a good 
solution [8]. However, this works well only when the number of clusters is small and 
chances are good that at least one random initialization is close to a good solution.  

Unlike the classical clustering algorithms, AP simultaneously considers all data 
points as potential exemplars, and exchanges real-valued messages between data 
points so as to find a subset of exemplar points that best describe the data.  

AP takes input as a so called similarity matrix S, where its element s(i, j) indicates 
that how well the data point i is suited to be the exemplars for data point j. The 
similarity should be set according to the optimization criteria of the problem, and 
actually, it needn't to be symmetrical.  

There are two kinds of message exchanged between data points, “responsibility” 
r(i, k), sent from point i to candidate exemplar k, reflects the accumulated evidence 
for how well-suited point k is to serve as the exemplar for point i, taking into account 
other potential exemplars for point i. The “availability” a(i, k), sent from candidate 
exemplar point k to point i, reflects the accumulated evidence for how appropriate it 
would be for point i to choose point k as its exemplar, taking into account the support 
from other points that point k should be an exemplar.  

The availabilities are initialized to be zero, and then the responsibilities and 
availabilities are computed by coupling according to the updating rules as follows [7]:  

                 (1) 

              (2) 

                         (3) 

At any point during AP, availabilities and responsibilities can be combined to identify 
exemplars. The message-passing procedure may be terminated after a fixed number of 
iterations, after changes in the messages fall below a threshold, or after the local 
decisions stay constant for some number of iterations. AP requires only simple local 
computations that are easily implemented and is capable of achieving better results 
with far less CPU time than most of conventional methods. 

2.2   The Unsupervised Clustering Module 

Based on passing messages between data points, AP searches for clusters through an 
iterative process until a high-quality set of exemplars and corresponding clusters 
emerges. Although the number of exemplars need not be specified beforehand, the 
appropriate number of exemplars depends on the input exemplar preferences 
parameter p which is in diagonal of similarity matrix S. The preference parameter p 
(its initial value is negative) indicates the preference that data point i be chosen as a 
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cluster center, and influences the output clusters and the number of clusters. However, 
there is no exact corresponding relation between the parameter p and the number of 
output clusters. Therefore, how to find an appropriate clustering solution is an 
unsolved problem when using AP algorithm. 

In order to obtain appropriate clustering results in the unsupervised clustering 
module, we develop a constrained AP algorithm using prior information in the historical 
data. As mentioned in the proposed diagnosis approach, firstly, the AP algorithm is 
operated on the historical data sets in order to find the appropriate parameter p through 
the training methods, and then, the AP algorithm is applied with this parameter p to 
present added data for fault detection. If the novel fault is confirmed, the parameter p 
will be updated through the retraining from the current data sets. 

The algorithm for finding the appropriate parameter p is executed by adjusting the 
value of p constantly with a certain step until the final clustering result can be 
consistent with the prior constrained information in the historical data sets, such as 
pairwise constraints of must-link or cannot-link points.  

3   Application to Bearing Fault Diagnosis 

3.1   Case Study Description 

In order to validate the proposed fault diagnosis approach, experimental analysis on 
rolling element bearings is conducted. The database used in the experimental study is 
taken from the Case Western Reserve University (CWRU) Bearing Vibration Data 
Center [9]. At this center, the experimental data were collected from ball bearings in 
the drive and fan ends of an induction motor that drives the mechanical system.  

The test rig, shown in Fig.2, consists of a 2 hp, three-phase induction motor, a 
torque sensor and a dynamometer connected by a self-aligning coupling. The 
dynamometer is controlled so that desired torque load levels can be achieved. An 
accelerometer is mounted on the motor housing at the drive and fan ends. Motor 
bearings are faulted using the electro-discharge machining (EDM) method. The data 
collection system consists of a high bandwidth amplifier particularly designed for the 
vibration signals and a data recorder with a sampling frequency of 12,000 Hz per 
channel. Data are collected for four different conditions: normal condition, ball fault, 
inner race fault and outer race fault. For these cases, the faulted bearings are 
 

 

Fig. 2. Schematic diagram of the test rig 
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reinstalled and vibration data are collected for three different fault diameters (0.007, 
0.014, and 0.021 inches). All of the experiments are repeated for four different load 
conditions (0, 1, 2, and 3 HP). Therefore, the experimental data consist of four 
vibration signals for the normal condition and 12 vibration signals for each of the 
inner race, outer race, and ball fault conditions. The vibration signals belonging to 
each class are used to construct feature vectors.  

3.2   Feature Extraction and Selection 

In any fault diagnosis problem, feature extraction from the raw signals is a very 
critical step. Because these extracted features can not only characterize the 
information relevant to the bearing conditions, but also affects the final diagnosis 
results.  

The faults that typically occur in roller bearings are usually caused by local defects 
which generate a series of impact vibrations and cause the vibration amplitude to 
increase. It is shown that the peak value and root mean square reflect the vibration 
amplitude and energy, and the kurtosis value, crest factor, shape factor and impulse 
factor characterize the impact existing in the roller bearings. The kurtosis value and 
crest factor are robust to varying operating conditions of the bearings, and are good 
indicators of incipient faults. The impulse factors are also good indicators of the sharp 
impulses generated by the contact of a defect with the bearing mating surfaces [10]. 
Therefore, we select these seven features, including mean, peak value, root mean 
square, kurtosis value, shape factor, impulse factor and crest factor, from each sample 
to represent the bearing conditions. 

3.3   Validation of Novel Fault Detection through Unsupervised Clustering 

For each time of fault detection, 25 samples are collected at a time and every sample 
contains 2048 data points. As the approximate motor speed is 1797 rpm, the motor 
rotates about 5 revolutions over the time interval of 2048 data points when the 
sampling frequency is 12,000Hz. The feature vectors with seven variables are 
constructed from the data points for each sample. In order to evaluate the proposed 
fault detection approach, 225 data samples covering four different operating 
conditions of normal condition, ball fault, inner race fault and outer race fault are 
selected from the datasets.The normal condition and each fault condition with the 
defect sizes of 0.007 inches are divided into training and testing instances. The 
detailed description of the data set used in this paper is shown in Table 1.  

Table 1. Data set used in this paper 

Number of  
training samples 

Number of  
testing samples 

Operation condition 

50 25 normal 
25 25 ball fault 
25 25 inner race fault 
25 25 outer race fault 
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3.3.1   Step 1: Novel Condition Detection According to Normal Condition 
As mentioned in the proposed approach, the first step is to build an unsupervised 
clustering module for detecting a novel condition since there is only normal condition 
in historical data initially.  

 

Fig. 3. Clustering of 50 training and 25 testing samples of normal condition (left); 50 training 
samples of normal condition and 25 testing samples of ball fault (right) 

 

Fig. 4. 50 training samples of normal condition and 25 testing samples of inner race fault (left); 
50 training samples of normal condition and 25 testing samples of outer race fault (right) 

First of all, 50 training samples of the historical normal condition are used to find 
the appropriate p in AP algorithm for the clustering. Then 25 testing samples of the 
normal, ball fault, inner race fault or outer race fault are respectively added to 50 
training samples of historical normal condition in order to validate the availability of 
the parameter p for the novel condition detection.  

For visualization of the feature vectors with seven dimensions, we implement the 
principal component analysis (PCA) method on the clustering results obtained by  
the proposed algorithm. The plot of the first two principal components (PCs) of the 
results is shown in the following figures. 

In the left of Fig.3, there is only one cluster during the clustering of 50 training and 
25 testing samples of normal condition. While in the right of Fig.3 and in Fig.4, there 
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are two clusters during the respective clustering of 50 training samples of normal 
condition and three types of fault data (ball fault, inner race fault and outer race fault) 
with 25 testing samples in each type. The preference parameter p is set to -16.9107 
and the CPU times taken to carry out this algorithm are 3.624, 2.412, 2.581 and 
2.774s, respectively. 

After this step, the normal condition data will be added to the incremental normal 
dataset which can be retrained for the update of the clustering parameter p, and the 
novel condition data will be processed in the next unsupervised clustering step. 

3.3.2   Step 2: New Fault Type Detection According to Labeled Fault Type 
The clustering method is operated on the combination of the novel condition data 
from the first step and the fault data labeled in the historical fault dataset. If the 
number of clusters obtained through the clustering method matches with the known 
classes of the historical fault data, then the existing classifying system is used. 
However when there is mismatch and the number of clusters obtained is greater than 
the number of trained classes, a temporary label for the present data is created. After it 
is confirmed as the novel fault finally, the existing classifying system and the 
unsupervised clustering will be both retrained and updated for the incremented fault 
dataset. In order to validate this method, we assume that the ball fault with 25 samples 
has already been obtained in the historical dataset.  

First of all, 25 training samples of ball fall are used to find the appropriate p for the 
clustering. Then 25 testing samples of ball fault and inner race fault are respectively 
added to 25 training samples of ball fault in order to validate the availability of the 
parameter p for the new fault type detection. 

As shown in the left of Fig.5, there is still one cluster during the clustering of 25 
training and 25 testing samples of ball fault while in the right of Fig.5, there are two 
clusters during the clustering of 25 samples of ball fault and 25 testing samples of 
inner race fault. This indicates that the new fault type is detected. The preference 
parameter p is set to -17.6148 and the CPU times taken to carry out this algorithm are 
1.886 and 1.653s, respectively. 

 

Fig. 5. 25 training samples and 25 testing samples of ball fault (left); 25 training samples of ball 
fault and 25 testing samples of inner race fault (right) 
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3.3.3   The Evolving Ability 
When the novel fault is detected and the historical fault dataset is updated to 50 
samples within 25 samples of ball fault and 25 samples of inner race fault. Then the 
parameter p is adjusted for the new condition. After the update, if there are 25 testing 
samples of ball fault or inner race fault obtained again, the number of the clusters is 
still two as shown in Fig.6. This means that these two types of fault have already 
existed in the historical fault dataset and the accurate classification will be operated 
by the supervised classifier trained from the historical dataset. The preference 
parameter p is set to -20.2674 and the CPU times taken to carry out this algorithm are 
3.366 and 3.743s, respectively. 

In order to testify the ability of the novel fault detection of the updated clustering 
model, 25 testing samples of outer race fault are added to the fault dataset within 50 
samples of ball fault and inner race fault. As shown in Fig.7, there are three clusters 
during the clustering which indicates that another novel fault is detected. This means 
that the proposed unsupervised clustering method can evolve continuously by self-
learning for the novel fault detection. When novel fault data not belonging in the  
 

 

Fig. 6. Clustering of 25 training samples of ball fault, 25 training samples of inner race fault 
and 25 testing samples of ball fault (left); 25 training samples of ball fault, 25 training samples 
of inner race fault and 25 testing samples of inner race fault (right) 

 

Fig. 7. Clustering of 25 training samples of ball fault, 25 training samples of inner race fault 
and 25 testing samples of outer race fault 
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domain of existing training datasets arrive, this unsupervised method will find these  
hidden patterns and update for the new condition while other traditional supervised fault 
classification methods, such as SVM, may generate erroneous results. With the evolving 
abilities of the proposed approach, one can start with just the normal condition data and 
continue building the diagnosis scheme as the new fault events occur. 

4   Conclusions 

This paper presents an evolving approach combining unsupervised clustering and 
supervised classification for intelligent machinery fault diagnosis. A constrained 
affinity propagation (AP) algorithm is developed for the unsupervised clustering 
module which is the critical component in the whole approach. The clustering 
algorithm is validated through experimental case studies on the bearing fault 
diagnosis. By adjusting the preference parameter through learning from prior 
information in historical data, a diagnosis scheme is built gradually. The testing 
results show that the proposed method has the self-learning ability to detect the novel 
faults and with the evolving abilities it can be easily implemented to the online faults 
detection. 
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Closed Form Solution for the Scale Ambiguity

Problem in Monocular Visual Odometry

Isaac Esteban, Leo Dorst, and Judith Dijk

University of Amsterdam and TNO, The Netherlands

Abstract. This paper presents a fast monocular visual odometry algo-

rithm. We propose a closed form solution for the computation of the

unknown scale ratio between two consecutive image pairs. Our method

requires only 1 2D-3D correspondence. A least square solution can also

be found in closed form when more correspondences are available. Addi-

tionally we provide a first order analysis on the propagation of the error

from the noise in the image features to the computation of the scale.

We show by means of simulated and real data that our method is more

robust and accurate than standard techniques. We demonstrate that our

visual odometry algorithm is well suited for the task of 3D reconstruction

in urban areas.

1 Introduction

Accurate estimation of the ego-motion of a vehicle is an essential step for au-
tonomous operation. This estimation can be performed using a wide range of
sensors such as GPS, wheel encoders, laser scanners or cameras. The use of
visual information is in particular interesting due to the flexiblility of the cam-
eras, their reduced cost and the possibility of integration with complementary
systems such as road lane warnings, pedestrian detectors or obstacle avoidance
techniques.

Early work on motion estimation is based on stereo vision systems [14]. In this
setup two cameras are located parallel to each other while recording the scene.
Given the knowledge of the baseline and relative orientation of the cameras, one
can obtain accurate results when estimating the ego-motion of the camera [5]
[17]. More recent work is focussed on monocular vision systems. The problem of
estimating the motion of a camera and reconstructing the 3D structure is called
”structure from motion” [3] [10]. Successful results have been obtained using
both omnidirectional and perspective cameras [20] [19] [17] [18].

Related to the ego-motion estimation is the process of Simultaneous Local-
ization and Mapping, or SLAM [6]. It aims at estimating both the motion of
the moving vehicle and the surrounding map. SLAM methods usually involve
the use of several sensors, though recent developments have been made that use
only cameras [8]. In this work we develop a robust motion estimation algorithm
for monocular cameras that can be integrated with complementary mapping
techniques such as SLAM.

H. Liu et al. (Eds.): ICIRA 2010, Part I, LNAI 6424, pp. 665–679, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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The nature of monocular systems induces a scale ambiguity in the estimation
of the motion and the reconstructed 3D scene (see Figure 1). The global scale
cannot be recovered unless information about the real world is introduced. This
is achieved, for instance, by gathering information from a GPS or about the
distance travelled by the camera. Additionally, if the motion is estimated on
a frame-to-frame basis, considering only the image features, there is a scale
ambiguity between the estimated translation vectors. We call this the local scale
problem. There are a number of solutions in the literature to solve the scale
implicitly. Scarammuzza et al. [20] use information about the camera’s height to
the ground and position with respect to the axis of the vehicle to obtain the global
scale factor. Also, in [19] a direct/average observation of the speed of the vehicle
is used to account for the distance travelled by the camera. These techniques,
used extensively in the literature, suffer from a number of disadvantages. When
introducing the speed of the camera, or the distance travelled, we are forced to
use external devices such as a GPS or a speedometer. If the speed is averaged,
then the motion of the camera is limited to a steady rate.

An alternative common technique, used in [17] [18], is to solve the camera
pose using 2D-3D correspondences instead of image only 2D-2D correspondences.
This is the so called PnP (Pose from n Points) problem, for which a number of
solutions exist [4] [1] [15] [2]. When using PnP methods to estimate the camera
pose, the scale is implicitly estimated. These methods however suffer from severe
error propagation. Due to the fact that the full camera motion is estimated using
only 2D-3D correspondences, the error is propagated as follows: first, from the
image features in cameras Ci and Ci+1 to the estimation of camera pose at
Ci+1. Second, the error is also propagated to the triangulation of the 3D points.
Finally, the error is propagated to the estimation of the camera pose at Ci+2.
This effect is propagated to subsequent camera poses and accumulates over time.

In this paper we focus on the local scale problem for which we derive an
explicit closed form solution. We propose an alternative technique with the same
computational complexity as the linear P6P solution, or related methods, but
with considerable improvement in accuracy. Additionally, we provide a first order
analysis on the propagation of the error and present a set of experiments with
both simulated and real outdoors data.

This paper is organized as follows. In section 2 we present the notation and
definitions. Section 3 presents our closed form solution for the computation of the
local scale. In Section 4 we provide a first order analysis on the propagation of
the error from the image noise and camera poses to the computation of the scale.
In Section 5 we present our results on both simulated and real data. Finally, in
Section 6 we draw some conclusions and point out future work.

2 Definitions and Notation

We employ the pinhole camera model, though the techniques we present can
be accommodated to single view omnidirectional cameras. We begin with the
definition of the estimated image features, 3D points and camera poses as a
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Fig. 1. Scale problem in monocular vision. Estimating the camera pose C1 is intrinsi-

cally scale free. By sliding the camera over an unknown amount along the translation

direction t[0,1], both structures S become indistinguishable reconstructions, only the

scale is different.

disturbance of the true values. These definitions are useful to understand the
derivation of the closed form solution for the local scale and later for the analysis
on the error propagation. Note that at this point we do not model the error and
only reason about how the error is propagated.

2.1 Disturbed Image Features

We define the disturbed images features xα = x̄α + Δxα in homogeneous coor-
dinates (denoted by H) as:

xαH + ΔxαH =
[
xα

1

]
+

[
Δxα

0

]
=

⎡⎣uα + Δuα

vα + Δvα

1

⎤⎦ , (1)

where xα is the estimated location of the true image feature x̄α and Δxα is the
disturbance.

2.2 Disturbed Point in Space

Our method for the computation of the scale requires at least 1 2D-3D corre-
spondence. We define a disturbed point in 3D space Xα = X̄α + ΔXα, or in
homogeneous coordinates:

XαH + ΔXαH =
[
Xα

1

]
+

[
ΔXα

0

]
=

⎡⎢⎢⎣
axα + Δaxα

ayα + Δayα

azα + Δazα

1

⎤⎥⎥⎦ (2)

Note that the disturbance represented here will depend on the error in the motion
estimation, the feature location and the method for triangulation.
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2.3 Disturbed Translation

We represent the translation direction with a unitary vector t with the constraint
||t|| = 1, or equivalently tT t = 1. We impose this constraint in the disturbed
translation t = t̄ + Δt:

1 = (t̄ + Δt)T (t̄ + Δt) (3)
1 = 1 + t̄T Δt + ΔtT t̄ + ΔtT Δt (4)

Neglecting the second order terms (ΔtT Δt ≈ 0) we obtain that ΔtT t̄ = 0. This
indicates that the disturbance Δt is perpendicular to the unitary translation
direction t̄. Expressed in coordinates:

t̄α =

⎡⎣ tx + Δtx
ty + Δty
tz + Δtz

⎤⎦ , (5)

with Δtx
T tx + Δty

T ty + Δtz
T tz = 0.

2.4 Disturbed Rotation

Given that most algorithms use a rotation representation based on a 3×3 matrix
R, we represent the error as a relative disturbance over the true rotation [12]:

R = R̄(I + ΔR) (6)

A rotation matrix R is an orthogonal matrix (R−1 = RT , or equivalently I =
RT R). The disturbed rotation must be also an orthogonal matrix, therefore we
can obtain, to first order:

I = (R̄(I + ΔR))T (R̄(I + ΔR)) (7)
I = R̄T R̄ + R̄T R̄ΔR + ΔRT R̄T R̄ + ΔRT R̄T R̄ΔR (8)
I ≈ I + ΔR + ΔRT (9)

ΔRT = −ΔR (10)

Then ΔR is a skew symmetric matrix of the form:

ΔR =

⎡⎣ 0 ω3 −ω2

−ω3 0 ω1

ω2 −ω1 0

⎤⎦ , (11)

where ω is an axis-angle [12] vector representation for a small rotation (the
disturbance of the rotation). For shortness we define the rotation matrix with
row vectors:

R =

⎡⎣r1
T

r2
T

r3
T

⎤⎦ =

⎡⎣R11 R12 R13

R21 R22 R23

R31 R32 R33

⎤⎦ (12)
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The absolute disturbance R̄ΔR1 is also represented with with row vectors Δr1
T ,

Δr2
T and Δr3

T .
So far we have described our notation with a first order analysis on the distur-

bances over image features, points in space, translation directions and rotations.
Based on these definitions, we now describe our scale consistent motion estima-
tion and then analyze the propagation of the error.

3 Robust and Scale Consistent Motion Estimation

We propose an algorithm for robust and scale consistent estimation of the motion
of a camera through space. We present the algorithm in two parts. The first part
deals with robust frame-to-frame motion estimation. This estimation is scale
free. The second part deals with the estimation of the scale, which we solve in
closed form.

3.1 Robust Frame-to-Frame Motion

The first part of the algorithm deals with robustly estimating the frame-to-
frame motion. This is a well known problem and there are a large number of
solutions. Among the most used is the 5-point algorithm [16] and normalized 8-
point algorithm [10]. In our work we choose to use the latter given its simplicity,
though our contribution on the computation of the scale can be combined with
any frame-to-frame motion estimation algorithms. Additionally, we employ a
local iterative refinement step in order to improve the estimate without a large
computational burden.

We summarize the steps of the algorithm:

– Extract SIFT [13] features using VLfeat [22].
– Match features using nearest neighbors in the SIFT descriptor space.
– Reject outliers using RANSAC [9].
– Estimate the essential matrix defining the frame-to-frame motion using the

normalized 8-point algorithm [10].
– Obtain a rotation R and unitary translation t using the method by Horn

[11].
– Refine the estimate by minimizing the reprojection error using Levenberg-

Marquardt. In this setup the internal calibration parameters (focal length,
pixel ratio and focal point) are also optimized.

In general no more than 4 iterations of the refinement step are needed for conver-
gence. The optimization of the rotation is performed in the normalized quater-
nion space. Note that this optimization step can cope with some of the short-
comings of the 8-point algorithm such as degeneracies. Given a good set of inliers
and a slightly larger number of iterations, the procedure can converge to a good
solution even when all points lie in a plane. This motion estimation procedure
yields a rotation matrix R and a unitary translation direction t.
1 Given that the true rotation is unknown, the absolute disturbance can be approxi-

mated by multiplying the estimated rotation R with the relative disturbance ΔR.
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3.2 Computation of the Local Scale

Using the above algorithm we can robustly estimate the motion of the camera
through space. However, the translation ratios between different image pairs is
still unknown. In this section we derive a closed form solution for the computation
of the local scale.

We know [10], given the camera model, that the relation between the image
features and the reconstructed 3D points in homogeneous coordinates (denoted
by H) is defined by:

mxαH = PXαH , (13)

where P is the scale free camera motion (P = [R|t] with ||t|| = 1) and m is the
scaling necessary to obtain image points and not image plane points. Given that
the camera motion, obtained as described in section 3.1, is only calculated up
to scale, we introduce the scaling factor s:

mxαH = [R|st]XαH , (14)

or equivalently: ⎡⎣muα

mvα

m

⎤⎦ =

⎡⎣R11 R12 R13 stx
R21 R22 R23 sty
R31 R32 R33 stz

⎤⎦
⎡⎢⎢⎣

axα

ayα

azα

1

⎤⎥⎥⎦ (15)

For every 2D-3D feature match α, we obtain three equations:

muα = r1
T Xα + stx (16)

mvα = r2
T Xα + sty (17)

m = r3
T Xα + stz (18)

Note: At this point we can solve this system for s in different ways. However, let
us continue our derivation and we refer the reader to Section 3.3 for a detailed
motivation.

In order to solve for s, we substitute equation 18 in equation 16 to remove the
image scale factor m. Manipulating the terms we single out the scale parameter s:

(r3
T Xα + stz)uα = r1

T Xα + stx (19)
(tzuα − tx)s = (r1

T − r3
T uα)Xα (20)

This is precisely of the form As = b, where:

A = [tzuα − tx] (21)
b = [(r1

T − r3
T uα)Xα], (22)

We can construct the vectors A and b using one row for every 2D-3D correspon-
dence α, and solve for s using SVD (Singular Value Decomposition), obtaining
a solution in the least square sense. Given that A and b are vectors, we can
also obtain a closed form solution. We want to obtain the scale s in the least
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square sense, which means minimizing ||As−b||2. We do so obtaining the partial
derivative w.r.t. s and setting it to zero:

||As − b||2 = AT As2 − 2AT bs + bT b (23)
∂(||As − b||2)

∂s
= 2AT As − 2AT b = 0 (24)

s = (AT A)−1AT b (25)

Hence we obtain a linear solution in the least square sense for the scale parameter
s. In order to simplify, we express the solution of equation 25 as:

s = A+b (26)

where:
A+ = (AT A)−1AT (27)

3.3 A Note on Alternative Methods

Given the set of 3 equations in 16, 17 and 18, there are 4 different ways to solve
the system for s.

– Method 1: solve using equations 16 and 18 as we do. This implies using uα

and tx.
– Method 2: alternatively, the system can be solved using equations 17 and

18. This implies using vα and ty.
– Method 3: combining both, the system can be solved using methods 1 and

2, stacking the solutions into vectors A and b (resulting in vectors that are
twice as long).

– Method 4: The last possibility is using equations 16 and 17, combining uα,
vα, tx and ty in a single solution. This solution is similar to methods 1 and
2 but using the ratio uα

vα
(or the inverse).

It is at first sight difficult to chose one particular method. In an urban envi-
ronment where the camera moves along a street, most of the motion occurs in
the x direction, while the motion on the y axis is mostly negligible. In this case,
we can motivate our decision by suggesting that the motion in the direction y
will not contribute to the solution s. Rather it will disturb it since the motion
will be the result of noise. Naturally, if the camera moves mainly in the y di-
rection, the alternative method 2 should be employed. However our derivation
and subsequent analysis holds by simply substituting tx by ty and r1

T by r2
T

(along with the corresponding errors). Furthermore, our analysis also holds (or
can be easily adjusted) for methods 3 and 4. For method 3, the resulting error
will be result of stacking errors computed for method 1 and 2. For method 4, the
error on the ratio uα

vα
needs to be used instead of Δuα. In order to strengthen

our motivation, we simulate a camera moving in an urban environment. In our
setup the motion of the camera occurs mainly in the x direction. We implement
all 4 methods and compare the accuracy in the estimation of the scale. Figure 3
shows the results.
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4 Error Propagation in Scale Computation

Now that we have a closed form solution to compute the local scale, we wish
to analyze how the error is propagated. We begin with the first order error
propagation in the computation of s. To obtain a full picture of the propagation,
the subsequent error analysis is performed on the computation of A+, A and b
independently. To first order, the error in equation 26 is:

Δs = A+Δb + ΔA+b (28)

This is however expressed in terms of ΔA+ and Δb. We need to obtain those
expressions as a function of the original disturbances in image features, points
in space and camera motion.

4.1 Error Propagation in the Computation of A+

We obtain an expression for the computation of A+ in equation 27. We now
analyze how the error is propagated in its computation. We begin by introducing
the disturbances:

A+ + ΔA+ = ((A + ΔA)T (A + ΔA))−1(A + ΔA)T (29)
= (AT A + AT ΔA + ΔAT A + ΔAT ΔA)−1(A + ΔA)T (30)

By first order Taylor, we may derive a first order approximation for the distur-
bance in the computation of A+:

ΔA+ = −(AT A)−1
(
(AT ΔA + ΔAT A)(AT A)−1AT + ΔAT

)
(31)

Proof
Neglecting some second order terms in equation 30, we obtain:

A+ + ΔA+ ≈ (AT A + AT ΔA + ΔAT A)−1(A + ΔA)T (32)

We define:
Z = (AT A + AT ΔA + ΔAT A)−1 (33)

Now, we need to transform Z in the form Z = (AT A)−1 +C so we can obtain a
description of the disturbance ΔA+. To accomplish this we employ a first order
approximation using Taylor series. We first define:

a = AT A (34)
n = AT ΔA + ΔAT A. (35)

We use these in equation 33 and transform it to obtain:

Z = (a + n)−1 =
(
a(1 + a−1n)

)−1
= (1 + a−1n)−1a−1. (36)

We need to transform Z according to:

(a + n)−1 = a−1 + C (37)
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The first part ((1 + a−1n)−1) is approximated using a first order taylor series:

Z ≈ (1 − a−1n)a−1 = a−1 − a−1na−1 = a−1 + (−a−1na−1), (38)

were we obtain C = −a−1na−1. This provides a first order approximation of the
error propagation in the computation of A+:

A+ + ΔA+ = ((AT A)−1 + C)(A + ΔA)T

= ((AT A)−1 − (AT A)−1n(AT A)−1)(A + ΔA)T (39)
≈ (AT A)−1AT − (AT A)−1

(
n(AT A)−1AT + ΔAT

)
(40)

= A+ −(AT A)−1
(
(AT ΔA+ΔAT A)(AT A)−1AT +ΔAT

)
(41)

Therefore, the disturbance to first order that is propagated through the compu-
tation of A+ is:

ΔA+ = −(AT A)−1
(
(AT ΔA + ΔAT A)(AT A)−1AT + ΔAT

)
(42)

4.2 Error Propagation in Computation of A

In the previous section we derive an expression for ΔA+ in terms of ΔA, now
we obtain a first order expression for ΔA:

A + ΔA = (tz + Δtz)(uα + Δuα) − (tx + Δtx) (43)
ΔA = tzΔuα + Δtzuα − Δtx (44)

4.3 Error Propagation in Computation of b

Finally, we need to obtain an expression for the error propagation in the compu-
tation of b. We follow the same procedure as before, introducing the disturbances
in equation 22 and propagating to first order:

b + Δb =
[(

r1
T + Δr1

T − (r3
T + Δr3

T )(uα + Δuα)
)
(Xα + ΔXα)

]
(45)

≈
[(

r1
T + Δr1

T − r3
T uα − r3

T Δuα − Δr3
T uα

)
(Xα + ΔXα)

]
(46)

≈
[
(r1

T − r3
T uα)Xα + (r1

T − r3
T uα)ΔXα+

(
Δr1

T − r3
T Δuα − Δr3

T uα )Xα] (47)

Δb =
[
(r1

T − r3
T uα)ΔXα+

(
Δr1

T − r3
T Δuα − Δr3

T uα )Xα] (48)

4.4 Conclusions

In Section 4, in the same spirit as [12], we present a first order analysis on the
error propagation when computing the local scale (see Section 3.2). We obtain a
closed form expression for the propagated error (equation 28). In order to make
use of the solution, we performed the analysis on the error propagation on the
computation of A+ (equation 42), A (equation 44) and b (equation 48). Getting
all four equations together yields a first order closed form representation of the
propagation of the error in the computation of the scale using any number of
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2D-3D correspondences. This result can be used, for instance, to estimate the
confidence on the computation of the scale. This, in turn, can be introduced in
a SLAM (or any probabilistic mapping) approach where the covariance of the
estimate can now be computed without the need of computationally expensive
Monte Carlos simulations. Given that we provide an expression for error in the
scale, the error in the 3D triangulation and the frame-to-frame motion needs to
be provided. This however can be estimated using either Monte Carlo simulations
or, given that the motion is scale independent, can be learn based on noise in
the image features. Alternatively, the error propagation on the 8-point algorihtm
[21] can be employed together with our derivation.

5 Experiments and Results

5.1 Comparison with P6P

In this section we present our experimental results with a fully simulated scene
of which 3 synthetic images are recorded. 30 3D points are projected onto the 3
cameras located at different positions. The internal parameters of the cameras
are considered perfect. Gaussian noise is introduced only in the image feature
location. We perform 2000 runs in which a different 3D scene is created and
the cameras are randomly positioned. For each run, we estimate the motion of
camera 3 using P6P 2 and our novel approach. We increment the noise in the
image feature locations from 0.005 to 0.18 pixels of standard deviation. We then
compare the estimated camera poses (rotation and translation) with the ground
truth camera poses. The results are shown in figure 2. The plots show that our
method outperforms the P6P reference algorithm by a large factor. For these
experiments no global optimization is used. The improvement is particularly
significant in the estimation of the translation, where our approach behaves
more linearly. In this case, the P6P algorithm becomes almost unusable as the
noise in the feature location increases. In order to reach a comparable accuracy,
4 times more 2D-3D correspondences are neccessary. This cannot be solved by
just increasing the frame rate as the number of images required to obtain the
same accuracy becomes too large and so does the computational costs.

5.2 Outdoors Visual Odometry

We also perform two experiments on real outdoors data. In both experiments
images are recorded with a hand held digital reflex camera (DSLR). We use a
wide angle lens at a resolution of 1728x1152 pixels. For the first set, 60 images
(see figure 4) are recorded covering a total distance of 100 meters of an urban
area, following a straight trajectory along one street. Results are shown in figure
5. For this experiment no drift can be perceived. This is because of our accurate

2 The P6P reference algorithm is a linear algorithm based on the Direct Linear Trans-

form method commonly used for comparison. We choose this algorithm given that,

as our proposed method, it is linear and solves in a least square sense.
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Fig. 2. LEFT: Error on the estimation of

rotation and translation of a third camera

pose given 2 previous camera poses and

the reconstructed structure using linear

triangulation (2000 runs). Top-left: error

in the rotation calculated in the quater-

nion space. Middle-left: error in the trans-

lation vector calculated as the distance

of the difference vector between ground

truth and estimation. Bottom-left: error

in the angle estimation of the translation

direction.

Fig. 3. RIGHT: Error on the estimation

of the scale using the 4 proposed meth-

ods (2000 runs). Method 2 is the worst

given that the motion on the y direc-

tion does not contribute to the compu-

tation of s. Methods 1 and 3 offer simi-

lar performance, with a slight preference

for method 1. Method 4 is slightly better

than the rest. Our decision to use method

1 instead of 4 is motivated by the fact

that method 4 can suffer from division

by zero and its behavior is more erratic

with a lower number of runs.

method and the fact that no Bundle Adjustment is used, which is a well known
source for drift. The accurate results on the estimation of the camera motion are
used to obtain an accurate reconstruction using [7] For the second set, a total
174 images (see figure 6) are recorded covering a distance of 200+ meters. In
this case the camera moves around a full block of houses. The same image is
used for first and last position to ensure that the true last camera pose is exactly
the same as where the first image is recorded. The trajectory is also recovered
accurately without the aid of Bundle Adjustment. Given that the loop is closed,
we can also measure the accuracy. The distance between the estimated position
of the last image and the first image is below 1 meter. This represents an error
of less that 0.5%.
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Fig. 4. Sample images of first dataset

Fig. 5. Top: Estimated trajectory (red circles) and recovered point cloud for first set.

Bottom: reconstructed 3D model. No global Bundle Adjustment was necessary.

Fig. 6. Sample images of second dataset
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Fig. 7. Estimated trajectory (red circles) and recovered point cloud for second set. The

camera started at the right-bottom corner moving towards the right side and ending in

the same position. This was ensured using the same image for first and last position.

No global Bundle Adjustment was necessary.

6 Conclusions

In this paper we present a closed form solution for the computation of the scale
ratio between the translation directions of two consecutive image pairs. Our
method requires only 1 2D-3D correspondence, though a least square solution
is presented also in closed form. Combined with the 8-point algorithm and a
local iterative refinement step we achieve accurate results with little drift over
large trajectories. Our visual odometry algorithm is sufficiently accurate to be
used for urban 3D reconstruction. We obtain 3D a reconstruction of a street
without the need for global Bundle Adjustment. We also compare our method
with a reference linear technique for the computation of a third camera pose
using 6 2D-3D correspondences. Our method outperforms by a factor of 3 in
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the computation of the rotation and a factor of 10 in the computation of the
scale consistent translation. Additionally we provide a first order analysis of the
propagation of the error, from the noise in the image features to the computation
of the scale. Compared to alternative methods our approach takes full advantage
of the larger number of image feature matches across consecutive frames. The 3-
frame error propagation to the computation of the rotation and the translation
direction is then avoided, effectively reducing the accumulation of error over
time. The proposed algorithm is successfully applied to images recorded in a
real urban environment for which we obtain accurate 3D reconstructions. In the
future we plan to extend our work to take advantage of the error propagation
in order to obtain a better estimate than a least square solution. This work and
more will be available online at www.fit3d.org.
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Abstract. Fuzzy Quantile Inference (FQI) is a novel method that builds a simple
and efficient connective between probabilistic and fuzzy paradigms and allows
the classification of noisy, imprecise and complex motions while using learning
samples of suboptimal size. A comparative study focusing on the recognition of
multiple stances from 3d motion capture data is conducted. Results show that,
when put to the test with a dataset presenting challenges such as real biologically
noisy” data, cross-gait differentials from one individual to another, and relatively
high dimensionality (the skeletal representation has 57 degrees of freedom), FQI
outperforms sixteen other known time-invariant classifiers.

1 Introduction

The process of behaviour understanding is usually performed by comparing observa-
tions to models inferred from examples using different learning algorithms. Such tech-
niques presented in [1] and [21] can be used either in the context of template matching
[3], state-spaces approaches [22], or semantic description [16]. Our application domain
is focused on sport, and more precisely, boxing. We have discarded template match-
ing as it is generally more susceptible to noise, variations of the time intervals of the
movements, and is viewpoint dependent [21]. We are not interested in a pure semantic
description as we need to analyze and evaluate a boxing motion in a relatively detailed
way. We therefore focus on identifying static states during a motion (state-spaces ap-
proach). Conventionally, machine learning techniques in use for solving such problems
vary from dynamic Time Warping [2], to Hidden Markov Models [15], Neural Net-
works [7], SVM [18], or variations of these techniques. This study presents FQI as a
novel machine learning technique tested in the application domain of behaviour under-
standing, that is to say the recognition and description of actions and activities from
the observation of human motions. It introduces a different method that allows us to
build from learning samples fuzzy qualitative models corresponding to different states.
An automated way to generate fuzzy membership function is proposed as an extension
of Fuzzy Gaussian Inference [10]. It is applied to biologically “imprecise” human mo-
tion through the inference of underlying probability distributions behind the identified
moves and their mapping to membership functions.

The first part of this paper defines and formalises the concept of FQI in the context of
motion classification. Secondly, an experiment involving the comparison of FQI with 16
other algorithms over the classification of 3d motion capture data is conducted. Finally,
future works are discussed in the conclusion.

H. Liu et al. (Eds.): ICIRA 2010, Part I, LNAI 6424, pp. 680–691, 2010.
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2 Fuzzy Quantile Inference

To learn to recognize a stance, a model needs to be extracted (here a fuzzy member-
ship function) for this stance from learning data. This stance is later identified during
a motion by evaluating the membership score of the observed data with respect to the
learned model. This chapter will first describe the model itself (the notion of fuzzy
membership function). It will then describe the novel process by which this model is
generated: Fuzzy Quantile Inference. Finally, it will show how the degree of member-
ship of observed data to a given template is computed. But first, a brief description of
the input data (human skeletal representation)in use is in order.

2.1 Human Skeletal Representation

We use the widely spread .BVH motion capture format [20] in which a human skeleton
is formed of skeletal limbs linked by rotational joints. In practice, for every frame,
our observed data takes the shape of a nineteen-by-three matrix describing ZXY Euler
Angles for all nineteen joints in a simplified human skeletal representation (see [10] for
more details). In other words, we seek to model the states of the 57 continuous variables
(each between 0 and 360) that characterize a stance at any time.

2.2 Model Description: The Fuzzy Membership Function

The fuzzy linguistic approach introduced by Zadeh [23] allows us to associate a lin-
guistic variable such as a “guard” stance with linguistic terms expressed by a fuzzy
membership function. Using a trapezoid fuzzy-four-tupple (a, b, α, β) which defines
a function that returns a degree of membership in [0,1] (see equation 1) seems to be
more interesting as there is a good compromise between precision and computational
efficiency (compared with, for example, a triangular membership function).

μ(x) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 x < a − α
α−1(x − a + α) x ∈ [a − α a]
1 x ∈ [a b]
β−1(b + β − x) x ∈ [b b + β]
0 x > b + β

(1)

2.3 Model Generation Using Fuzzy Quantile Inference

Frames with a membership score equal to one for a given motion (e.g. “Guard”) are
used as learning samples. The identification of these example data is made by a system
similar to Reverse Rating [17], which is to say that, in our case, an expert (a human
observer) is asked to do the following: identify a group of frames whose motion indi-
cates a stance that possesses the degree 1.0 of membership in the fuzzy set “Guard”.
Once these learning data are obtained, a fuzzy membership function can be generated.
Many kinds of procedures for the automated generation of membership functions can
be found in the literature. Fuzzy Clustering [9], Inductive Reasoning [11], Neural Net-
works [12] and Evolutionary Algorithms [19] have been used, among others, to build
such functions. Estimation of S-Function from Histograms [5] has also been done, some
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of it based on the optimization of fuzzy entropy [14]. So far, one downside of such tech-
niques has been the difficulty to link the notion of fuzzy membership to the notion of
probability distribution. One noticeable attempt to link both concepts in the generation
of membership functions has been done by Frantti [6]in the context of mobile net-
work engineering. Unfortunately, this approach is relatively limited as the minimum
and maximum of the observed data are the absolute limits of the membership function.
As a consequence, such a system ignores motions which are over the extremum of the
learning range of the examples. This work presents a method that overcomes this prob-
lem by introducing a function that maps quantile functions to degrees of membership.
Human motions are complex because they are unique. Nobody moves exactly the same
way. Even the same person, when repeating the same motion, will not perform it in
an strictly identical fashion. Despite of this, we seem to be able to recognize a motion
when performed by different actors at various speeds and in very different conditions.
From this observation, and the existence of the Central Limit Theorem, it is assumed
that motions are somehow distributed. The characteristics of the distributions involved
are unknown, but somehow, joints rotations, which are the most basic components of a
motion, are assumed to be obeying some hidden probability density for a given motion.
This assumption leads us to:

– Estimate the type of distribution underlying a given motion
– Map it to a representation system that is computationally efficient and suitable for

noisy data (here,as explained previously, we choose trapezoid fuzzy membership
functions).

– Evaluate this modelling process by learning and testing its accuracy and efficiency
on real life motion capture data.

There exists many types of continuous distributions that can be applied to describe Euler
angles. We do not pretend to list them all, but rather to find a systematic way to map best
known distributions to one or several trapezoid fuzzy membership functions. We limit
our analysis to distributions with only one mode (mapping saddle shaped distributions
might be future work). Considering that a learning sample is of limited size, it represents
a subset in the range of all possible joints rotations that characterize a given motion. As
these are learning data, the joint rotations are expected to describe the target motion
with an optimum qualitative certainty (with a membership score of 1). This has the
following implication when building the fuzzy membership function: the extremum
values of the learning sample will correspond to the lower and upper limits of the areas
of membership 1 of the fuzzy membership function. Let the values of a variable X
exposed in a learning sample be such that a ≤ X ≤ b. All values X in the interval
[a, b] are given a membership score m = 1. Inversely, all values of X such that X
belongs to ] − ∞, a[∪]b, +∞[ are given a membership score 0 ≤ m < 1. Therefore,
a fuzzy membership function will be defined by the tuples {a, b, α, β} where a and b
are known and defined by the learning sample. There is now need to define the values
of α and β in order to complete the modeling process. The relative size s of the subset
that constitutes the learning sample can be estimated as the proportion of the population
whose value is in the interval [a, b]. This in fact corresponds to the average area under
the distribution curve between a and b. This can be expressed as the difference of the
cumulative distribution functions (or c.d.f.) of the variables b and a such that:
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s = CDF (b) − CDF (a) =
∫ b

a

p(x)dx

Where p(x) is the probability density function (p.d.f.), for any two numbers a and b
with a < b. From the parameter s, the lower and upper limits of the learning sample in
number of standard deviations n on each side of the median of the distribution can be
extracted. This number n can be extracted considering the quantile function also known
as the inverse cumulative distribution function of the applied distribution. This gives
us the distance ration between the maximum number of standard deviations covered
by the fuzzy membership function and n. This allows to define the general shape of
the fuzzy membership function in two steps: estimation based on a centralized mean of
distribution, correction of estimation based on shift of central mean to sample mean.

The estimation of a membership function based on a theoretical mean is the first
step towards building a model. Let s be a parameter such that:0 < s < 1 describing the
proportion of the population whose value is in the interval [a, b] of the min and max val-
ues of the learning sample. Let CDF−1(x) be the quantile function also known as the
inverse c.d.f of the applied distribution. Let CDF−1(0.5) be the position of the median
of the distribution. Depending on the distribution, let μ be the estimated mean. Let a, the
lowest value of the learning sample, be defined in term of the underlying distribution by
a = CDF−1(0.5 − (s/2)). Let b, the highest value of the learning sample, be defined
in term of the underlying distribution by b = CDF−1(0.5 + (s/2)). Let [σminσmax]
be the interval defining the values a − α and b + β of the fuzzy membership function
mapping the distribution. Then, as illustrated in Figure 1), α0 and β0 are defined by:{

α0 = a − σmin

β0 = σmax − b
(2)

Normal, but also a Laplace, an Exponential and a Log-Normal distributions (see Fig-
ure 2) are considered. This first estimation is done assuming that the mean of the dis-
tribution overlaps with the mean of the learning sample. This calls for a reevaluation.

The correction of the initial estimation based on shift of central mean is the second
step. By the Central Limit Theorem, the larger the learning sample the more likely its
mean hints at the real position of the mean of the corresponding distribution. If the
distribution has only one mode and is central symmetric:⎧⎨⎩

δμ = (μ2 − a)/(b − a)
α = (1 − δμ)(α0 + β0)
β = (δμ)(α0 + β0)

(3)

In the case of right-skewed distributions of the type Exponential or Log-Normal:⎧⎨⎩
δμ = (μ2 − μ1)/(b − μ1)
α = α0 − (δμ · α0)
β = β0 + (δμ · α0)

(4)
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Fig. 1. Influence of s parameter on the shape of the Fuzzy Membership Function (FMF) for a
Normal distribution

(a) Normal and Laplace (b) Exponential and Log-Normal

Fig. 2. Initial mapping of FMF from Normal and Laplace central symmetric and right-skewed
distributions for s = 0.7

To summarize the salient points of this method, considering the range and center of
density of the learning sample, the shape of a fuzzy membership function will be de-
fined by the following three factors. First, the maximum number of standard deviations
covered by the fuzzy membership function. In the example of a normal distribution of
standard deviation 1, the maximum range is approximated by assuming that it is n stan-
dard deviations away in both directions from the mid-point of the range of membership
one. This will define the length of the base of the trapezoid shape. Secondly, depending
on the value of the parameter s, a portion of the n standard deviations representing the
total range will be allocated to the membership-one-range and the remaining part will
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(a) Normal shift: δμ = 0.83 (b) Laplace shift: δμ = 0.79

(c) Exponential shift: δμ = 0.89 (d) Log-Normal shift: δμ = 0.89

Fig. 3. Shifting distributions with s = 0.7 depending on δμ (dashed lines are the shifted
distributions)

be allocated to the lower membership degrees. This will define the length of the top
part of the trapezoid shape (see Figure 1). Thirdly, the average of the means is extracted
out of each learning sample. This will be used to shift the base of the trapezoid shape
to either side in order to follow a shift of the distribution. This varies with the type of
distribution (see equations 3 and 4).

Membership Evaluation is the last step. Observed data take the shape of a nineteen-
by-three matrix describing ZXY Euler Angles for all nineteen joints. A “Guard” stance
is defined by fuzzy membership functions that capture the Euler angles rotations defin-
ing a posture. One evaluates how close this matrix is from a “Guard” stance by calculat-
ing the degree of membership of every Euler Angle in every joint to its corresponding
fuzzy-4-tuple. An average membership score is then computed. This approach could
probably be improved in the near future by introducing weighted average for certain
joints (for example, the position of the elbow might be more important than the posi-
tion of the knee when in guard). In order to readjust the relative size of the samples, the
membership scores si can be re-scaled by fine-tuning the thresholds ti linked to each
move i the following way :

si = (si − ti) / (1 − ti) (5)

When a frame has a high membership score for several fuzzy sets, an order of preference
of these sets can be established by comparing the Euclidian distance of the observed
data to the centroid of each fuzzy set.

3 Comparing FQI with Other Classifiers: Experiment and Results

Boxing motions are chosen as they require precision, are well defined, and only require
a small surface for the setting of a motion capture studio. They can also be reused in the
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context of security surveillance. The experimental setting in use is essentially contrived
as we are not using real fighting situations involving multiple opponents. Instead, par-
ticipants are asked to perform modern boxing moves on their own, in a preordained and
controlled fashion. Yet, this setting does have some natural aspects in that every similar
motion performed by a human is unique in its own right. Motion-capture data from hu-
man participants are used as learning samples and testing samples. FQI is compared to
sixteen time-invariant classification algorithms in order to recognize stances. These clas-
sifiers take exactly the same input data as FQI in order to provide a substantial ground
for comparison. The description of the experiment starts with a review of the equipment,
participants and procedures employed. Results are then exposed and discussed.

3.1 Apparatus

The motion capture data are obtained from a Vicon Motion Capture Studio with eight
infra-red cameras. Each motion capture suits is set with a total of 49 optical passive
reflective markers. The motion recognition is implemented in MATLAB on a standard
PC with 2 Gigs of RAM. An additional MATLAB toolbox presented in [13] is also used
for extracting Euler Angles from .BVH files.

3.2 Participants

Three male subjects, aged between 18 and 21, of light to medium-average size (167cm
to 178cm) and weight (59 to 79kgs), all are competition level boxers at the national
level. None of them present any abnormal gait. Optical Markers are placed in a similar
way on each subject to ensure a consistent motion capture (see Figure 4). The motion
capture Infra Red cameras are placed as shown in figure 5.

Fig. 4. Optical markers placement - front view
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Fig. 5. Floor plan - the 3d motion capture studio

3.3 Procedure

The motion capture data are obtained from several subjects performing each boxing
combination four times. There are twenty different boxing combinations, each sepa-
rated by a guard stance. These are performed at two different speeds (medium-slow and
medium fast). The boxing combinations are ordered sets of basic boxing stances. There
are in total six precisely defined basic stances: Guard, Jab, Cross, Left Hook, Right
Hook, Lower Left Hook. The rotational variations behind these stances are assumed to
be normally distributed. These are well-known boxing stances and are accurately de-
scribed in [4] (this description is valid for a right handed boxer - it should be reversed
for a left-handed one).

Each participant goes through the following steps: on arrival, after a 10 min intro-
duction, the participant is briefed on the experiment and given consent and information
forms to read and sign. He is then putting the suit and captors on during the next 10
minutes. The next step which is the set up and calibration of the motion capture equip-
ment takes around one hour. The data capture of different motions follows and is spread
over 20 min. The participant then goes to the changing room and leaves.

A fuzzy membership function template corresponding to a specific stance is extracted
from various samples. First, all three participants are employed to learn and to test how
well the system recognizes the stances. Then, an evaluation is conducted to see how
the system cope to learn from only two participants, and test how well it recognize
stances from a third different participant. The accuracy of the system is examined when
learning to recognize six different boxing stances simultaneously in a comparative work
between FQI and other time invariant classifiers.

3.4 Results and Discussion

FQI is compared to algorithms that are implemented using the WEKA Machine Learn-
ing package presented in [8]. They represent diverse paradigms that can be roughly
classified into seven types: Bayes, Function based, Nearest Neighbours, Tree based,
Rule based, and Miscellaneous. The WEKA classifiers are used “as is” from the Weka
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Fig. 6. Comparison of accuracy between FQI and 16 other classifiers

library using mostly default settings. Classifiers performances are evaluated using ac-
curacy, and F-Score. Accuracy is defined as:

accuracy =
tp + tn

tp + fp + fn + tn
(6)

where tp represents true positive rate, tn true negative rate, fp false positive rate, and
fn false negative rate. It represents the proportion of true results (both true positives and
true negatives) in the population. It is the most used empirical measure in the area of
machine learning classifiers. At a first glance (see figure 6), results seem quite encour-
aging as FQI shows the best average accuracy of 90% over sixteen high performance
machine learning classifying methods (figure 6). This difference in accuracy with FQI
is significant at the level 0.05 on a two-tailed t-test for fifteen of these methods at the
exception of Bayes Net (86%) which performs similarly and does not show a signifi-
cant difference, even at the level 0.20. So far, if exclusively focusing on the accuracy,
FQI and Bayes Net seem to be in first position, while the next three best methods are :
SimpleCart (81%), Fuzzy Rough K-Nearest neighbours (79%) and Naive Bayes (78%).
Beside FQI, the most accurate methods belong broadly to Bayes, decision trees and
Fuzzy Rough Nearest Neighbours types. The worst performances belong to rule based
classifiers - Conjunctive Rule (60%) and Decision Table (58%). They present a lost
of accuracy of nearly 10% compared to the next best classifier. This gap could be ex-
plained by the difficulty for the bottom-up design to generate the sheer quantity of rules
that could deal with real numbers in a noisy and biologically imprecise data set. When
using accuracy alone, results seem to be in favor of FQI and Bayes Net. However, using
only accuracy to measure the performance of the FQI classifier would only show a part
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Fig. 7. Comparison of F-Measure between FQI and 16 other classifiers

of the whole picture. F-Measure or balanced F-Score (equation 7) is a measure that
combines Precision and Recall. It is the harmonic mean of precision and recall.

F − score =
Precision · Recall

Precision + Recall
(7)

FQI shows the best average F-score of 90% over the sixteen other classifiers (figure 6).
This difference in F-score with FQI is significant at the level 0.05 on a two-tailed t-test
for all of these methods. The next four best classifiers are Bayes Net (85%), Simple-
Cart (77%), Fuzzy Rough K-Nearest neighbours (74%) and Naive Bayes (73%). These
results confirm the overall dominance of FQI so far.

FQI seems to compare favorably with the considered time invariant techniques when
classifying static stances. Results on this particular data set show that it ends up with the
best Accuracy, and F-Score. These positive results suggest that FQI seems to emulate
certain successful traits present in other classifiers such as: the ability to decouple condi-
tional feature distributions into one-dimensional sets, the capacity to link these features
by combining their memberships, the ability to deal with imprecision and overlapping
classes scores, and the capacity to deal with partial knowledge by taking into account
the degree of incompleteness of the learning sample when mapping it to an underlaying
distribution.

4 Conclusion

The novelty of FQI comes from the fact that it builds a simple and efficient connec-
tive between probabilistic and fuzzy paradigms that allows the classification of noisy,
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imprecise and complex motions while using learning samples of sub-optimal size. Re-
sults show that, when put to the test with a dataset presenting challenges such as bio-
logically noisy” data, cross-gait differentials from one individual to another, and high
dimensionality caused by the complexity of the skeletal representation (57 degrees of
freedom), FQI outperforms 16 other known time invariant classifiers. This, somehow,
gives FQI stronger credentials as a contender in the field of motion recognition. How-
ever, if FQI is relatively good at identifying static stances, it cannot so far take into
account previous poses, or contextual information. Considering the similarity of some
static poses that belong to different moves, this unavoidably causes mistakes within the
classification results. There is therefore need to introduce a time dimension and contex-
tual information to refine the results, and also need make the system cope with missing
features that could result from visual occlusion.
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Abstract. An intuitive three-dimensional task-oriented coverage model

for 3D multi-camera networks based on fuzzy sets is presented. The

model captures the vagueness inherent in the concept of visual cover-

age, with a specific target of the feature detection and matching task.

The coverage degree predicted by the model is validated against various

multi-camera network configurations using the SIFT feature detection

and description algorithm.

1 Introduction

Three-dimensional multi-camera networks (that is, camera networks with three-
dimensional sensing capabilities) cover a major subset of camera network appli-
cations. A fuzzy representation lends itself well to modeling the vague concept
of task-specific coverage in such a network. Spatial points with associated direc-
tion form the universal set of observable information, and assigning to these a
degree of membership in the set of covered points yields a quantitative metric
for coverage.

In other work, we shall present a full theoretical derivation of the fuzzy cover-
age model. It is a comprehensive three-dimensional coverage model for cameras
and multi-camera networks, based on fuzzy sets, which is derived from well-
studied parameters of the standard imaging system model (obtained from in-
ternal and external calibration), and can be tuned for specific tasks via a small
number of intuitive application parameters. The model takes its inspiration, in
part, from work by Cowan and Kovesi [1] and others. Here, we focus on describ-
ing and evaluating the 3D multi-camera network coverage model, and dispense
with much of the background theory as it is beyond our scope.

A major task requirement for most 3D applications is the detection and match-
ing of local features. Modern popular algorithms such as SIFT [2], SURF [3],
MSER [4], and others allow for fairly reliable sparse feature matching between
relatively widely separated views – and, therefore, wide-baseline stereo recon-
struction. In order to evaluate the coverage of arbitrary scene features, the na-
ture of which (including planar orientations) are not known a priori, directional
coverage must be modeled in the scene. As will be shown, the fuzzy coverage
model captures this aspect of coverage quite well.

The remainder of this paper is organized thus. Section 2 presents some of the
underlying theory and conventions used in our model. Section 3 describes the
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model specifically for 3D multi-camera networks, with brief insights into the fun-
damental computer vision theory. Experimental results for the feature detection
and matching task are presented in Section 4. Finally, concluding remarks are
given in Section 5.

2 Definitions and Conventions

2.1 Geometric Conventions

When dealing with a three-dimensional Euclidean space, we express positions
and orientations in a right-handed Cartesian coordinate system, with the axes
of its basis denoted x, y, and z, and fixed-axis rotation angles about these axes
denoted θ, φ, and ψ, respectively.

Fig. 1. Axes and Rotations

Naturally, for the spatial coordinates, (x, y, z) ∈ R
3. Similarly, for the rotation

angles, (θ, φ, ψ) ∈ [0, 2π)3; for every equivalence class on angles θ2π we consider
the value θ ∈ [0, 2π).

For vector direction, we also employ a two-angle orientation defined by incli-
nation angle ρ ∈ [0, 2π), measured from the z-axis zenith, and azimuth angle
η ∈ [0, 2π), measured from the x-axis in the x-y plane (in the direction of ψ).
Since, for 0 ≤ e ≤ π, (π − e, η) ∼ (π + e, η + π), we generally restrict ρ to [0, π]
where possible. Note also that (0, η1) ∼ (0, η2) and (π, η1) ∼ (π, η2) for any η1

and η2.

Definition 1. The directional space D = R
3 × [0, π] × [0, 2π) consists of three-

dimensional Euclidean space plus direction, with elements of the form (x, y, z, ρ, η).

For convenience, we denote the spatial component ps = (x, y, z) and the direc-
tional component pd = (ρ, η).

A standard 3D pose P : R
3 → R

3, consisting of rotation matrix R and
translation vector T, may be applied to p ∈ D. The spatial component is trans-
formed as usual, i.e. P (ps) = Rps + T. The direction component is trans-
formed as follows. If d is the unit vector in the direction of pd, then P (pd) =



694 A. Mavrinac, J.L.A. Herrera, and X. Chen

(arccos(Rdz), arctan 2(Rdy,Rdx)), where arctan 2 is an arctangent variant re-
turning the angle from the x-axis to a vector in the full range [0, 2π).

2.2 Fuzzy Sets

A fuzzy set [5] is a pair (S, μ), where S is a set (called the universal set) and
μ : S → [0, 1] is a membership function indicating the grade of membership of
elements in S to the fuzzy set. For a fuzzy set A = (SA, μA), the set supp(A) =
{x ∈ SA|μA(x) > 0} is called the support of A, and the set kern(A) = {x ∈
SA|μA(x) = 1} is called its kernel.

The standard fuzzy union operation is defined for fuzzy sets A and B as
A∪B = (SA∪SB , μA∪B), where μA∪B(x) = max(μA(x), μB(x)) for x ∈ SA∪SB .
Similarly, the standard fuzzy intersection operation is defined as A∩B = (SA ∩
SB, μA∩B), where μA∩B(x) = min(μA(x), μB(x)) for x ∈ SA ∩ SB. Other t-
conorms and t-norms yield different union and intersection operations [6]; in
particular, we also use the algebraic product t-norm for intersection, for which
μA∩B(x) = μA(x) ·μB(x).

In modeling the coverage of cameras and multi-camera networks, we deal with
fuzzy subsets of R

3 and D.
A continuous fuzzy set A has a discrete counterpart, denoted Ȧ, which is

formed by sampling a finite number of elements from A such that μȦ(p) = μA(p)
for all p ∈ SȦ. We adopt this notation for all discrete fuzzy sets. A discrete fuzzy
set Ȧ has scalar cardinality |Ȧ| =

∑
x∈SȦ

μȦ(x).

3 The Fuzzy Coverage Model

3.1 Single Camera

Consider a fuzzy subset C ∈ D, with R
3 in the camera frame basis, where

membership grade μC(p) indicates “good imaging” at spatial point ps from
direction pd. In other words, C is the fuzzy set of directional points (in the
camera frame) which are covered.

Our realization of C is entirely determined from nine intrinsic parameters of
the imaging system (A, f , su, sv, ou, ov, w, h, and zS) and five application
parameters (γ, R1, R2, cmax, and ζ) for a total of 14 parameters. The intrinsic
parameters are normally obtained from camera specifications and calibration,
and the application parameters are intuitive to set based on task requirements.
Four individual factors – visibility, resolution, focus, and direction – yield com-
ponent fuzzy subsets of D. These components are combined via algebraic product
fuzzy intersection:

C = CV ∩ CR ∩ CF ∩ CD (1)

Conveniently, if it is not desirable to account for a component in a certain appli-
cation, it can simply be left out of (1). In the particular case where directional
visibility is not relevant (thus C = CV ∩ CR ∩CF ), C can be treated as a fuzzy
subset of R

3 rather than of D for practical purposes, since, as will be seen, the
directional components have no effect.
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Visibility. Visibility is a bivalent condition depending whether p is within the
field of view, a function of x, y, and z. However, points near the edges may not
be considered “fully visible” for an application’s purposes, so a general-purpose
application parameter γ is introduced to fuzzify visibility into a trapezoidal
membership function. The value of γ is simply the number of pixels in from the
edge of the image where features are considered to be fully within the field of
view.

CV has kern(CV ) = {(x, y, z, ρ, η) ∈ D| − sin(αhl) + γh ≤ x ≤ sin(αhr) −
γh,− sin(αvl + γv ≤ y ≤ sin(αvr) − γv, z > 0} and supp(CV ) = {(x, y, z, ρ, η) ∈
D|− sin(αhl) ≤ x ≤ sin(αhr),− sin(αvl) ≤ y ≤ sin(αvr), z > 0}, where γh and γv

are calculated from γ as follows:

γh =
2γ

w
sin

(αh

2

)
(2)

γv =
2γ

h
sin

(αv

2

)
(3)

Here, αh and αv are the horizontal and vertical angles of view (computed from
calibration), with αhl, αhr, αvl, and αvr being the half-angles measured from
the principal axis.

Resolution. Resolution is inversely proportional to the z-coordinate of p. CR

has kern(CR) = {(x, y, z, ρ, η) ∈ D|0 ≤ z ≤ z1} and supp(CR) = {(x, y, z, ρ, η) ∈
D|0 ≤ z ≤ z2}.

The values of z1 and z2 are computed from application parameters R1 and
R2 as follows:

zR =
1
R

min
[

w

2 sin(αh/2)
,

h

2 sin(αv/2)

]
(4)

where w and h are the pixel width and height of the image, respectively. R1 is
the minimum pixel resolution at which the application is not negatively affected
by the resolution, and R2 is the absolute minimum pixel resolution beyond which
the application does not produce acceptable results.

Focus. Focus is also a function of z. CF has kern(CF ) = {(x, y, z, ρ, η) ∈ D|z� ≤
z ≤ z�} and supp(CF ) = {(x, y, z, ρ, η) ∈ D|zn ≤ z ≤ zf}.

For z ∈ [z�, z�], the digital image is effectively in perfect focus; the values are
calculated as follows:

z� =
AfzS

Af + s(zS − f)
z� =

AfzS

Af − s(zS − f)
(5)

where A is the aperture diameter, f is the focal length, zS is the focus distance,
and s is the real size of one pixel.

The values of zn and zf are the near and far limits of depth of field for the
maximum circle of confusion diameter, application parameter cmax:

zn =
AfzS

Af + cmax(zS − f)
zf =

AfzS

Af − cmax(zS − f)
(6)
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Direction. Directional visibility is a function of inclination angle ρ. An applica-
tion parameter ζ is introduced to fuzzify directional visibility into a trapezoidal
membership function, which can be used to account for the quality of coverage of
an object face dependent on viewing angle, or for the ability to match features.

The fuzzy subset for direction CD has kern(CD) = {(x, y, z, ρ, η) ∈ D|ρ ≥
π/2 + Θ + ζ} and supp(CD) = {(x, y, z, ρ, η) ∈ D|ρ ≥ π/2 + Θ}, where

Θ =
(y

r
sin η +

x

r
cos η

)
arctan

( r

z

)
(7)

with r =
√

x2 + y2 and for z > 0.
The value of ζ is in the range [0, π/2], and reflects the angle of the surface

normal of a feature, relative to the principal axis, at which performance for a
given task begins to degrade.

3.2 3D Multi-camera Network

In a 3D multi-camera network, coverage depends on at least two cameras imag-
ing the same point (including direction). Typically, applications perform 3D
reconstruction or other pairwise processing of shared scene.

In-Scene Single-Camera Model. The in-scene model for a single camera,
Cs, is simply the camera model C transformed to the world frame. Thus, Cs

has six additional parameters – the pose, or extrinsic parameters, of the camera,
defined by x, y, z, θ, φ, and ψ – for a total of 20 parameters.

Adding the Occlusion Constraint. In order to introduce the additional
constraint of scene occlusion, the scene model S is required. This consists of a
series of opaque plane segments (surfaces of static scene objects). A spatial point
ps is occluded iff there exists a unique point of intersection pi �= ps between the
line segment from ps to the camera’s principal point pp and any opaque plane
segment.

pi = ps + (pp − ps)t (8)

where t is found, given three non-collinear points P0, P1, and P2 in a plane
P ∈ S, from⎡⎣ t

u
v

⎤⎦ =

⎡⎣psx − ppx P1x − P0x P2x − P0x

psy − ppy P1y − P0y P2y − P0y

psz − ppz P1z − P0z P2z − P0z

⎤⎦−1 ⎡⎣psx − P0x

psy − P0y

psz − P0z

⎤⎦ (9)

The in-scene model with occlusion is denoted Co.

Pairwise Coverage. Because the 3D multi-camera network performs pairwise
processing, we must consider the coverage models of pairs of cameras. The pair-
wise coverage model for cameras k and l is a fuzzy subset Co

kl = Co
k ∩ Co

l .
Network coverage for a 3D multi-camera network can be modeled as a fuzzy

subset CN =
⋃

k,l∈N2 Co
kl.
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4 Experimental Application

4.1 Feature Matching

Many multi-camera network applications, particularly those involving 3D recon-
struction, rely heavily on matching local image features. A variety of feature
detection and description algorithms exist, but a major common limitation is
degradation of performance over large rotational transformations of the view-
point [7,8,9,10].

Conceptually, the membership degree of a D vector in Co
kl will depend heavily

on the rotation component of Pkl: the larger the angle between the principal
axes of k and l, the smaller the range of directions covered in common. The
ζ application parameter is tuned according to the repeatability of a feature
detector over such rotation (experimentally, in our case).

In our experiments, we test the detection and matching performance of the
popular SIFT [2] algorithm for local feature detection and description. A total
of 26 camera views of a scene of known structure containing 56 features with
known 3D positions are used to validate the detection and matching performance
predicted by the fuzzy coverage model.

4.2 Apparatus

Software Implementation. The fuzzy coverage model and fuzzy vision graph
have been implemented in an object-oriented software stack using Python [11].
First, we have developed FuzzPy [12], a generic open-source Python library
for fuzzy sets and graphs. Using this functionality, we have developed vari-
ous classes for the fuzzy sets used in the model. The Camera class, initialized
with the 14 model parameters, returns the μ-value of any spatial point in cam-
era coordinates using continuous trapezoidal fuzzy sets to implement C. The
MultiCameraSimple and MultiCamera3D classes build their respective discrete
fuzzy sets from Camera objects and a supplied scene model S. Coverage perfor-
mance m can be estimated given a discrete fuzzy subset Ḋ ∈ D.

Cameras. Prosilica EC-1350 cameras, with a sensor resolution of 1360× 1024
pixels and square pixel size of 4.65 µm, are employed. These are fitted with
Computar M3Z1228C-MP manual varifocal lenses, with a focal length range of
12 mm to 36 mm and a maximum aperture ratio of 1:2.8. Calibration and image
acquisition are performed using HALCON [13]. The SIFT implementation from
VLFeat [14] is used for feature detection and matching.

4.3 Experimental Results

An experimentally determined value of ζ = 0.3 is used for the application param-
eter for directional visibility (other application parameters are γ = 20, R1 = 3.0,
R2 = 0.5, cmax = 0.0048).

A four-camera network is used to evaluate the model in this section. One
image is taken from each camera, then SIFT is used to find the features in all
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the images and the matching points in all the pairs for the network. The scene is
then simulated and the results are shown in Tables 1 through 6. Figure 2 shows
the four images used for this setup, and Figure 3 shows the simulated model
used to visualize the predicted performance of this camera setup.

When SIFT is used the result is a bivalent condition that indicates whether
the feature, or point in this case, was detected by the algorithm in both images
and consequently matched for the given pair. While 1 indicates that the feature
was found in both images 0 represents two possibilities: the feature was not
detected in any image or it was only detected in one image.

For pair 6 no matches were found, that result is reflected in the model since
there are no points with μ > 0.

Table 1. Camera Network Pair 1

Points P06 P13 P14 P15 P38 P39 P46 P47

SIFT 1 1 1 1 1 1 1 1

Model 0.72 0.00 0.51 0.00 0.70 0.00 0.50 0.58

Table 2. Camera Network Pair 2

Points P06 P13 P14 P15 P38 P39 P46 P47

SIFT 1 1 1 1 1 1 1 1

Model 0.94 0.71 0.71 0.24 0.91 0.92 0.82 0.81

Table 3. Camera Network Pair 3

Points P01 P02 P05 P06 P09 P13 P14 P15 P16 P17

SIFT 0 0 1 1 0 1 1 1 0 0

Model 0.77 0.81 0.82 0.72 0.28 0.00 0.51 0.00 0.37 0.47

Table 4. Camera Network Pair 3 continued

Points P18 P26 P27 P28 P37 P38 P39 P46 P47 P48

SIFT 0 1 1 1 1 1 1 1 1 1

Model 0.46 0.00 0.76 0.68 0.76 0.70 0.00 0.50 0.58 0.51

Table 5. Camera Network Pair 4

Points P01 P02 P09 P16 P17 P18 P27 P28 P40 P48

SIFT 0 0 1 0 1 1 1 1 0 1

Model 0.77 0.81 0.82 0.37 0.57 0.65 0.62 0.68 0.63 0.51

Table 6. Camera Network Pair 5

Points P01 P02 P09 P16 P17 P18 P25 P26 P27 P28 P48 P55

SIFT 1 1 0 1 0 0 0 0 1 1 1 1

Model 0.85 0.81 0.28 0.42 0.47 0.46 0.54 0.55 0.62 0.70 0.91 0.86
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Tables 1 through 6 show that the points with a SIFT condition of 1 also have
a μ > .5 for this camera network, this is considered a good prediction from the
camera model, however there are some points that have a SIFT condition of 1
and a μ = 0, regardless these points are considered as false positives because
they do not appear as points in the images and SIFT does not look for any
specific shape.

Of the total of points that are in the scene 37.5% appear in the model with
a μ > .5 and 33.92% appear with a μ > .5 and were also detected by the SIFT
implementation.

Fig. 2. Views for Camera Network 1

Fig. 3. M0 for Camera Network 1

Figure 4 shows the matched points for a particular pair of images from a
different camera setup. Each camera covers a large amount of features; however,
due to the pose of each camera the amount of features covered in common is
small. This is reflected in the model shown in Fig 5.

In Figure 5 the points being matched by the SIFT implementation are P44

and P45; the μ values for these points are μP44 = 0.67 and μP45 = 0.59.
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Fig. 4. Matched points for a pair of cameras

Fig. 5. Model for cameras in Fig. 4

5 Conclusions

The fuzzy coverage model accurately encapsulates information about a 3D multi-
camera network’s predicted performance on the ubiquitous task of feature de-
tection and matching.
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Abstract. If we want to recognize the human’s emotion via the face-to-face in-
teraction, first of all, we need to extract the emotional features from the facial 
image and recognize the emotional states. . Our facial emotional feature detec-
tion and extracting based on Active Appearance Models (AAM) with Ekman’s 
Facial Action Coding System (FACS). Our approach to facial emotion recogni-
tion lies in the dynamic and probabilistic framework based on Dynamic Bayes-
ian Network (DBN). The active appearance model (AAM) is a well-known 
method that can represent a non-rigid object, such as face, facial expression. In 
this paper, our approach to facial feature extraction lies in the proposed feature 
extraction method based on combining AAM with Facial Action Units of Facial 
Action Coding System (FACS) for automatically modeling and extracting the 
facial emotional features. Also, we use the Dynamic Bayesian Networks 
(DBNs) for modeling and understanding the temporal phases of facial expres-
sions in image sequences. 

Keywords: Facial Emotion Recognition Facial Feature Extraction, Active  
Appearance Model, Facial Action Coding System, Dynamic Bayesian Network. 

1   Introduction 

Over the last decades, resolving the absence of mutual sympathy in interactions be-
tween humans and machines is one of the most important issues in human-computer 
interaction, owing to its wide range of applications in commerce. Amongst these is-
sues, many researches about the emotional communication between the human and the 
machine have been reported. The emotional communication between the human and 
the machine have received large attention as parts of the human computer interactions. 

Among the emotional factor, facial expression is one of the most important and 
spontaneous element to recognize the human emotional status. Facial expressions in 
spontaneous interactions are often characterized by the presences of significant head 
motion, temporal behaviors, partial occlusions. But, it is difficult to define the hu-
man’s emotion states by using facial expression, because, these facial expression 
characteristics are sensitized to the external noises, such as illumination conditions, 
dynamical head motion, etc. To overcome these problems, numerous techniques have 
                                                           
∗
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been proposed, but it still failed to be improved. One of the fundamental issues about 
facial expression analysis is how to represent visual information, so that the system 
can reveal the subtle expression. 

Most attempts on the representation of visual information for facial expression 
have focused on optical flow analysis from face action. Several researches have em-
ployed the model-based techniques, and recent years have seen the increasing use of 
feature geometrical analysis to represent visual facial information [1]. Also it is diffi-
cult to classify a defined emotion. Examples of emotions are very various as given by 
the experiments of Ekman as basic six emotions [2].  

The preceded researches have shown that people categorize facial emotions in a 
similar way across cultures, that similar facial expressions tend to occur in response to 
particular emotion eliciting events, and that people can produce simulations of facial 
emotion that are characteristic of each specific emotion [3]. A significant amount of 
research on spatial analysis and classification for facial expression recognition has 
focused on using Neural Network, Gabor wavelet based method, LDA[4] [5]. 

So we need to develop an advanced ways to recognize the emotion by using a sin-
gle channel such as through facial expressions. In this paper we propose an advanced 
facial emotional feature extraction method by using combining AAM with FACS and 
facial feature classification method based on Dynamic Bayesian Network. 

2   Facial Emotional Feature Extraction 

2.1   The Problem of Facial Emotion Feature Extraction 

Precise localization of a facial feature plays an important role in feature extraction, 
and expression recognition. However in actual applications, because of the difference 
in a facial shape and the quality of the database image, it is difficult to locate the fa-
cial feature precisely [6]. In the face, we use the eyebrow and mouth corner shape as 
main ‘anchor’ points. There are many methods available for facial feature extraction, 
such as Eye Blinking Detection, Eye Location Detection, Segmentation of Face area 
and feature detection, etc [7]. In spite of this, facial feature extraction for recognition 
is still a challenging problem. 

The problem of extracting the feature of interest including emotional information is 
analogous to the problem of image segmentation from certain image regions. There 
are two kinds of segmentation method: model-based segmentation and image-based 
segmentation. Image-based segmentation methods, such as the “Live-wire method”, 
are more accurate in feature boundary delineation, but they are poor in boundary 
recognition, such as feature region extraction by matching object areas in the total 
image [8]. 

In this paper, we accept the limitations associated with the degradation of feature 
delineation and use the one of the model-based segmentation methods, namely the 
Active Appearance Model (AAM). 

2.2   Combining AAM with Facial Action Coding System 

Active Appearance Model (AAM) is a statistical approach for shape and texture  
modeling and feature extraction. It has been extensively used in computer vision  
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applications to model the class-variability and motion of objects in images. It repre-
sents a target structure by a parameterized statistical shape and texture model obtained 
from training set. This method was introduced by Cootes et al. [9]. AAM is an exten-
sion of this approach rather than tracking a particular object, this models of appear-
ance can match to many of a class of deformable objects (e.g., any face with any ex-
pression, rather than one persons face with a particular expression) [9].  

AAM generates statistical appearance models by combining a model of shape 
variation with a texture variation. “Textures” are pixel intensities of the target image. 

An object is described by points, referred to as landmark points. The landmark 
points are (manually) determined in a set of training images. From these collections of 
landmark points, a point distribution model [8] is constructed as follows. The land-
mark points are stacked in shape vectors 

T
nn ]y,x,...,y,x[ 11=x     (1) 

Variability is modeled by means of a Principal Component Analysis (PCA) an eigen-
analysis of the dispersions of shape and texture. s , t  denote a synthesized shape and 

texture and s , t denote the corresponding sample means. 
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When fitting the model to a set of points, the values of b  are constrained to lie within 
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number of modes is given by the smallest for which 

∑ ∑≥
= =

t

i

n

i
ivi ff

1

2

1
λ      (4) 

A suitable weighting between pixel distances and pixel intensities is carried out 
through the diagonal matrix sW . To recover any correlation between shape and tex-

ture the two eigenspaces are coupled through a third PC transform 

cΦb c≈         (5) 

cΦWΦss sc,
1

ss
−+= ,  cΦWΦtt tc,

1
tt
−+=     (6) 

Before PCA is applied to the shapes, the shapes can be aligned by translating, rotating 
and scaling them so as to minimize the sum of squared distances between the land-
mark points. An iterative scheme known as Procrustes analysis [9] is used to align the 
shapes. This alignment procedure makes the shape model independent of the size, 
position, and orientation of the objects. To regularize the model, cts Φ,Φ,Φ are  
truncated [10]. 
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AAM creates the shape, texture combination model of training facial image se-
quence, and by using the AAM fitting procedure, the appearance model can be adjust 
to the input facial image. In order to analysis the feature region of the input shape 
model and encode facial feature movement, in this paper, we adopt the Facial Action 
Coding System (FACS). A FACS is a preferred basis for encoding facial feature 
movement and it developed by P. Ekman and W. V. Friesen is a detailed, technical 
guide that can explain how to categorize facial behaviors based on the muscles that 
produce them and how muscular action is related to facial appearances. Facial appear-
ance changes are described in terms of 44 facial action units, each of which is related 
to the contraction of one or more facial muscles. The system illustrates appearance 
changes of the face using written descriptions, using still images as examples [11]. 
FACS measurement units are action units and, each Action Unit describes a facial 
muscle area that is related to an emotional region [11][12].  

In this paper, we use an algorithm for emotional feature extraction and facial fea-
ture analysis by applying a combination of FACS and AAM techniques. Figure 1 
shows the main action units regions including emotional feature information. Each 
region of facial shape model alphabetic indexed shows the eyebrow, eyelid, mouth lip 
regions for analyzing emotion feature of facial image. 

 
 

 
Fig. 1. Emotional Feature Parameters based on FAUs 

3   Facial Emotion Recognition Based on DBN 

We present a facial feature extraction method based on combining AAM with FACS. 
Also, we need to select a facial emotion recognition method. In this paper, we create  
a BN model to represent the causal relations between the facial expressions and  
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emotional features (facial AUs based on AAM) and extend the BN to a DBN model 
for modeling the dynamic behaviors of facial expressions in image sequences. 

Each feature regions of a facial image sequence are chosen by the collection  
of FACS-action units, so that every face can be recognized even when the details  
of the individual features (eyelid, eyebrow, and mouth lip) are no longer resolved.  
In Figure 2, we use training image sequences that emotional feature regions are dis-
played by a set of yellow lines and landmark points.  

 

Fig. 2. Image Sequence Database for Emotion Recognition 

And, following Figure 3 shows an example of a facial model obtained by proposed 
feature extraction method. 

 

Fig. 3. Example of Active Appearance Model by using AAM 

Numerous approaches have been proposed for facial feature tracking. In this paper, 
our approach to facial feature tracking relies on a haar-like feature model so that it  
can detect the outline of facial image under large variation in head orientation [13]. 
Figure 4 shows the result of haar-like feature detection of the image sequences. 
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Fig. 4. Haar-like facial feature detection 

We present a classification method, which uses changes in facial emotion meas-
urement values to detect action units and recognize six basic emotions in image se-
quences. Table 1 shows the FAUs and their interpretations. By using these descrip-
tions, we can model a set of emotion feature parameters based on FAUs and facial 
visual cues shown in Figure 1. 

Table 1. Facial Action Units and their Interpretations [2] 

 
 

Figure 5 shows the proposed an emotion recognition procedure consists of two 
brief stages. Firstly, a facial feature should be extracted to get emotional information 
from the face region based on action units of FACS. Secondly the emotional states are 
classified using Dynamic Bayesian Network.  

For the classification of the emotion from the appearance model of facial image se-
quences with extracting facial emotion feature information, primary, auxiliary action 
units are inserted to the static Bayesian Network. 
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Fig. 5. Facial Emotion Recognition Algorithm 

Following Figure 7 shows the Bayesian Network structure for emotion recognition. 
This structure consist of 3 node sets, and each nodes set are composed of primary, 
auxiliary FAUs, decision set of visual cues.  

 

Fig. 6. Bayesian Network Structure for Emotion Recognition 
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Following Figure 8 shows the DBN based on temporal evolution of Bayesian  
Network structure. 

 

Fig. 7. Temporal link of DBN considering Temporal Evolution of Emotions 

Following Figure 9 shows the emotion recognition simulation program. We have 
chosen the facial image database at DTU-AAM site (http://www2.imm.dk/~aam). In 
the simulation program, each picture control shows the result of emotional feature 
extraction, analysis, and recognition based on DBN with HMM 

 

Fig. 8. Emotion Recognition Simulation Program 
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4   Experimental Result 

This Section presents experimental results demonstrating the promise of the proposed 
approach. The following set of above experiments is used primarily for demonstrating 
performance characteristics of this approach. We create an image sequence involving 
multiple emotions shown Figure 10. 

 

 

 

Fig. 9. A Segmentation of Emotional Feature of Facial Image Sequence 

It can be seen that the temporal evolution of the emotion varies over frames, Figure 
10 and Table 2 provide the analysis result by our facial emotion recognition approach. 
There is improving recognition performance compared with the based and holistic 
approach using optical flow fields. 

Table 2. Classification Result(%) for the Image Sequence 

Frame Happiness Sadness Surprise Anger Normal 

1 0.12 0.62 0.12 0.12 0.85 

2 0.24 0.51 0.21 0.21 0.78 

3 0.26 0.33 0.34 0.52 0.32 

4 0.24 0.51 0.51 0.96 0.71 

5 0.12 0.62 0.52 0.75 0.96 

6 0.12 0.61 0.43 0.74 0.95 

7 0.21 0.91 0.95 0.65 0.23 

8 0.23 0.61 0.94 0.52 0.72 

9 0.42 0.21 0.72 0.42 0.12 

10 0.11 0.92 0.27 0.12 0.32 
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Table 2 represents the numerical results of probability distributions over image se-
quence frames. We can readily see from the result that the facial emotions in the rest 
of image frames are correctly classified. Also, we can see that the recognition per-
formance is improving compared with the Table 3 method based on active sensing 
facial emotion feature extraction method and DBN [1]. 

Table 3. Classification Result(%) for the Image Sequence based on [1] 

Frame Happiness Sadness Surprise Anger Normal 

1 0.167 0.167 0.167 0.167 0.852 

2 0.005 0.371 0.086 0.521 0.485 

3 0.003 0.364 0.071 0.786 0.121 

4 0.005 0.460 0.086 0.886 0.112 

5 0.067 0.467 0.067 0.456 0.765 

6 0.107 0.467 0.007 0.312 0.803 

7 0.061 0.872 0.665 0.025 0.231 

8 0.005 0.907 0.465 0.207 0.429 

9 0.002 0.304 0.870 0.002 0.128 

10 0.061 0.712 0.665 0.035 0.320 

5   Conclusion and Future Works 

For facial emotion recognition, in this paper a facial emotional feature extraction pro-
cedure based on an AAM, FACS. The use of an AAM facilitates extraction of various 
emotional features region. Facial action units are represented by a set of geometric, 
appearance-based and surface-based measurements, which are effectively classified 
with respect to an emotional state. The method by combining the AAM with a FACS  
is robust about the initial state or with respect to the disturbance of database image 
sequences. Also, the DBN classifies the emotional states and it is expected that the 
proposed emotion recognition method performs robust classifications concerning the 
missing and uncertain data and temporal evolution of the image sequences. 

It will be the subject of future work to apply advance feature extraction methods 
because the vulnerability of an AAM such as the necessity for a large number of  
landmarks and time data. Also, in order to classify emotions more delicately, it is 
required that the change in the structure of the Bayesian Network by using automatic 
structure learning and the conditional probability table of the Bayesian Network be 
considered in relation to structure learning and parameter learning. Furthermore, we 
need further study on the recognition rate improvement when the emotion feature 
regions are overlapping. 
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Abstract. Localizing the sensor nodes is a fundamental problem in wireless 
sensor networks (WSN). In this paper, we explore the localization error behav-
ior with respect to the network setup and measurement noise in case of using 
range measurement to localize the network. Our analysis is based on analytical 
bounds for the covariance given by the CRB. We expand the classical applica-
tion CRB to a formulation which allows us to compute the uncertainty associ-
ated with the node for the case of beacon with uncertain positions, and then  
develop a fundamental understanding of how network setup parameters and 
measurement noise affect the error behavior in node position estimates. The 
goal of this paper is to quantify the network setup parameters and measure-
ments for minimizing the node location error in WSN application. 

Keywords: Sensor Node Localization, Cramé Rao Bound, Uncertain Beacons.  

1   Introduction 

The recent growth in wireless communication and sensing technologies has empha-
sized the importance and applicability of Wireless Sensor Networks (WSN) for a 
wide variety of application domains. In general, sensor networks are mostly used for 
monitoring purposes, so sensor’s location has to be accurately determined. Sensing 
data without knowing the sensor’s location is meaningless [1]. On the other hand, if 
sensor nodes were well located, such a sensing system could be very useful to provide 
services such as sensing and tracking target efficiently. Therefore, the localization of 
the sensor nodes for sensor network deployment is an essential problem for WSN.  

Getting the node positions from some location devices such as GPS is a good way, 
but it is not available for every node due to the cost, energy consumption and the 
satellite invisibility. Various methods have been proposed to solve the localization 
problem in WSN. In general most methods are based on a small and well distributed 
set of nodes with known positions, called beacon. Nodes with unknown locations use 
advertised beacon locations and a set of distance or angular measurements to their 
neighboring nodes to estimate their location. The localization algorithm is based on 
triangulation, maximum bounding or other techniques [2,3,4].  
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Even in idealized setup with no obstacle or other external factors, relatively small 
error from noisy measurements can induce much larger errors in node position esti-
mates. So the quality of location estimates has received considerable attention in the 
literature. 

The Cramé Rao Bound (CRB) [5] gives a lower bound on the error covariance ma-
trix for an unbiased estimate of parameter vectors. It is widely used to evaluate the 
accuracy of any unbiased estimators and provides a performance benchmark. CRB 
allows determination if accuracies necessary for particular application are possible.  It 
has already been derived in [6]. 

Most early work and applications using CRB assumed the position of beacons to 
be error free. In case error associated with beacon location is significantly smaller 
than the error associated with the measurement, it could therefore be ignored. Other-
wise the error from beacon location may induce much larger errors in node position 
estimates. In real application, the beacon location was obtained by initial calibration. 
For some affection from environment or intrinsic error in data obtained by calibration 
sensor, the prior location of beacon may contain error can not be ignored. So we 
should explore how does beacon uncertainty affects the node position estimates. 

In this paper, we focus on the possible accuracy using any unbiased relative loca-
tion estimator. Our study is interest in the localization error behavior with respect to 
the network setup in case of using range measurement to localize the network. 

Our analysis is based on analytical bounds for the covariance given by the CRB. 
We extend the application of CRB for the case in which there is beacon uncertainty. 
Motivated by error model for robot pose estimation based on triangulation in Multi-
robot localization problem [7,8], we provide a fundamental understanding of how the 
beacon’s distribution, the position uncertainty of the beacon and the measurement 
noise affects the magnitude of node location estimate uncertainty in system by using 
CRB. The goal of this paper is to quantify the network setup parameters and meas-
urements for minimizing the node location error in WSN application. 

2   Problem Statement 

We assume a set of n sensor nodes in a x-y plane, with unknown locations. In this 
paper, we called the node whose location is unknown and to be calculated as “localiz-
ing-node”.  In addition, a set of m sensor nodes spread in the plane as beacons, with a 
prior information about their locations but the locations have some uncertainty. We 
call them as “referenced-node” to make a distinction to beacon whose location is 
determined. 

We define the location parameter vector [ ]TN Mθ θ θ= . Where Nθ  contains lo-

calizing-node location parameters which is unknown, Mθ  contains referenced-node 

location parameters. 1[ , , ]TN nθ θ θ= , 1[ , , ]TM n n mθ θ θ+ += , where the parameter 

( , )i i ix yθ = . 

For node localization, each node advertises its location to the other nodes 
neighboring in the network and emits a known signal that allows neighboring nodes to 
estimate their distance to the emitting node. We denote neighbor set of node i is 
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( )E i , define a set {( , ) | , ( )}L i j i N j E i= ∈ ∈  which is composed of pairs of nodes 

that are within the measurement range. We use the indicator function ( , )I i j , where 

( , ) 1I i j =  indicates that a distance measurement are observed between node i and 

node j and ( , ) 0I i j = on the contrary. The distance measurement at node i  to node 

j  is defined as ,i jd , and distance measurements set of system is defined as d , 

,{ | ( , ) }i jd d i j L= ∈ . 

, , ,i j i j i jd d e= +                                                        (1) 

2 2
, ( ) ( )i j i j i jd x x y y= − + −                                          (2) 

Where ,i je  is the distance measurement error and ,i jd  is the true distance between 

nodes i and j . We assume the measurements are independent to each other and 

, ,i j j id d=  by reciprocity. 

The probability density function of distance measures can be described as: 

,
( , )

( | ) ( | , )i j i j
i j L

p d p dθ θ θ
∈

= ∏                                         (3) 

We define ( | )p p d θ  , , ,( | , )i j i j i jp p d θ θ , so the log form of Equation(3) can be 

described as follows in brief: 

, ,
( , )( , )

ln ( | ) ln ( | , ) ln lni j i j i j
i j Li j L

p d p d p pθ θ θ
∈∈

⎡ ⎤
= = =⎢ ⎥

⎢ ⎥⎣ ⎦
∑∏                      (4) 

The CRB is used to bound localization error. When beacon nodes have known loca-
tion, the standard CRB is defined as ( ) ( )N NCov CRBθ θ≥ , where ( )NCov θ is the 

error bound of unknown parameters estimate , ˆ ˆ( ) {( )( ) }T
N N N N NCov Eθ θ θ θ θ= − − , ˆ

Nθ  is 

the estimate of Nθ . 

The lower bound is given in terms of Fisher Information Matrix (FIM) [5]: ( )NF θ , 

where 1( ) [ ( )]N NCRB Fθ θ −=  and ( ) { [ (ln )] }
N N

T
NF E pθ θθ = − ∇ ∇ . 

3   Node Localization with Uncertain Beacon Locations 

In case the referenced-node locations have some uncertainty, we assume the uncer-

tainty can be described as a prior pdf 0
ˆ( | )M Mp θ θ . This prior knowledge provides 

useful information about referenced-node location, it can be thought as a measurement 
from “pseudo-beacon” whose location is determined to localize referenced-nodes. 
Based on this assumption, we model the referenced-node location parameter vector 

Mθ  as a random vector, and expand the CRB to the full state parameter vector θ .  
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We denote 0 0
ˆ( | )M Mp p θ θ  in brief. For the independence between p and 0p , 

CRB is given as: 

 1( ) [ ( )]CRB Fθ θ −=                                                   (5) 

0( ) ( , ) { [ ln( )] }T
N MF F E p pθ θθ θ θ= = − ∇ ∇ i                              (6) 

Equation (6) can be divided: 0( ) { [ ln ] } { [ ln ] }T TF E p E pθ θ θ θθ = − ∇ ∇ − ∇ ∇ .  

We denote ( ) { [ ln ] }T
NF E pθ θθ = − ∇ ∇  , 0 0( ) { [ ln ] }TF E pθ θθ = − ∇ ∇ , 

1,1 1,

,1 ,

( )
n m

n m n m n m

f f

F

f f

θ
+

+ + +

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

,    
1,1 1,

,1 ,

( )
n m

N

n m n m n m

q q

F

q q

θ
+

+ + +

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

, 

1,1 1,

0

,1 ,

( )
n m

n m n m n m

l l

F

l l

θ
+

+ + +

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

                                                 (7) 

Where , , ,i j i j i jf q l= +  

,i jq  was given as 

2 2
,

( , )
,

2
,

( , ) ( )

( , ) ( )

i k i
i k L

i j

i j i j

I i k E p i j
q

I i j E p i j

θ

θ θ
∈

⎧ ⎡ ⎤− ∂ ∂ =⎣ ⎦⎪= ⎨
⎪ ⎡ ⎤− ∂ ∂ ∂ ≠⎣ ⎦⎩

∑ i

i
 .     

Partition Equation (7) into blocks, we get n n n m

m n m m

G U

V S
× ×

× ×

⎡ ⎤
⎢ ⎥
⎣ ⎦

. Because 0p  has no rela-

tionship with localizing-node, ( ) 0T
n m m nU V× ×= = , 0n nG × = , 

                0( ) { [ ln ] }
M M

T
m m MS F E pθ θθ× = = − ∇ ∇                                 (8) 

3.1   Gaussian Assumption 

To simplify the analysis of error propagation problem, we assume error associated 
with the distance measurement as a Gaussian white noise and referenced-node i prior 
distribution is bivariate Gaussian distribution. Even the prior distribution model of 
referenced-node can apply to more general case such that some referenced-nodes 
location error are correlated, we assume the error of referenced-node is independent in 
this paper. The Gaussian assumption is not always a valid model for the error distribu-
tion, but it can be used to provide a conservative estimate if the true error distribution 
is similar to a Gaussian. 

We can obtain the following conditional probability density function as : 

2
, ,

, 2

( )1
exp{ }

22

i j i j
i j

d d
p

σπσ
−

= −                                           (9) 

1
0 1/ 2

1 1ˆ ˆ ˆ( | ) exp [ ] [ ]
22 | |

T
i i i i i i i

i

p θ θ θ θ θ θ
π

−⎧ ⎫= − − Σ −⎨ ⎬
Σ ⎩ ⎭

                      (10) 
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with covariance matrix 
2 2
, ,

2 2
, ,

i xx i xy
i

i yx i yy

σ σ

σ σ

⎡ ⎤
⎢ ⎥Σ =
⎢ ⎥⎣ ⎦

. 

From the description in previous section, we got: 
1

,
( )

0 ( )
i

i j
i j

l
i j

−⎧Σ =⎪= ⎨
≠⎪⎩

, ( , ), ( , ),
,

( , ), ( , ),

i j xx i j xy

i j
i j yx i j yy

q q
q

q q

⎡ ⎤
= ⎢ ⎥
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2 2
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( , )
( , ),

2
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( , ) ( )

( , ) ( )

i k i
i k L
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i j i j

I i k E p x i j
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I i j E p x x i j
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∑ i
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2 2
,

( , )
( , ),

2
,

( , ) ( )

( , ) ( )

i k i
i k L

i j yy

i j i j

I i k E p y i j
q

I i j E p y y i j

∈
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2
,

( , )
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i k L

i j xy i j yx

i j i j
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q q

I i j E p x y i j

∈

⎧ ⎡ ⎤− ∂ ∂ ∂ =⎣ ⎦⎪= = ⎨
⎪ ⎡ ⎤− ∂ ∂ ∂ ≠⎣ ⎦⎩

∑ i

i
 

3.2   Metric 

We used two metrics as tools for classifying and determining this model’s perform-
ance. The metrics are: 

1) The covariance ellipse. The ellipse is related to the covariance matrix ( )iC θ  and 

whose semi-minor and semi-major axis lengths are two standard deviations. The area 
of the ellipse is 95% confidence of the estimate. ( )iC θ  is defined as follow: 

1
,( ) [ ( )]i i iC Fθ θ −=                                                  (11) 

2) The trace of the covariance of the i th location estimate { ( )}itr C θ . It is a single 

value that can be used to quantify the overall error of bivariate Gaussian distribution 
about the node. It does not provide any information about the shape of the error. It 
satisfies 

1 1 1
, ( , ), ( , ),{ ( )} {[ ( )] } [ ( )] [ ( )]i i i i i xx i i yytr C tr F F Fθ θ θ θ− − −= = +                       (12) 

4   Experimental Analysis 

In this section, we will testify the covariance bound derived in the previous section. 
Several scenarios were designed to explore covariance bound behaves under different 
conditions as well as to understand the results of it.  

We choose the following setup: there are 3 referenced-nodes and 1 localizing-node 
in the network. We set up a 1000 by 1000 point grid in the scenarios. The localizing-
node placed at all grid points ( , )X i j=  in 10 unit-increments. We then compute the 

metrics at ( , )X i j= . 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 1. Metrics associated with localization of localizing-node (red plus in left) for a given set 
of three referenced-nodes and their associated position uncertainty (black in left and white in 
right). The left is metric 1 (red ellipse) defined in Equation (11), and the right is metric 2 (color 
map) in Equation (12) represented by log form. The possible position of localizing-node is red 
plus in left and for every 1×1 grid of the plane in right. 
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4.1   Geometry Affection 

Firstly, we will analyze the localization properties due to the network geometry con-
figuration. As showed from Fig.1(a) to Fig.1(d), referenced-nodes 1 and 2 are fixed 

with 1 [300 500]TMθ = , 2 [700 500]TMθ = . Then referenced-node 3 was moved 

from point a: 3 [500 600 200 3]TMθ = +  to b: 3 [500 500 200 3]TMθ = + , 

c: 3 [500 600]TMθ = and d: 3 [500 500]TMθ = . The measurement noise and refer-

enced-nodes prior uncertainty are fixed as 2 28σ =  and 

2

1 2 3 2
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0 12

T

M M M

⎡ ⎤
Σ = Σ = Σ = ⎢ ⎥

⎢ ⎥⎣ ⎦
.  For each arrangement we calculate the metrics of 

localizing-node across and down the x-y plane at steps of unit-increments. 
The color maps in Fig.1 show the metrics correspondingly. From the metrics show 

in those figures, we can see some universal characteristics: The area enclosed by the 
three referenced-nodes forms a plateau of minimum error with an additional lobe 
forming on the outside of the triangle formed by the referenced nodes. After a small 
initial distance within the area enclosed by the referenced, the rate of error increase 
rises sharply as the localizing-node moves further outside the area.  

We can also see that the equilateral configuration seems to provide symmetri-
cal  result. In a way, the accuracy decreasing as the configurations get further away 
from the equilateral case. We can see that accuracy decreasing significantly with 
beacons to be a line arrangement. For the semi-major axis according to metric is in-
creasing sharply. 

4.2   Measurement Noise 

We now further examine the metrics of the model for different measurement  
noise but same referenced-nodes configurations. We initially configure three refer-

enced-node in an equilateral triangle arrangements with locations 1 [300 500]TMθ = ,  
 
 

 
                           (a)                                        (b)                                        (c) 

Fig. 2. Metric 2 comparison of different measurement noise affection in same scale 
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2 [700 500]TMθ = , 3 [500 500 200 3]TMθ = + , referenced-nodes prior uncertainty is 

2

1 2 3 2
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0 12

T

M M M

⎡ ⎤
Σ = Σ = Σ = ⎢ ⎥

⎢ ⎥⎣ ⎦
. The measurement noise is set to be a: 2 218aσ = , 

b: 2 28bσ = and c: 2 228cσ = . 

The metric 2 of localizing-node was compared at same scales in Fig.2, it produce 
the effect that the measurement noise perform among the cases mentioned above. 
From the figure, we will see that as measurement noise increasing the localization 
error of localizing-node increases at all points of the plane.  

4.3    Referenced-Node Uncertainty 

Knowing the uncertainty associated with the position of referenced-node, we can now 
quantify how it affects the uncertainty of the localizing-node position. In the experi-

ments as showed in Fig.3(a)~(e) measurement noise is fixed to 2 28σ = , the refer-

enced-nodes uncertainty is set to be a: 
2
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, b: 
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, c: 
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. 

 
 

 
(a)                                      (b)                                       (c) 

 
                                             (d)                                      (e) 

Fig. 3. Metric 2 comparison of different referenced-node uncertainty affection in same scale 
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As soon as we change the error magnitude of referenced nodes, we can see that the 
areas of lower accuracy increase significantly with the error. What interests us is the 
metric change just like the case in section 4.2. So it is proved that in case error associ-
ated with beacon location has equal scale as the error associated with the measure-
ment, beacon error could not be ignored. Otherwise it may induce larger errors in 
node position estimates.  

We now further examine the affection of different referenced-node error to  
the metrics of the localization accuracy. Three referenced-nodes are in an  

equilateral triangle arrangement. The prior error is e: 1
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,
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. The result is compared with d: 
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at same scale in Fig.3(d)~(e). We show the distribu-

tion of the referenced-node uncertainty not only affects the magnitude of localizing-node 
position uncertainty, but also the localizing-node position uncertainty distribution.  

4.4    Comparison with Classical Methods 

In a sense, our method is the extension of the method in [6,7,8]. So it should provide 
the same result as the method described in the articles above under the same  
 

 

 
                 (a)                                 (b)  

 
                                              (c)                                    (d) 

Fig. 4. Metric 2 comparison with classic methods 
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configuration of Network. In light of this, we propose to evaluate the model’s per-
formance and then present two sets of experiments with three beacons configuration. 

One of the experiments is set measurement noise similar to section 4.3. We are us-
ing the method proposed in [6] and assumed the position of beacons to be error free.  
Correspondingly we set the prior error to be significantly small for approximating to 
error free in our method. The result shown in Fig.4(a)~(b) depicts the same effect of 
the two methods. 

The second experiment is set two beacons localization scenario in trilateration in 

[8]. The uncertainty of referenced-node 1 1MΣ  with 2 2
1, 22M xxσ = and 2 2

1, 12M yyσ =  

which is rotated by 85 . The uncertainty of referenced-node 2 2MΣ  with 
2 2 2

2, 2, 12M xx M yyσ σ= = . In our method, we set the third referenced-node uncertainty 

to be significantly large for approximating to absent of third beacon. The result was 
shown in Fig.4(c)~(d). It depict that the almost same effect happened using the two 
methods. 

So the experiments provide the validity of our method, it proved that our method is 
the extension of the method in [6,7,8]. 

5   Conclusion and Future Work 

In this paper we have derived and presented a CRB based model which can be used to 
evaluate the node localization estimate in WSN. We expand the CRB to a formulation 
which allows us to compute the uncertainty associated with the node for the case of 
beacon with uncertain positions. It is benefit to analyze error model in system. We 
proved that the accuracy of the node location estimate depends on beacon geometry, 
beacon location uncertainty and sensor noise. 

We are currently in the process of extending this paper’s research to the localiza-
tion problem in the system composed by robots and WSN. We are particularly inter-
ested in the cased where robots and WSN cooperate localizing each other. Overall, we 
believe that the model presented in this work is an effective tool which can be used in 
conjunction with localization techniques to deal with the problems such as robot path 
planning or node deployment. 
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Abstract. By sharing collective sensor information, individuals in bi-

ological flocking systems have more opportunities for finding food and

avoiding predators. This paper introduces a distributed robot flocking

system with similar behaviour to biological flocking systems. In the de-

veloped flocking system, robots cooperatively track a target by using

consensus algorithm. The consensus algorithm enables the robots to es-

timate locally the position of a target. The performance of the flocking

system is tested via simulations. The results demonstrate that the flock-

ing system is flexible, reliable and feasible for practical uses.

1 Introduction

In 1986, C. Reynolds created the first flocking model for computer simulation
which is called “boids” [1]. Inspired by “boids” behaviours, multi-robot systems
have became an active research area in the past few years. A migrating flock-
ing system led by an experienced leader is a common phenomenon in biological
colonies. As a consequence of evolution, the leader-follower strategy of the bi-
ological flocking systems has become an almost perfect mechanism. Like the
biological flocking systems, a robot flocking system should be capable of moving
along a predetermined route and reaching the specific destination as well. This
task can be achieved by driving the robots in the flocking system to track a
target [2]. In this paper, the leaders in a flocking system are the robots who can
get the information of target’s state. The others are followers.

The challenging problem of target tracking is the consensus about the esti-
mate of the target position among robots. Because of imprecise measurement,
the robots could get different estimates about the target position. Due to the
disagreement, it makes the flocking control more difficult. The flocking system
could easily collapse because robots track “different targets”. Thus a coopera-
tive estimation of the target position is necessary. We use a Kalman filter to
implement the target estimation. The agreement is achieved via a consensus
algorithm embedded in the Kalman filter. Each robot in the flocking system

H. Liu et al. (Eds.): ICIRA 2010, Part I, LNAI 6424, pp. 724–735, 2010.
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can benefit from the observation of other robots and accordingly increase the
tracking performance.

The Kalman filter is frequently used to estimate the state of a dynamic system
from a series of noisy measurements. It is named after Rudolf Kalman who first
introduced the Kalman filter in [3] (1960). The earliest application of the Kalman
filter is to estimate the trajectory for the “Apollo program” by NASA Ames
Research. Nowadays, the Kalman filter has been widely used in control systems
and electronic systems.

In recent years, the consensus algorithm based Kalman filter has been inves-
tigated widely. To implement the data fusion in sensor networks, the consensus
algorithm is used in [4]. By using wireless communication with neighbours, each
sensor node obtains a measurement result from local neighbours and estimates a
global result by using the consensus algorithm. Simulations are provided to ver-
ify that the sensor network can reach an agreement about the measurement. The
consensus algorithm is also used to synchronise the coupled oscillators networks
in paper [5]. It is proved in the paper that the agents can reach agreement about
the frequency of oscillation. In [6], a consensus Kalman filter with the purpose of
optimising two design parameters (the Kalman gain and the consensus matrix)
is proposed.

In some cases, the sensor network is asked to track a moving target which can
only be viewed by a small number of sensor nodes [7] [8] [9]. This problem could
also be encountered by robot flocking systems. The flocking system in which
the robots cooperatively track a target is similar to a sensor network tracking a
moving object. But in real robot flocking systems, the sensor range is limited and
the robot camera view could be blocked by neighbours or obstacles. In such cases,
only a small number of robots (leaders) can detect the moving targets and most
robots (followers) have to predict or estimate the target position. Furthermore,
the robots have to reach agreement about the target position in a distributed
way.

In has been proved that the flocking system can keep cohesion by tracking a
specific target (virtual leader) only if all the robots can get the target information
[10]. But this method can not be applied to the leader-follower flocking system.
In the leader-follower flocking system, only few robots (leaders) can “see” the
target. The others (followers) do not know which individual is the leader and do
not know where the target is. In this paper, we will investigate the target tracking
of the leader-follower flocking system. In this system, the robots will use local
vision sensors (pan/tilt cameras) to localise the target position. The robots who
can detect the target will be considered as leaders. Otherwise, they are followers.
The challenge of building such a system is how to reach an agreement about the
target position among the robots. Firstly, the followers do not know where the
target is; secondly, the leaders have different “opinions” about the target position
because of observation errors. So a distributed consensus strategy is required to
reach an agreement on the target position.
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In this paper, the consensus algorithm is embedded into a Kalman filter and
a consensus DKF (distributed Kalman filter) is developed for the cooperative
target estimation. Each robot uses the Kalman filter to estimate the target
position. The neighbour robots also interact with each other to share the target
information and all members in the group gradually reach an agreement about
the target position. The result of target estimation will be used for target tracking
control. The fuzzy separation potential function introduced in the paper [12]
will be used to achieve separation control. By combining the separation control
and the target tracking control, a flocking controller will be developed. The
performance of the flocking controller will be evaluated with realistic simulations.

2 Preliminary Knowledge

2.1 Robot Model

In this paper, we use the kinematic model of mobile robots. The kinematic model
addresses the relationship between the position and the velocity of robots. In 2D
space, a robot position can be expressed by a vector with 2 elements:

qi =
[
qix

qiy

]
(1)

where (qix, qiy) is the coordinate of a robot in 2D space.
In a flocking system with N robots, the state of these N robots can be repre-

sented by a position vector:

q = [qT
1 , qT

2 , · · · , qT
i , · · · , qT

N ]T (2)

where qi = [qix, qiy]T is the position (hand position) of robot i. The robot veloc-
ities can be described as

q̇ = [q̇T
1 , q̇T

2 , · · · , q̇T
N ]T (3)

where q̇ is the derivative of q with respect to time. In our flocking controller, q̇
is considered as the output and q is considered as the input. Our purpose is to
design a flocking controller with the following mathematical expression:

q̇ = f(q) (4)

where f(q) is a function about the input “q”.
In our flocking system, some of the robots (leaders) are asked to track a

target. The state of the virtual leader or the target is also an input of the
flocking controller. So the expression of leader-follower flocking controller should
be written as:

q̇ = f(q, qr) (5)

where qr is the state of the target.
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2.2 Flocking Network Model

We assume that all robots in the flocking system have the same sensing or
communication range. The communication range of robots is denoted as C. The
robots consider the others with distance smaller than C as “neighbours”. To
analyse the system, we build a mathematical model of a flocking network. The
topology of a flocking network can be represented by a graph G = (V , E) where V
is the set of vertices (robots) and E is the set of edges (links between neighbours).
The topology of a flocking network depends on distances between robots. A link
only exists between a robot pair when their distance is smaller than C. If robot
j is a neighbour of robot i, we have j ∈ Ni = {j ∈ V , j �= i : ||qi − qj || ≤ C}
where Ni is the neighbour set of robot i.

2.3 Kalman Filter

In this paper, the flocking system is required to track the target which is represent
by“qr”. Because a Kalman filter will be used to estimate the target position, it
is necessary to introduce the related notations and basic knowledge.

As mentioned, the robots use local vision sensors to detect the target. Be-
cause of observation errors, the robots would get different results of the tar-
get position. The target observation result of robot i can be represented by
zir. The observation results of all the robots can be written in a vector form:
zr = [zT

1r, z
T
2r, · · · , zT

Nr]
T . On the other hand, each robot uses a Kalman filter to

estimate the target position. The estimated target position of robot i is denoted
as x̂ir ∈ R4, which includes the estimates of target position and target velocity:

x̂ir = [q̂T
ir,

˙̂q
T

ir]
T (6)

where q̂ir is the estimate of the target position. The estimate vector of all robots
is x̂r = [x̂T

1r , x̂
T
2r, · · · , x̂T

Nr]
T ∈ R4N .

According to the definition of Kalman filter, the sensor model of robot i can
be defined as:

zir(k) = Hxr(k) + v(k); p(v) ∼ N(0, Q) (7)

where Q is the covariance of observation error. We assume that the sensor models
used by different robots are the same and the noise property is the same as well.

The estimation model of robot i can be written as:

x̂ir(k + 1) = Ax̂ir(k) + Ki(k + 1)[zir(k) − Hx̂ir(k)] (8)

where Ki(k + 1) is the gain at step k and

Ki(k + 1) = Pi(k + 1)HT [HPi(k + 1)HT + R]−1 (9)

where Pi(k + 1) is the covariance of estimation error at step k. Pi is updated
with equation:

Pi(k + 1) = APi(k)AT + Q (10)
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3 Consensus Distributed Kalman Filter

In the flocking system, robots can reach an agreement on their aggregate infor-
mation via consensus between adjacent robots. In this section, we will introduce
how to embed the consensus algorithm into the Kalman filter and create a con-
sensus DKF. The purpose is to reach an agreement about the estimation of the
target position among the robots.

Firstly, we will introduce the discrete form of the alignment algorithm which
is introduced in [11]:

θ(k + 1) = (I − μL)θ(k) (11)

where L is the Laplacian matrix of the flocking network. θ is the vector of robot
headings. μ is a positive constant. Because the system (11) is a stable system,
the system state θ would asymptotically reach the equilibrium: θ1 = θ2 = · · · =
θN = 1

N

∑N
i=1 θi. As with the flocking centre estimation, a consensus algorithm

of target estimation can be created by replacing the robot headings (θ) in (11)
with the estimate of the target position of each robot:

x̂r(k + 1) = (I − μL̂)x̂r(k) (12)

where L̂ = L ⊗ I4 is an 4D Laplacian matrix of the flocking network and ⊗
is the Kronecker product. The outcome of the consensus algorithm should be
x̂1r = x̂2r = · · · = x̂Nr = 1

N

∑N
i=1 x̂ir which is the mean of the estimates.

According to the definition of the Laplacian matrix, the algorithm (12) can
be written in a local form:

x̂ir(k + 1) = x̂ir(k) − μ
∑
j∈Ni

(x̂ir(k) − x̂jr(k)) (13)

where Ni is the set of the neighbours of robot i. The robot i sends its estimate
to all the neighbours via local communication, and all the neighbours send their
estimates to robot i as well. Each robot uses the consensus algorithm to calculate
its own estimate of the target position. Asymptotically, all the robots in the
flocking system can reach an agreement on the estimate of the target position.

Assume that the estimate of the target position of robot i at step k is Fi(k)
in the Kalman filter, which can be written as follows according to equation (8):

Fi(k) = Ax̂ir(k) + Ki(k)[zir(k) − Hx̂ir(k)] (14)

By using the consensus algorithm, we have:

x̂ir(k + 1) = Fi(k) − μ
∑
j∈Ni

[Fi(k) − Fj(k)] (15)

In the experiment, it is found that the value of μ should be set around 0.3. If
μ is too small, the robots will take a long time to reach agreement which would
result in considerable delay. Moreover, μ should not be too large because it will
influence the stability of the system and the robots will not reach agreement.
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Fig. 1. Consensus DKF

Figure 1 shows the structure of consensus DKF between two neighbour robots.
Each robot sends its observation results to the Kalman filter. The estimation
results of the Kalman filter (Fi(k), Fj(k)) will be sent to the consensus blocks.
The two robots exchange the estimation result via the consensus blocks. The
result of the consensus algorithm is the final target estimate of next step (x̂ir(k+
1), x̂jr(k + 1)). Furthermore, these estimation results will be used to update the
Kalman filter in the next step.

In general, the robots “negotiate” with their neighbours about the estimate
of the target position at the current step. Although the followers do not have
the target observation, they can estimate the target position via the consensus
DKF. As a result, all the robots in the flocking system have estimates of the
target position. In the next section, we will talk about how to use the target
estimation to achieve tracking control.

4 Flocking Controller

The flocking controller consists of two components. One is the collision avoidance.
Simply, adjacent robots should keep a specific distance. If the distance between
two robots is too small, they attempt to separate. A fuzzy separation function
has been developed in paper [12]. We will use the same fuzzy potential function
to implement the separation control. The separation potential function between
neighbours can be represented by Hs(||qi − qj ||). Another component is the
tracking control that each robot uses to move towards the estimate of target
position. We can use Ht(qi, q̂ir) = 1

2 ||qi − q̂ir||2 to denote the tracking control
potential function. So the flocking controller of robot i is designed as:

q̇i = −∇qiHs(||qi − qj ||) − kr(qi − q̂ir) (16)

where kr is a positive gain.
There are no differences between leader controllers and follower controllers in

this flocking system. It means that leaders and followers are no longer predefined
in the flocking system. Any robot who can detect the target is considered as a
leader. The leaders would become followers if they lost their view of the target. So
the robots are controlled by the same flocking controller and they autonomously
change their roles (leader or follower) during the target tracking.
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In the next step, we will use simulation to test the performance of the flock-
ing system. The performance of the consensus DKF will also be evaluated via
different parameters.

5 Simulations

5.1 Camera Simulation

In simulation, the vision sensors are modeled as pan/tilt cameras. The sensing
range of the camera is set as 3m. The view of the camera is 40◦ and it can pan
from −170◦ to 170◦ to increase the view. The pan speed of the camera is 0.8
rad/s. The view of the camera could be blocked by neighbours or obstacles (as
shown in figure 2). The camera will not stop scanning unless it detects a target.
In figure 2, the target is located in the sensing range of the camera but one of
the neighbours blocks the view. So the camera will continue scanning between
−170◦ and 170◦ until it finds the target.

As with the real camera, the observation is imprecise and contains errors.
In the simulator, the white Gaussian noise is used to simulate the errors of
observation data. The covariance of the noise is set as the same covariance of
the real camera observation .

5.2 Sine Trajectory Tracking

In the first simulation, the target moved along a sine shape trajectory. The sixty
robots were randomly placed in a 7m × 7m area. The robot communication
range was selected as C = 1.2m and the expected distance between robots was
D = 1m. The robots used the consensus DKF to estimate the position of the
target and used the flocking controller to flock and track the estimated target.

170°

40°

Target

neighbour
(or obstacle)

3m

Fig. 2. View of camera in simulation
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Fig. 3. Sixty robots tracking a sine trajectory

Figure 3 shows the stable tracking result. It illustrates that the flocking system
was formed and smoothly tracked the target. The flocking network of the final
state is plotted and shown in figure 3 as well. We can see that almost all the
individuals in the flocking system maintained the specific distance with their
neighbours. An obstacle was also placed near the target trajectory. It can be
seen that the trajectories of the flocking system were slightly changed due to the
obstacle avoidance manoeuvres. But the flocking system can still keep cohesion
and pass the obstacle.

The process of sixty robots avoiding the obstacle is show in figure 4. The first
figure (figure 4(a)) shows the flocking system was moving to the obstacle. At
t=115s, the flocking system just encountered the obstacle. Some robots detected
the obstacle and moved around it. In figure 4(b), one of the robots was pushed
away from the flocking system and it came back in figure 4(c). Finally, the flock-
ing system passed the obstacle and continued the tracking. During the tracking,
no robot collided with the obstacle and the flocking system kept cohesion.

As mentioned, the consensus DKF is used to estimate the target position.
Figure 5(a) shows the results of the consensus estimation. The solid line denotes
the true trajectory of the target; the dotted lines are the estimated results of
the robots. At the beginning, robots did not reach an agreement about the
target position. Especially at the first wave crest of the sine trajectory, the
differences between the estimates were enormous. Gradually, all the estimates
asymptotically approximated to a single trajectory which was close to the true
trajectory. Figure 5(b) illustrates the mean error of target estimation. It can
be seen that the mean error of target estimation fluctuated at the beginning of
tracking. Gradually, it reached a relatively stable level of 0.5m.



732 Z. Wang et al.

(a) t=107s (b) t=115s

(c) t=126s (d) t=140s

Fig. 4. Sixty robots tracking the target and avoiding the obstacle
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Fig. 5. Performance of target estimation

5.3 Circle Trajectory Tracking

In the second simulation, the target was moving along a circle trajectory with cen-
tre [0,-7] and radius 8m. Figure 6 illustrates the trajectory tracking of the flocking
system. It clearly shows that the flocking system was formed and smoothly tracked
the target. It proves that the consensus DKF provided relatively accurate target
information and the flocking controller can be used to track the target.
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As with the last simulation, an obstacle was placed on the trajectory of the
flocking system. At t=87s, the flocking system just encountered the obstacle.
Some robots detected the obstacle and moved around it. Figure 6(b) and 6(c)
show that the obstacle was in the middle of the flocking system. No robot collided
with the obstacle and the flocking system was still cohesive. The flocking system
successfully passed the obstacle and continued the target tracking at t=140s
(6(d)).

(a) t=87s (b) t=102s

(c) t=121s (d) t=140s

Fig. 6. Sixty robots track the target and avoid the obstacle

Figure 7(a) illustrates the cohesion radius of the flocking system during the
tracking. It can be seen that the cohesiveness of the flocking system was slightly
influenced during the obstacle avoidance (90s-140s). But the flocking system kept
cohesion and the radius was stabilised around 3.7m.

There is no specific leader or follower in the flocking system. The robots who
can detect the target are considered as leaders. The percentage of leaders in
the flocking system is calculated and plotted in figure 7(b). The figure illustrates
that about 20 percent of robots could detect the target during the whole process.
It proves that the majority followers can be led by the minority leaders and that
the flocking system can cohesively track the target.
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Fig. 7. performance evaluation

6 Summary

This paper presents a cooperative target tracking algorithm for leader-follower
flocking systems. It uses a consensus DKF to establish the cooperation of target
estimation. Each robot in the flocking system can benefit from the observation
results of other robots and accordingly increases the target tracking performance.
Meanwhile all robots in the group can use the agreed estimate of the target po-
sition to control their movements to flock cohesively. The agreement is achieved
via a consensus algorithm embedded in the Kalman filter. Both the estimation
of target position and flocking control are implemented in a distributed way.

A realistic simulator is used to test the large scale flocking system with sixty
robots. The different parameters (cohesion radius, minimal distance, etc) are
used to evaluate the performance of the flocking system. The simulation results
show that the robots can cooperatively track the target and estimate a relatively
accurate target position. With the help of fuzzy potential force, the flocking sys-
tem is capable of avoiding obstacles and avoiding collision between neighbours.
By investigating the percentage of leader robots inside the flocking system, we
reach the conclusion that the flocking system can be led by few leaders who can
see the target. The followers can also acquire the target position through the
consensus DKF. All the robots benefit from the cooperative tracking and the
flocking system keeps cohesion by tracking the estimated target position.

Notes and Comments. I would like to thank my supervisor, Doctor Dongbing
Gu. I would not have been able to finish this paper without his suggestions
and insights to help me solve challenging research problems. I would also like
to thank Doctor Yanzhi Zhao and Doctor Tao Meng, for their invaluable advice
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Abstract. This paper presents a decentralized solution to the coopera-

tive localization of mobile robot teams. The problem is cast as inference

on a dynamic Bayesian network (DBN) of Gaussian distribution, which is

implemented incrementally by decomposing the DBN into a sequence of

chain graphs connected by the interfaces. The proposed inference scheme

can make use of the sparsity of the chain graphs and achieve efficient

communication. In our decentralized formulation, the local sensor data

at each robot are organized as potentials of the cliques of junction trees;

message passing between robots updates the clique potentials to realize

information sharing. Each robot can get optimal estimates of its own

states. The method is optimal in the sense that it makes no approxima-

tions apart from the usual model liberalization. The performance of the

proposed algorithm is evaluated with simulation experiments.

Keywords: Cooperative localization, decentralized inference, dynamic

Bayesian network, chain graph, interface, junction tree.

1 Introduction

Multiple mobile robot systems have a wide range of potential applications, such
as search and rescue [1], exploration [2,3] and surveillance [4]. Cooperative local-
ization is an efficient means to estimate the joint state of all the robots by sharing
information among the team. The robots may be correlated by inter-robot ob-
servations or the same external landmarks employed for self-localization. This
paper investigates the former case, which is more general since a robot itself can
be regarded as a mobile “landmark” for other robots.

A centralized solution to the cooperative localization problem is straightfor-
ward yet requires a processing center with high capability. It is also fragile since
the entire system fails if the processing center fails. A decentralized solution,
however, does not rely on any single processing center and the computation is
distributed among the robots.

Early decentralized solutions to cooperative localization, such as maximum
likelihood over a finite time-horizon [5] or Monte Carlo filters [6], made the
assumption that the trajectory estimate from one platform is uncorrelated to
the estimate of another; an assumption that eventually causes over-confidence

H. Liu et al. (Eds.): ICIRA 2010, Part I, LNAI 6424, pp. 736–748, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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and inconsistency in the estimation process. Consistent distributed estimation
built on the EKF has been demonstrated for cooperative localization with in-
door mobile robots [7]. Cross-correlation terms of the joint covariance matrix are
distributed among the platforms after each update step, which is an operation
that scales poorly with the number of robots since each update of an observation
revises every term of the joint covariance matrix. The update of the observations
made at the same time must be implemented sequentially, which will cause long
communication delay. A different EKF-based approach had each platform main-
tain a bank of EKFs [8]. This scheme is computationally expensive as the total
number of filters grows exponentially with the size of the team, and suboptimal
as the book-keeping strategy permits fusion of only a subset of the available
information.

A recent proposal [9] employed the canonical form (or information form) pa-
rameters to solve cooperative localization, where each platform first estimates
its motion using only local sensor data, then shares its information across the
network using an algorithm that employs a distributed Cholesky modification.
There is no processing center, yet each platform accumulates the historical in-
formation carried with Cholesky factors and the communication is expensive.

This paper proposes a decentralized solution, where the local sensor data at
each robot are organized as potentials of cliques of a junction tree and the in-
formation is shared by message passing among the team. The removal of the
processing center allows load balance among the robots and team reorganization
in the face of robot failure. The incremental inference scheme presented in the
paper makes use of the sparsity of the problem and reduces the communication
costs compared with the conventional interface algorithms. Our decentralized so-
lution is based on the exact inference algorithm – junction tree algorithm [10,11];
it makes no approximations apart from the usual model liberalization; once all
of the available information has propagated through the system, it will gener-
ate the same estimates as a centralized estimator. Thus the proposed solution
is an optimal estimator. The solution is verified and analyzed with simulation
experiments.

One influence to this work is the concept of interface developed in the forward
interface algorithm [12] for online inference on DBNs. The interface supports the
inference on DBNs to be decomposed onto a sequence of sub-networks; each sub-
network is static and can be solved using junction tree algorithms. The interface
is forced to form a clique when constructing junction trees for a sub-network in
the forward interface algorithm. We remove this constraint by introducing the
concept of chain graph and the operation of Push to the incremental inference
algorithm design.

Another influence to this work is the application of the junction tree algo-
rithms to some distributed dynamic problems. The problems of networked cam-
eras calibration by tracking a moving target [13] and temperature monitoring
by a sensor network [14] are solved in an approximate distributed probabilistic
inference architecture, where two layers of junction tree are required: an external
junction tree for message passing and a network junction tree for allocation of
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the variables among the sensor network. In [15] the multi-robot localization and
mapping problem is solved using a distributed multifrontal QR factorization ap-
proach. With static landmarks and without the inter-robots measurements, the
constructed junction tree is claimed to have a nice structure, wherein the cliques
composed of the landmarks seen by one robot alone form a subtree and are
descendants of the cliques containing landmarks seen by multiple robots. The
cooperative localization problem, where the senors and the targets are all moving
and correlated to each other, is more complex than the above applications.

2 Problem Formulation

Consider a team of robots moving in a 2D environment. Each robot is equipped
with dead-reckoning sensors to measure self-motion; odometer or inertial mea-
surement unit for example. Some robots carry sensors that provide relative posi-
tion measurements (range and/or bearing) among robots or between robots and
the environment; such as cameras, laser range-finders. Some robots can correct
its dead-reckoning error. In the case that the environment map is known, the
measurements between a robot and the environment can be utilized to bound
the dead-reckoning error. Otherwise, the sensor like GPS can provide absolution
localization information. The robots can communicate with each other. The co-
operative localization task is to estimate the state (position, orientation, velocity
etc) of each robot making use of both its own observations and those observations
made by and of other robots. The robots are identified by capitals A, B, C, · · · .

2.1 State Space Model

The state of robot A at time step k is denoted xA
k . Assume the motion model of

robot A is given as
xA

k+1 = f
(
xA

k ,uk

)
+ Gkwk, (1)

where uk is the system input at time step k, wk is the process noise, wk ∼
Nm(wk;0, Q), and Gk is a matrix with proper dimensions. Nm(v;μ, P ) repre-
sents a Gaussian distribution over v with mean μ and covariance P .

The GPS-like measurement of robot A at time step k is denoted zA
k . The

observation model is given as

zA
k = h1

(
xA

k

)
+ r1k, (2)

where r1k is the measurement noise, r1k ∼ Nm(r1k;0, R1).
The measurement that robot A makes to robot B at time step k is denoted

zAB
k . The observation model is defined as

zAB
k = h2

(
xA

k ,xB
k

)
+ r2k, (3)

where r2k is the measurement noise, r2k ∼ Nm(r2k;0, R2).
Since the functions f (·), h1 (·) and h2 (·) are generally nonlinear, Taylor ex-

pansions are used to linearize the models to make the inference tractable. For
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a nonlinear f (·) in (1), the Taylor expansion is developed around μA
k , the best

available mean estimate of xA
k ,

xA
k+1 = f

(
μA

k ,uk

)
+ F (xA

k − μA
k ) + Gkwk, (4)

where F = ∂f

∂xA
k

∣∣∣∣
xA

k =μA
k

.

The nonlinear observation model (2) can be linearized as

zA
k = h1

(
μA

k

)
+ H(xA

k − μA
k ) + r1k, (5)

where H = ∂h1

∂xA
k

∣∣∣∣
xA

k =μA
k

.

Similarly, the nonlinear observation model (3) is linearized as

zAB
k = h2

(
μA

k , μB
k

)
+ HA(xA

k − μA
k ) + HB(xB

k − μB
k ) + r2k, (6)

where HA = ∂h2

∂xA
k

∣∣∣∣
xA

k =μA
k

and HB = ∂h2

∂xB
k

∣∣∣∣
xB

k =μB
k

.

2.2 Gaussian DBNs

A DBN is a directed acyclic graph with an infinite set of nodes; each node of
the graph corresponds one-to-one with a vector of variables v ∈ V and asso-
ciates with a conditional probability distribution P (v|pa(v)), where pa(v) is the
set of variables corresponding to the parents of the node representing v in the
graph. Without losing clarity, the symbol v refers both a variable and its corre-
sponding node of a DBN throughout this paper. A DBN where each conditional
distribution P (v|pa(v)) is a Gaussian distribution is a Gaussian DBN.

Assume the initial state of each robot is a Gaussian variable. The linearized
system (4–6) defines the following conditional distributions

P (xA
k+1|xA

k ) = Nm(xA
k+1; f

(
μA

k ,uk

)− FμA
k + FxA

k , Q̄),

P (zA
k |xA

k ) = Nm(zA
k ; h

(
μA

k

) − HμA
k + HxA

k , R1),

P (zAB
k |xA

k ,xB
k ) = Nm(zAB

k ; h2

(
μA

k , μB
k

) − HAμA
k − HBμB

k + HAxA
k + HBxB

k , R2),
(7)

where Q̄ = GkQGT
k . Then the joint distribution of the state variables and the

observation variables can be represented by a Gaussian DBN, whereby each
node represents a state variable or an observation variable and the conditional
probability distributions are provided by (7).

3 Incremental Inference on Gaussian DBNs

The probabilistic inference task is to compute the marginals over some nodes
given some other nodes taking fixed values. The incremental inference schemes
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that have been developed most are concerned with DBNs with discrete variables.
We focus on Gaussian DBNs and adopt the canonical form parameterizations for
Gaussian distributions following [10]. It will be shown that the canonical form
parameterizations makes the computation involved in the inference simple.

3.1 Subgraph Construction

The incremental inference for a dynamic system can be realized by implement-
ing inference for a sequence of static subsystems; the two consecutive subsystems
overlap partially for information inheritance. The overlapped part is the inter-
face, which is formally defined as follows.

Definition. Divide a DBN into a sequence of BNs N1,N2, · · · , where two consec-
utive ones are connected by temporal edges. The interface Ik is defined to be
the set of nodes in Nk which have children in Nk+1(k = 1, 2, · · · ).
Let Vk+1 denote the union of the nodes of Ik and the nodes in Nk+1. The (k+1)th

subsystem defines P (Vk+1), the marginal distribution over Vk+1. The graphical
model Gk+1 for P (Vk+1) can be constructed incrementally as follows.

– Eliminate Vk \ Ik from Gk and the resultant graph is If
k .

– Connect Nk+1 to the graph If
k ;

Figure 1 illustrates the construction of the graphical models G1, G2, · · · .

N1 N2 N3

G1 

1

f
I

1
I

G2

2
I 2

f
I

3
I

G3

Fig. 1. (Top) A DBN is separated into a sequence of linked BNs Nk. (Bottom) The (k+

1)th subsystem is defined over the variables in Vk+1 � Ik∪Nk+1 and the corresponding

graphical model is denoted Gk+1. The subgraph induced by the nodes Ik is denoted

Ik. The graph after eliminating Vk \ Ik−1 from Gk is denoted If
k . Gk+1 is obtained by

linking If
k and Nk+1. G1 = N1.

Since the graph If
k quickly becomes a clique with graph elimination process,

Gk+1 can be built without the actual graph elimination operations. Instead,
Gk+1 is built by forming a clique with the nodes Ik and augmenting Nk+1.

The inference is implemented on each Gk incrementally. The graphical model
Gk for sub-networks of a DBN constructed as above is a chain graph. The sub-
routine of inference on chain graphs is presented in the following subsection.
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3.2 Inference on Chain Graphs

Chain graph is a kind of graphical model that has no directed cycles [11]. Given
a chain graph G with the node set V , after removing all the directed edges of
G, each connected component of the resultant graph is a chain component of G,
denoted M1, M2 · · ·Mn. It holds that

⋃n
i=1 Mi = V . Any distribution P over V

satisfying the Markov property of G has the following factorization form

P (V ) =
n∏

i=1

P (Mi|pa(Mi)), (8)

where pa(Mi) is the set of parents of Mi in G.

Junction Tree Initialization. The junction tree for a given chain graph is con-
structed in the usual way: moralization, triangulation and minimum spanning
tree formation. See for example [16,11] for details. Here assume we are at the
point where we have constructed a junction tree T with cliques C = {C1, C2, · · · }.
The separator associated with two adjacent cliques, Ci and Cj , is denoted as
Sij = Ci ∩ Cj . To initialize a junction tree, the probability factors in (8) are
assigned to the cliques. A clique potential ψC is the product of the factors as-
signed to it; the potential is unity if there is no factors assigned. All the separator
potentials are initialized as unity.

For the chain graph Gk+1 generated from Gaussian DBNs as described in
Section 3.1, there are two types of chain components. One is the chain component
If
k , the other is each node in Nk+1. The former type of chain component has

no parents and P (If
k ) follows Gaussian distribution. The latter type of chain

component is linearly related to its parents, which can be seen from (4–6),

Mi = T · pa(Mi) + u, (9)

where u ∼ Nm(u; ū, U). P (Mi|pa(Mi)) is a Gaussian distribution with the
canonical form parametrization as

NI

([
pa(Mi)

Mi

]
;
[
−T T U−1ū

U−1ū

]
,

[
T T U−1T −T T U−1

−U−1T U−1

])
, (10)

where NI(v; ξ, Ω) represents a Gaussian distribution over v with information
vector ξ and information matrix Ω.

Consider the chain graph in Fig. 2(a) which is a graphical model of two robots
A and B in a time interval. A junction tree constructed for the chain graph is
shown in Fig. 2(b).

Evidence Incorporation. When a node v takes a fixed value v = v, any clique
whose domain contains v is required to update its potential to be consistent with
the evidence. Evidence incorporation is a conditioning operation. Partition the
nodes in a clique into two parts, C = {v1,v2}, with the evidence v2 = v2. Given
the clique potential
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ψC = NI

([
v1

v2

]
;
[
ξ1

ξ2

]
,

[
Ω11 Ω12

ΩT
12 Ω22

])
, (11)

after incorporating v2 = v2, we have

ψ∗
C = NI(v1; ξ1 − Ω12v2, Ω11). (12)

See for example [12](Page 149) for the derivation.

Message Passing. The standard Hugin message passing strategy is employed.
Let Ci and Cj be two adjacent cliques. Passing a message from Ci to Cj updates
the potentials as

ψ∗
Sij

=
∫

ψCid(Ci \ Sij) ψ∗
Cj

= ψCj

ψ∗
Sij

ψSij

(13)

where the asterisk means “updated value of”.
Each message passing involves a marginalization and rescaling of the potential

of the receiver. The potentials multiplication and division in the rescaling are
realized by the summation and subtraction of the potential parameters; the
computation simplicity is apparent.

When the messages are passed along every edge in both directions in proper
schedule, the clique and separator potentials are marginals of P (V) over the
domains.

Junction Tree Rearrangement. To calculate the marginal over a set of nodes
which are not contained in a clique, we can rearrange the junction tree employing
the Push operations to create a clique containing all the nodes in question.
Consider two adjacent cliques Ci and Cj . A group of variables V ⊆ (Ci \ Sij)
can be Pushed to Cj as following:

– The clique Cj is extended to C∗
j = Cj ∪ V , and similarly S∗

ij = Sij ∪ V ;
– The potentials are updated as

ψS∗
ij

=
∫

ψCid(Ci \ S∗
ij), ψCj

∗ = ψCj

ψS∗
ij

ψSij

When calculating P (V ) where the nodes in V are in different cliques, first form
the smallest connected subtree that contains all the nodes in V , and then use
Push operations to make V contained in a single clique C. The marginal P (V )
can be computed from ψ∗

C .

3.3 Algorithm Overview

The entire algorithm for incremental inference on a DBN is as follows.

1. For k = 1,
G1 = N1. Identify the interface I1. Construct T1 for G1. Implement inference
on T1 and calculate P (I1). Eliminate V1\I1 from G1 and the resultant graph
is denoted If

1 .
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Fig. 2. A chain graph and one of its initialized junction tree

2. For k � 2,
(a) Construct Gk by connecting Nk to the graph If

k−1;
(b) Construct Tk for Gk; the probability factors associated with Tk are from

two parts, the first is P (Ik−1) which is provided by the inference on
Tk−1, the second is the conditional probability of each node in Nk;

(c) Implement inference on Tk. Identify Ik and calculate P (Ik) to pass to
Tk+1.

(d) Eliminate Vk \ Ik from Gk and the resultant graph is If
k .

Recall the forward interface algorithm in [12] which forces both Ik and Ik+1

to form a clique when constructing Tk+1. Ik formed in a clique actually is the
result of the node elimination of Vk \ Ik. However, it is not necessary to form
Ik+1 into a clique for the calculation of P (Ik+1); we can rearrange the junction
tree to create a clique containing Ik+1. Thus the forward interface algorithm is
a special implementation of the general algorithm proposed in the paper. The
constraint of forming Ik+1 in a clique of Tk+1 may sharply reduce the sparsity
of the graph Gk+1 and result in unnecessary large cliques. By removing this
constraint, the inference can be implemented on a junction tree with cliques as
small as possible and the inference costs could be reduced.

4 A Decentralized Solution to Cooperative Localization

We apply the incremental inference algorithm to the problem of mobile robots
cooperative localization in a decentralized fashion, eliminating the need of a
highly capable processing center.

4.1 Overview of the Decentralized Solution

In our decentralized implementation, the cliques of junction trees are assigned
to robots and the communication among the robots is guided by link tree. Each
clique of a junction tree is assigned to a robot and labeled with the robot ID;
by combining the neighboring cliques with the same robot ID into a node, the
resultant tree is link tree. The link tree bridges the gap between the clique
oriented inference algorithm and the robot oriented algorithm. Figure 3 gives a
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link tree for the junction tree in Fig. 2(b) with cliques C1, C4, C6 assigned to
Robot A and C2, C3, C5 to Robot B.

In our implementation, the symbolic global information is processed at a co-
ordinator robot and the numerical information is calculated and communicated
between the robots. In the inference on a subsystem Gk, the coordinator robot
processes the following symbolic information.

– Build the chain graph Gk.
– Construct junction tree Tk for Gk. Note it is the symbolic potentials that

are assigned to cliques.
– Assign the cliques to robots and form a link tree.
– Identify the subtree to calculate P (Ik) if the nodes Ik are not contained in

a single clique.

The overall inference on Gk proceeds as following:

1. Each robot calculates local probability factors P (xA
k+1|xA

k ), P (zA
k |xA

k ) and
P (zAB

k |xA
k ,xB

k ) from local sensor measurements according to (10).
2. The coordinator robot processes the global information for the time interval

[tk−1, tk] at time step th. Note tk < th to facilitate the delay caused by
communications among the robots. The coordinator transmits the processed
information to relevant robots.

3. On receiving Tk and the assignment information, each robot calculates the
numerical potential for each clique assigned to it.

4. The robots implement message passing cooperatively.

4.2 Implementation Issues

To construct Gk, the coordinator collects the symbolic information of state
evolvements and observations from all the robots in the team, e.g., the sym-
bolic information for a range measurement made by robot B to robot A at time
step k is {r, (B, A), k}. Gk is obtained by connecting If

k−1 with the BN of the
state and observation variables in the time interval [tk−1, tk].

To achieve a junction tree topology that makes decentralized implementation
efficient, we adopt the following elimination ordering for triangulation: first the
observation variables, then the state variables without inter-robot measurements
and finally the states with inter-robot measurements. The fill-ins during trian-
gulation can be further reduced by optimizing the elimination ordering inside
the group of states with inter-robot measurements. This leads to a junction tree
where an observation variable appears only once in a leaf clique and the cliques
composed of the states without inter-robot measurements of one robot form a
connected subtree. The junction tree built in this way can make full use of the
locality of computation and reduce the computation and communication costs.

The potential initialization and the assignment of cliques to robots are both
aimed at reducing communication requirements between robots. A clique with-
out symbolic factors could be assigned to any robot; we assign it to one of its
neighbors in the link tree to reduce the latent communication in message passing.
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5 Experiments

Simulation experiments are devised for two purposes, solution verification and
communication costs analysis. In realistic decentralized systems, communication
usually consumes significant energy and is one of a key factors for system design.

5.1 Verification

The verification of the proposed algorithm is carried out in a simulation scenario
of four mobile robots (labeled with A, B, C and D) which can communicate
with each other. Assume each robot has odometer for motion measurement. To
demonstrate the information sharing among robots, the other sensing is limited
as follows. Robot A has a GPS receiver. It also has a laser to make range-bearing
measurements to other robots. Robot C measures its yaw with a gyro. It does
not make any exteroceptive measurements. Robot B and D use their own laser
to make range-bearing measurements to other robots. Data association for the
range-bearing observations is assumed known.

The two-wheel vehicle model is used for the simulation. Among all the sim-
ulation parameters, the initial error is chosen be small enough to mitigate the
problem of large non-linearities, and the other parameter values are non-critical.

Figure 4 provides the robot tracks with and without cooperative localization,
together with the ground truth. The tracks given by cooperative localization
and the ground truth match together rapidly in the case of small initial errors.
The cooperative localization improves the localization accuracy for every robot,
especially for Robot B and Robot D.

5.2 Costs Analysis

This section analyzes the computation and communication costs of the solution
proposed in Section 4, compared with the solution utilizing the forward inter-
face algorithm. The main costs in the decentralized solutions lie in the message
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Fig. 3. A link tree for the junction tree

in Fig. 2(b)
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passing in the junction tree algorithm. Consider the representative subnetworks
composed of two consecutive time slices where the state nodes form a chain com-
ponent and the inter-robot measurements in the recent time slice take on the
following types of “sparsity”.

Type I. The inter-robot measurements are made between a leader robot and
all the other robots.

Type II. Order the robots in a ring. The inter-robot measurements are made
only between a robot and its neighbors.

Type III. The inter-robot measurements are made between any two robot.

The numbers of robots investigated are N = 4, 8, 12, 16. The inference task is to
calculate the marginal over the interface nodes, i.e., the state nodes in the recent
time slice. Note the localization accuracy resulted from different measurement
types is not our concern.

Consider a message which contains the information matrix and the infor-
mation vector of a Gaussian probability defined over m states. The volume of
communicating such a message is counted as m2. This is a relative measure since
it is irrelevant with the state dimension. The computation load is measured with
the number of multiplication operations during marginalization. Figure 5 shows
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Fig. 5. The total costs (a and b) and the maximum single robot costs (c and d) of

doing inferences for representative subnetworks by proposed solutions
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the costs to do the inferences by the proposed solution, wherein (a) and (b) are
the total computation load and communication volume respectively, and (c) and
(d) are the maximum single robot costs.

The costs of the decentralized solution utilizing the forward interface algo-
rithm can be inferred from the above results. The total computation load is
determined by the marginalization operation, which is independent of the con-
struction of the junction trees for a given representative subnetwork. Thus total
computation loads of the forward interface algorithm can also be depicted by
Fig. 5(a). The total communication volume, however, is related to the junction
tree construction. Since the junction tree of the representative subnetworks with
different measurement types constructed in the forward interface algorithm is
the same with that in our solution for Type III measurements with the same
team size, the total communication volumes are the same with our solution for
Type III measurements for a given team size. This demonstrates the commu-
nication reduction by exploring the sparsity of the graphical models with the
proposed solution. The maximum single robot cost of the decentralized solution
utilizing forward interface algorithm is independent of the measurement types
and the same with our solution for Type III measurements for a given team size.

6 Conclusions

This paper presents a decentralized algorithm for cooperative localization which
is efficient and optimal. In our formulation, the local sensor information at each
robot is processed as clique potentials and then shared among the team through
message passing. The fully decentralized structure requiring no processing center
provides load balance among the robots and the reorganization ability in the face
of robot failure. The communication cost analysis reveals how is the cost related
to the team size and the inter-robot measurements, which is meaningful to the
design of realistic systems.

In the future, we intend to implement the proposed algorithm on some Pio-
neer indoor robots for further verification and analysis. We also expect to fur-
ther reduce the communication cost in the general scenarios where any robot in
the team can observe any other at all times. By introducing some approximate
techniques to our incremental inference algorithm, the decentralized solution is
expected to enjoy the cost reduction while keeping an acceptable accuracy.
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Abstract. 3-D visual tracking is useful for many of its applications. In this pa-
per, we propose two different ways for different system configurations to opti-
mize particle filter for enhancing 3-D tracking performances. On one hand, a 
new data fusion method is proposed to obtain the optimal importance density 
function for active vision systems. On the other hand, we develop a method for 
reconfigurable vision systems to maximize the effective sampling size in parti-
cle filter, which consequentially helps to solve the degeneracy problem and 
minimize the tracking error.  

Keywords: 3-D tracking, particle filter, importance density function, effective 
sampling size. 

1   Introduction 

There-dimensional (3-D) tracking deals with continuous 3-D state estimation and 
update of moving objects [1]. The task of 3-D tracking is of paramount importance for 
many applications and has been considered from widely different perspectives of 
various theoretical backgrounds and interests. As one of the state-space estimation 
problems, 3-D tracking can be modeled with the aid of parametric models. However, 
due to varying degrees of uncertainty inherent in system modeling and complexity of 
system noise, visual system is often subject to elements of non-Gaussianity, non-
linearity, and high dimensionality, which unfortunately, usually precludes analytic 
solutions. It is a strong belief that the issue of state measurement ultimately remains 
best handled within the framework of statistical inference. Instead of using lineariza-
tion techniques, the estimation problem is solved directly with Bayesian methodology 
[2], [3]. However, the Bayesian paradigm involves calculation of high order integrals 
of the time state estimation. Thus, in the last few decades, many approximation filter-
ing schemes, which are well-known as methods of Particle Filtering (PF), also known 
as Condensation or Sequential Monte Carlo methods (SMC) [4]-[7], have been devel-
oped to seek a simulation-based way to surmount the problems.  

However, a general 3-D tracking problem with 6-DOF often requires thousands of 
particles [8], which can run foul of computational complexity and further interfere 
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real-time performance for tracking agile motion. Moreover, degeneracy phenomenon 
is a common problem with particle filters. As a result of degeneracy, all but one parti-
cle will have negligible weight after a few state transitions. Degeneracy implies the 
wastage of computational resources that a large effort is engaged to update particles 
whose contribution to the approximation to posterior states is almost zero. Doucet [9] 
has shown that the variance of the importance weights can only increase over time so 
that degeneracy is an inevitable phenomenon with general sequential importance 
sampling scheme. There are commonly three methods to tackle the degeneracy prob-
lem [10]: (1) brute force approach, (2) good choice of importance density, and (3)  
use of resampling. The brute force approach uses a large enough sampling size to 
cover the effect of weight degeneration. However, it is often impractical in real-time 
estimation system. The method of choosing the optimal importance density [9] can 
maximize the effective sampling size [11], [12], which is a suitable measure of de-
generacy. The third method involves using the resampling process to reduce degener-
ate effects [4]. Although resampling has been employed a lot in generic particle filter 
to avoid degeneracy as one of the most popular methods, it introduces additional 
computation complexity and cannot help to reduce the number of particles.  

In this paper, we intent to explore possible ways to optimize the particle filter for 
enhancing 3-D tracking performances. On one hand, a new data fusion method is 
proposed to obtain the optimal importance density function so that particle crowds 
can represent the posterior states in a much more efficient fashion. As a result, for 
achieving the same tracking accuracy, the number of particles used in 3-D tracking is 
greatly reduced. On the other hand, we develop a method for reconfigurable vision 
systems to maximize the effective sampling size in particle filter, which consequen-
tially helps to solve the degeneracy problem and minimize the tracking error.  

2   Developing the Particle Framework 

At time step k, when a measurement ky  becomes available, according to the Bayes’ 

rule [2], the posterior probability function of the state vector can be calculated using 
the following equation 
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Suppose at time step k there is a set of particles, { , 1, , }i
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where 1 1:( , )i i
k k kq −x x y  is the importance density function. In this paper, we use the 

transition prior )( 1−kkp xx  as the importance density function. Then (3) can be  

simplified as 

1 ( )i i i
k k k kw w p−∝ y x .                                              (4) 

Furthermore, if we use Grenander’s factored sampling algorithm [12], (4) can be 
modified as 

( )i i
k k kw p= y x .                                                 (5) 

The particle weights then can be normalized using 
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to give a weighted approximation of the posterior density in the following form 
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where δ  is the Dirac’s delta function. 

3   Data Fusion for Importance Density Optimization 

3.1   Methodology 

The 3D tracking task here is performed with an active vision system [13] using pattern 
projection, which is similar to a passive stereo vision system with one of the cameras 
replaced by a projector. Using a color-encoded structured light pattern [14], the active 
vision system can yield good results in 3D visual sensing with a single view.  

In order to obtain better expression of posterior states, the importance density func-
tion should be moved towards the region of high likelihood. Notwithstanding, because 
the support valuables are different, likelihood functions cannot be used directly to 
modify the importance density. To surmount this problem, a pseudo likelihood func-
tion is first generated with the latest passive sensing data. Then the pseudo likelihood 
is projected to the importance density space and the importance density is modified by 
fusing the sensing data in it. The pseudo likelihood function is generated with the 
most current observation of certain reference feature points through passive sensing. 
It is a subset of the likelihood function and it can represent the likelihood function to 
certain extent. The advantage of the pseudo likelihood function is that it can be pro-
jected to the importance density space easily by using the inverse procedure of pas-
sive sensing observation model (a monocular camera model). The basic idea of the 
proposed approach is illustrated in Fig. 1. Suppose in a set of reference points, the 
observation of passive sensing (of a monocular camera) can be expressed as a func-
tion of the current state with noise 

( , ), 1, ,
j

R
k j k Ry g x j Nζ= =                                    (8) 

where ζ  is noise and RN  is the number of reference points. 
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Fig. 1. Data fusion with updated passive sensing data 

Equation (8) can be looked on as a pseudo likelihood function 

)(ˆ~ R
ky

R
k xPLy y= .                                             (9) 

On the contrary, the current state can be estimated using the inverse function of (8) as 

1
1( , , )R

k k kx g x y ζ−
−= ,                                           (10)  

which is in fact a projection of the pseudo likelihood to the importance density ( kx ) 

space  

1
ˆ ), ,( R

k kx k x yL P x ζ−= .                                          (11) 

Then (11) can be used to achieve the algorithm for data fusion as shown in Table 1.  

3.2   Simulation Results 

Fig. 2 shows the estimation error for 3D location tracking by different methods. The 
generic PF, which employed 800 particles, performed the best, while the extended 
Kalman Filter (EKF), with 100 particles, performed the worst because of its disadvan-
tage in dealing with multi-modality. The proposed PF with data fusion, even only 
with 100 particles, achieved performance approximately as good as the generic PF.  

With a well-expressed importance density, the proposed PF can achieve better real 
time performance with expedition. Simulation results demonstrate the superiority of 
the proposed method in comparisons with EKF and generic PF (GPF). Because the 
EKF does not involve calculations of sampling, it can achieve faster real-time per-
formance with an average 0.0146s for each state. The algorithm running times for 
GPF with 200, 400 and 800 particles are 0.0271s, 0.0522s and 0.0998s respectively. 
With only 100 particles, the proposed PF excels the GPFs in running time and only 
spent 0.0150s in average.   
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Table 1. Passive data fusion algorithm in particle filter 

Assume that at the previous state k-1, we have the particle crowd 
1 1 1{ , }i i N

k k ix w− − = , then proceed 

as following at time k 

1. Sampling: simulate )(~ 1−kk
i
k xxPx  

2. Calculate weights: compute the weights according to likelihood function and conduct  
normalization  

3. Pseudo likelihood computation:  

calculate  
1

ˆ ), ,( R
k kx k x yL P x ζ−=  

4. Data fusion: simulate i
kx , draw Nα  samples from the prior )( 1−kk xxP  and N)1( α−  

samples from the pseudo likelihood projection  ),,( 1 ζR
kkk yxxP −

, where α  is a  data fusion factor, 

0 1α≤ ≤   
5. Update weights: compute the weights according to the new likelihood function and conduct 

normalization 
6. Resampling 

 

 

Fig. 2. Tracking accuracy comparison 

3.3   Experimental Results  

The proposed tracking method was tested with an active vision system which consists 
of a PULNIX TMC-9700 CCD camera and a PLUS V131 DLP projector (as shown in 
Fig. 3(a)). When the system is used in a visual tracking task, the projector projects a 
color-encoded structured light (see Fig. 3(b), [15]) onto the surface of the target ob-
ject. Via triangulation, the system returns a time sequence of 3-D object positions and 
orientations. This provides the measurement (given in Section 2) for the tracking 
formulation. 

We used a concave object as the target (Fig. 4), which was moved arbitrarily by 
hand in 3-D space to give motions with 3-DOF translational and 2-DOF rotational.  
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(a)                                                  (b) 

Fig. 3. The active vision system using color-encoded structured light 

The tracker (formulated in Section 2 and 3) was used to estimate the target’s 5-DOF 
position. Here, a PF with 100 particles was employed. Since the object was moved 
randomly and the tracking was performed in real-time, quantitative results on tracking 
accuracy were hard to obtain due to lack of the ground truth. We thus re-projected the 
estimated object positions and orientations onto the camera image (the red circles 
shown in Fig. 4) for qualitative evaluation. Some examples of snap shots in the track-
ing are shown in Fig. 4. With a sampling rate of about 12fps, correct and reliable 
tracking were observed in the implementation. In Fig. 4, the tracking errors were 
mainly caused by the sensing itself, rather than the tracker. For example, in the frame 
shown in the bottom-right, relatively larger tracking error is observed. This is because 
the target happened to move to a position where the structured light pattern could not 
be detected clearly.  

4   Dynamic View Planning for Maximizing the Number of 
Effective Particles 

4.1   Methodology 

The 3-D tracking task here is performed with a reconfigurable vision system [16]. In 
this section, we intend to use the re-configurability of the vision system to reduce 
those effects of degeneracy in particle filter. According to [11], [12], the effective 

sampling size eff
kN  at state k is defined as 
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where i
kw  is referred to as the “true weight” indicated in (4), and sN  is the number of 

samples. As eff
kN cannot be evaluated exactly [10], an estimate eff

kN̂  of eff
kN  can be 

calculated by 

∑
=

=
sN

i

i
k

eff
k

w

N

1

2* )(

1ˆ ,                                            (13) 

where *i
kw  is the normalized weight indicated in (12).  
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Fig. 4. Tracking a concave object with the proposed method 

We then define the rate of effective particles as 

s

eff
keff

k N

N̂=λ .                                                   (14) 

Finally, the view planning [16] task is achieved by computing the best configura-

tion *
kζ  in the viewpoint configuration space k

vC  of the camera through the following 

equation 
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4.2   Simulation Results  

In the first simulation, we compared the effective particles (sample size) eff
kN̂ of the 

proposed view planning method to the generic particle filter with a fixed viewpoint. 
We used 100 particles for each methods and ran the simulation for 100 times with 9 
state transitions. The average number of effective particles of the two methods are 
plotted as shown in Fig. 5. The generic PF without view planning obtained a very low 
rate of effective particles (7%), while our approach maximized the rate of effective 

particles effλ  at about 53% via dynamic view planning. Our algorithm realizes view 

planning and achieves the best configurations of the vision system by maximizing 

eff
kN̂  (or minimizing * 2

1

( )
sN

i
k

i

w
=
∑ ). In the second simulation, we checked tracking er-

rors of different view point configurations (camera locations) to prove that the best 
configuration in the sense of sampling efficiency is consistent with the best configura-
tion in the sense of minimizing tracking error. We tested view planning results with 

different position parameters. As shown in Fig. 6, average values of * 2

1

( )
sN

i
k

i

w
=
∑  and 

tracking errors are plotted with different configurations and estimation states. Here, 
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the tracking error is defined as the distance between the estimated location and its true 
location. 100 tests each with 100 particles were employed. 9 viewpoint locations in 
camera coordinates, 170 (mm)ix i= × , when i=1,…,9, were employed. These loca-

tions were chosen empirically considering both the sensitivity and the kinematics 
constraints of the system. 
 

 

Fig. 5. Number of effective particles 
 
It can be seen in the Fig. 6 that these two evaluation criteria shared the same ten-

dency in viewpoint configuration. The comparison in 2-D figure at the 6th estimation 
state is shown in Fig. 7. Different evaluation values with their values of standard 
deviation are plotted. Fig. 7 clearly shows that tracking error reaches its minimum (at 

the 4th x location, x=680mm) when * 2

1

( )
sN

i
k

i

w
=
∑  reaches its minimum value. In other 

words, the view planning driven by optimizing particle sampling actually minimizes 
the tracking error and improves tracking performance.    

Then we compared our method with the “centering” view planning method and the 
“error-orientated” view planning method. The centering method has been usually 
adopted in visual servoing [17], which controls the view point to keep the image fea-
ture of the target object always at the center point of the image screen. In the “error-
orientated” view planning method [18], the view planning process was directly driven 
by minimizing the estimated tracking error. The tracking errors of the aforementioned 
methods are plotted in Fig. 8, and their tracking performances are evaluated in Table 
2. In these tests, our view planning method by effective particles was superior to oth-
ers in tracking performance with the smallest tracking error and reasonable tracking 
speed. When the resampling method was used, although it could reduce the effects of 
weights degeneracy, the tracking error was large when using a small number of parti-
cles, whereas tracking speed was slow when using a large number of particles. With-
out testing the particle weights to obtain the best configuration, the centering method 
showed its advantage in tracking speed. However, because it can only compensate for 
a part of the sensing error and because it still suffers from particle degeneracy, its 
tracking error was larger than our method. The error-orientated method was supposed 
to be the one that could achieve good results in tracking accuracy. However, practi-
cally, it needs direct backward calculations and random search in the parameter space 
which may preclude unique solutions and yet, cannot overcome the degeneration, 
which affects its tracking accuracy and the achievable tracking speed as well.  
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Fig. 6. Testing different evaluation criteria with position parameter x (3-D) 

 

 

Fig. 7. Testing different evaluation criteria with position parameter x (2-D) 

 
Our method with effective particles minimizes tracking error by revealing the sys-

tem to a better swarm of importance samples and interpreting the posterior state in a 
better way. Furthermore, it reduces particles’ degeneracy significantly so that a rela-
tive smaller particle crowd can be used to achieve the same level of tracking perform-
ance, and thus increases possible tracking speed. 

4.3   Experimental Results  

The implementation of the proposed view planning method was conducted using our 
reconfigurable vision system, with a PC-based IM-PCI system and a variable scan 
frame grabber. This system supports many real-time processing functions including 
some feature extraction such as edge detection. Our algorithms were developed in 
VC++ programming language and run as imported functions by ITEX-CM. The sys-
tem setup consists of a color CCD camera (model Pulnix TMC-6), with a resolution 
of 640 480× pixels, a pan-tilt unit (model PTU-46-17.5) for 2-axis angular motion, 
and a linear motion system with a guideway (model KK86-20) and motion controller 
(model Elmo BAS-3/320-2). A photo of this 3-DOF system is shown in Fig. 9.  

For simplicity’s sake, we used a point object for the experiment and made the ob-
ject undergo uniform circular motion around the centre with different diameters on a 
plane perpendicular to the optical axis of the camera at its original location  
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Fig. 8. Tracking errors using different methods 

 
Table 2. Tracking performance with different methods 

 
      Evaluation 
 
Method 

Total num-
ber of 
particles 

Average rela-
tive tracking 
error 

Average estima-
tion time (s) 

Average rate of 
effective particles 

Effective particles 100 2.7% 0.032 49.5% 
Resampling PF No. 1 100 7.5% 0.030 6.6%* 
Resampling PF No. 2 1000 4.5% 0.266 7.6%* 
Centering 100 6.5% 0.027 6.1% 
Error-orientated 100 5.5% 0.111 7.1% 

(* This is the rate of effective particles effλ  before resampling. After resampling, the rate of effective 

particles is compulsory modified to 100%. Even though it shows no improvement in tracking performance. ) 

 

  

Fig. 9. Reconfigurable vision system with 3 
DOFs  
 

Fig. 10. Uniform circular motion at different 
diameters 
 

 

(see Fig. 10). Using this motion, we can eliminate both influence of image feature 
location and influence of velocity on tracking error (see [1] for detailed discussion).  

The average tracking errors on different concentric circles with different methods 
were calculated and are given in Table 3. These results show that our view planning 
method with effective particles can achieve small tracking error then other two methods.  
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Table 3. Absolute tracking errors with different view planning methods 
 

Effective Particles Centering Error-Orientated  
Test 

Diameter 
2r (pixel) 

Mean 
Tracking 

Error (mm) 

Standard 
Deviation 

(mm2) 

Mean 
Tracking 

Error (mm) 

Standard 
Deviation 

(mm2) 

Mean 
Tracking 

Error (mm) 

Standard 
Deviation 

(mm2) 
400 6.2 19.1 7.2 18.5 8.8 21.6 
360 6.1 21.1 9.1 19.7 9.0 19.1 
320 4.1 18.8 8.3 16.1 8.9 19.6 
280 5.6 17.8 6.6 18.8 7.0 19.6 
240 5.9 19.5 6.5 15.5 5.5 18.5 
200 5.3 19.3 6.2 16.5 8.4 19.5 
160 4.6 17.1 7.0 17.3 4.7 18.1 
120 5.2 16.6 6.3 15.6 5.9 19.6 
80 5.8 18.3 7.5 16.1 5.9 18.6 

Mean 5.4 18.6 7.2 17.1 7.1 19.4 
 

 
Table 4. Tracking speed with different view planning methods 

 
Method Effective Particles Centering Error-Orientated 

Tracking Speed (fps) 24 24 7 

 
Average tracking speeds with different methods are listed in Table 4. Because our 

method and centering method do not involve random search procedure that the error-
orientated method uses, they both achieved very nice real-time performance. 

Our method with effective particles was then implemented to track a pen tip which 
was moving randomly with an average speed about 1m/s. The pen tip was detected 
and tracking based on the segmentation with color and contour cues. Some examples 
of snapshots in the tracking with their corresponding viewpoint locations (best con-
figurations) are shown in Fig. 11. In this experiment, every pair of two sequential 
frames was employed and compared to calculate the depth information z, and beside 
the current configuration information, the Chinese calligraphy background was used 
as correspondence between every two frames for further modification. Even with this 
process, a tracking rate of about 17fps was achieved in the implementation. We then 
re-projected the estimated 3-D locations of the pen tip onto the image space for track-
ing error analysis. The red target marks in Fig. 11 represent those estimations from  
 

 

 
 

Fig. 11. Dynamic view planning in 3D tracking by our method 
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our tracking algorithm. Experimental results show that the tracking was conducted 
with very good accuracy, with an average tracking error of 2.8 pixels. 

5   Conclusion 

In this paper, two different methods for active vision and reconfigurable vision system 
are explored respectively to optimize particle filter for enhancing 3-D tracking  
performance. A new data fusion method has been proposed to obtain the optimal 
importance density function for active vision so that particle crowds can represent the 
posterior states in a much more efficient fashion. As a result, for achieving the same 
tracking accuracy, the number of particles used in 3-D tracking is greatly reduced. We 
have also developed a method for reconfigurable vision systems to maximize the 
effective sampling size in particle filter, which consequentially helps to solve the 
degeneracy problem and minimize the tracking error. Simulation and experimental 
results have verified the effectiveness of our methods. 
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Abstract. In this study, a thin and flexible tactile sensor using pressure-
conductive rubber for a HIT/DLR Hand II dextrous robot hand is developed. A 
method of the curved surface approximate development is used to design the 
sensor shape, ensuring that the sensor can fine cover the three-dimensional  
(3D) finger-tip surface. In order to weaken crosstalk current and simplify elec-
trical circuit of the sensor, a sampling-voltage-feedback-non-target-scanned-
sampling-electrode (SVFNTSSE) method is proposed. Then a structure of  
tactile signal acquisition and processing circuit based on this method is de-
scribed. Finally, the experiment of weakening crosstalk based on the 
SVFNTSSE method verifies the validity of this method, and the results of the 
other experiment show that this sensor system has integrated into the dextrous 
robot hand. 

Keywords: Tactile sensor; Pressure-conductive rubber; Anthropomorphic robot 
hand; Crosstalk. 

1   Introduction 

Up until now, the main transduction methods of tactile sensors used in dextrous robot 
hands are optical [1], [2] and resistive [3], [4], [5], [6]. Along with the development of 
dextrous robot hands towards the miniaturized, highly integrated and anthropomor-
phic direction, it is necessary to attach tactile sensors only on the surface of dextrous 
robot hands. Therefore, the tactile sensor to be applied in an anthropomorphic dex-
trous robot hand, which has a curved surface, should be thin and flexible. The optical 
tactile sensor is not suitable for an anthropomorphic dextrous robot hand, for difficult 
to be thin and flexible. Hence, all optical tactile sensors, which have been used in 
dextrous robot hands, presented in literature are still in the experimental prototype 
stage. However, the resistive tactile sensor may be thin and flexible. Consequently, in 
literature, there are more applications of resistive tactile sensors than optical tactile 
sensors in dextrous robot hands. 

Raparelli et al. used Force Sensing Resistor (FSR), manufactured by Interlink 
Company, as the tactile sensor of a pneumatic anthropomorphic hand [5]. The sensing 
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element of FSR is printed on a thin film. The film is a pliable sheet, but it is not  
elastic. Therefore the film can only cover a three-dimensional (3D) developable sur-
face, but it cannot exactly cover a 3D undevelopable surface. Kawasaki et al. devel-
oped a distributed tactile sensor for Gifu Hand II [3]. The distributed tactile sensor, 
which has grid pattern electrodes and uses conductive ink, is mounted on the hand 
surface. And this sensor can cover the most area of Gifu hand II and increase tactile 
sensing area. However, as the electrical wires of the sensor are outside of dextrous 
robot hand, it will affect the operating safety of the hand in the unstructured environ-
ment. Shimojo et al. designed a thin and flexible tactile sensor using pressure-
conductive rubber with stitched electrical wires [4]. The sensor can cover 3D entities, 
currently only used for contact/non-contact state detection. Although the sensor using 
this method can be effective to improve the surface strength to resist shear force, this 
method makes the electrodes of the sensor on the double sides of the sensitive sheet. 
This is unfavorable, since pressure-conductive rubber is usually flexible, whereby the 
outer-side electrode is exposed to a bending stress reducing the lifetime of the sensor. 
Cannata and Maggiali developed a new fully embedded tactile sensor system [6]. The 
tactile sensor has been designed to be installed on a dextrous robot gripper (MAC-
HAND) and consists of a matrix of 64 electrodes, etched on a flexible PCB (Printed 
Circuit Board) covered by a conductive rubber layer. The layout of the electrodes is 
on the same side, avoiding the disadvantage when a lay of double-side electrodes is 
used. However, the circuits of the tactile signal processing hardware and the entity of 
the sensor are sharing the same flexible PCB, resulting in the whole system having to 
be replaced even a partial failure occurred. 

Through analyzing the characteristics of the past resistive tactile sensors applied in 
dextrous robot hands and the highly integrated features of a HIT/DLR Hand II dex-
trous robot hand [7], we develops a resistive tactile sensor that is thin and flexible  
and can be effective to cover the curved finger-tip surface of the HIT/DLR Hand  
II dextrous robot hand. In this paper, firstly, the design of the sensor is introduced. 
Secondly, the tactile signal acquisition and processing system and the communication 
system are described. Finally, some experimental results are given. 

2   Design of the Tactile Sensor 

The HIT/DLR Hand II dextrous robot hand is a multisensory and integrated five-
fingered hand with in total 15 degree of freedoms (DOFs). To achieve a high degree 
of modularity, all five fingers are identical. Each finger has 3 DOFs and four joints, 
the last two joints are coupled by means of a “∞” figure wire mechanism. All actua-
tors are integrated in the finger directly, the electronics and communication control-
lers are fully integrated in the finger in order to realize modularity of the hand and 
minimize weight and amount of cables needed for a hand. See [7] for more details of 
this robot hand. Fig. 1 shows a finger of the HIT/DLR Hand II dextrous robot hand 
with the developed tactile sensor. This sensor is thin and flexible, mounted on the 3D 
surface of the finger-tip face. The following are about to describe the sensor principle, 
the sensor structure and the process of the sensor shape design in detail. 
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Fig. 1. Finger of the HIT/DLR Hand II dextrous robot hand with the finger-tip flexible tactile 
sensor 

2.1   Principle of the Sensor 

The principle of the tactile sensor is based on the resistive mechanism. This sensor 
adopts the pressure-conductive rubber CSA (the product of Yokohama Rubber Co., 
Ltd.) as the pressure sensitive material. The rubber is a composite of silicon rubber 
and graphite particles, and is available in gray-black flexible sheet form, 0.5 mm in 
thickness. It has many excellent features: such as elasticity, elongation, flexibility, and 
durability [8].  

The surface resistive effect [9] is mainly applied to increase the sensitive of the tac-
tile sensor. As shown in Fig. 2, the volume resistance rv of the pressure sensitive ma-
terial between the electrodes and the surface resistance rs are varying with the applied 
load. However, the value of rs is varying more observably than the value of rv [10], 
when the pressure F is changed. The resistance r of the tactile cell, decreased with the 
increase of the load, is equal to two times rs plus rv. And the information of contact 
would be obtained by measuring the value of r. 

 

Fig. 2. Schematic of the surface resistive effect 

2.2   Structure of the Sensor 

The layouts of the tactile sensor electrodes presented in literature are divided into two 
types: a double-side electrode layout and a single-side electrode layout. Since the pres-
sure-conductive rubber is flexible, using the layout of double-side electrodes is unfa-
vorable. There must be one side electrode exposed to a bending stress reducing the 
lifetime of the sensor, when pressure is applied repeatedly. So the layout of single-side 
electrodes is adopted by the developed sensor. The sensor has three layers: an electric 
layer, a sensitive layer and a protective layer, as shown in Fig. 3. The thickness of this 
sensor and the size of a tactile cell are 0.65 mm and 3 mm × 3 mm, respectively. 
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Fig. 3. Structure of the finger-tip flexible tactile sensor 

The electric layer is made of a double-lay flexible PCB and mounted on the finger-
tip face of the HIT/DLR Hand II dextrous hand by special glue. The flexible PCB, in 
the size of 50 mm × 19.6 mm × 0.1 mm (length × width × thickness), comprises 36 
pairs of gold-plated comb-shaped electrodes, the size of which is 2.1 mm × 2.1 mm. 
By means of arraying the electrodes of the sensor, there only need 13 out pins to con-
nect with a tactile signal acquisition and processing circuit. 

The sensitive layer comprises the pressure-conductive rubber and insulating sili-
con-rubber glue. The rubber sheet is divided into a small part for each tactile element, 
embedded into an insulating meshwork. Here the insulating silicon-rubber glue is 
applied not only to eliminate the internal interference of the sensitive material be-
tween adjacent sampling electrodes and adjacent driving electrodes, but also to glue 
the sensitive material on the electric layer (be sure that the glue does not exist be-
tween the sensitive material and the electrodes of the electric layer). 

The protective layer is an insulating silicon-rubber film. And the effects of this 
layer are not only to protect the sensitive layer, but also to increase the friction coeffi-
cient of the sensor surface and to vary the measurement scale of the sensor in a certain 
extent. 

2.3   Shape of the Sensor 

In order to make the appearance of HIT/DLR Hand II dextrous robot hand like the 
human hand, the finger-tip surface has been designed to a 3D surface. From top to 
bottom, a cylindrical surface, an ellipsoidal surface and a conical surface compose 
this 3D surface with differentiable patch joins, as show in Fig. 4. Because of restric-
tions of the flexible PCB processing technology, only planar flexible PCB can be 
produced. Therefore, the shape design of the flexible PCB becomes a key research 
content in order to make the sensor fine cover the finger-tip surface. To simplify the 
issue, the research of surface fitting is reversed into the study of surface flattening. 
Because the cylindrical surface and the conical surface are developable surfaces ex-
cept the ellipsoidal surface, the focus issue becomes how to make a reasonable ap-
proximate development of the ellipsoidal surface. 

There are three steps to analyze the approximate development of the ellipsoidal sur-
face. Firstly, extract the ellipsoidal surface from the finger-tip face; secondly, insert 
darts in the extracted surface to split it into several sub-surfaces; finally, approximately 
develop the sub-surfaces. Though the more darts are inserted in the surface, the higher 
development precision is acquired, this will result in the layout design of the flexible  
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Fig. 4. Analyzing process of the approximate development of the ellipsoidal 

PCB more difficult. Therefore, the number of the darts should be minimized to meet 
the approximate development precision requirement. In this study, two darts are in-
serted in the ellipsoidal surface. And the surface is divided into three sub-surfaces 
(trisect the upper and lower lines, respectively, and then use two specific planes to split 
this surface). The shapes of the sub-surface contours can be obtained through the soft-
ware of ANSYS 11.0 analysis, as shown in Fig. 4. This provides the guidance for the 
approximate development of the sub-surfaces. So, the inside edges of two side-split 
sub-surfaces are instead of arc curves, and the other remaining edges are instead of 
straight lines. Consequently, the two-dimensional (2D) pattern of the approximate 
development of the ellipsoidal surface is shown in Fig. 5(a).  

Next we are about to analyze the development precision of the ellipsoidal surface 
from the aspect of the overall error that includes the relative angle error Eθ of two grid 
lines, the relative length error EL of the grid line and the relative area error ES of the grid. 

As the ellipsoidal surface has a surface symmetry property before and after the ap-
proximate development, there only need to analyze the relative error of the parameters 
θ1-θ6, L1-L7 and S1-S2. The results that all kinds of errors are less than 3% are shown in 
Table 1, Table 2 and Table 3. Hence, this 2D surface can well fit the ellipsoidal surface. 

Table 1. The relative angle errors 

  θ1 θ2 θ3 θ4 θ5 θ6 
3D model (°) 120.60  86.23 90.81 101.90 93.77 89.19 
2D model (°) 121.60  85.76 92.18 99.23 92.59 87.41 
Eθ (%) 0.83 1.77 1.51 -2.62 -1.26 -2.00  

Table 2. The relative length errors 

  L1 L2 L3 L4 L5 L6 L7 
3D model (mm) 5.48 8.00  4.42 11.18 5.48 11.18 4.42 
2D model (mm) 5.42 7.98 4.44 11.50  5.48 11.51 4.44 
EL (%) 1.09 0.25 0.45 2.86 0 2.95 0.45 

Table 3. The relative area errors 

 S1 S2 
3D model (mm) 52.77 57.75 
2D model (mm) 51.55 57.04 
ES (%) -2.31 1.23 
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According to the 2D pattern of the ellipsoidal surface flattening, a 2D shape of the 
sensor is designed, as shown in Fig. 5(b). The area of A is the electrical alignment 
zone of the tactile sensor; the areas of B, C and D compose the tactile perception 
zone, and are used to cover the cylindrical surface, the ellipsoidal surface and the 
conical surface of the finger-tip face, respectively. Given the current restrictions of 
the flexible PCB processing technology, a 2D shape of the flexible PCB is designed, 
as shown in Fig. 5(c). Finally, the actual fitting experiment verifies that the designed 
shape of the sensor is fine. 

 

Fig. 5. (a) 2D pattern of the approximate development of the ellipsoidal surface. (b) Shape of 
the tactile sensor. (c) Shape of the flexible PCB. 

3   Design of the Electrical System 

A Programmable System-on-Chip (PSoC), which integrates a large number of digital 
and analog modules that can be configured some essential functional device (such as 
ADC and DAC), is applied as the controller. Using this kind chip can be effective to 
reduce the external support circuitry complexity and improve the integration of the 
tactile signal acquisition and processing circuit. The entity of the circuit, which can be 
embedded in the fingertip (the size of approximately available space is 16 mm × 13 
mm × 9 mm) of the robot hand, is shown in Fig. 6. According to the different func-
tions of the circuit parts, the circuit can be divided into two functional units: a signal 
acquisition and processing unit and a communication unit. 

 

Fig. 6. Tactile signal acquisition and processing circuit 
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3.1   Signal Acquisition and Processing System 

The tactile signal acquisition and processing system comprises the signal acquisition 
and processing unit and the tactile sensor, as shown in Fig. 7. Because of using arrays 
of the electrodes, the crosstalk between adjacent tactile cells becomes an issue that 
should be considered. This issue will be illustrated, for simplicity, only a small por-
tion of an array is presented, as shown in Fig. 8. When a scanning circuit scans the  
i-row electrode and the j-column electrode, theoretically, only the resistance ri,j of the 
tactile cell C(i,j) should be measured; in fact, the series pathway that is formed by ri,j-

1, ri+1,j-1 and ri+1,j is also incorporated into the measurement loop, which affects the 
measurement precision of the resistance ri,j. When the sum value of ri,j-1, ri+1,j-1 and 
ri+1,j is no longer much larger than the value of ri,j, there is a relatively large interfer-
ence current through the measurement loop, badly affecting the measurement accu-
racy. At present, there are only two effective methods, the voltage feedback method 
[11], [12] and the zero potential method [4], [14], used to weaken the crosstalk cur-
rent. However, the circuits based on these two methods need much more external 
circuit devices. This is a disadvantage to a circuit miniaturization. Therefore, a sam-
pling-voltage-feedback-non-target-scanned-sampling-electrode (SVFNTSSE) method 
is proposed. The mechanism of the SVFNTSSE method is that the voltage of the 
target-scanned-sampling electrode is fed back to the non-target-scanned-sampling 
electrodes, so that the all sampling electrodes are formed an equivalent potential zone, 
cutting off the interference loop; while floating the non-target-scanned-driving elec-
trodes. This method is not only effective to diminish the complexity of the circuit, but 
also effective to weaken the crosstalk current (see specific experiment in part IV). 

The principle of the sensor system operation is the well known cycle scanning. As 
shown in Fig. 7, the signal acquiring process of one tactile cell is elaborated as follows:  

Firstly, the driving voltage Vdd is applied through a multiplexer to the target-
scanned-driving electrode; secondly, the target-scanned-sampling electrode is scanned 
by an internal configured multiplexer of the PSoC; thirdly, the non-target-scanned-
sampling electrodes are connected through analog switches, and thus the voltage of 
the target-scanned-sampling electrode can be fed back to the other sampling elec-
trodes through the configured multiplexer, a configured programmable gain amplifier 
(PGA), an analog output buffer and the analog switches; finally, the voltage of the 
target-scanned-sampling electrode is converted into a digital value by a configured 
ADC converter, currently with a resolution of 8 bits. 

 

Fig. 7. Signal acquisition and processing system 



 Design of a Finger-Tip Flexible Tactile Sensor for an Anthropomorphic Robot Hand 769 

 

Fig. 8. Schematic of the crosstalk between adjacent elements 

3.2   Communication System 

A flowing path of the digital signal of tactile sensor is shown in Fig. 9. First, the tac-
tile sensor data, packaged by the Finger-tip PSoC board, are sent to the Finger DSP 
(Digital Signal Processing) board via the SPI (Serial Peripheral Interface) bus; next 
the Finger DSP board transmits a data package, which consists of the tactile sensor 
data, the joint torque data and the joint angle data, to the Finger FPGA (Field-
programmable Gate Array) board through the SPI serial bus; and then the Finger 
FPGA board sends a data package of the entire finger directly to the DSP-PCI card, or 
indirectly through the Palm FPGA board to the DSP-PCI card by the point-to-point 
serial communication (PPSeCo) bus; at last the DSP-PCI card uploads the received 
data to PC. 

In order to diminish the communication time between the Finger-tip PSoC board 
and the Finger DSP board, the operating frequency of the SPI module structured in 
the PSoC should be set to the highest frequency (12 MHz). However, because of the 
clock frequency constraint of the controller, the cost time of read/write an 8 bit regis-
ter is 12.6 μs that is significantly larger than 666.7 ns which is the cost time of re-
ceive/send one byte. Therefore, to make the SPI communication working normally, 
the SPI module of the Finger-tip PSoC board must be set to the master mode, while 
the SPI module of the Finger DSP board is set to slave mode. And the final operating 
frequency of the tactile sensor system is 107.3 Hz via considering the time of the 
tactile signal acquisition and the SPI communication. 

 

Fig. 9. Communication system 
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4   Experiment and Discussions 

4.1   Experiment of Weakening Crosstalk Based on the SVFNTSSE Method 

In order to verify the validity of the SVFNTSSE method, four adjacent tactile cells, 
which are Cell-06, Cell-07, Cell-11 and Cell-12, are selected as the experimental 
objects, as shown in Fig. 10. And an external force is only applied on the elements of 
Cell-07, Cell-11 and Cell-12, and then the output voltage of the each tactile cell  
can be observed. When not using the SVFNTSSE method, the output voltage of Cell-
06 is seriously interfered (as shown in Fig. 10(a), the output voltage of Cell-06 is 
approximately equal to the others’ at 8 second); but when using this method, the out-
put voltage of Cell-06 is almost not affected, as shown in Fig. 10(b). Therefore, the 
experimental results verify the validity of the method. 

  

(a)                                        (b) 

Fig. 10. Crosstalk analysis 

4.2   Experiment of Studying Some Sensor Characteristics 

This tactile sensor has nonlinear characteristics such as hysteresis and creep. These 
characteristics have been studied via a measurement system, as shown in Fig. 11. This 
system consists of a loading platform and a graph visualization system. The meas-
urement processes are as follows: first, apply the discrete load on the sensor by the 
platform through the loading line, and then transmit the signal of the sensor to the PC 
via serial communication bus, the final process the received data by the graph visuali-
zation system. In order to improve the accuracy of the measurement, four adjacent 
tactile elements were selected, the pressure applied on each element should be equal, 
and then the average value of the element outputs should be taken as the output of the 
sensor. To ensure the balance of the pressure, two measures were taken: design a 
loading head with a flexible layer and regulate the angle of the loading head around 
its axis until the output value of every pressured element was approximately equal to 
each other. After achieving the necessary operation, we continuously loaded the dis-
crete load and then continuously unloaded the discrete load on the sensor, two times. 
In this process, the sensor outputs that were average outputs of the pressured units  
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were acquired. The hysteresis characteristic curve and creep characteristic curve of 
the sensor are shown in Fig. 12(a) and Fig. 12(b), respectively. Fig. 12(a) also shows 
that the pressure measurement range of the sensor is about 0-600 kPa. 

 

Fig. 11. Measurement system of the tactile sensor 

  

(a)                                                                      (b) 

Fig. 12. (a) Hysteresis characteristic curve of the tactile sensor. (b) Creep characteristic curve 
of the tactile sensor. 

4.3   Experiment of the Contact Force Control Based on the Tactile Sensor 

After studying the nonlinear characteristics of the sensor, we installed the sensor on 
the finger-tip surface of a finger of the HIT/DLR Hand II dextrous robot hand, to 
build the experimental hardware system, as shown in Fig. 13(a). In this experiment, a 
“PI + friction compensation” control method was used, such nonlinear characteristics 
were taken into account for signal processing, and the desire contact force were set to 
50 kPa, 100 kPa, 200 kPa, 300 kPa, 400 kPa, 500 kPa and 600 kPa, respectively. The 
experimental results (as shown in Fig. 13(b)) illustrate that the whole control system 
can maintain constant contact force based on the feedback signal of the tactile sensor. 
Therefore, the signal of this sensor would be applied in grasping force control of the 
multifingered hand in the future. 
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(a) (b)  

Fig. 13. (a) Platform for the contact control experiment. (b) Results of the constant contact 
force control based on the tactile. 

5   Conclusion 

In this paper, a thin and flexible resistive tactile sensor has been presented, and the 
embedded electrical system for tactile signal acquiring and processing has been de-
scribed. The shape of the senor is designed via using 3D surface approximate devel-
opment method, ensuring that the sensor fine fits the finger-tip surface of the 
HIT/DLR Hand II dextrous robot hand. And the proposed SVFNTSSE method not 
only can be effective to weaken the crosstalk current, but also can simplify the circuit 
structure. 

For the tactile sensor system, the effective measuring range is approximate 0-600 
kPa, and the resolution and the operating frequency are 8 bits and 107.3 Hz, respec-
tively. The contact force control experiment shows that the tactile sensor system has 
been integrated into the control system of the HIT/DLR Hand II dextrous robot hand, 
which establishes a good foundation for the tactile information used in the multifin-
gered coordination in the future. 
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