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Preface

This volume contains the conference proceedings of the 4th International Sym-
posium on Leveraging Applications of Formal Methods, Verification and Valida-
tion, ISoLA 2010, which was held in Greece (Heraklion, Crete) October 18–21,
2010, and sponsored by EASST.

Following the tradition of its forerunners in 2004, 2006, and 2008 in Cyprus
and Chalchidiki, and the ISoLA Workshops in Greenbelt (USA) in 2005, in
Poitiers (France) in 2007, and in Potsdam (Germany) in 2009, ISoLA 2010 pro-
vided a forum for developers, users, and researchers to discuss issues related to
the adoption and use of rigorous tools and methods for the specification, analy-
sis, verification, certification, construction, testing, and maintenance of systems
from the point of view of their different application domains. Thus, the ISoLA
series of events serves the purpose of bridging the gap between designers and
developers of rigorous tools, and users in engineering and in other disciplines,
and to foster and exploit synergetic relationships among scientists, engineers,
software developers, decision makers, and other critical thinkers in companies
and organizations. In particular, by providing a venue for the discussion of com-
mon problems, requirements, algorithms, methodologies, and practices, ISoLA
aims at supporting researchers in their quest to improve the utility, reliability,
flexibility, and efficiency of tools for building systems, and users in their search
for adequate solutions to their problems.

The program of the symposium consisted of special tracks devoted to the
following hot and emerging topics:

• Emerging services and technologies for a converging telecommunications/Web
world in smart environments of the Internet of Things

• Learning techniques for software verification and validation
• Modeling and formalizing industrial software for verification, validation and

certification
• Formal methods in model-driven development for service-oriented and cloud

computing
• Tools in scientific workflow composition
• New challenges in the development of critical embedded systems—an “aero-

motive” perspective
• Web science
• Leveraging formal methods through collaboration
• Resource and timing analysis
• Quantitative verification in practice
• Worst case traversal time (WCTT)
• Model transformation and analysis for industrial scale validation
• Certification of software-driven medical devices
• Formal languages and methods for designing and verifying complex engi-

neering systems
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• CONNECT: status and plan
• EternalS: mission and roadmap

and five co-located events

• Graduate/postgraduate course on “Soft Skills for IT Professionals in Science
and Engineering”

• RERS—challenge on practical automata learning
• IT Simply Works—editorial meeting (ITSy)
• CONNECT internal meeting
• EternalS Task Force meetings

We thank the Track organizers, the members of the Program Committee and
their subreferees for their effort in selecting the papers to be presented.

Special thanks are due to the following organization for their endorsement:
EASST (European Association of Software Science and Technology), and our
own institutions—the TU Dortmund, and the University of Potsdam.

August 2010 Tiziana Margaria
Bernhard Steffen
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Towards an Evaluation Infrastructure for Automotive Multicore
Real-Time Operating Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 483

Jörn Schneider and Christian Eltges



Table of Contents – Part II XIII

Context-Sensitivity in IPET for Measurement-Based Timing
Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 487

Michael Zolda, Sven Bünte, and Raimund Kirner

On the Role of Non-functional Properties in Compiler Verification . . . . . . 491
Jens Knoop and Wolf Zimmermann

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 497



Table of Contents – Part I

New Challenges in the Development of Critical
Embedded Systems – An “aeromotive” Perspective

New Challenges in the Development of Critical Embedded Systems—An
“aeromotive” Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Visar Januzaj, Stefan Kugele, Boris Langer,
Christian Schallhart, and Helmut Veith

Certification of Embedded Software – Impact of ISO DIS 26262 in the
Automotive Domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Bernhard Schätz

Enforcing Applicability of Real-Time Scheduling Theory Feasibility
Tests with the Use of Design-Patterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

Alain Plantec, Frank Singhoff, Pierre Dissaux, and Jérôme Legrand
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Latest research work within ICT has outlined that future systems must possess
the ability of adapting to changes in user requirements and application domains.
Adaptation and evolution depend on several dimensions, e.g., time, location,
and security conditions, expressing the diversity of the context in which systems
operate.

The Coordination Action (CA): Trustworthy Eternal Systems via Evolving
Software, Data and Knowledge (EternalS) aims at coordinating research in the
above-mentioned areas by means of a researcher Task Force and community
building activities, where the organization of workshops and conferences is one
of the important tools used for such purpose. EternalS aims at creating the con-
ditions for mutual awareness and cross-fertilization among the four ICT-Forever
Yours - FET projects (FP7-ICT-Call 3): LivingKnowledge, HATS, Connect and
SecureChange. These projects are currently conducting research in key ICT ar-
eas: (i) automatic learning of systems capable of analyzing knowledge and di-
versity with respect to their complex semantic interactions and evolution over
time, (ii) exploitation of formal methods for the design and networking of adap-
tive and evolving software systems; and (iii) design of security policies and fully
connected environment. The above-mentioned projects will help EternalS to ac-
tively involve many researchers from both academic and industrial world in its
action.

The EternalS track at ISOLA 2010 represents a first milestone on establishing
task forces and in recruiting stakeholders of its research topics. For this issue, the
track presents aims and results of three FET projects, HATS and SecureChange
and LivingKnowledge, outlined in three different talks. Moreover, the 3D-Life
project, which aims at fostering the creation of sustainable and long-term rela-
tionships between existing research groups in Media Internet, will be introduced
in the fourth talk.

The work above represents the initial material on which the CA is working
by means of three different task forces. These will be illustrated along with their
current results and future plans in the following talks: (i) Modeling and Analyzing
Diversity, (ii) Modeling and Managing System Evolution and (iii) Self-adaptation
and Evolution by Learning. Moreover, since one of the most valuable contribution
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of EternalS will be the indications for future promising and needed research, the
last talk will be devoted to an Overview of Roadmapping by EternalS.

Finally, although there is no talk about the Connect project in this track, it
will be presented in many contributions of the other ISOLA tracks, e.g. in the
afternoon meeting (following EternalS sessions), a series of six talks will detail
the current research and results of Connect.

The exciting program of the EternalS track will be concluded with a gen-
eral discussion on the presented ideas and topics, which aims at creating future
research collaborations.

EternalS track chair
Alessandro Moschitti
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Abstract. The HATS project develops a formal method for the design,

analysis, and implementation of highly adaptable software systems that

are characterized by high demand on trustworthiness. Existing modeling

formalisms leave gap between highly abstract, largely structural mod-

els and executable code on the implementation level. HATS aims to

close this gap with an object-oriented, executable modeling language

for adaptable, concurrent software components. It comes with tool suite

based on analysis methods developed hand in hand with the language.

1 Introduction

The HATS project develops a formal method for the design, analysis, and im-
plementation of highly adaptable software systems that are at the same time
characterized by a high demand on trustworthiness.

Adaptability includes two aspects: anticipated variability as well as evolvabil-
ity, i.e., unanticipated change. The first is, to a certain extent, addressed in
modern software architectures such as software product families (SWPF). How-
ever, increasing product complexity (features, deployment) is starting to impose
serious limitations. Evolvability over time is an even more difficult problem.

Current development practices do not make it possible to produce highly
adaptable and trustworthy software in a large-scale and cost-efficient manner.
The crucial limitation is the missing rigour of models and property specifica-
tions: informal or semi-formal notations lack the means to describe precisely
the behavioural aspects of software systems: concurrency, modularity, integrity,
security, resource consumption, etc.

2 Mind the Gap

Existing formal notations for specification of systems at the modeling level such
as UML or FDL are mainly structural and lack adequate means to specify de-
tailed behavior including datatypes, compositionality, concurrency. But without
a formal notation for the behavior of distributed, component-based systems it is
impossible to achieve automation of consistency checking, enforcement of secu-
rity, trusted code generation, test case generation, specification mining, etc.

T. Margaria and B. Steffen (Eds.): ISoLA 2010, Part II, LNCS 6416, pp. 3–8, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Implementation-oriented Spec#, Java+JML

Structural UML, FDL

Abstract behavioral HATS ABS language

Specification level Languages

Fig. 1. Positioning of the HATS ABS language

At the same time, formal specification and reasoning about executable pro-
grams on the implementation level is by now well understood even for commercial
languages such as Java or C and it is reasonably well supported by tools1 The
size and complexity of implementation languages, however, makes specification
and verification extremely expensive. In addition, re-use is very hard to realize.

In conclusion, there is a gap between highly abstract modeling formalisms and
implementation-level tools, visualized in Fig. 1. The HATS project addresses this
specification gap by providing the following three ingredients:

1. An object-oriented, executable modeling language for adaptable, concurrent
software components: the Abstract Behavioral Specification (ABS) language.
Its design goal is to permit formal specification of concurrent, component-
based systems on a level that abstracts away from implementation details
but retains essential behavioral properties: concurrency model, component
structure, execution histories, datatypes. The ABS language has a formal
operational semantics which is the basis for unambiguous usage and rigorous
analysis methods. The ABS language closes the mentioned gap, see Fig. 1.

2. A tool suite for analysis and development of ABS models as well as for
analysis of executable code derived from these models:
“Hard methods” typically strive for completeness or full coverage and

require expert knowledge in the form of user interaction or detailed
specifications. These include feature consistency, data integrity, security,
property verification, and code generation.

“Soft methods” typically are incomplete or non-exhaustive, but do not
presuppose expert knowledge and are fully automatic. These include vi-
sualization, test case generation, specification mining, and type checking.

One decisive aspect of the HATS project is to develop the analysis methods
hand in hand with the ABS language to ensure feasibility of the resulting
analyses.

3. A methodological and technological framework that integrates the HATS
tool architecture and the ABS language.

1 For example, KeY (www.key-project.org), Krakatoa (krakatoa.lri.fr), or VCC

(research.microsoft.com/en-us/projects/vcc).

www.key-project.org
krakatoa.lri.fr
research.microsoft.com/en-us/projects/vcc
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Fig. 2. Lifting formal methods to Family Engineering

As a main challenge in the development of the ABS language and HATS tool
suite we identified (in addition to the technical difficulties) the need to make it
relevant for industrial practice. Therefore, to keep the project firmly grounded,
we orient the design of the ABS language and the HATS methodology along an
empirically highly successful informal software development paradigm. In soft-
ware product family-based development one separates Family Engineering which
includes feature modeling and library development from Application Engineering
where code is derived via selection, instantiation and composition.

In HATS we turn SWPF-based development into a rigorous approach based
on formal specification. As visualized in Fig. 2, constructing a software family
requires architecting both the commonality, that is, features, properties, and re-
sources that are common to all products in the family, as well as the adaptability,
that is, the varying aspects across the software family, in order to exploit them
during the customization and system derivation process. Adaptability encom-
passes both anticipated differences among products in the family (variability),
as well as the different products which appear over time due to evolving require-
ments (evolvability). Handling evolution is crucial as software undergoes changes
during its lifetime; indeed, most future usages of a piece of software are not an-
ticipated during its development. Therefore, variability and evolvability are the
technological challenges that have to be addressed, when lifting formal modeling
and analysis methods from the implementational level to the ABS level:

Variability. With this we mean functional variability and the invasive compo-
sition techniques used to instantiate feature models. A major challenge is
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to understand which linguistic primitives are suited to formalize the desired
concurrency-related aspects (including feature interactions but also failures,
distribution, and parametrization on scheduling policies).

Evolvability. The key challenge here is to develop the theory, algorithms, and
core mechanisms needed to build software systems that can be dynami-
cally reconfigured—possibly even without service interruption—to adapt to
changes that were not anticipated at the time the components which make
up the running system were initially constructed.

Both aspects are strongly present in SWPF-based development where variability
inherent to the feature space and deployment scenarios are an essential part
of family engineering. Evolvability comes into play when new products with
unanticipated features are to be created.

3 Main Results Achieved

During the first phase, the HATS project established a number of crucial results
of which we highlight the most important ones:

Behavioral Interface Language

Assertion Language

Compositionality

Concurrency model

Object model

CoreCreol

Side-effect free expressions
ADTs

Fig. 3. ABS language layers

Core ABS Language. The central achieve-
ment of HATS so far is the definition of the
core of the ABS language. It consists of a
(Java-like) syntax with a parser, a decid-
able type system with a compile-time type
checker, and a formal operational semantics
that permits simulation of ABS programs
within the term rewriting engine Maude. To
achieve maximal modularity and extensibil-
ity of the ABS language we decided a lay-
ered architecture with clearly defined tiers
as depicted in Fig. 3. The core ABS is de-
scribed in Deliverable D1.1A of the HATS
project Report on the Core ABS Language
and Methodology: Part A.2

Delta Modeling. For the integration of fea-
tures in the ABS language, we studied vari-
ous formalisms and mechanisms; e.g., traits,
context-oriented programming techniques, and delta modeling. We identified
delta modeling as a promising approach to bridge the gap between features and
ABS code. In delta modeling one distinguishes between a core implementation,
containing the code common to each product, and deltas, containing code spe-
cific to some feature configuration(s). Deltas make changes to the core in order
to integrate one or multiple features. Details are available in Deliverable D2.2.a
First Report on Feature Selection and Integration.
2 All HATS deliverables are public and are available from www.hats-project.eu

www.hats-project.eu
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Incremental Verification. We started work on formal verification of ABS mod-
els: we developed a symbolic execution engine for the language Creol whose
concurrency model is the basis for the one in ABS. This will allow us to develop
rapidly a formal verification framework for core ABS in the second project phase.
We have studied three incremental verification techniques that are particularly
suited to formal SWPF-based development with ABS: (i) combining symbolic
execution and partial evaluation; (ii) proof reuse techniques in combination with
the core/delta modeling methodology; (iii) lazy behavioral subtyping, based on
combining syntax-driven inference systems such as type and effect systems with
Hoare logics in order to track behavioral dependencies between classes.

Assertion Language. We investigated the foundation of an assertion language
for the ABS which supports the specification and verification of properties of
message sequences between objects, components, features. A major challenge is
finding a proper formalization that is user-friendly, corresponds to the level of
the ABS (clear object-oriented flavour) and lends itself easily to automated ver-
ification (both runtime testing and static checking). A promising framework for
this formalization is provided by Attribute Grammars. We started to integrate
histories of method calls and returns in JML and perform run-time testing of
these assertions.

Behavior of Evolving Systems. In the evolution of systems, a central question
is how to prove that the modification of a module does not affect the overall
system behavior. We investigated this question with respect to object-oriented
program modules as the modeling language was not fixed when we started. The
first result is a compatibility criterion that allows to check whether a refactored
module can be integrated into all possible contexts of the old module. We also
worked on security monitor inlining for Java bytecode and started one of the first
systematic investigations of monitor correctness for multi-threaded JVM. This
work is reported in HATS Deliverable 3.1.a First Report On Evolvable Systems.

Resource Guarantees. Regarding trustworthiness we concentrated on resource
guarantees. We took as a starting point an existing framework for the analysis
of the resource consumption of Java and Java bytecode and its correspond-
ing analyzer COSTA.3 We obtained several extensions of this towards a cost
analysis framework for HATS, including numeric fields, specifying and inferring
asymptotic upper bounds, comparing cost expressions, and estimating the mem-
ory usage in the presence of garbage collection.

Requirements Analysis and Case Studies. In close collaboration with the HATS
End-User Panel, we elicited high-level requirements of the HATS methodology.
In addition, we described three representative case studies that will be refined
and employed for evaluation purposes later on. The case studies should also be
valuable for related projects. The case studies are reported in Deliverable 5.1
Requirement Elicitation.
3 https://costa.ls.fi.upm.es/

https://costa.ls.fi.upm.es/
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In conclusion, a number of scalable and incremental approaches to analyze
ABS models have been presented and are currently implemented/evaluated.
Some of these generalize existing technology while others are completely new
ideas that arose in the HATS context.

In order to keep this paper short, we decided not to supply references.
A complete list of publications related to HATS is available from the
www.hats-project.eu.

www.hats-project.eu
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Abstract. The challenge of SecureChange is to re-invent security

engineering for “eternal” systems. The project focuses on methods, tech-

niques and tools to make change a first-class citizen in the software devel-

opment process so that security is built into software-based systems in a

resilient and certifiable way. Solving this challenge requires a significant

re-thinking of all development phases, from requirements engineering to

design and testing.

Keywords: Security, evolvability, software life-cycle.

1 Introduction

A reality-check on complex critical systems reveals that their life-cycle is charac-
terized by a short design time (months) compared to the much longer operational
time (many years or even decades). Due to these considerations, it is unlikely
that such systems will remain unchanged during their life time. Hence, a primary
need for those software-based systems is to be highly flexible and evolvable. At
the same time, those systems expose strong security and dependability require-
ments as they handle sensitive data, impact our daily life, or put people’s lives
at stake. Current software engineering techniques are not equipped to deal with
this conflicting situation. On one side, state-of-the-art research has unearthed
methods and techniques to support adaptability. In this respect, autonomic sys-
tems represent, for instance, one of the most promising directions. However, the
high flexibility of adaptable systems comes with the cost of little or no guar-
antees that the security properties are preserved with change. On the opposite
side, very precise verification techniques work under the assumption that the
properties to-be-verified and the system under verification are fixed over time.
That is, they are conceived for rigid, inflexible systems.

The challenge of SecureChange is to re-invent security engineering for
“eternal” systems. The project focusses on methods, techniques and tools to
make change a first-class citizen in the software development process so that se-
curity is built and certified in software-based systems in a way that is resilient to

T. Margaria and B. Steffen (Eds.): ISoLA 2010, Part II, LNCS 6416, pp. 9–12, 2010.
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change. Solving the above-mentioned challenge requires a significant re-thinking
of all development phases, from requirements engineering to design and testing.

2 The Project at a Glance

All the activities carried out by the project consortium revolve around a common
theme: understanding the effect of change on a given development artifact, con-
ceive a way to trace such change, and develop techniques to incrementally deal
with its impact. Evolution is categorized as being driven by (i) a change in the
context (environment), (ii) a change in the behavioral or security requirements,
and (iii) a change in the specification (design and implementation) of the system.

In order to achieve the ambitious objective stated in the previous section
and in light of the above-mentioned flavors of change, the project has defined
the following array of integrated activities, as summarized in Figure 1, which
visualizes how these activities fit together in the life-cycle of an adaptive security-
critical system.

Industrial Scenarios Validation (WP1). The techniques and tools developed
within the project are validated in the context of three case studies: (i) evolv-
ability of software running on portable devices like smart cards, (ii) evolvability
of software running on a residential gateway providing digital home services,
and (iii) evolvability of software running on the workstation of air traffic control
operators.

Architecture and Process (WP2). As configuration management can no longer
be separated from the development of the application, one objective is a configu-
ration management process that is tightly intertwined with the development and
life-cycle processes defined in the project. This process is supported by model-
based tools that allow for automated reconfiguration as a reaction to change as
well as verification of security properties in a changing context. To successfully
validate this process in the proposed case-studies, it needs to be instantiated
on the basis of a common architecture, which is rich enough to address the
challenges of incompatible versions, hardware reconfiguration, scalability, and
heterogeneity.

Fig. 1. Structure of the SecureChange project
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Security Requirements Engineering (WP3). The project defines a new method
that addresses the two possible interpretations of the concept of “evolving re-
quirements”. The first are the inventions that are necessary to consider in the
current design, which are unknown but potentially vital future requirements.
The second is how to redefine the flow from requirements to system, so that we
can reconstruct how the system can evolve when requirements evolve.

Model-Based Design (WP4). The project develops a model-based design ap-
proach that is tailored to the needs of the secure development of adaptable
systems. The approach glues requirement techniques to the final code and pro-
vides tools that allow the user to automatically analyze the models against its
a-priori requirements, also taking into account the change scenarios that the
risk analysis has defined likely. In particular, the approach takes into account
various system views, including infrastructure elements, stakeholders, and hard-
ware configurations—all of which may be subject to change during the system
evolution.

Risk Assessment (WP5). The project also has the goal of generalizing existing
methods and techniques for security assessment to cope with longevity. This
addresses the issue of system documentation to facilitate assessment of security
modulo changes as well as techniques, methods and tools for automatic or semi-
automatic revalidation of existing assessment results modulo changes.

Design-Time and On-Device Verification (WP6). The project attempts to
identify software programming models that can provably resist future errors,
and how we can change the V&V process in order to cope with changes. Fur-
thermore, the project provides embedded verification techniques targeting two
goals. First, new code on an autonomous system must be verified in order to
be safely loaded, and second, when new security requirements are provided, the
verification process itself must be adapted.

Testing (WP7). The project also provides solutions for evaluating the im-
pacts of changes, by means of model-based testing. By analyzing the differences
between each model and their evolutions, testing strategies are defined that
highlight the evolution or non-regression of the system.

3 Key Results

During the first project year, the SecureChange project obtained key re-
sults within all work packages. In the rest of this Section, a few highlights are
presented:

1. Industrial Scenarios Validation. Based on change scenarios observed in the
context of the industrial case studies, a taxonomy of change has been de-
fined as a consortium-wide effort. The taxonomy provides the “scope” of
the project activities. The classification has two sides: (i) how things change
(problems) and (ii) how we deal with changes (solutions).

2. Architecture and Process. A methodology based on so-called Change Pat-
terns has been defined to support adaptability to changing requirements at
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the architectural level (i.e., co-evolution of security at the requirements and
architectural level). Further, the framework for an artefact-centric change
management process has been defined. The process keeps track of, and or-
chestrates the ripple effects among artifacts when a change is injected at
any level.

3. Security Requirements Engineering. An approach to manage the evolution
process of the requirements specification has been defined. The approach
leverages so-called Change Rules. Evolution rules are specified as event-
condition-action tuples. Events are changes in the requirements artifact (e.g.,
something is added and consequently a security inconsistency is detected)
that trigger corrective actions, (e.g., the artefact is transformed to preserve
the key security requirements).

4. Model-Based Design. Based on UMLsec, the UMLseCh extension has been
defined. The extended notation allows to insert expected changes as pre-
defined markers in the design models. These markers are leveraged for the
formal security analysis carried out by a companion tool. The markers pro-
vide an indication of model elements that are added, deleted, or replaced.
The tool performs an incremental analysis starting from both the original
model (assumed correct) and the model of change.

5. Risk Assessment. A systematic approach has been defined (among others,
as an extension of the CORAS method for security risk analysis) to identify
the updates made to the target of evaluation, identify which security risks
and parts of the security risk model are affected by the updates, and update
the security risk model without having to change the unaffected parts.

6. Design-Time and On-Device Verification. At design-time, a programming
model (failboxes) for verifying absence of dependency safety violations has
been defined. At run-time, a programming model for writing safe programs
that dynamically (un)load modules has been defined. Note that dynamically
(un)loading modules is a key feature of adaptable systems.

7. Testing. An algorithm has been defined that, given the old test suite and
the new design model, is able to compute: security tests that are outdated in
light of the modeled change (obsolete), tests that are unchanged (reusable),
tests that must be adapted or added (evolution).

The above results have led to several scientific publications that are available
through the project portal1.

1 http://www.securechange.eu

http://www.securechange.eu
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Abstract. "Bringing the Media Internet to Life" - or simply, 3DLife - is a Euro-
pean Union funded project that aims to integrate research conducted within 
Europe in the field of Media Internet. In this contribution, we give an overview 
of the project’s main objectives and activities. 

1   Introduction 

It is widely argued that the next generation of Media Computing services will become 
the cornerstone of Information Society in our century. Its impact on the entertainment 
industry is already clear. However, its impact is expected to be much broader in 
changing the way that society delivers key services such as health care, learning and 
commerce.  

3DLife is a Network of Excellence (NoE), funded under the “Cooperation” seg-
ment of the Seventh Framework Programme (FP7). It fosters the creation of sustain-
able and long-term relationships between existing national research groups and lays 
the foundations for a Virtual Centre of Excellence (VCE) in Media Internet. The key 
factors making the 3DLife consortium capable of reaching the posed objectives are 
reflected in the scientific quality of the partners and the diverse yet complementary 
research background they bring to the project. Those partners are Queen Mary, Uni-
versity of London (United Kingdom, Coordinator), Dublin City University (Ireland), 
Heinrich Hertz Institute, Fraunhofer (Germany), Informatics & Telematics Institute 
(Greece), Korea University (Korea), MIRALab, University of Geneva (Switzerland) 
and Telecom ParisTech (France). Since the 3DLife project comprehensively  
addresses several challenges of Media Internet, its impact is expected to be vast in 
several aspects of modern life including industry, academic and societal. 

2    Highlights of 3DLife Activities 

An important objective of the 3DLife NoE is to create sufficient momentum by inte-
grating an existing large number of researchers and resources to enable realistic,  
efficient and to some extent autonomic media communication and interaction over the 
Internet. Three important integrative activities revolve around the project concept.  
A more detailed description of these activities is given in this section. 

2.1   Integration and Sustainability 

The 3DLife NoE promotes a series of collaborative activities of various types includ-
ing Phd Student Exchanges, Researcher and Senior Researcher Visits, Industrial 
Placements, and Joint Postgraduate Courses. Furthermore, the ambition of 3DLife is 
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to launch a VCE, namely the European Centre of Excellence in Media Computing and 
Communication (EMC2), during the lifetime of the project.  EMC2 aims at nurturing 
Media Computing R&D in Europe and beyond by fostering integration and promoting 
cooperation between Academia and Industry. EMC2 will promote additional collabo-
rative activities such as Fellowships, Grand Challenges, Distinguished Lecture Series, 
Journal Special Issues, Workshop/Conference Series, and Short Term Collaborative 
Projects. It will bring together members’ capabilities, knowledge and expertise to 
facilitate R&D funding through cooperative projects, joint research publications and 
technology transfer, while advancing the state of the art in Media Computing. Regard-
ing scientific impact, EMC2 will endeavour to secure a dominant role in other well 
established scientific bodies, as IEEE Technical Committees, IET professional net-
works and EURASIP special interest groups. Several dissemination forums, stan-
dardization bodies, international conferences and exhibitions will be targeted and used 
to cement the ties between EMC2 and the broad research community. 

2.2   Cooperative Research 

The 3DLife NoE is about media networking with enhanced interactivity and “auton-
omy”. The project promotes cooperative research between its core partners on the 
following research areas: 3D Computer Graphics Methods, Media Analysis for 3D 
Data Generation, Virtual Humans Rendering and Animation, Distributed Immersive 
Virtual Worlds, Media Networking, Secure Networked Data Representations, etc. In 
the heart of this cooperative research lies the 3DLife software Framework for Integra-
tion, an internal section of 3DLife’s web and network presence. It aims to enhance the 
collaboration between the project partners and to help compile and transfer their  
expert knowledge and technologies. 

2.3   Spreading Excellence 

3DLife plans to spread excellence in training, dissemination, and technology transfer. 
Spreading excellence of the scientific results and integrative efforts of this NoE tar-
gets three main groups: academics, industry/business and the non-specialist citizen. 
An important tool of dissemination is constituted by the 3DLife web site 
(www.3dlife-noe.eu). The website is part of the project’s Collaboration Space aimed 
to be not only a mere repository of R&D results, but also a facilitator of the interac-
tion between researchers, companies and experts, improving knowledge sharing, and 
supporting a culture of innovation among them. In addition, 3DLife has active social 
groups on popular social network platforms such as FaceBook, Twitter and LinkedIn. 
Latest activities and news in the project are constantly broadcasted through these 
channels to interested audience. Another important aspect of this activity is joint pub-
lications and coordination of special sessions at important international and well  
established conferences. These will help to spread excellence outside the network and 
to enlarge the network audience.  

3   Conclusion  

The 3DLife NoE aims at heavily impacting and influencing main constituents of the 
Media Internet by integrating, disseminating and sharing the different technologies. 
We believe that by helping you to understand the project activities, we are paving the 
way towards cooperation between your institution and the 3DLife project. 
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Abstract. Latest results of statistical learning theory have provided
techniques such us pattern analysis and relational learning, which help

in modeling system behavior, e.g. the semantics expressed in text, im-

ages, speech for information search applications (e.g. as carried out by

Google, Yahoo,..) or the semantics encoded in DNA sequences studied in

Bioinformatics. These represent distinguished cases of successful use of

statistical machine learning. The reason of this success relies on the abil-

ity of the latter to overcome the critical limitations of logic/rule-based

approaches to semantic modeling: although, from a knowledge engineer

perspective, hand-crafted rules are natural methods to encode system se-

mantics, noise, ambiguity and errors, affecting dynamic systems, prevent

them from being effective.

One drawback of statistical approaches relates to the complexity of

modeling world objects in terms of simple parameters. In this paper, we

describe kernel methods (KM), which are one of the most interesting

results of statistical learning theory capable to abstract system design

and make it simpler. We provide an example of effective use of KM for

the design of a natural language application required in the European

Project LivingKnowledge1.

Keywords: Kernel Methods; Structural Kernels; Support Vector Ma-
chines; Natural Language Processing.

1 The Data Representation Problem

In recent years, a considerable part of Information Technology research has been
addressed to the use of machine learning for the automatic design of critical sys-
tem components, e.g. automatic recognition/classification of critical data pat-
terns. One of the most important advantages with respect to manually coded
system modules is the ability of learning algorithms to automatically extract the
salient properties of the target system from training examples. This approach
can produce semantic models of system behavior based on a large number of
attributes, where the values of the latter can be automatically learned. The
1 http://livingknowledge-project.eu/

T. Margaria and B. Steffen (Eds.): ISoLA 2010, Part II, LNCS 6416, pp. 15–19, 2010.
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statistically acquired parameters make the overall model robust and flexible to
unexpected system condition changes. Unfortunately, while attribute values and
their relations with other attributes can be learned, the design of attributes suit-
able for representing the target system properties (e.g. a system state) has to be
manually carry out. This requires expertise, intuition and deep knowledge about
the expected system behavior. For example, how can system module structures
be converted into attribute-value representations?

Previous work on applied machine learning research (see the proceedings of
ICML, ECML, ACL, SIGIR and ICDM conferences)2 has shown that, although
the choice of the learning algorithm affects system accuracy, feature (attribute)
engineering more critically impacts the latter. Feature design is also considered
the most difficult step as it requires expertise, intuition and deep knowledge
about the target problem. Kernel methods is a research line towards alleviating
the problem above.

2 Data Representation via Kernel Methods

Kernel Methods (KM) are powerful techniques developed within the framework
of statistical learning theory [18]. They can replace attributes in learning algo-
rithms simplifying data encoding. More specifically, kernel functions can define
structural and/or semantic similarities between data objects at abstract level by
replacing the similarity defined in terms of attribute matching.

The theory of KM in pattern analysis is widely discussed in [17] whereas an
easier introduction can be grasped from the slides available at http://disi.
unitn.eu/~moschitt/teaching.html. The main idea of KM is expressed by
the following two points:

(a) directly using a similarity function between instances in learning algorithms,
thus avoiding explicit feature design; and

(b) such function implicitly corresponds to attribute matching (more precisely
scalar product) defined in huge feature spaces (possibly infinite), e.g. sim-
ilarity between structures can be defined as substructure matching in the
substructure space.

The first point states that instead of describing our data, e.g. a data stream,
in terms of features (which aim at capturing the most interesting properties or
behavior), it is enough to define a function capable to measure the similarity
between any pair of different data objects, e.g. pairs of streams.

The second bullet emphasizes the great power of KM as the representations
that can be modeled with them are extremely rich and are not computationally
limited by the size of feature spaces.

2 ICML and ECML are the International and European Conferences of Machine Learn-

ing, respectively. ACL is the Conference for Association of Computational Linguis-

tics; IR is the most important conference for Information Retrieval and ICDM is the

International Conference on Data Mining.

http://disi.unitn.eu/~moschitt/teaching.html
http://disi.unitn.eu/~moschitt/teaching.html
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KM effectiveness has been shown in many ICT fields, e.g. in Bioinformatics
[16], Speech Processing [1], Image Processing [5], Computational Linguistics [9],
Data Mining [4] and so on. In particular, KM have been used to encode syn-
tactic and/or semantic structures in the form of trees and sequences in learning
algorithms, e.g. [2,3,7,19,10,20,14,11,13,12].

Given the wide and successful use of KM, they have been applied in the Living-
Knowledge project to model several aspects of automatic knowledge acquisition
and management, which are basic building blocks required by the project.

3 Using Kernels for Semantic Inference in
LivingKnowledge

Judgements, assessments and opinions play a crucial role in many areas of our
societies, including politics and economics. They reflect knowledge diversity in
perspective and goals. The vision inspiring LivingKnowledge (LK) is to consider
diversity as an asset and to make it traceable, understandable and exploitable,
with the goal to improve navigation and search in very large multimodal datasets
(e.g., the Web itself).

To design systems that are capable of automatically analyzing opinions in free
text, it is necessary to consider syntactic/semantic structures of natural language
expressed in the target documents. Although several sources of information and
knowledge are considered in LK, we here illustrate an example focused on text.
Given a natural language sentence like for example:

They called him a liar.

the opinion analysis requires to determine: (i) the opinion holder, i.e. They, (ii)
the direct subjective expressions (DSEs), which are explicit mentions of opinion,
i.e. called, and (iii) the expressive subjective elements (ESEs), which signal the
attitude of the speakers by means of the words they choose, i.e. liar.

In order to automatically extract such data, the overall sentence semantics
must be considered. In turn, this can be derived by representing the syntac-
tic and shallow semantic dependencies between sentence words. Figure 1 shows
a graph representation, which can be automatically generated by off-the-shelf
syntactic/semantic parsers, e.g. [6], [8]. The oriented arcs, above the sentences,
represent syntactic dependencies whereas the arcs below are shallow semantic

]
ESE

They called

call.01

SBJ
OPRD

liarhim[ [a

A1A0 A2

]
DSE

NMODOBJ

Fig. 1. Syntactic and shallow semantic structure
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(or semantic role) annotations. For example, the predicate called, which is an
instance of the PropBank [15] frame call.01, has three semantic arguments: the
Agent (A0), the Theme (A1), and a second predicate (A2), which are realized on
the surface-syntactic level as a subject, a direct object, and an object predicative
complement, respectively.

Once the richer representation above is available, we need to encode it in the
learning algorithm, which will be applied to learn the functionality (subjective
expression segmentation and recognition) of the target system module, i.e. the
opinion recognizer. Since such graphs are essentially trees, we exploit the ability
of tree kernels [10] to represent them in terms of subtrees, i.e. each subtree will
be generated as an individual feature of the huge space of substructures.

Regarding practical design, kernels for structures such us trees, sequences
and sets of them are available in the SVM-Light-TK toolkit (http://disi.
unitn.it/moschitti/Tree-Kernel.htm). This encodes several structural ker-
nels in Support Vector Machines, which is one of the most accurate learning
algorithm [18].

Our initial test on the LivingKnowledge tasks suggests that kernel methods
and machine learning are an effective approach to model the complex semantic
phenomena of natural language.

4 Conclusion

Recently, Information Technology research has been addressed to the use of ma-
chine learning for automatic design of critical system components, e.g. automatic
recognition of critical data patterns. The major advantage is that the system be-
havior can be automatically learned from training examples. The most critical
disadvantage is the complexity to model effective system parameters (attributes),
especially when they are structured.

Kernel Methods (KM) are powerful techniques that can replace attribute-
value representations by defining structural and/or semantic similarities between
data objects (e.g. system states) at abstract level. For example, to encode the
information in a data stream, we just define a function measuring the similarity
between pairs of different streams: such function can be modeled in extremely
rich and large feature spaces.

A considerable amount of previous work shows the benefit of employing KM
and our initial study in LivingKnowledge, whose application domain requires
to model complex textual and image information, further demonstrate their
benefits.
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Abstract. We describe the scope, organization, and expected outcomes
of the Task Forces of the EternalS Coordination Action. The goal of

the Task Forces is to provide structure and focus to the activities pursued

in EternalS while retaining essential openness to bottom-up initiatives.

1 Introduction

The EternalS Coordination Action (CA) is about the need to make software
and knowledge-based systems capable of adapting to changes in user require-
ments and application domains. It aims to coordinate research in this key area
comprising several dimensions including time, location, and security conditions
all of which reflect the diversity of the context where systems operate.

The main instrument in EternalS to structure this rather wide field of in-
terest into focused and manageable units is through the establishment of Task
Forces (TFs). In this brief note we motivate and explain the adopted Task Force
structure (Sect. 2), describe their organization (Sect. 3), and list expected out-
comes (Sect. 4).

2 The EternalS Task Forces

The EternalS Task Forces are meant to give a coarse-grained structure to the
EternalS theme of adaptability. As the aim of the CA is to encourage collabo-
ration among the Integrated Projects (IPs) represented in EternalS we sought
a structure that runs cross-cutting to the interests of the IPs. This excluded,
for example, software-based vs. knowledge-based, software vs. middleware, or
formal vs. informal as structuring criteria. Instead, we chose the dimensions of
spatial vs. temporal adaptability as well as of planned vs. autonomous evolv-
ability. We believe that this classification makes the Task Forces attractive for
external stakeholders to join while providing the necessary focus and encouraging
collaboration:

TF1. Diversity awareness and management: this can be seen as the “spatial”
dimension of adaptability where we intend to gather expertise in mechanisms
that model/handle diversity in IT-systems.

T. Margaria and B. Steffen (Eds.): ISoLA 2010, Part II, LNCS 6416, pp. 20–22, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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TF2. Time awareness and management: this is one aspect of the “temporal”
dimension of adaptability: that of planned evolvability of dynamic systems.
We also put a special emphasis on security.

TF3. Self-adaptation and evolution by learning: here we collect expertise in
learning/control techniques for autonomous evolution of systems.

A detailed description of the scope of each TF is found in Task Force Descriptions
within the EternalS session of ISOLA.

3 Organization of EternalS Task Forces

The objective of a task force is to provide a concrete platform where stakehold-
ers with a common interest in the development of “eternal” systems can meet,
discuss, exchange ideas, take stock, suggest new initiatives, etc. With stakehold-
ers we mean physical persons with a research or application interest in the area
of each task force. The members of each task force are recruited from the four
Integrated Projects of the “Forever Yours” cluster, from the institutions present
in the EternalS CA, from the international research community at large, and
from companies with an interest in the theme of EternalS. Typically, a TF
could comprise a core of 6–10 members who actively drive its agenda, plus 10–
15 members-at-large who contribute to discussions and the various outcomes
(Sect. 4).

Membership is informal, free, and does not lead to any obligation for the TF
member or his/her employer. Each TF has a leader who coordinates the work
within a TF. The TF leader also maintains a list of TF members which is visible
at the EternalS web portal https://www.eternals.eu/.

Specifically, each TF provides: (i) a fertile environment for facilitating the
emergence of bottom-up research initiatives from the TF members themselves
or from any group of stakeholders; (ii) a coarse-grained classification, where the
above initiatives can be conceptually located; (iii) a pool of experts for discussing,
developing and judging the emerging initiatives; and (iv) a platform to bootstrap
communities and ideas that will constitute the initial seed for promoting bottom-
up initiatives.

The classification of the work of the CA into task forces does not constrain
in any way the type of the emerging initiatives as any new topic can be located
according to the nearest neighbor principle. When an external (to the TFs)
group of stakeholders proposes ideas (e.g., for collaboration or for discussing
new topics), these will be considered by the most relevant TF.

To make the description of the TFs reasonably concrete, we defined a num-
ber of interesting initial topics along with possible collaborations between the
already known stakeholders. These topics as well as the internal structure and a
list of initial stakeholders are described separately in each Task Force Description
within the EternalS session of ISOLA 2010.

https://www.eternals.eu/
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4 Envisaged Outcomes of EternalS Task Forces

We list possible concrete outcomes of each TF. Except where explicitly noted,
this list is neither inclusive nor mandatory. It is up to the initiative of the TF
leader and the TF members to decide what they think is important. The concrete
work of the TFs is driven bottom-up. Obviously, multiple activities and initiatives
can be pursued simultaneously.

1. A survey of the state-of-art of research in the area of the TF. The aim
is publication in a suitable journal. Such a survey is mandatory and is an
EternalS Deliverable with due date January 2011.

2. Identification of research topics where the different IPs represented in Eter-

nalS can collaborate. Ideally, this would result in a decision of the Steering
Committees of the involved IPs to collaborate on certain tasks.

3. TFs can be forums in which new project proposals are developed. Impor-
tantly, such initiatives are not limited to members of the IPs represented in
EternalS or to the European area.

4. Organization of annual TF meetings as part of the plenary EternalS meet-
ings in Spring 2011 and Spring 2012. The format, purpose, and composition
of these meetings are completely open and can be adapted to the agenda of
each TF.

5. Written summaries of the results of the Task Force after each annual Eter-

nalS workshop. The content of these is determined by what each TF decides
to work on. It can be anything including (but not limited to) research papers,
road maps, white papers, survey papers, inputs to standardizing committees,
etc.

5 Conclusion

EternalS Task Forces provide an open and very flexible organizational frame-
work for bottom-up initiatives within trustworthy, highly adaptable, and long-
lived IT-systems. They structure the research within the EternalS theme along
the dimensions of spatial/temporal adaptability and of planned/autonomous
evolvability.
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Abstract. We describe the objectives and vision of the EternalS Task

Force 1 ”Diversity Awareness and Management”. We present its organi-

zation and workplan. The goal of the task force is to provide a platform

for collaboration towards a unifying framework for modeling and analyz-

ing diversity of system data and behavior in all development phases.

1 Introduction

Many, if not most, large digital systems are developed for a plethora of differing
applications contexts and deployment scenarios. Hence, systems should embed
into the context of their operation. This requires that the anticipated diversity in
the application and deployment scenarios is taken into account during all phases
of system development.

EternalS Task Force 1 ”Diversity Awareness and Management” focuses on
modeling and analyzing anticipated diversity in software systems. It considers
specification and implementation techniques for diverse systems. Furthermore,
efficient development processes for diverse systems and associated quality assur-
ance techniques are in the scope of the task force. In this brief note, we present
the objectives and vision of the task force (Section 2) and describe its organiza-
tion and work plan (Section 3).

2 Objectives and Vision

In order to deal with system diversity during system design, appropriate mod-
elling and specification techniques, for diversity in data and knowledge that is
processed by the system as well as for diverse system behavior, are required.
Diversity in terms of data and knowledge is in particular interesting, as this
may provide insights into the causes for diversity also in the system’s behavior.
One objective of the task force is to find suitable abstractions from the plethora
of application scenarios in which a system is deployed and from the different
binding times of variability to capture relevant aspects of diverse systems.

One emphasis of the task force is the efficient development of diverse systems
where a particular focus lies on model-centric development processes. Promising

T. Margaria and B. Steffen (Eds.): ISoLA 2010, Part II, LNCS 6416, pp. 23–25, 2010.
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approaches for diverse system development are software product line engineering
aiming at managed reuse of development artifacts, and model-driven engineering
concentrating on platform-independent aspects during system development.

Another objective of the task force is the management of diversity in the sys-
tem architecture, as well as the controlled integration of different components in
a concurrent setting. Modularization techniques used in modern programming
languages, such as traits, aspects, or mixins are considered regarding their po-
tential to implement diverse systems. Additionally, context-oriented programing,
domain-specific languages, and generative programming approaches are in the
realm of the task force.

Along with the different modeling and implementation techniques at each
design stage, the task force focuses on validation and verification methods to
guarantee essential system qualities, such as security, consistency, correctness,
and efficiency. These quality assurance techniques have to be devised to deal with
the special requirements of diversity. Runtime monitoring as well as diversity
model mining can ensure the quality of diverse systems at runtime.

The vision of the task force is to devise a unifying framework for modeling and
analyzing diversity of system data and behavior in all development phases. This
goal can be achieved by a model-centric development process for diverse systems
relying on suitable modelling and implementation techniques for diversity in data
and behavior at each design stage. Validation and verification techniques that
can be integrated with the development process allow assuring essential system
qualities, including security, correctness, consistency, and efficiency.

3 Organization and Work Plan

The EternalS Task Force 1 consists of 14 members that are from the FET-FY
projects HATS and Connect and external experts from the software prod-
uct line community. The HATS project is involved with Ralf Carbon (Fraun-
hofer IESE, Germany), Dave Clarke (KU Leuven, Belgium), Reiner Hähnle
(Chalmers U, Sweden) and Ina Schaefer (TF Leader, Chalmers U, Sweden).
Animesh Pathak (INRIA Paris-Rocquencourt, France) and Antonino Sabetta
(ISTI-CNR Pisa, Italy) joined the task force from the Connect project.

The external experts of Task Force 1 with their affiliation and main research
area are the following: Sven Apel (U Passau, Germany - Feature-oriented soft-
ware development), David Benavides (U Seville, Spain - Feature model analysis),
Lorenzo Bettini (U Torino, Italy - Programming languages for fine-grained code
reuse), Götz Botterweck (Lero, Ireland - Software product line engineering), Pas-
cal Costanza (VU Brussel, Belgium - Context-oriented programming), Christian
Kästner (U Marburg, Germany - Preprocessor-based software product line de-
velopment), Rick Rabiser (JKU Linz, Austria - Automated product line engi-
neering), and Salvador Trujillo (IKERLAN, Spain - Model-driven development
of software product lines).

The first activity of the task force is to compile a state-of-the-art survey on
modelling and implementation approaches for diverse systems and accompaning
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quality assurance techniques. Furthermore, the task force will organize an annual
workshop to foster collaboration and discussions between the task force mem-
bers. Each workshop will result in a document summarizing the state-of-the-art,
identifying research challenges and outline future research directions that can be
taken up by task force members in joint initiatives. These initiatives can result
in new project proposals, in particular in the European context.

The task force will further initiate a scientific workshop on diverse system
engineering, co-located with a major software engineering conference, to bring to-
gether the scientific communities working on diverse systems and to raise aware-
ness on the particular challenges system diversity poses for system engineering.

4 Conclusion

EternalS Task Force 1 “Diversity Awareness and Management” focusses on
anticipated diversity in software systems. It provides a platform to foster discus-
sion and collaboration towards a unifying framework for modeling and analyzing
system diversity in all software development phases.
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Abstract. In this contribution we describe the scope, obectives, and
outcomes of the EternalS Task Force 2 (TF2) - Time Awareness and
Management. Task Force 2 will foster the discussion and the collection
of novel ideas around the problem of maintaining the quality of software-

based systems that evolve over time. Security is a topic of special interest.

1 Introduction

TF2 focuses on the monitored and managed evolution of security-critical systems
from the three perspectives: development, deployment, and operation.

The question on how to cope with imposed or induced change is particularly
challenging in the context of trends driving the so-called Future Internet. At
the infrastructure level, the Future Internet will leverage new technologies and
protocols to promote the convergence of traditional and small/portable devices
on a much larger scale than present. At the service level, systems will no longer
be able to address a closed universe of stakeholders. Additionally, market forces,
technological innovation and new business models will push system fragmenta-
tion even further.

On the other hand, those complex, fragmented systems of the Future Internet
(or at least parts of them) are expected to be operational for a very long time.
Design and implementation decisions must be made in a broad context, consid-
ering long-term goals under the constraint of currently available resources and
technologies.

To cope with these challenges, long-living Future Internet Systems need to be
exceptionally flexible. They have to constantly evolve to adjust to the changing
requirements. Evidently, evolution represents a constant threat to the system’s
quality. Since large-scale software-based systems increasingly pervade our daily
life and put an ever rising number of digital assets at risk, security is a topic of
special interest.

Task Force 2 will foster the discussion and the collection of novel ideas around
the problem of maintaining the quality of security-critical software-based systems
that evolve over time. In this short paper we sketch the vision driving TF2’s ac-
tivities (Sect. 2), define a set of objectives (Sect. 3) and operationalize them into a
a workplan (Sect. 4). We close with a description of TF2’s organization (Sect. 5).
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2 Vision

The vision of TF 2 is to contribute to the elaboration of an extended or revised
software engineering process addressing the challenge of how to ensure the long-
term compliance of long-living evolving software systems to quality requirements
– especially security, privacy and dependability. The requirements themselves
may also evolve over time.

TF2 is conceived as a forum to discuss and elaborate visions, scenarios, use
cases, concepts and, where appropriate, to contribute to the development of
methods, tools, and processes that support design and analysis techniques for
the evolution, testing, verification, and configuration of evolving security-critical
software.

3 Objectives

The emphasis of TF2 is on how to build and manage long-lived security-critical
systems. This leads to a broad array of challenges. In the following two of them
are mentioned exemplarily. The final set of objectives will be worked out during
meetings and discussions of the task force members.

The first one refers to the engineering process: how should stakeholders (e.g.,
end users, business analysts, requirements analysts, system architects etc.) cope
with the various aspects of change that may come with the evolution of long-lived
systems. Current process models have considerable shortcommings: security is
only integrated superficially, runtime adaptability is not addressed at all, model
artefacts and runtime are hardly kept consistent. Artifact-centric software de-
velopment processes represent a promising alternative.

The second challenge refers to the architecture and implementation of Future
Internet Systems: how could such systems be designed and realized so that they
are flexible enough to evolve over time accommodating the various changes.
Promising approaches can be found in the area of pattern-driven and model-based
engineering with a broad set of formal, semi-formal and informal techniques for
the transformation of models, the deployment and configuration of components,
functional and non-functional testing, and the verification of properties.

4 Work Plan

Obviously, many concerns affect the quality of software systems. Maintainability
and security are key concerns in heterogeneous, diverse, and open environments.
However, the interest for other qualities may emerge in a bottom-up way, ac-
cording to the interests of the task force members. Thus, as a first activity the
task force will identify areas of common interest and instigate discussions on
selected key topics at the Isola 2010 Meeting.

Based thereupon, the second activity of the task force will be to compile a
state-of-the-art survey on engineering approaches and quality assurance tech-
niques for evolving, security-critical systems. The goal could be a publication in
a suitable journal.
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As a third activity, the task force will promote awareness on topics of interest
through a set of complementary activities, such as e.g.,:

1. the organization of annual workshops. The aim is to foster collaboration
between task force members, faciliate discussion about research challenges
and outline potential directions of future research. Results are published in
a document.

2. the active investigation of opportunities that may lead to project proposals
(e.g., for the European ICT flagship initiative).

3. the publication of results of the Task Force after each annual EternalS work-
shop (e.g., research papers, position papers, road maps, white papers, survey
papers, inputs to standardizing committees, etc.).

4. to promote awareness of the challenges linked to the topics of interest and en-
gage in discussions with an international scientific community (e.g., through
the organization of a workshop co-located with a major software engineering
conference).

Activities operationalizing TF2’s set of objectives will be discussed, planned and
operationalized based ongoing discussions and during future meetings of the task
force members.

Table 1. Task Force 2 Members

Name Affiliation Project Research Interest 
Michael Hafner Univ. of Innsbruck SECURECHANGE security usability, software

engineering, SOA
Richard Bubel Chalmers University HATS software engineering,

formal methods
Jim Clarke Tssg.org External software engineering,

security, trust, dependability
Qi Ju Univ. of Trento LIVINGKNOWLEDGE natural language processing

Fabio Martinelli Univ. of Pisa CONNECT security, distributed systems

Riccardo Scandariato Cath. Univ. Leuven SECURECHANGE software architectures,
security

Prof. Martin Steffen Univ. of Oslo HATS software engineering,
formal methods

Massimo Tivoli University of
L'Aquila

CONNECT software engineering,
formal methods

Prof. Ruth Breu Univ. of Innsbruck SECURECHANGE software engineering,
modeling

Margareth Stoll Univ. of Innsbruck External security management

Prof. Patrick Hung Univ. of Ontario External software engineering, SOA,
security

Prof. Jon Whittle Lancaster University External software engineering,
modeling

N.N. -- External security, formal methods
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5 Organization

The members of each task force are recruited from the four Integrated Projects of
the “Forever Yours” cluster, as well as from the international research community
with an interest in the themes of EternalS. Table 1 gives an overview of Task
Force 2 members.

The process of recruiting more members is ongoing. One more candidate with
an academic background may be interested in joining Task Force 2.

6 Conclusion

Task Force 2 is primarily conceived as a forum to discuss and elaborate visions,
scenarios, use cases, and concepts around the problem of maintaining the quality
of software-based systems that evolve over time. Security is a topic of special
interest.

The final set of objectives as well as matching activities will depend on areas
of common interest identified and key topics selected at the Isola 2010 Meeting.
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Abstract. The EternalS Task Force 3 focuses on self-adaptation and
evolution of software systems and knowledge resources; this includes evo-
lution over time and adaptation to new domains. The primary method

for achieving this will be the application of modern machine learning
methods.

1 Overview

Task Force 3 will be a collector of ideas and research initiatives about self-
adaptation and evolution of systems from a knowledge, software, and application
viewpoint. TF3 will be generally related to dynamic system research and will deal
with semantics of evolution and adaptation, knowledge management, software
adaptation and security policies with respect to different dimensions, e.g., time
and domain diversity.

To make the TF3 areas more concrete, we also characterize it by collecting ex-
pertise in automatic learning, which is a promising researchdirection. Accordingly,
TF3 will include experts from the machine learning (ML) community and will be
able to support, develop and advice initiatives, which aim at exploiting tools, tech-
niques and know-how of that community. Regarding the latter, TF3 has already
identified the most general purpose and flexible ML techniques that will facili-
tate the emerging of bottom-up collaborations in the area of self-adaptation and
evolution, namely statistical learning theory and kernel methods. These allow for
accurate learning and flexible and easy/automatic feature design which are essen-
tial characteristics when the application domain is novel and unknown.

2 Objectives and Vision

The cross-fertilization of the participating projects in Eternals brings the op-
portunity to open up unexplored research areas. For instance, TF3 proposes to
apply automatic learning techniques to model virtues and techniques of control
systems such as stability analysis and self-stabilization to maintain system in-
tegrity. Another research opportunity will be to investigate the feasibility and
consequences in terms of research impact when combining logic-based formalisms
as, e.g., often used in security, with statistical ones such as learning theory.
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A concrete example is the detection of obsolete software components (e.g., in
SecureChange) by means of automatic classifiers (as for example defined in
LivingKnowledge). It will also be interesting to compare the ML approaches
with those typical of continuous systems from control theory.

Finally, a rather interesting topic that will be managed by TF3 is the defini-
tion, automatic generation and use of semantics in software systems and applica-
tions. In particular, several research communities with whom LivingKnowledge
is connected have developed expertise and techniques for the representation and
management of natural language semantics. This expertise will be compared
with expertise and problems in different CA areas, e.g. the semantics of com-
munication process in Connect or the semantics of security, consistency and
correctness in SecureChange, Connect and HATS.

3 Organization and Work Plan

As the first dissemination activity of TF3, the TextGraphs-5 workshop on graph-
based methods for natural language processing has been successfully organized.
This event was held as a satellite event of the widely attended 2010 conference
of the Association for Computational Linguistics, which took place on July 16,
2010, in Uppsala, Sweden. The workshop included a special session on opinion
mining, and the LivingKnowledge project was represented in this special
sessions by two submissions.

As a next step, the task force will compile a survey of the state of the art
in machine learning and its application in fields related to the areas of interest
in the projects that constitute EternalS. A special focus of this survey will
be to demonstrate how modern machine learning techniques handle structured
objects in input and output spaces, and how these techniques are relevant to the
projects participating in EternalS. Other topics of interest include learning
methods that make use of logic-based representations, which may be used as a
bridge to connect the various viewpoints represented in EternalS, as well as
methods for domain adaptation of statistical models, which may be helpful in
the evolutionary aspect.

4 Conclusion

The activities of Task Force 3 of EternalS focus on evolution: software com-
ponents, knowledge bases, or statistical models may need to evolve over time
as the world and the vocabulary to describe it are constantly evolving, or they
may need to be adapted to new domains and application scenarios for which
they were not originally intended. To handle the complexities of evolutionary
systems, we will make use of machine learning methods that are adapted to this
scenario. We envision a number of synergies between the EternalS projects
in this area. The dissemination activities in this task force are already under
way: an EternalS-sponsored workshop was held that included a special Liv-

ingKnowledge-related session on opinion mining.
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Jim Clarke and Keith Howker 
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Abstract. The roadmapping activity in EternalS project focuses on developing 
and contributing a vision and direction for future Framework Programme  
research, arising from the work of a cluster of current projects1 towards  
Trustworthy Eternal Systems. 

Keywords: research roadmap, trust, dependability. 

1   Introduction 

EternalS has set up Task forces that will develop and focus on three characteristics of 
the dynamics of the Eternal system: TF1 - Diversity awareness and management; 
TF2 - Time awareness and management; TF3 -Self-adaptation and evolution by learn-
ing.  The expertise – and the actual work – of the task forces will derive principally 
from the cluster of projects [1][2][3][4] of which EternalS partners are  strongly asso-
ciated. A specific activity of the project is to take the findings of the taskforces to 
build a roadmap that will recommend and influence future action and research in this 
particular field of the long-lived system, but will also contribute to the more general 
requirements for Framework Programme (FP) research that will support the Future 
Internet and Information Society. 

2   Goals for the Roadmap 

The goal of the roadmap is two-fold: it will develop a vision of the future research 
requirements in this field with respect to aspects of trust, security, and dependability, 
that will provide guidance to the planning and Strategic Research Agenda (SRA) for 
the future EFFECTS+; it will also inform the more local direction and agenda of the 
four ICT-Forever Yours projects and their possible follow-on. 

The roadmap will seek to identify the principal challenges, and to establish a time-
line for future work and results, with recommendations for technical action, and  
requirements for any supporting or consequent policy measures. 

3   Approach 

Earlier work by EternalS participants in Support and Coordination actions has already 
contributed to the SRA, and forms a foundation for the roadmapping here. The work 
                                                           
1 The “ICT-Forever Yours” FET projects: LivingKnowledge [1], HATS [2], Connect [3], and 

SecureChange [4]. 
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of SecurIST [5] road mapping activities has informed the thinking towards the later 
calls of FP7 regarding Trust and Security programmes. The report of the Think-Trust 
RISEPTIS group [6] focused on the need to convey the fundamental needs for  
trust and security to the, often non-technical, policy maker, and set out high-level 
recommendations for action by the European Commission.  The Think-Trust (T-T) 
recommendations [7] will provide further, mainly technical, elaboration of RISEPTIS. 
These are based on the findings of the T-T Working Groups, so there are strong paral-
lels with the envisaged approach in EternalS, with the information that will be  
generated by its Task Forces. 

3.1   Initial Roadmap Mindmap 

The current ideas for structuring the roadworks are to take three vectors or perspec-
tives: initial conditions – the ‘givens’; considerations – the context; and the outputs – 
findings and recommendations.  These are shown in Figure 1 below.   

 

Fig. 1. Initial proposals for structuring the roadmapping work 

The initial conditions will seek to take in a wide range of input views, from infor-
mal stakeholder expectations to formal objectives of the FP and the FIA. The consid-
erations will take into account various aspects of the current and envisaged context. 
Output will be wide-ranging, but will provide specific appropriate results for targeted 
recipients, including the SRA and the local project cluster. 

3.2   Relationship to Other Roadmapping Activity 

The principal sources and inputs to the EternalS roadmap will be derived from the 
EternalS Task Forces that will internally gain their contributions and sights from the 
four clustered projects.  However, it is anticipated that there will also be close liaison 
between the roadmapping work and parallel activities that will shortly start on the 
compilation of a roadmap for future FP research to support the Future Internet activi-
ties.  This will be supported by a group of coordination and support actions that make 
up the Future Internet Support Activity (FISA). Current thinking is that this will also 
rely heavily on clustering mechanisms amongst the RTD projects to gather together 
their intelligence and insights and feed into road mapping activities. 
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4   Outlook 

The Future Internet roadmap activity is planned to begin in September 2010. EternalS 
will have representation into the early considerations of this, and will be generating 
input to a first iteration of its own roadmap during the first half of 2011 according to 
the time schedule of the project.  EternalS will both benefit from the structural and 
methodological development of the FI roadmap, and will be able to contribute to its 
further development.  

References 

1. LivingKnowledge, http://livingknowledge.europarchive.org/index.php  
2. HATS – Highly adaptable and trustworthy software using formal models, 

http://www.cse.chalmers.se/research/hats/  
3. Connect – Emergent Connectors for Eternal Software Intensive Networked Systems, 

http://connect-forever.eu/  
4. SecureChange – Security engineering for lifelong evolvable systems, 

http://www.securechange.eu  
5. SecurIST project, Deliverable D3.3 – ICT Security & Dependability Research beyond 2010: 

Final strategy (2010), 
http://www.securitytaskforce.eu/dmdocuments/d3_3_final_strate
gy_report_v1_0.pdf  

6. Trust in the Information Society, A Report of the Advisory Board RISEPTIS, 
http://www.think-trust.eu/riseptis.html  

7. Towards a Trustworthy Information Society: The Research Challenges, Think-Trust Deliv-
erable D3.1C, http://www.think-trust.eu/RecommendationsReport.html 

 



Adaptive Composition of Conversational
Services through Graph Planning Encoding

Pascal Poizat1,2 and Yuhong Yan3

1 University of Evry Val d’Essonne, Evry, France
2 LRI UMR 8623 CNRS, Orsay, France

pascal.poizat@lri.fr
3 Concordia University, Montreal, Canada

yuhong@encs.concordia.ca

Abstract. Service-Oriented Computing supports description, publica-
tion, discovery and composition of services to fulfil end-user needs. Yet,

service composition processes commonly assume that service descrip-

tions and user needs share the same abstraction level, and that services

have been pre-designed to integrate. To release these strong assumptions

and to augment the possibilities of composition, we add adaptation fea-

tures into the service composition process using semantic structures for

exchanged data, for service functionalities, and for user needs. Graph

planning encodings enable us to retrieve service compositions efficiently.

Our composition technique supports conversations for both services and

user needs, and it is fully automated thanks to a tool, pycompose, which
can interact with state-of-the-art graph planning tools.

1 Introduction

Task-Oriented Computing envisions a user-friendly pervasive world where user
tasks corresponding to a (potentially mobile) user would be achieved by the auto-
matic assembly of resources available in her/his environment. Service-Oriented
Computing [1] (SOC) is a cornerstone towards the realization of this vision,
through the abstraction of heterogeneous resources as services and automated
composition techniques [2,3,4]. However, services being elements of composition
developed by different third-parties, their reuse and assembly naturally raises
composition mismatch issues [5,6]. Moreover, Task-Oriented Computing yields a
higher description level for the composition requirements, i.e., the user task(s),
as the user only has an abstract vision of her/his needs which are usually not
described at the service level. These two dimensions of interoperability, namely
horizontal (communication protocol and data flow between services) and verti-
cal matching (correspondence between an abstract user task and concrete service
capabilities) should be supported in the composition process.

Software adaptation is a promising technique to augment component re-
usability and composition possibilities, thanks to the automatic generation of
software pieces, called adaptors, solving mismatch out in a non-intrusive way [7].
More recently, adaptation has been applied in SOC to solve mismatch between
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services and clients (e.g., orchestrators) [8,9,10]. In this article we propose to
add adaptation features in the service composition process itself. More precisely,
we propose an automatic composition technique based on planning, a technique
which is increasingly applied in SOC [11,12] as it supports automatic service
composition from underspecified requirements, e.g., the data one requires and
the data one agrees to give for this, or a set of capabilities one is searching for.
Such requirements do not refer to service operations or to the order in which
they should be called, which would be ill-suited to end-user composition.

Outline. Preliminaries on planning are given in Section 2. After introducing
our formal models in Section 3, Section 4 presents our encoding of service com-
position into a planning problem, and Section 5 addresses tool support. Related
work is discussed in Section 6 and we end with conclusions and perspectives.

2 Preliminaries

In this section we give a short introduction to AI planning [13].

Definition 1. Given a finite set L = {p1, . . . , pn} of proposition symbols, a
planning problem [13] is a triple P = ((S, A, γ), s0, g), where:

– S ⊆ 2L is a set of states.
– A is a set of actions, an action a being a triple (pre, effect−, effect+)

where pre(a) denotes the preconditions of a, and effect−(a) and effect+(a),
with effect−(a) ∩ effect+(a) = ∅, denote respectively the negative and the
positive effects of a.

– γ is a state transition function such that, for any state s where pre(a) ⊆ s,
γ(s, a) = (s − effect−(a)) ∪ effect+(a).

– s0 ∈ S and g ⊆ L are respectively the initial state and the goal.

Two actions a and b are independent iff they satisfy effect−(a) ∩ [pre(b) ∪
effect+(b)] = ∅ and effect−(b) ∩ [pre(a) ∪ effect+(a)] = ∅. An action set is
independent when its actions are pairwise independent. A plan is a sequence of
actions π = a1; . . . ; ak such that ∃s1, . . . , sk ∈ S, s1 = s0, ∀i ∈ [1, k], pre(ai) ∈
si−1 ∧ γ(si−1, ai) = si. The definition in [13] takes into account predicates and
constant symbols which are then used to define states (ground atoms made with
predicates and constants). We directly use propositions here.

Graph Planning [14] is a technique that yields a compact representation of
relations between actions and represent the whole problem world. A planning
graph G is a directed acyclic leveled graph. The levels alternate proposition
levels Pi and action levels Ai. The initial proposition level P0 contains the initial
propositions (s0). The planning graph is constructed from P0 using a polynomial
algorithm. An action a is put in layer Ai iff pre(a) ⊆ Pi−1 and then effect+(a) ⊆
Pi. Specific actions (no-ops) are used to keep data from one layer to the next
one, and arcs to relate actions with used data and produced effects. Graph
planning also introduces the concept of mutual exclusion (mutex) between non
independent actions. Mutual exclusion is reported from a layer to the next one
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Fig. 1. Graphplan example

while building the graph. The planning graph actually explores multiple search
paths at the same time when expanding the graph, which stops at a layer Ak iff
the goal is reached (g ⊆ Ak) or in case of a fixpoint (Ak = Ak−1). In the former
case there exists at least a solution, while in the later there is not. Solution(s)
can be obtained using backward search from the goal. Planning graphs whose
computation has stopped at level k enable to retrieve all solutions up to this
level. Additionally, planning graphs enable to retrieve solutions in a concise
form, taking benefit of actions that can be done in parallel (denoted ||).

An example is given in Figure 1 where we suppose the initial state is {a} and
the objective is {e}. Applying U in the first action layer, for example, is possible
because a is present; and this produces b and c. The extraction of plans from the
graph is performed using a backward chaining technique over action layers, from
the final state (objective) back to the initial one. In the example, plans U;Y, Z;Y,
(U||Z);Y and (U||Z);S can be obtained (see bold arcs in Fig. 1 for U;Y). However,
U and Z are in mutual exclusion. Accordingly, since there is no other way to
obtain c and d than with exclusive actions, these two facts are in exclusion in
the next (fact) layer, making S impossible. Note that other nodes are indeed in
mutual exclusion (such as the no-op and U in A1, or two no-ops in A2 but we
have not represented this for clarity).

3 Modeling

In this section, we present our formal models, grounding service composition.
Both services and composition requirements support conversations. Therefore,
we begin with their definition. We then present the structures supporting the def-
inition of semantic data and capabilities. Finally, we present models for services
and service composition requirement.
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Fig. 2. Workflow notation and relation to the UML activity diagrams

3.1 Conversation Modelling

Different models have been proposed to support service discovery, verification,
testing, composition or adaptation in presence of service conversations [15,16,9].
They mainly differ in their formal grounding (Petri nets, transition systems,
or process algebra), and the subset of service languages being supported. Since
we target centralized composition (orchestration) with possible parallel service
invocation, we choose the workflow model from [17]. An important benefit of
workflow models is that they can be related via model transformation to graph-
ical notations that are well-known by the software engineers, e.g., UML activity
diagrams (Fig. 2) or BPMN. Additionally, workflows are more easily mastered
by a non-specialist through pre-defined patterns (sequence, alternative choice,
parallel tasks). Transition systems models could yield a simpler encoding as a
planning problem but raise issues when it comes to implement the composition
models, requiring model filtering to remove parts in the composition models
which are not implementable in the target language [9].

Definition 2. Given a set of activity names N , a Workflow (WF) [17] is a
tuple WFN = (P, →, Name). P is a set of process elements (or workflow nodes)
which can be further divided into disjoint sets P = PA ∪ Pso ∪ Psa ∪ Pjo ∪ Pja,
where PA are activities, Pso are XOR-Splits, Psa are AND-splits, Pjo are OR-
Joins, and Pja are AND-Joins. →⊆ P × P denotes the control flow between
nodes. Name : PA → N is a function assigning activity names to activity nodes.

We note •x = {y ∈ P |y → x} and x• = {y ∈ P |x → y}. We require that WF are
well-structured [17] and without loop. A significant feature of well-structured
workflows is that the XOR-splits and the OR-Joins, and the AND-splits and the
AND-splits appear in pairs (Fig. 2). Moreover, we require | • x| ≤ 1 for each x
in PA ∪ Psa ∪ Pso and |x • | ≤ 1 for each x in PA ∪ Pja ∪ Pjo.

3.2 Semantic Structures

In our work we use semantic information to enrich the service composition pro-
cess and its automation. We have two kinds of semantic information. Capabil-
ities represent the functionalities that are either requested by the end-users or
provided by services. They are modelled using a Capability Semantic Structure
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Table 1. eTablet buying – DSS relations: d1 � d2 (left), d1 �x d2 (right)

d1 d2
etablet pear product
etelephone pear product
pear product product
product price order amount
user address shipping addr
user address billing addr
user address address

d1 x d2
pear product info price product price
pear product info details product technical information
user info name user name
user info address user address
user info cc credit card info
user info pim pim wallet
pim wallet paypal paypal info
pim wallet amazon amazon info
paypal info login paypal login
paypal info pwd paypal pwd
amazon info login amazon login
amazon info pwd amazon pwd
credit card info number credit card number
credit card info name credit card holder name

(CSS). Further, service inputs and outputs are annotated using a Data Semantic
Structure (DSS).

We define a Data Semantic Structure (DSS) as a tuple (D,�,�) where D is
a set of concepts (or semantic data type1) that represent the semantics of some
data, � is a composition relation ((d1, x, d2) ∈ �, also noted d1 �x d2 or simply
d1 � d2 when x in not relevant for the context, means a d1 is composed of an x
of type d2), and � is a subtyping relation (d1 � d2 means d1 can be used as a
d2). We require there is no circular composition. DSSs are the support for the
automatic decomposition (of d into D if D = {di | d � di}), composition (of
D into d if D = {di | d � di}) and casting (of d1 into d2 if d1 � d2) of data
types exchanged between services and orchestrator. We also define a Capability
Semantic Structure (CSS) as a set K of concepts that correspond to capabilities.

Application. We will illustrate our composition technique on a simple, yet
realistic, case study: the online buying of an eTablet. A DSS describes concepts
and relations for this case study. For place matters, we only give the relations
here (Tab. 1) since concepts can be inferred from these and from the service
operation signatures, below.

3.3 Services

A service is a set of operations described in terms of capabilities, inputs, and
outputs. Additionally, services have a conversation. We define services as follows.

Definition 3. Given a CSS K and a DSS D = (D,�,�), a service is a tuple
w = (O, WFO), where O is a set of operations, an operation being a tuple
(in, out, k) with in ⊆ D, out ⊆ D, k ∈ K, and WFO is a workflow built over O.

For a simple service (without a conversation) w, a trivial conversation can be
obtained with a workflow where PA = O(w) (one activity for each operation),

1 In this paper, the concepts of semantics and type of data are unified.
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Table 2. eTablet buying – services’ operations

service operation profile
w 1 order pear product → pear product info, as sessionid :: product selection
w 1 cancel as sessionid → ∅ :: nil
w 1 ship shipping addr, as sessionid → ∅ :: shipping setup
w 1 bill billing addr, as sessionid → ∅ :: billing setup
w 1 charge credit card info, as sessionid → ∅ :: payment
w 1 gift wrapper giftcode, as sessionid → ∅ :: payment
w 1 ack as sessionid → tracking num :: order finalization
w 2 order product → e sessionid :: product selection
w 2 ship shipping addr, e sessionid → order amount :: shipping setup
w 2 charge pp paypal trans id, e sessionid → ∅ :: nil
w 2 charge cc credit card info, e sessionid → ∅ :: payment
w 2 bill billing addr, e sessionid → ∅ :: billing setup
w 2 finalize e sessionid → tracking num :: order finalization
w 3 login paypal login, paypal pwd → p sessionid :: nil
w 3 get credit order amount, p sessionid → paypal trans id :: payment
w 3 ask bill address, p sessionid → ∅ :: billing setup
w 3 logout p sessionid → ∅ :: nil

order ship bill

cancel

charge ack

gift_wrapper

order ship

charge_pp

finalizecharge_cc bill

paypal

ebay

pear_store

login get_credit

logout

logoutask_bill

Fig. 3. eTablet buying – services’ workflows

Pso = {⊗}, Pjo = {⊗}, Psa = Pja = ∅, and ∀o ∈ PA, {(⊗, o), (o, ⊗)} ⊆→. This
corresponds to a generalized choice between all possible operations. An operation
may not have a capability (we then let k = nil). o = (in, out, k) is also noted
o : in → out :: k.

Application. To fulfil the user need, we have three services: pear store (w1,
online store for pear products), ebay (w2, general online shop) and paypal (w3,
online payment facilities). Their operations are given in Table 2 and their work-
flows are given in Figure 3.
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Fig. 4. eTablet buying – requirement workflows

3.4 Composition Requirements

A service composition requirement is given in terms of the inputs the user is ready
to provide and the outputs this user is expecting. Additionally, the capabilities
that are expected from the composition are specified, and their expected ordering
given under the form of a workflow.

Definition 4. Given a CSS K and a DSS D = (D,�,�), a composition re-
quirement is a tuple (Din, Dout, WFK) where Din ⊆ D, Dout ⊆ D, and WFK is
a workflow build over K.

Application. The user requirement in our case study is ({etablet, user info},
{tracking num}, wfc). As far as the wfc requirement workflow is concerned, we
have two alternatives for it. The first one (Fig. 4, left) requires that payment is
done after shipping and billing have been set up (which can be done in parallel).
The second one (Fig. 4, right) is less strict and enables the payment to be done
in parallel to shipping and billing setup.

4 Encoding Composition as a Planning Problem

In this section we present how service composition can be encoded as a graph
planning problem. We will first explain how DSS can be encoded (to solve out
horizontal adaptation). Then we will present how a generic workflow can be en-
coded. Based on this, we will then explain how services and composition require-
ments are encoded (the workflow of the later solving out vertical adaptation).

4.1 DSS Encoding

For each d � {xi : di} in the DSS we have an action compd(
⋃

i{di}, ∅, {d}) and
an action decd({d}, ∅,

⋃
i{di}) to model possible (de)composition. Moreover, for

each d � d′ in the DSS we have an action castd,d′({d}, ∅, {d′}) to model possible
casting from d to d′.
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Fig. 5. Workflow encoding

4.2 Workflow Encoding

We reuse here a transformation from workflows to Petri net defined in [17].
Instead of mapping a workflow (P, →, Name) to a Petri net, we map it to a
planning problem. Let us first define the set of propositions that are used. The
behavioural constraints underlying the workflow semantics (e.g., an action being
before/after another one) are supported through two kinds to propositions: rx,y

and cx,y. We also have a proposition I for initial states, and a proposition F
for correct termination states. F will be used both for final states and for initial
states (in this case to denote that a service can be unused). We may then define
the actions that are used (Fig. 5):

– for each x ∈ Psa, we have an action a = ⊕x, for each x ∈ Pja, we have an ac-
tion a = ⊕̄x, and for each x ∈ PA, we have an action a = [Name(x)]x. In all
three cases, we set pre(a) = effect−(a) =

⋃
y∈•x{rx,y}, and effect+(a) =⋃

y∈x•{cx,y}.
– for each x ∈ Pso, for each y ∈ x•, we have an action a = ⊗x, y and we set

pre(a) = effect−(a) =
⋃

z∈•x{rx,z}, and effect+(a) = {cx,y}.
– for each x ∈ Pjo, for each y ∈ •x, we have an action a = ⊗̄x, y, and we set

pre(a) = effect−(a) = rx,y, and effect+(a) =
⋃

z∈•x{cx,z}.
– for each x → y, we have an action a = � x, y and we set pre(a) =

effect−(a) = {cx,y}, and effect+(a) = {ry,x}.
– additionally, for any initial action a we add {I, F} in pre(a) and effect−(a).
– additionally, for any final action a we add {F} in effect+(a).

4.3 Composition Requirements Encoding

A composition requirement (Din, Dout, WFK) is encoded as follows. First we
compute the set of actions resulting from the encoding of WFK (see 4.2). Then
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we have to encode the fact that capabilities in the composition requirement
encoding should interoperate with operations in service encodings. The idea is
the following. Taking a service w, when a capability k is enabled at the current
state of execution by WFK then we should invoke an operation of capability k
that is enabled at the current state by WFO(w) before any one of the capability
possibly following k could be enabled. Moreover, an operation o with capability
k of w can be invoked only iff this is enabled by the current state of execution
in WFO(w) and k is enabled in WFK. To achieve this, we replace any action
a = [k]x in the encoding of WFK by two actions, a′ = [k]x and a′ = [k]x, and
we set:

– pre(a′) = pre(a), effect−(a′) = effect−(a), effect+(a) = {ek, linkx}.
– pre(a′) = effect−(a′) = {linkx, dk}, effect+(a′) = effect+(a).

ek and dk enforce the synchronizing rules between capability workflow (defining
when a capability k can be done) and service workflows (defining when an oper-
ation with capability k can be done) as presented in Figure 6. linkk ensure that
two actions a1 = [k]x1 and a2 = [k]x2 with the same capability will not interact
incorrectly when x1 and x2 are in parallel in a workflow.

4.4 Service Encoding

Each service w = (O, WFO) is encoded as follows. First we encode the workflow
WFO as presented in 4.2. Then, for each action a = [o]x in this encoding we
add:



44 P. Poizat and Y. Yan

– in(o) in pre(a) to model the inputs required by operation o and out(o) in
effect+(a) to model the outputs provided by operation o.

– ek(o) in pre(a) and in effect−(a) and dk(o) in effect+(a) to implement the
interaction with capabilities presented in 4.3 and in Figure 6.

4.5 Overall Encoding

Given a DSS D, a set of services W , and a composition requirement (Din, Dout,
WFK), we obtain the planning problem ((S, A, γ), s0, g) as follows:

– s0 = Din ∪ {wfc : I, wfc : F} ⋃
w∈W {w : I, w : F}.

– g = Dout ∪ {wfc : F} ⋃
w∈W {w : F}.

– A = dss : ||D|| ∪ wfc : ||WFK||. ⋃w∈W w : ||WFO(w)||.
– S and γ are built with the rules in Definition 1.

where ||x|| means the set of actions resulting from the encoding of x. Prefixing
(denoted with prefix :) operates on actions and on workflow propositions (I, F ,
rx,y, and cx,y) coming from encodings. It is used to avoid name clashes between
different subproblems. We suppose that, up to renaming, there is no service
identified as dss or wfc.

4.6 Plan Implementation

Solving the planning problem, we may get a failure when there is no solution
satisfying both that (i) a service composition exists to get Dout from Din, (ii)
using operations/capabilities in an ordering satisfying both used service conver-
sations and capability conversation, (iii) leaving used services in their final state.
In other cases, we obtain (see Sect. 2) a plan π = L1; . . . ; Li; . . . ; Ln where ; is the
sequence operator and each Li is of the form (Pi,1|| . . . ||Pi,j || . . . ||Pi,mi) where ||
is the parallel operator and each Pi,j is a workflow process element. First of all,
we begin by filtering out π by removing from it all Pi,j that is not of the form
dss : . . . or w : [o]x, i.e., that is a purely structuring item, not corresponding to
data transformation or service invocation. Given the filtered plan, we can gen-
erate a WS-BPEL implementation for it as done for transitions systems in [9].
Still, we may benefit here from the fact that actions that can be done in parallel
are explicited in a graph planning plan (using operation ||), while in transition
systems we only have interleaving semantics (finding out which actions can be
done in parallel is much more complex). Therefore, for the main structure of the
<process> . . . < /process> element we replace the [9] state machine encoding by
a more efficient version using sequence and flows. For π we get:

〈sequence〉modeltrans(L1) . . . modeltrans(Li) . . . modeltrans(L − n)〈/sequence〉
and for each Li = (Pi,1|| . . . ||Pi,j || . . . ||Pi,mi) we have:

〈flow〉modeltrans(Pi,1) . . . modeltrans(Pi,j) . . . modeltrans(Pi,mi))〈/flow〉
where modeltrans is the transformation of basic assignment / communication
activities defined in [9].
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5 Tool Support

Our composition approach is supported with a tool, pycompose (Fig. 7), written
in the Python language. This tool takes as input a DSS file, several service de-
scription files (list of operations and workflow), and the composition requirement
(input list, output list, and a workflow file). It then generates the encoding of this
composition problem. pycompose supports through a command-line option the
use of several planners: the original C implementation of graph planning, graph-
plan2, a Java implementation of it, PDDLGraphPlan3, and Blackbox4, a planner
combining graphplan building and the use of SAT solvers to retrieve plans. The
pycompose architecture enables to support other planners through the imple-
mentation of a class with two methods: problemToString and run, respectively to
output a problem in planner format and to run and parse planner results.

Application. If we run pycompose on our composition problem with the first
requirement workflow (Fig. 4, left), we get one solution (computed in 0.11s on a
2.53 GHz Mac Book Pro, including 0.03s for the planner to retrieve the plan):

(pear product:=cast(etablet) || {user name,user address,credit card info,pim wallet}
:=dec(user info)) ;

(shipping addr:=cast(user address) || billing addr:=cast(user address) || w1:order) ;

w1:ship ; w1:bill ; w1:charge ; w1:ack

The workflow representation of this solution is presented in Figure 8.

2 http://www.cs.cmu.edu/˜avrim/graphplan.html
3 http://www.cs.bham.ac.uk/˜zas/software/graphplanner.html
4 http://www.cs.rochester.edu/˜kautz/satplan/blackbox/
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However, let us now suppose that the user does not want to give his credit
card (user info �cc credit card info is removed from DSS, or the user input is
replaced with {etablet,user name,user address,pim wallet}). There is no longer
any possible composition: w1 cannot proceed with payment (no credit card in-
formation), moreover, w2 and w3 cannot interact since this would yield that
capability payment is done before capability billing setup (see w3 workflow in
Fig. 3 and its operations in Tab. 2) while the requirement workflow forbids it.
However, if we let a more permissive requirement workflow (Fig. 4, right) then
we get a composition (computed in 0.11s on a 2.53 GHz Mac Book Pro, including
0.04s for the planner to retrieve the plan) where w2 and w3 interact:

(pear product := cast(etablet) || {user name,user address,credit card info,pim wallet}
:= dec(user info)) ;

(product := cast(pear product) || shipping addr := cast(user address)
|| {paypal info,amazon info} := dec(pim wallet)) ;

(w2:order || {paypal login,paypal pwd} := dec(paypal info)) ;
w3:login ; w2:ship ; w3:get credit ; w2:charge pp ; w3:ask bill ; w3:logout ; w2:finalize

The workflow representation of this second solution is given in Figure 9.

6 Related Work

Our work is at the intersection of two domains: service composition and software
adaptation. Automatic composition is an important issue in Service-Oriented
Computing and numerous works have addressed this over the last years [2,3,4].
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Planning-based approaches have particularly been studied due to their support
for underspecified requirements [11,12]. Automatic composition has also been
achieved using matching and graph/automata-based algorithms [18,19,20] or
logic reasoning [21]. Various criteria could be used to differentiate these ap-
proaches, yet, due to our Task-Oriented Computing motivation, we will focus on
issues related to service and composition requirement models, and to adaptation.

While both data input/output and capability requirements should be sup-
ported, as in our approach, to ensure composition is correct wrt. the user needs,
only [22,19] do, while [23,24,25,18,20,26] support data only and [21] supports ca-
pabilities only. As far as adaptation is concerned, [24,25,19,20] support a form of
horizontal (data) adaptation, using semantics associated to data; and [23] a form
of vertical (capability abstraction) adaptation, due to its hierarchical planning
inheritance. We combined both techniques to achieve both adaptation kinds.
Few approaches support expressive models in which protocols can be described
over capabilities – either for the composition requirement [21] or for both com-
position and services [22,19] like us. [23,24,25,18,20] only support conversations
over operations (for a given capability).

As opposed to the aforementioned works dealing with orchestration, in [27],
the authors present a technique with adaptation features for automatic service
choreography. It supports a simple form of horizontal adaptation, however their
objective is to maximize data exchange between services but they are not able
to compose services depending on an abstract user task.

Most software adaptation works, e.g., [28,29,30] are pure model-based approa-
ches whose objective is to solve protocol mismatch between a fixed set of com-
ponents, and that do not tackle service discovery, composition requirements, or
service composition implementation. Few works explicitly add adaptation fea-
tures to Service-Oriented Computing [8,9,10]. They adopt a different and com-
plementary view wrt. ours since their objective is not to integrate adaptation
within composition in order to increase the orchestration possibilities, but to
tackle protocol adaptation between clients and services, e.g., to react to service
replacement.

In an earlier work [31] we already used graph planning to perform service
composition with both vertical and horizontal adaptation. With reference to this
work, we add support for conversations in both service descriptions and compo-
sition requirements. Moreover, adaptation was supported in an ad-hoc fashion,
yielding complexity issues when backtracking to get composition solutions. Us-
ing encodings, we are able in our work to support adaptation with regular graph
planning which enables us to use state-of-the-art graph planning tools.

7 Conclusion

Software adaptation is a promising approach to augment service interoperability
and composition possibilities. In this paper we have proposed a technique to
integrate adaptation features in the service composition process. With reference
to related work, we support both horizontal (data exchange between services
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and orchestrator) and vertical adaptation (abstraction level mismatch between
user need and service capabilities). This has been achieved combining semantic
descriptions (for data and capabilities) and graph planning. We also support
conversations in both service descriptions and composition requirements.

The approach at hand is dedicated to deployment time, where services are
discovered and then composed out of a set of services that may change. Yet, in
a pervasive environment, services may appear and disappear also during compo-
sition execution, e.g., due to the user mobility, yielding broken service composi-
tions. We made a first step towards repairing them in [32], still with a simpler
service and composition requirement model (no conversations). A first perspec-
tive concerns extending this approach to our new model. Further, we plan to
study the integration of our composition and repair algorithms as an optional
module in existing runtime monitoring and adaptation frameworks for services
composition such as [33].
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Abstract. We present a method for the prediction of the performance
of a service-oriented architecture during its early stage of development.

The system under scrutiny is modelled with the UML and two pro-

files: UML4SOA for specifying the functional behaviour, and MARTE

for the non-functional performance-related characterisation. By means

of a case study, we show how such a model can be interpreted as a

layered queueing network. This target technique has the advantage to

employ as constituent blocks entities, such as threads and processors,

which arise very frequently in real deployment scenarios. Furthermore,

the analytical methods for the solution of the performance model scale

very well with increasing problem sizes, making it possible to efficiently

evaluate the behaviour of large-scale systems.

1 Introduction

Service-oriented architectures (SOAs) pose challenging problems regarding the
evaluation of their performance. Approaches based on field measurements are
problematic when systems distributed on a large scale are to be assessed. In
many cases, parts of the system are not directly accessible to the engineer, per-
haps because they employ third-party services. Even if the whole system was
accessible, profiling may turn out to be an unduly costly exercise. However, dur-
ing early stages of the development process, the engineer may content herself
with some, perhaps approximate and less expensive, prediction of the perfor-
mance of the system. A predictive model is often expressed as a mathematical
problem. This has the advantage that one can easily tune its parameters so as
to carry out analyses such as capacity planning, i.e., optimising the amount of
processing capacity to satisfy some assigned quality-of-service guarantees.

This is the topic addressed in this paper. Specifically, we are concerned with
situations which employ model-driven development techniques for the specifica-
tion of the functional behaviour of SOAs. We consider a system modelled with
UML4SOA [14], a UML profile which allows behavioural specifications of services
and service orchestrations by using activities and composite structure descrip-
tions, modelling the interconnections between services. The model is augmented
with elements that specify the (intended or predicted) performance character-
istics of the system. To this end, we adopt MARTE [16], another UML profile
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which extends behavioural UML specifications by adding timing properties. Fur-
thermore, the model is accompanied by a deployment specification which em-
phasises the processing capacity of the computing platform on which the SOA is
run. In this manner, a UML4SOA model becomes amenable to translation into
a performance model as a layered queueing network (LQN) [7].

The motivation for the choice of LQNs is twofold. First, the LQN model
features basic elements which have semantics close to corresponding elements
of UML activities and behaviours in general. Indeed, research pursued in this
direction has led to an abstract model of UML behaviours which can be used to
automate the process of extracting an underlying LQN performance model [18].
Second, the analytical methods available for LQNs are very scalable with respect
to increasing problem sizes. This makes this approach particularly convenient
when the modeller wishes to predict the performance of large-scale SOAs, whose
analysis would be otherwise computationally difficult when using approaches
such as simulation or discrete-state models with explicit state-space enumeration.

The approach taken for the extraction of the LQN model is discussed by means
of a case study and a numerical evaluation gives examples of the kinds of indices
of performance that can obtained and how those can be interpreted in terms of
the elements of the UML4SOA model.

Related Work. The general line of research followed by the present work is that on
early-stage prediction of performance characteristics of software systems (see [1]
for an excellent survey), with focus on designs of SOAs within the context of
the EU Sensoria project [12]. In particular, it is most closely related to [8],
where UML4SOA was translated into the stochastic process algebra PEPA [10].
In that paper, the profile for MARTE was also used for performance annotation
although the translation did not take into account deployment information. In
effect, the resulting model was based on an infinite-server assumption, i.e., it
was assumed that the system had as much processing capacity as it required. In
this context, delays were only due to the clients contenting for a limited number
of software threads. Conversely, the translation proposed here does model pro-
cessing capacity explicitly — in fact its crucial role in the overall performance
of the system will be exemplified in the numerical evaluation of the case study.
LQNs were also considered in [11] as the target performance description of the
Palladio Component Model [4].

Paper Organisation. Section 2 gives a brief overview of UML4SOA and Section 3
discusses the case study. The main concepts of the LQN model are overviewed
in Section 4. Section 5 illustrates the translation of UML4SOA into LQN and
Section 6 provides an example of a numerical evaluation of the case study. Finally,
Secion 7 concludes the paper with pointers for future research.

2 Modelling Services in UML4SOA

The Unified Modelling Language (UML) [15] is a well-known and mature lan-
guage for modelling software systems with support ranging from requirement
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modelling to structural overviews of a system down to behavioural specifica-
tions of individual components. However, the UML has been designed with
object-oriented systems in mind, thus native support and top-level constructs
for service-oriented computing such as participants in a SOA, modelling service
communication, and compensation support are missing. As a consequence, mod-
elling SOA systems with plain UML requires the introduction of technical helper
constructs, which degrade usability and readability of the models.

Adding service functionality to UML is currently under investigation in both
academia and industry. Static aspects of service architectures are addressed
in SoaML [17], an upcoming standard of the OMG for the specification of
service-oriented architectures. For describing the behaviour of services, we have
introduced the UML4SOA profile [14] which allows the description of service
behaviour in the form of specialised UML activities.

UML4SOA is built on top of the Meta Object Facility (MOF) metamodel
and is defined as a conservative extension of the UML2 metamodel. For the
new elements of this metamodel, a UML profile is created using the extension
mechanisms provided by the UML. The principle followed is that of minimal
extension, i.e. to use UML constructs wherever possible and only define new
model elements for specific service-oriented features and patterns, thus increasing
readability and conciseness of the resulting models and diagrams.

The core of the UML4SOA profile considered in this paper is based on the
the following two concepts:

Communication Primitives. UML4SOA extends the classic UML communica-
tion actions with four specialised actions for service communication: «send»,
«receive», «send&receive», and «reply». As the names suggest, these actions are
used to model sending a call to a remote service, receiving a call from a remote
service, performing both in one step, and replying to a previous call from a re-
mote service, respectively. Specialised pins may be added to each action. Most
importantly, the link (lnk) pin indicates the remote service (or more specifically,
the port where the service is attached) the current action is targeted at. The send
(snd) and receive (rcv) pins indicate from which variables or variable contents to
retrieve, or in which variable to place data sent or received.

Compensation. Services are often used to implemented long-running transac-
tions, such as (parts of) business processes. Compensation is a mechanism for
undoing successfully completed work of a service if, in the course of later transac-
tions, an error occurs and the complete process must be rolled back. UML4SOA
lifts the specification and invocation of compensation handlers up to a first-level
entity of UML activities. Instead of using standard activities and structured ac-
tivity nodes, UML4SOA introduces the concept of a «serviceActivity» to which
handlers can be attached using edges; in the case of compensation, of a «com-
pensationEdge». A compensation handler can be invoked with the new actions
«compensate» and «compensateAll».

In this paper, the UML4SOA extensions to the UML are used to model the
mobile payment case study in the next section. In order to keep the example
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small and simple, only the first of the above-mentioned three core features is used
(communication primitives). For more information on UML4SOA, the interested
reader is referred to the UML4SOA specification [13].

3 Mobile Payment Case Study

The case study in this paper is taken from the domain of financial transactions.
It models a mobile payment gateway which allows customers to pay with their
mobile communication device, such as a phone. The system is implemented using
a collection of services which interact with one another to complete a payment
request from a customer. The architecture of the system is shown in Figure 1.

The main service is the MobilePaymentGateway shown in black. A client
(MobileDevice) can use this service to perform a payment operation. The gateway
first authenticates the customer using the AuthenticationService and, if the au-
thentication is successful, performs the payment using the PaymentService. The
last two services use additional services to fulfill their tasks.

Three of the services present in the system are actually orchestrations of ser-
vices. These services have been modelled using UML4SOA as shown in Figure 2;
from left to right, the modelled services are the MobilePaymentGateway, the Au-
thenticationService, and the PaymentService.

Mobile Payment Gateway. As the name suggests, the gateway is the main en-
trance point for the customer to the payment service. An instance of this service
is started when a paymentRequest call from the customer is received; the link pin
indicates that the call must come through the the device port. In the receive pin,
the call payload target is specified. In this case, the data attached to the call is
to be placed in the variable payment.

The gateway proceeds to authenticating the customer by using the Authen-
ticationService which is attached to the authService port. If authentication fails,
an error is returned to the customer. Otherwise, the payment is delegated to

Fig. 1. Architecture of the Case Study
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Fig. 2. Behaviour of the three orchestrations in the Payment Case Study



56 M. Tribastone, P. Mayer, and M. Wirsing

the PaymentService attached to the payService port: This service requires both
the customer and the payment information. Finally, the result of the payment
operation is returned to the client.

Authentication Service. The authentication service attempts to authenticate the
customer with the system to ensure that the customer is allowed to use the
service. For maximum security, both an in-house and an external authentication
service are contacted in parallel: The result is only positive if both services agree.
Note that the client port used in the link pins of the first and last method refers
to the mobile gateway service on the left.

Payment Service. The payment service is invoked last, and tries to withdraw
the appropriate amount of money from the customer’s account. Depending on
the amount, two different services are used. If the amount is less than 10, a
micro-payment service is used, which aggregates several small payments until
the customer is billed. If the amount is larger than 10, the amount is directly
drawn from the customer’s account via the bank. The micro-payment service
has the advantage of performing faster, but cannot be used for large payments.

Summarising, the mobile payment gateway enables customers to perform a
payment operation. The gateway and its invoked services have to consider a
series of constraints to carry out this task. Overall, seven services and one client
take part in this SOA.

4 The Layered Queueing Model

The Layered Queueing Network (LQN) model is an extension of classical queue-
ing networks (e.g., [9,3]). Its primitives are entities that re commonly present in
distributed computing systems, such as multi-threaded servers, multi-processor
hardware, and inter-process communication via synchronous and asynchronous
messages. The model can be solved via stochastic simulation, or more efficiently
through approximate techniques which are known to be accurate (i.e., usually
within 5%) and scalable with increasing problem sizes (e.g., [5,2]). The analytical
methods will be preferred over stochastic simulation in the numerical evaluation
conducted in Section 6. In general, they seem more appropriate when evaluating
large-scale models such as SOAs. The remainder of this section gives an informal
and brief overview of the LQN model, with particular emphasis on the notions
that will be employed to analyse the case study presented in this paper. This
description makes references to the graphical notation for LQNs. The reader
may wish to consult Figure 5 for an example of such a representation. For more
details on the LQN model, in addition to [7], the interested reader is referred
to [6] which provides a tutorial and documents the functionality implemented in
the Layered Queueing Network Solver tool.

The LQN model comprises the following elements.
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Task. A task usually represents a software component that is capable of serving
different kinds of requests. It is represented graphically as a stacked parallelo-
gram and is associated with a multiplicity which models the number of concur-
rent instances of the task available at runtime. For instance, if the task models
a multi-threaded application, then its multiplicity is the size of the thread pool.

Processor. A task is deployed onto a processor element, which is denoted graph-
ically by a circle connected to the task. Its multiplicity represents the number
of parallel processors available. Different tasks may be deployed on the same
processor.

Entry. An entry is a kind of service exposed by a task. It is depicted as a small
parallelogram in the top area inside the task. In the remainder of this paper we
shall be concerned with single-entry tasks only.

Activity. An activity may be regarded as the basic unit of computation of the
LQN model. A directed graph whose nodes are activities (drawn as rectangles)
expresses the dynamic behaviour of an entry. This graph — called the execution
graph — is shown inside the task’s parallelogram where the entry resides. An
activity denotes some computation time required on the processor on which
its task is deployed. This time is assumed to be exponentially distributed with
expectation specified within square brackets in the activity’s rectangle. Activities
may be connected through nodes to model the following behaviour:

– Sequential behaviour is specified by two activities being connected through
an edge.

– Probabilistic choice (denoted by a small + circle) performs one of the ac-
tivities connected by the outgoing edges according to some probability mass
function, specified through labels on the outgoing edges.

– Fork/Join (denoted by a small & circle): a fork executes in parallel all the
activities reached by its outgoing edges whereas a join waits until all activities
connected through its incoming edges terminate.

Inter-process Communication. Activities within one task may invoke entries of
another task. Service invocation is represented graphically by an solid arrow
which connects the activity with the invoked entry. The arrow is labelled with a
number within parentheses which denotes the number of invocations performed
per execution of one activity. The semantics for synchronous invocation is that
the calling activity suspends until the execution graph of the callee terminates.
Termination of an execution graph is denoted by a dotted arrow pointing back
to the graph’s entry. For an asynchronous invocation, the invoked activity is exe-
cuted concurrently with the execution graph of the calling activity. Synchronous
invocations are depicted with a solid arrowhead whereas asynchronous ones are
depicted with an open arrowhead.

Reference Task. A task with no incoming service invocation is called a reference
task and models the system’s workload.
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Fig. 3. Annotated deployment diagram for the case study

5 LQN Models for UML4SOA

5.1 Performance Annotations with MARTE

As discussed in Section 1, the LQN model requires further quantitative informa-
tion on the required execution times of the activities, which is not available in
the UML nor in the UML4SOA profile. To this end, we adopt the same approach
taken in [8] where the profile for MARTE (cfr. [16]) is employed to augment the
model the timing specifications.

Deployment Information. In the following, we assume that the UML4SOA model
contains a deployment specification in which each of the services is associated
with a node. Each node must be stereotyped with «GaExecHost», which in-
dicates a host that is capable of carrying out computation. In particular, the
property resMult will be used to extract the processor multiplicity in the LQN
performance model. The artifacts deployed on these nodes are stereotyped with
«SchedulableResource». The name of the artifact is referenced by the service
activity which implements its behaviour. An example of a suitable deployment
diagram is shown in Figure 3. In this scenario each service is run on a sepa-
rate single-processor machine. Therefore, if the services are executed as multi-
threaded applications, all threads will contend for the CPU time of the same
processor. This is one potential source of delays (i.e., queueing effects), as will
be discussed in more detail in Section 6.

Stereotyping of Service Activities. We now discuss how each service activity is to
be annotated with MARTE stereotypes. Figure 4 shows an excerpt of the com-
plete model regarding the annotations on the MobilePaymentGateway service.
The other two services are annotated similarly and are not shown due to space
constraints. Each UML4SOA service activity is stereotyped with «PaRunTIn-
stance», indicating that the activity is an instance of a runtime object. The
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Fig. 4. The service activity for the mobile payment gateway annotated with the profile
for MARTE

crucial property of this stereotype is poolSize which holds an integer that in-
dicates the number of available threads at runtime. The property instance is
set to the corresponding name in the deployment specification. In the example,
MobilePaymentGateway is executed as a ten-thread application which runs on
MobileGatewayHost. Each node of a UML4SOA service activity is stereotyped
with MARTE’s «PaStep» with the property hostDemand set to (exp(<time>),
s), indicating the exponential distribution associated with that action. Because
of its probabilistic interpretation, as discussed later in this section, the outgoing
edges of a decision node must be stereotyped with «PaStep» with the property
prob set such that the sum across all edges equals one.

Workload specification. The «receive» action node which triggers the whole
system must be stereotyped with «GaWorkloadEvent», which describes the
dynamics of the arrival of the requests by clients. Thus, paymentRequest of
MobilePaymentGateway is stereotyped with «GaWorkloadEvent», whereas au-
thenticateCustomer and pay are not because these activities are not triggered
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directly by users. The property pattern of this «GaWorkloadEvent» is set to
closed(population=<N>, extDelay=(exp(1/<think>),s)) to model a popu-
lation of N users of the service-oriented architecture which make payment re-
quests cyclically, interposing a think time of think seconds between successive
requests.

The uses of the profile for MARTE specified above are sufficient to derive the
LQN performance model from the UML4SOA specification, as discussed next.

5.2 Extracting the LQN Model

We will focus on the extraction of the LQN model from the specific case study
presented in the paper. In doing so, we will describe some patterns of translation
that can find a wider applicability. A more formal and general specification of
the meta-model transformation of UML4SOA (and the MARTE profile) to LQN
is the subject of ongoing work. For the sake of clarity, we find it more convenient
to present first the overall LQN model of the case study (in Figure 5) and then
guide the reader through the steps taken to obtain it.

Each «serviceActivity» is modelled as an LQN task, conveniently denoted
by the same name. The task multiplicity is inferred from the application of the
stereotype of «PaRunTInstance», as discussed above. The task is associated with
an LQN processor which is named after the node in the deployment specification
on which the «serviceActivity» is deployed. Each task has a single entry, named
after the «receive» action node that triggers the service. The execution graph
of an entry resembles closely the service activity in the UML model. Any action
node — except for the triggering «receive» node — is translated into an LQN
activity with execution demand taken from the «PaStep» stereotype application.
For instance, the «send&reply» node authenticateCustomer is modelled as a basic
LQN activity with execution demand equal to 0.100. (For ease of reference, basic
activities are named after their corresponding action nodes as well.) Decision
nodes are interpreted as probabilistic choices, with probabilities taken from the
«PaStep» application to their outgoing edges. UML’s forks and join are simply
translated into their LQN analogues.

The exchange of messages between services is modelled as an invocation of
external entries in the LQN model. In this paper we focus our attention on syn-
chronous messages which return a reply to the caller. In the UML4SOA model,
this corresponds to having action nodes stereotyped with «send&receive» in the
invoking service and a «reply» node which (in this case study) terminates the ser-
vice that is invoked. Therefore, the LQN activities corresponding to the «reply»
nodes present dotted arrows directed to the parent entry (e.g., see paymentCom-
pleted and authenticateCustomer).

The necessary information to translate the pattern of synchronous communi-
cation is gathered from the names of the lnk pins in the service activities and
from the architectural specification. Given a «send&receive» node, the name
of the lnk pin is used to find the corresponding edge which connects the two
communicating services in the composite structure specification. For example,
the lnk pin of the authenticateCustomer node is authService, which connects



Performance Prediction of Service-Oriented Systems 61

workloadClient 
<N>

(1)

paymentRequest

authFailed
[0.010]

0.05 0.95

PClient
<N>

Mobile
GatewayHost

<1>

performPay

PaymentService <5>

microPayment
[0.050]

+ 0.80

Payment
ServiceHost

<1>

bankPayment
[0.500]

completed
[0.200]

pay
[0.300]

authenticateCustomer
[0.100] (1)

+

invoice
[0.200]

0.20

perform
Authenticate

Customer

AuthenticationService <5>

localCheck
[0.020]

&

Authentication
ServiceHost

<1>

externalCheck
[0.200]

&

finalise
[0.100]

+

MobilePaymentGateway  <10>

(1)

think
[120.00]

Fig. 5. Layered Queueing Network model of the Payment case study

MobilePaymentGateway to AuthenticationService. If the connected component has
an explicit behavioural specification in terms of «serviceActivity» — as is the
case for AuthenticationService — then the LQN model will feature a synchronous
call (with multiplicity one) from the activity that models the «send&receive»
node to the entry of the invoked activity. Using the same example, the LQN
model has a synchronous invocation of the entry performAuthenticateCustomer
from the activity node authenticateCustomer.
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There may be in the UML4SOA model invocations of external services which
are not given a behavioural specification — e.g., the externalCheck «send&receive»
node in AuthenticationService invokes some ExternalAuthenticationService of un-
specified behaviour. Such nodes will be translated as basic LQN activities which
do not make calls to other entries. In effect, this external invocation is abstracted
away in the LQN model and its impact on the performance of the system in en-
compassed in the execution demand, as specified in the «send&receive» node.

The specification of the system workload through the «GaWorkloadEvent»
is translated into an LQN reference task as follows. A task named Client is
created with one entry called workload. Its execution graph consists of a single
activity named think with execution demand equal to <think>. The task has
multiplicity N and is deployed on a processor with multiplicity N named PClient.
A synchronous message (with multiplicity one) connects think with the entry
corresponding to the action node with «GaWorkloadEvent», i.e., paymentRequest
in the case study.

5.3 Indices of Performance

The analysis techniques available for LQNs provide the modeller with a wide
range of quantitative estimates on the long-run (or steady-state) behaviour of
the system, i.e., the performance attained after a sufficiently long period of time
that the system was started. This appears to be an appropriate characterisation
of the performance of real-life service-oriented architectures, which are usually
on-line continuously. In this paper we put emphasis on two such indices:

– The response time for a client, measured as the average time it takes for the
system to process a payment request. The response time does not include the
think time by the client, but it does include all the execution times of the
basic activities that are involved during the processing of a request and the
time (if any) spent while waiting for the system resources (e.g., threads and
processors) to be available.

– The processor utilisation, which measures the average number of processors
in a multi-processor component that are busy. Alternatively, this value, if
normalised with respect to the total multiplicity of the processor, can be
interpreted as the percentage of time that a processor is busy. Analogously,
the task utilisation measures the average number of threads that are busy.

In the following section, these two indices will be used in a numerical evaluation
of the performance of our case study. Another notable performance metric —
not discussed further in this paper due to space constraints — is throughput, i.e.,
the rate at which an entry (or an activity) is executed.

6 Numerical Example

The performance study addressed in this section is a typical dimensioning prob-
lem, in which the modeller wishes to find a suitable configuration of the system
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Fig. 6. Numerical results. x-axis: population sizes. The y-axis for response times are
in time units, whereas utilisation is a dimensionless metric between 0 and 1. The

markers in (b) and (c) are related with the UML4SOA components as follows. Triangle:

MobileGatewayHost; Square: AuthenticationServiceHost; Circle: PaymentServiceHost.

in order to satisfy some quality-of-service criteria. In the following, we assume for
the sake of simplicity that the execution demands are given and fixed, as shown
in Figure 5. Thus, the parameters that may be changed are the multiplicities of
the tasks and of the processors in the model. Perhaps the most intuitive index of
performance is the average response time experienced by a client; this index is
shown in Figure 6a for increasing system workload, represented by the property
of population = N in the UML model.

The baseline N = 1 is of interest because it gives the minimum response time
attainable, since there is no contention for resources in the system. The curve
shows a typical profile, characterised by increasing response times as function
of N , with sharp deterioration after some critical point. In this example, the
response time at N = 200 is about six times as much as the baseline value.
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The normalised utilisation profiles for the tasks and the processors, shown in
Figures 6b and 6c, respectively, offer more insight into where the degradation of
performance arises from. Clearly, the utilisations increase with increasing work-
load, however those related with AuthenticationServiceHost and PaymentService-
Host do not appear to be problematic since they are at most about 50% in the
worst case N = 200. Instead, the processor utilisation of MobileGatewayHost is
about 91%, indicating a heavy utilisation of this resource.

Taken together, these results suggest that an effective route toward perfor-
mance improvement is to add more processing capacity to MobileGatewayHost.
Figure 6d shows the response times when the node is deployed on a two-processor
machine (instead of the original single-processor one). The response time at
N = 200 is now about one third of the original model, and the system can sus-
tain up to 310 clients with an average response time that would be delivered
with only 200 clients in the original configuration.

7 Conclusion

We discussed a methodology for extracting a layered queueing network perfor-
mance model from a service-oriented architecture description in UML4SOA. The
level of abstraction of LQNs appears convenient for the prediction of the quanti-
tative behaviour of a system under scrutiny. The services are modelled as multi-
threaded applications communicating with each other. The explicit modelling of
the deployment scenario puts constraints on the level of threading and on the
processing power of the hardware on which the application is run. A numerical
evaluation of the case study has shown how marginal changes to the deployment
can have a significant impact on the predicted performance. It is our opinion
that the possibility of effortless experimentation with different configurations
and a generally deeper insight into the system’s dynamics outweigh the addi-
tional modelling effort required to augment the model with performance-related
annotations.

In order to widen the applicability of this methodology and make it available
to practitioners in SOAs, further research needs to be carried out. It is our plan
to provide a precise, formal characterisation of the meta-model transformation
presented in this paper, which would also support other UML4SOA constructs,
such as compensations and event handling which were not considered here. On
a more practical level, we would like this transformation to be implemented as
a module in leading UML modelling tools to be able to experiment with larger,
real-world service-oriented applications.
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Abstract. We describe the different issues that a language designer has
to tackle when defining error handling mechanisms for service-oriented

computing. We first discuss the issues that have to be considered when

developing error handling mechanisms inside a process calculus, i.e. an

abstract model. We then analyze how these issues change when moving

from a process calculus to a full-fledged language based on it. We consider

as an example the language Jolie, and the calculus SOCK it is based upon.

1 Introduction

Nowadays computing systems are made of different interacting components, fre-
quently heterogeneous and distributed. Components exploit each other function-
alities to reach their goals, communicating through some network middleware.
Components may belong to different companies, and they are not always reli-
able. Also, the underlying network infrastructure may be unreliable too, thus
connections may break and components may disconnect. Nevertheless, applica-
tions should provide reliable services to their users. For these reasons, it becomes
more and more important to deal with unexpected events, so to be able to man-
age them and get correct results anyway. That is, error (or fault) handling is
today a major concern.

Service-oriented computing is a programming paradigm for developing com-
plex distributed applications by composing simpler, loosely coupled services.
This is implemented as a set of standards allowing to describe service interface
and behavior, to look for services to perform the task at hand, to invoke them
and to compose them so to produce the desired result. What said above about
unexpected events holds, in particular, in the case of services. Thus different
techniques and primitives for fault handling have been proposed in this field.
For instance, WS-BPEL [21], the de-facto standard for web service composition,
provides scopes, fault handlers, compensation handlers and termination handlers
to deal with unexpected events.

However, the problem of finding good programming abstractions and primi-
tives for programming reliable applications out of unreliable services is far from
being solved. Take WS-BPEL for instance. Its specification is informal and un-
clear, and the interactions between the different primitives not clarified. This is
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witnessed by the fact that different implementations of WS-BPEL behave in dif-
ferent ways on many programs [14]. To avoid ambiguities, to clarify the expected
behavior of programs, and to prove properties of the available mechanisms, for-
mal methods are needed. Thus, there have been many proposals trying to specify
WS-BPEL semantics in a formal way [16,15,22], and more in general proposing
primitives for modeling web services and their fault handling mechanisms (see
the related work paragraph below).

However, most of these proposals are at a very abstract level, and quite far
from real programming languages. Thus the problem of exporting primitives
and techniques from high-level theoretical models to full-fledged programming
languages usable to program service-oriented applications in an industrial con-
text has rarely been tackled, even less solved. This paper aims at describing
Jolie [20,9], a language for programming service-oriented applications built on
top of the calculus SOCK [4], which has been developed and exploited in practice
by company italianaSoftware s.r.l. In particular, we will concentrate on its mech-
anisms for error handling, detailing the reasoning that drove their development,
from the theoretical calculus SOCK to the full language Jolie.

SOCK and Jolie are a good choice to exemplify our ideas. First, they pro-
pose a novel approach to error handling with original features such as dynamic
handler update and automatic fault notification. Also, Jolie has been developed
closely following the semantics of SOCK, in particular as far as its error handling
mechanisms are concerned.

Related works. There are many works in the literature on error handling for
concurrent systems, such as service-oriented computing ones. Many of them
are based on process calculi. The mechanisms they propose range from basic
constructs such as the interrupt of CSP [8] and the try-catch found in most
programming languages, to complex proposals such as the ones of Webπ [13],
StAC [5], SAGAs calculi [3], dcπ [24], SOCK [6], . . . . Those models differ on
many respects, ranging from flow composition models, where basic activities are
composed and compensated (e.g., StAC or SAGAs calculi), to calculi taking into
account communication and distribution, aiming at modeling distributed error
handling (e.g., Webπ or SOCK). Another thread of research [2,11,12] tries to
compare the expressive power of different models.

Our work has however a different perspective: we are not proposing new mech-
anisms nor comparing existing ones, but analyzing the requirements that all those
mechanisms have to satisfy. We are not aware of other papers on this topic.

Structure of the paper. Section 2 introduces the basics of SOCK, without consid-
ering error handling. Section 3 discusses the main aims that should be reached
when developing error handling mechanisms, considering both the cases of a
calculus and of a full-fledged language. Section 4 presents the main features of
SOCK for error handling and illustrates how it has tried to fulfill the require-
ments in Section 3. Section 5 does the same analysis for the peculiar mechanisms
of Jolie. Finally, Section 6 concludes the paper.
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Table 1. Service behavior syntax

ε : : = o@z(y) | or@z(y, x) ε : : = o(x) | or(x, y, P )

P, Q, . . . : : = 0 null process

ε output ε input

x := e assignment if χ then P else Q conditional

P ;Q sequential comp. P |Q parallel comp.∑
i∈W εi;Pi non-det. choice while χ do (P ) iteration

2 SOCK

In this section we introduce SOCK [4], the calculus underlying Jolie [20,9]. We
leave to next sections the description of its approach to fault handling, concen-
trating here on its standard behavior.

SOCK is a three-layers calculus. The behavior layer describes how single ser-
vices act and communicate. The engine layer describes how the state of services
is stored and how their sessions are instantiated and managed. The network layer
allows to compose different engines in a network.

Error handling is mostly dealt with at the behavior layer, thus we will con-
centrate on it. We refer to [4] for a description of the other layers.

The language for defining behaviors in SOCK is inspired both from concur-
rent calculi, featuring for instance a built-in parallel composition operator, and
imperative languages, providing for instance assignment (SOCK is stateful) and
sequential composition.

A main point in SOCK behaviors concerns communication. SOCK behaviors
communicate with each other using two modalities (inspired by WSDL [25]):
one-way, where one message is sent, and request-response, where a message is
sent and a response is computed and sent back.

To define the syntax of SOCK behaviors we consider the following (disjoint)
sets: V ar, ranged over by x, y, for variables, V al, ranged over by v, for values,
O, ranged over by o, for one-way operations, and OR, ranged over by or for
request-response operations. Also, we use z to range over locations. The syntax
for processes is defined in Table 1. There, 0 is the null process. Outputs can
be notifications (for one-way communication) o@z(y) or solicit-responses (for
request-response communication) or@z(y, x) where o ∈ O, or ∈ OR and z is
a location. Notification o@z(y) sends a one-way communication to operation o
located at location z (locations of behaviors are defined at the network layer),
and variables y contain the data to be sent. Similarly, solicit-response or@z(y, x)
sends a request-response communication to operation or located at location z,
communicating values in variables y, and then waits for an answer. When the
answer is received, received values are assigned to variables in x. Dually, inputs
can be one-ways o(x) or request-responses or(x, y, P ) where the notations are
as above. Additionally, P is the process to be executed upon request to pro-
duce the response. Assignment x := e assigns the result of the expression e to
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the variable x. We do not present the syntax of expressions: we just assume
that they include the arithmetic and boolean operators, values, variables and
arrays. Conditional is written as if χ then P else Q. P ; Q and P |Q are sequen-
tial and parallel composition respectively, whereas

∑
i∈W εi; Pi is input-guarded

non-deterministic choice. Finally, while χ do (P ) models iteration.

Example 1. Let us consider a (very simplified) service for performing money
transfers between two accounts. Such a service can be invoked by:

payr@bank(〈src, dest, amount〉, 〈transId〉)
where src is the source account, dest the destination account, amount the
amount of money to be moved and transId a transaction Id to be used for
later referring to the transaction.

A possible implementation for the service (again, very simplified) could be:

payr(〈src, dest, amount〉, 〈transId〉,
acc[src] := acc[src] − amount;
acc[dest] := acc[dest] + amount;
gen − idr@bank(〈src, dest, amount〉, 〈transId〉))

We assume that this behavior is located at location bank and that there is
another service at the same location, gen − id, which takes care of generating
the transaction Id. Also, acc is an array containing accounts’ credit.

3 The Quest for Error Handling Primitives

As described in the Introduction, the problem of finding good programming
primitives for error handling is hard, as witnessed by the huge number and vari-
ety of proposals that have been put forward in the literature. Even considering
a unique kind of model, many variants exist. SAGAs calculi [3,2,10] for instance
may differ on whether parallel flows of computation are interrupted when an
error occurs, on whether the compensation is centralized or distributed, and on
whether the order of compensations depends on the static structure of the term
or on the dynamic execution.

The difficulty in finding the best model for error handling in service-oriented
computing is due to the many concerns such a model has to answer:

full specification: the model should define the behavior of error handling prim-
itives in all the possible cases, including when the management of different
errors interfere;

expressiveness: the available primitives should allow to specify all the error
handling policies that may be necessary to program complex applications;

intuitiveness: the behavior of the provided primitives should match the intuition
of programmers, allowing to understand the behavior of the applications;
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minimality: we look for the simplest possible set of primitives able to model
the required behavior, and, in particular, the different proposed mechanisms
should be as much orthogonal as possible.

We describe in the next section how the error handling mechanisms proposed
for SOCK have tried to satisfy the requirements above.

However, when moving from theoretical models to full-fledged languages,
while most of the concerns above remain (actually, intuitiveness becomes even
more important, while minimality is less critical), new ones emerge. The main
ones are the following:

usability: the proposed primitives should be easy to use for the programmers
when developing complex applications: while this is connected to intuitive-
ness and expressiveness, this goes beyond. For instance, this includes the de-
velopment of suitable macros or additional primitives to simplify the writing
of common patterns. Note that this is in contrast with the concern for mini-
mality, which is more important in theoretical models than in real languages;

robustness: most theoretical models assume perfect communications, and do
not consider low level failures, however these failures may happen in practice,
and should be taken into account;

compatibility: in practice applications do not live alone, but they are immersed
in a world including the network middleware and other applications, possibly
developed using different languages and technologies: thus, in real languages,
mechanisms should be provided to interact with other entities, which may
follow different policies for error handling.

These additional concerns force the error handling approaches used in practice
to be different, and in general more complex, w.r.t. the ones considered in the-
oretical models. This makes difficult to export the results obtained working on
theoretical models (expressiveness results, property guarantees) to full-fledged
languages. We will describe in Section 5 how those practical concerns have in-
fluenced the development of Jolie, discussing whether properties of SOCK are
preserved in Jolie.

4 Error Handling in SOCK

Error handling in SOCK has been inspired by error handling in WS-BPEL, but
explored some new directions, in particular concerning dynamic handler update
and automatic fault notification.

As in WS-BPEL, error handling in SOCK is based on the concepts of fault,
scope, fault handler, termination handler and compensation handler. A fault is
an unexpected event that causes the interruption of the normal flow of compu-
tation. A scope defines the boundaries for error handling activities. In particu-
lar, each scope defines handlers specifying how to manage internal and external
faults. A handler is a piece of code specifying how to react to particular faults.
We consider three kinds of handlers: fault handlers specify how to deal with
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Table 2. Service behavior syntax

P, Q, . . . : : = . . . standard processes

{P}q scope inst(H) install handler

throw(f) throw comp(q) compensate

cH current handler or@z(y, x,H) solicit-response

internal faults, termination handlers specify how to smoothly terminate a scope
when an external fault reaches it, compensation handlers specify how to undo
the activities performed by a scope that already terminated with success, if this
is needed for error recovery. All these concepts are realized by extending the
syntax of SOCK with the primitives in Table 2. There f denotes a fault name
and q a scope name. Furthermore, H denotes a function from fault and scope
names to processes. We refer to [7] for a detailed description of the behavior of
the primitives, including the formal semantics.

As already said, a scope {P}q is the main mechanism for structuring error
handling. It has name q, and executes process P taking care of its faults. At
the beginning, it defines no policy for error handling: policies are specified dy-
namically by installing handlers using operation inst(H). The intended semantics
is that assigning a process P to a fault name f defines P as fault handler for
f , while assigning P to the name q of the scope defines P as its termination
handler. Handlers may replace or update previously defined handlers with the
same name. This is done using the placeholder cH (for current handler), that
during installation is replaced by the code of the old handler. Thus for instance
inst([f �→ cH |Q]) adds Q in parallel to the old handler for fault f .

Primitive throw(f) throws fault f : the fault propagates by killing the ongoing
activities around itself until it reaches a scope. Then the handler for the fault is
looked for: if it is available then it is executed, and fault propagation is stopped.
Otherwise the scope is killed, and the fault propagates to the outside. During
propagation, the fault may kill sibling scopes: in this case their termination
handler is executed to ensure smooth termination. All error handling activities
are executed in a protected way, thus ensuring that they are completed before
taking care of successive errors. During error handling, it may be necessary to
undo previously completed activities. To this end, compensation handlers are
used. Compensation handlers are defined when a scope successfully terminates,
and they correspond to the last defined termination handler. Thus, they are
available and they can be executed using primitive comp(q).

The last main point concerning error handling is related to the request-
response communication pattern. This communication pattern enforces a strong
relationship between the caller and the callee: for instance, if the callee gives
back no answer then the caller remains stuck. For this reason we want that er-
rors on the callee are notified to the caller. In particular, if there is a local fault
f in the callee, the same fault is sent back to the caller, where it is re-raised
as a local fault, triggering management of the remote fault. In particular, the
caller is guaranteed to receive either a successful answer or a fault notification
and thus do not get stuck (unless the callee diverges).
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Example 2. Consider a slightly more refined version of the bank service in Ex-
ample 1, which checks first whether there is enough money in the source account,
and throws fault f otherwise.

payr(〈src, dest, amount〉, 〈transId〉,
if acc[src] ≥ amount then 0 else throw(f);
acc[src] := acc[src] − amount;
acc[dest] := acc[dest] + amount;
gen − idr@bank(〈src, dest, amount〉, 〈transId〉))

Thus, in case there is not enough money in the source account, the operation
will fail and fault f is thrown both at the callee and at the caller sides.

Faults in the caller may influence the communication pattern too: if there is a
failure which is concurrent to the solicit-response, different cases may occur. If
the fault happens before the solicit-response is started, the solicit-response is not
executed at all, and the remote partner is unaffected. If it is after instead, the
answer for the partner is waited for. If this is successful, meaning that the remote
partner has performed its task, then the local handler is updated according to
the handler update defined in the solicit-response primitive. Thus, this handler
update can take care of undoing the remote computation. If instead the remote
computation has failed, an error notification is received, and the local handler
update is not performed, since the remote computation had no effect. Also, the
remote fault is not propagated locally, since the local computation has already
failed.

Example 3. Consider again the service in Example 2. The client for such a service
has to manage fault f . It can be written for instance as:

{inst([f �→ ErrorMsg := ”Not enough money for the transfer”;
print@user(〈ErrorMsg〉)]);

payr@bank(〈src, dest, amount〉, 〈transId〉, [q �→ undo@bank(〈transId〉)])}q

Now, if everything goes fine, upon receipt of the answer, the handler for q is
installed, thus if later this scope has to be compensated, the undo of the payment
operation is requested. If instead a fault occurs on the remote side, the handler
is not updated and the undo will never be required. Instead, an error message
is sent to the user. Even if there is a local fault, the answer will be waited for,
and the handler update will be performed only if the answer is successful, thus
the termination handler for q will undo the payment iff it has actually been
performed.

4.1 Full Specification

The definition of the semantics of error handling (as well as of normal process-
ing), should cover all the possible cases. Questions such as:
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1. What happens if, while a fault is being managed, an external fault occurs?
2. What happens if both the caller and the callee of a request-response fail?
3. What happens if a fault handler causes a fault?

should not be left unanswered. Notice however that for informal specifications
such as WS-BPEL one [21], it is very difficult to check whether all the cases have
been specified. Instead, this is not normally a problem for formal specifications:
the only possible transitions are the ones defined by the model, and the model
fully describes what happens in each case (at worst, it specifies that no transition
is possible). This is for instance the case for SOCK semantics [6]. Considering
the questions above, it is easy to deduce the following answers:

1. The internal fault handler is executed in a protected way, thus the manage-
ment of the external fault has to wait for the completion of local recovery.

2. A fault notification is sent back from the callee to the caller, the handler
update specified by the solicit-response is not applied, but the remote fault
is not propagated to the caller.

3. The fault is propagated as usual, and dealt with by existing handlers. Note
that when the handler for fault f is executed, its definition is removed, thus
further faults with the same name should be dealt with by external scopes.

4.2 Expressiveness

The available primitives should be able to express all the policies that may be
necessary for programming applications. As stated, this is a very vague goal,
since it is quite difficult to guess which kinds of policies may be necessary. For
formal models, such a constraint is usually checked by relying on case studies
and on encodings. As for SOCK, it has been applied to the specification of the
Automotive [26] and Financial [1] case studies of the European project Senso-
ria [23], and the derived language Jolie is applied every day for programming
service-oriented applications such as, for instance, a web portal for managing
employer time sheets, VOIP service monitoring, and others. The results of these
tests may trigger refinements of the language for improving its expressive power.

Another way of assessing the expressive power of SOCK is via encodings. By
showing that another calculus can be encoded into SOCK, one shows that SOCK
is at least as expressive as the other calculus. This has been done [12] for instance
in the case of SAGAs. The results therein show that both static SAGAs with
interruption and centralized compensations [2] and dynamic SAGAs [12] can be
modeled into SOCK preserving some notion of behavior. This guarantees that
each policy that can be expressed in these flavors of SAGAs can also be expressed
in SOCK.

Another result concerning expressiveness is related to dynamic handler up-
date: it is easy to show that SOCK dynamic handler update can easily model
WS-BPEL static scopes. In WS-BPEL, each scope has statically associated a
fault handler Fi for each fault fi, a termination handler T and a compensation
handler C. Using dynamic handler installation, this can be simulated as follows:
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{inst([f1 �→ F1, . . . , fn �→ Fn, q �→ T ]); P ; inst([q �→ C])}q

In [11] it is shown that dynamic handler update is strictly more expressive than
both static recovery (as in WS-BPEL), and parallel recovery (where additional
pieces of handlers can be added only in parallel). Albeit this result can not
directly be applied to SOCK, since it is proved on a stateless calculus, this is
another hint of the expressive power of dynamic handler update.

4.3 Intuitiveness

This is one of the most important, yet difficult to reach, goals for a programming
language, and, in particular, for error handling mechanisms. Intuitiveness means
that the behavior of the primitives follows the intuition of the programmer (or,
better, of a programmer that has understood the basics of the approach). While
the formal specification of the calculus is normally quite complex to understand
for a programmer without specific background on formal methods, it is required
that such a programmer can learn how to program in the language by reading
some informal description (one has to resort anyway to the formal specification
to work out the behavior in the most complex cases). This becomes much easier
if the specification of the language is built on top of a few clear and orthogonal
concepts. Having a formal specification, one may guarantee that those intuitive
properties are actually valid in all the cases.

Let us consider as an example the case of SOCK scopes. Their behaviors can
be characterized by Property 1 below.

Property 1. A scope may either succeed and thus install its compensation han-
dler, or fail by raising a (unique) fault. Furthermore, if it succeeds, it will never
throw faults, and if it raises a fault it will never install its compensation.

Such a property clearly describes the intuition about scope outcomes, and in [6]
it is proved to hold for each SOCK process.

Other sample interesting properties of this kind valid for SOCK follows.

Property 2. A request-response that terminates its execution always sends back
an answer, either a successful one or an error notification.

Property 3. When a fault is triggered, there is no handler update that is ready
to be installed but has not been installed yet.

4.4 Minimality

When developing a calculus, one has to look for simplicity and minimality, avoid-
ing for instance redundant or overlapping primitives. This makes the calculus
more understandable and simplifies and shortens the proofs. In fact, some of the
most successful calculi in the literature such as CCS [17] and π-calculus [18], are
the most simple and compact way for modeling the desired features, interaction
for CCS and mobility for π-calculus.
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SOCK is different w.r.t. those calculi, since it is nearer to current technologies
(e.g., it is the only calculus featuring request-response), and thus more com-
plex than other calculi. However, each of its error handling primitives has a
well-defined and non-overlapping role. Take for instance the three kinds of han-
dlers. They take care of orthogonal features: internal faults for fault handlers,
external faults for termination handlers and undoing of complete activities for
compensation handlers.

Also, SOCK provides a unified way to deal with installation of fault and ter-
mination handlers (and, indirectly, of compensation handlers), and this dynamic
installation is (probably, since this has not been proved for SOCK yet) needed
to ensure the expressive power of the language. If SOCK would only allow to
add pieces of code in parallel to existing handlers, as happens in dcπ [24], then
it would not be minimal, since it has been shown in [11] that such a mechanism
can be defined as a macro by exploiting the other constructs.

5 From SOCK to Jolie

As said before, when moving from a theoretical calculus like SOCK to a full-
fledged language such as Jolie, new concerns have to be taken into account.
Before analyzing those new concerns in detail, we give a general description of
Jolie.

Jolie, Java Orchestration Language Interpreter Engine, is an open-source
project released under the LGPL license. Its reference implementation is an
interpreter written in Java. We refer to [9] for a detailed description of its fea-
tures, concentrating here on the ones more useful for our discussion (some of
them are also outlined in [19]). Jolie refines and extends SOCK so to offer to
the programmer a powerful and intuitive environment, suitable to build both
complex applications and single services.

One of the most prominent advantages of Jolie is the elegant separation be-
tween the program behavior and the underlying communication technologies.
The same behavior can be used with different communication mediums (such
as bluetooth, local memory, sockets, etc.) and protocols (such as HTTP, REST,
SOAP, etc.) without being changed. This can be obtained since Jolie basic data
structures are XML-like trees, which are automatically translated from and to
XML files (or other suitable formats) for communication. Thus a Jolie variable is
a tree, with java-style field access used to denote subtrees, and the array notation
used to distinguish different subtrees with the same name. Thus, for instance,
var.subtree[1] denotes the first subtree of variable var named subtree.

Jolie may also perform type checking on communicated data: each operation
may specify types constraining the kind of data that may be sent or received,
and checks are made at runtime to verify that those constraints are satisfied.
Constraints are published in the service interface, so that remote partners may
know the typing constraints to be satisfied for interacting with a service. We
refer to [9] for more details on the type system.

We can now move to the description of how Jolie tries to satisfy the require-
ments in Section 3.
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5.1 Usability

While features such as intuitiveness and expressiveness are fundamental for us-
ability, other needs emerge. In particular, SOCK and its error handling mecha-
nisms have been developed concentrating on issues such as synchronization of
different entities and interaction between different error handling activities, but
there has been scarce emphasis on data management. However, this aspect be-
comes fundamental in a real language, where applications managing possibly
complex data structures are common. The major importance of data handling
in Jolie w.r.t. SOCK has influenced also its mechanisms for error handling, as
detailed below.

First, faults in Jolie include also a datum, which is normally used to carry
information about the error itself (for instance, an error message, or a stack
trace). Thus the throw primitive in Jolie has the syntax throw(f,v) where f is
the fault and v a value. The handler can access the data with the special syntax
scopename.faultname. The prefix scopename is needed to avoid interferences
in case different scopes manage the same kind of fault concurrently (the scope
of variables is the whole behavior). Note that such a modification in the throw
primitive does not change the possible error handling policies (e.g., the proper-
ties described in Section 4.3 are unaffected), but makes the generation of error
messages much easier.

Example 4. Consider the client in Example 3. In Jolie, one can exploit data
attached to fault to simplify error handling. Now the server can specify the
desired error message together with the fault, including for instance how much
money is missing to perform the transfer1:

pay(varIn)(transId){
if (acc[varIn.src] >= amount) {nullProcess} else

{msg = "Missing "+string(amount-acc[varIn.src])+" euros";
throw(f,msg)}

...

The client may use this information to present a more detailed error message to
the user.

scope(q) {
install(f => print@user(q.f));
...

Another important point concerns data management inside handlers. Han-
dlers in SOCK contain variables whose value is looked for when the handler is
executed. However, sometimes one wants to use the values that variables had
when the handler has been installed, to keep track of information concerning the
computation that caused handler installation. This concern has been tackled in
Jolie by adding a freeze prefix ^ to variables: if a variable x in a handler occurs
1 The Jolie syntax should be rather intuitive, but we refer to [9] for details.
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freezed, i.e. as ^x, then its value is looked for and fetched at handler update time.
Consider for instance Example 3. Assume that many invocations are performed
inside a while loop. In case of later error one wants all the transactions to be
canceled. Thus the correct handler update would be:

this => cH;undo@bank(^transId)

Without the freeze operator for transId, the value of transId in all the calls
would be the last one.

As before, this is a mechanism that does not change the error handling prop-
erties, but that comes in handy when writing actual programs.

5.2 Robustness

Many calculi, and SOCK in particular, do not model network or node failures,
while, in practice, these events may occur. Jolie has faced this problem by adding
system faults. A system fault is a fault that is not generated by the throw prim-
itive, but it is generated by the Jolie runtime system to notify the behavior of
some problem. In particular, Jolie defines the system fault IOException, which
is generated when an error occurs during communication. Such a fault can be
managed in the same way of other faults, by defining and installing suitable
handlers. For instance the Jolie code:

scope(q) {install( IOException => ... );
pay@bank(...)(...)

allows to manage network failures in our payment example.

5.3 Compatibility

SOCK mechanisms have been devised to work in a close world, i.e. a world
composed only by SOCK processes. However, Jolie applications are aimed at
being executed over the net, interacting with other applications developed using
different technologies and adhering to different standards.

In Jolie, this is mainly taken care by the communication module, that allows
for specifying the protocol to be associated with each communication, and au-
tomatically translates messages to and from the desired format. However, a few
aspects influence also error handling.

First, while Jolie guarantees remote error notifications inside the request-
response pattern, most of the other technologies do not. However, even when
interacting with other technologies, communication in Jolie is implemented by
connection-oriented technologies such as tcp/ip, unix sockets or bluetooth con-
nections. Thus the Jolie engine is notified when the connection is broken, and
can react by generating system fault IOException. This is less informative w.r.t.
the usual Jolie error notification, which describes exactly the kind of fault that
happened on the remote client, but it is however enough to preserve Property 2
(or better its dual).
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Another compatibility issue concerns typing. Assuming that each service cor-
rectly exposes its typing information, it would be enough to check types when
messages are sent. However, when interacting with non Jolie applications there
is no guarantee that they check types of communicated messages, thus Jolie
services may receive ill-typed messages. For this reason, type checking is also
performed on incoming messages. Type errors are managed in different ways
according to where they happen. In one-way operations, a type mismatch of an
outgoing message generates locally a system fault TypeMismatch. Instead, in-
coming messages that do not respect typing are discarded. The management is
similar for request-responses, but, in case of type mismatch in receptions, the
sender is also notified with a TypeMismatch fault, thus ensuring the preservation
of the properties of the request-response pattern.

5.4 Property Preservation

As we have seen in the previous sections, Jolie is an extension and a refinement
of SOCK. Also, some of the assumptions that are used to prove SOCK properties
do not always hold for Jolie programs in a real environment. Thus, proving that
a property of SOCK programs, such as one of those in Section 4.3, holds also for
Jolie applications is non trivial.

We discuss now a few of the reasons that make this happen, analyzing their
effect on a few sample properties.

Low level errors: SOCK, and theoretical models in general, rely on some basic
assumptions ensuring the correct behavior of the system itself. Thus global
failures due for instance to end of memory, to system crashes or to program-
ming errors in the Jolie implementation are not considered. It is clear that
these kinds of errors break most of the interesting properties, thus one has
to assume that these events do not occur. One can exploit formal methods
to ensure that these assumptions are satisfied, but this requires dedicated
techniques whose description goes far beyond the aim of this paper. For in-
stance, end of memory can be checked and avoided by a suitable resource
analysis, system crashes superseded via techniques for reliability such as the
use of redundant engines, and errors in the Jolie implementation avoided by
using certified compilers and correctness proofs.

Jolie added features: as discussed above, Jolie includes features that are not
available in SOCK, such as data in faults. Other additional features not
related to error handling are described in [9]. Those features are normally
related to aspects which are abstracted away in models, thus they do not
affect global properties such as the ones in Section 4.3 (this has however to be
checked for each property and each extension). However, because of this, not
all Jolie programs are correct SOCK processes, thus it becomes much more
difficult to prove properties of specific programs. To this end one has to find
a SOCK process which is equivalent to the Jolie one, trying to implement
Jolie additional features as macros. When this is not possible, one has to
extend the theory to match the practice. For instance, a typed theory of
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SOCK is not yet available, but it is on our research agenda. This will allow
to prove properties of Jolie type system.

Assumptions on the environment: we refer here to the fact that network
failures are not modeled in SOCK, and that interaction with non Jolie pro-
grams may raise new issues, as described in Section 5.3. In these cases, one
may think to extended models taking care of this, but, mainly for interac-
tion with non Jolie programs, it becomes quite difficult because of the huge
variety in their behaviors. Thus, the simplest approach is to analyze their
impact on each property, as outlined in Section 5.3, and introduce in Jolie
mechanisms to deal with these problems in a uniform way w.r.t. similar is-
sues in SOCK programs. An example of this is the introduction of system
faults, which can be managed similarly to normal faults, and can enjoy (most
of) their properties. Clearly, local properties such as Property 1 are largely
unaffected by these issues, while properties concerning communication such
as Property 2 are less robust.

6 Conclusion and Future Works

In this paper we have discussed the main concerns that should be kept into
account when designing error handling mechanisms for service-oriented com-
puting. We have considered both the design of a theoretical calculus and of a
full-fledged language. We have considered the language Jolie and the underlying
calculus SOCK as an example.

Concerning future work, the relations between formal models and practically
relevant languages for service-oriented computing are still largely unexplored.
Even in the case of SOCK/Jolie, which have been developed in a strongly con-
nected way, many mismatches exist. Theory should be developed so to match
interesting aspects of Jolie applications such as the type system, or network
failures. For other differences instead, analysis should be carried out so to bet-
ter understand the effect that they have on formal properties. However, Jolie
is continuously evolving to face new programming challenges, thus making it a
moving target. For instance, timeouts are an important aspect in practice, to
break deadlocks, and work for introducing them in Jolie is ongoing.
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Abstract. Service-oriented systems have recently emerged as context-indepen-
dent component-based systems. Unlike components, services can be created, in-
voked, composed, and destroyed at run-time. Consequently, all services need a
way of advertising their capabilities to the entities that will use them, and service-
oriented modeling should cater for various kinds of service composition. In this
paper, we show how services can be formally described by the resource-aware
timed behavioral language REMES, which we extend with service-specific infor-
mation, such as type, capacity, time-to-serve, etc., as well as boolean constraints
on inputs, and output guarantees. Assuming a Hoare-triple model of service cor-
rectness, we show how to check it by using the strongest postcondition seman-
tics. To provide means for connecting REMES services, we propose a hierarchical
language for service composition, which allows for verifying the latter’s correct-
ness. The approach is applied on an abstracted version of an intelligent shuttle
system.

1 Introduction

Service-oriented systems (SOS) assume services as their basic functional units, with
capabilities of being published, invoked, composed and destroyed at runtime. Services
are loosely coupled and enjoy a higher level of independence from implementation
specific attributes than components do.

An important problem is to ensure the quality-of-service (QoS) that can be expected
when deciding which service to select out of a number of available services delivering
similar functionality. Some of the existing SOS standards support formal analysis [3,
12, 14, 15] to ensure QoS, but usually it is not straightforward to work out the exact
formal analysis model.

In order to fully understand the ways in which services evolve and impact on QoS at-
tributes, a service behavioral description is required [6]. Such behavior is assumed to be
internal to the service, and hidden from the user. It should include the representation of
a service functionality, enabled actions, resource annotations, and possible interactions
with other services.

To meet the above demands, in this paper, concretely in Section 3, we extend the ex-
isting resource-aware, timed hierarchical language REMES [19], recalled in Section 2,
to become fit for service behavioral modeling. In REMES, a service is modeled by an
atomic or composite mode, which we enrich with attributes such as service type, ca-
pacity, time-to-serve etc., pre- and postconditions, which are exposed at the mode’s

T. Margaria and B. Steffen (Eds.): ISoLA 2010, Part II, LNCS 6416, pp. 82–96, 2010.
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interface. Still in Section 3, we introduce a synchronization mechanism for REMES

modes, which enables modeling and verification of synchronized services.
By exploiting the pre-, postcondition annotations, we show how to describe the

service behavior in Dijkstra’s guarded command language [8], and how to check the ser-
vice correctness by employing Dijkstra’s and Scholten’s strongest postcondition
semantics [9].

Since services can be composed at run-time, analyzing the correctness of a service
in isolation does not suffice. To exemplify, let us consider a service that is composed of
several navigation services, out of which some return the route length in miles, whereas
others in kilometers. If the developer has omitted to introduce a service that converts
length from one metric to the other, it is desirable to uncover such an error right away,
by formally checking the correctness of the actual service composition, at run-time.

To address the dynamic aspects of services, in Section 4, we propose a hierarchi-
cal language for dynamic service composition (HDCL) that allows creating new ser-
vices, via binary operators, as well as adding and/or deleting services from lists. In
the same section, we also give the semantics of sequential, parallel, and parallel with
synchronization service composition, respectively. Next, we apply the approach on an
abstracted version of an intelligent shuttle system, for which we show the use of REMES

language to model the system and apply HDCL language to check the correctness of
service compositions. In Section 6, we compare to some of the relevant related work,
before concluding the paper in Section 7.

2 Preliminaries

2.1 REMES Modeling Language

The REsource Model for Embedded Systems REMES [19] is intended as a meaningful
basis for modeling and analysis of resource-constrained behavior of embedded systems.
REMES provides means for modeling of both continuous (i.e., power) and discrete re-
sources (i.e., memory access to external devices). REMES is a state-machine behavioral
language that supports hierarchical modeling, continuous time, and a notion of explicit
entry and exit points, making it fit for component-based system modeling.

To enable formal analysis, REMES models can be transformed into timed automata
(TA) [1], or priced timed automata (PTA) [2], depending on the analysis type.

The internal component behavior in REMES is given in terms of modes that can
be either atomic (do not contain submode(s)), or composite (contain submode(s)). The
data transfer between modes is done through the data interface, while the control is
passed via the control interface (i.e., entry and exit points). REMES assumes local or
global variables that can be of types boolean, natural, integer, array, or clock (continu-
ous variable evolving at rate 1). Each (sub)mode can be annotated with the correspond-
ing continuous resource usage, if any, modeled by the first derivative of the real-valued
variables that denote resources, and which evolve at positive integer rates.

The control flow is given by the set of directed lines (i.e., edges) that connect the con-
trol points of (sub)modes. Modes may also be annotated with invariants, which bound
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from above the current mode’s delay/execution time. For a more thorough description
of the REMES model, we refer the reader to [19].

The REMES language benefits from a set of tools1 for modeling, simulation and
transformation into PTA, which could assist the designer during system development.

2.2 Guarded Command Language

The Guarded Command Language (GCL) was introduced and defined by Dijkstra for
predicate transformers semantics [8]. The basic element of the language is the guarded
command, a statement list prefixed by a boolean expression, which can be executed
only when the boolean expression is initially true.

The syntax of the GCL is given in Backus-Naur Form (BNF) extended with braces
“{..}”, where the braces mean: ”followed by zero or more instances of the enclosed”.

< guarded command > ::= < guard > − > < guarded list >
< guard > ::= < boolean expression >
< guarded list > ::= < statement > {;< statement >}
< guarded command set > ::= < guarded command > { [] < guarded command >}
< alternative construct > ::= if < guarded command set > fi
< statement > ::= < alternative construct > | “other statements′′

< repetitive construct > ::= do < guarded command set > od

The semicolons in the guarded list denote that whenever the guarded list is selected
for execution, its statements will be executed successively in the order from the left
to the right. A guarded command is not a statement but a component of a guarded
command set from which statements can be constructed. The separator “ []” is used for
mutual separation of guarded commands in guarded command set.

The alternative construct is written using special bracket pair: “if ... fi”. The program
aborts if none of the guards is true, otherwise an arbitrary guarded list with a true guard
will be executed. Similarly, the repetitive construct ”do ... od” means that the program
runs as long as one of the guards is true, and terminates if none of the guards is true.

Semantics and Correctness of Guarded Commands. Let us assume the Hoare triple,
{p} S {q}, where p, q are predicates, denoting the partial correctness of guarded com-
mand S with respect to precondition p and postcondition q. Introduced by Dijkstra and
Sholten [9], the strongest postcondition predicate transformer (a function that maps
predicates to predicates), denoted by sp.S.p, holds in those final states for which there
exists a computation controlled by S, which belongs to class “initially p”. Proving the
Hoare triple, that is, the correctness of a guarded command, reduces to showing that
(sp.S.p ⇒ q) holds. The strongest postcondition rules for the assignment statement, for
sequential composition, and for the non-deterministic conditional are as follows:

sp.(x := e).p(x) ≡ x = e ∧ (∃x · p(x)) (1)

sp.(S1; S2).p ≡ sp.S2.(sp.S1.p), ∀p (2)

sp.(if g1 → S1 [] . . . [] gn → Sn fi).p ≡ sp.S1.(g1 ∧ p) ∨ . . . ∨ sp.Sn.(gn ∧ p), ∀p (3)

1 The REMES tool-chain is available at http://www.fer.hr/dices/remes-ide

http://www.fer.hr/dices/remes-ide
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3 Behavioral Modeling of Services in REMES

In REMES, a service is represented by a mode (be it atomic or composite). The service
may have a special Init entry point, visited when the service first executes, and where all
variables are initialized. In order for a service to be published and later discovered, a list
of attributes should be exposed at the interface of a REMES mode/service (see Fig.1).

Fig. 1. A service modeled in REMES

The attributes depicted in Fig.1 have the following meaning:

– service type - specifies whether the given service is a web service (i.e., weather
report), a database service (i.e., ATM services), a network service, etc.;

– service capacity - specifies the service’s maximum ability to handle a given number
of messages per time unit (i.e., the maximum service frequency)(∈ N);

– time-to-serve - specifies the worst-case time needed for a service to respond and
serve a given request (∈ N);

– service status - describes the current service status (that is, passive (not invoked),
idle, active);

– service precondition - is a predicate (Pre :
∑ → Bool, Pre ≡ (PreInit∨PreEntry))

that conditions the start of service execution, and must be true at the time a REMES

service is invoked. In this expression
∑

is the polymorphic type of the state that
includes both local and global variables, and predicates PreInit, PreEntry are the
initial, and the entry precondition of the service, respectively;

– service postcondition - is a predicate (Post) that must hold at the end of a REMES

service execution.

The attributes are used to discover Service; they are specified by an interested party
and, based on the specification, the service is either retrieved or not.

The formal specification of a service, modeled as the composite mode of Fig. 1, is
the Hoare triple {p }Service {q}, where Service is described in terms of the guarded
command language, and the mode’s precondition p, and postcondition (requirement) q
are as follows:
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p
≡

y ≤ c ∧ c > b ∧ (d = 0 ∨ v ≤ d ≤ e) ∧ r1 = r2 = r3 = 0 ∧ (h = 0 ∨ h = 1)

q
≡

y ≤ c ∧ d ≤ e ∧ (∀i, 1 ≤ i ≤ 3 · ri ≤ vali)

where vali are the given upper bounds on each resource usage, respectively.
Below, we give the GCL description of the REMES composite mode Service:

Service ::=
IF
¬u1 ∧ h = 0 ∧ y ≤ b Init → Atomic mode 1
→ r3 := r3 + q;

sm := Atomic mode 1;u1 := true;
Update(now)

[] ¬u2 ∧ h = 1 ∧ (x ≤ a ∧ d = v) ∧ y ≤ b Entry → Atomic mode 1
→ sm := Atomic mode 2;u2 := true;

Update(now)
[] (¬u3 ∧ (h = 1 ∧ d ≥ v) ∨ d = u) ∧ y ≤ c (Entry or Atomic mode 1)→ Atomic mode 2
→ sm := Atomic mode 2;u3 := true;

Update(now)
[] ¬u4 ∧ sm = Atomic mode 1 ∧ y ≤ b Delay in Atomic mode 1
→ r1(t) := r1(now) + n ∗ (t − now);

r2(t) := r2(now) +m ∗ (t − now);
{y ≤ b}; u4 := true;
Update(now)

[] ¬u5 ∧ sm = Atomic mode 1 ∧ y = b
→ d := u;u5 := true;

Update(now)
[] ¬u6 ∧ sm = Atomic mode 2 ∧ y ≤ c Delay in Atomic mode 2
→ r2(t) := r2(now) + p ∗ (t − now);

{y ≤ c}; u6 := true;
Update(now)

[] ¬u7 ∧ sm = Atomic mode 2 ∧ y = c Atomic mode 2 → Exit
→ d := e;

h := 1;u7 := true;
Update(now);u1, . . . , u7 := false

FI
(4)

In the GCL description (4), the variables x, y are clocks, h is the history variable
that is used to decide where to enter the composite mode, sm is the variable ranging
over submodes, and r1 : Real+ → T1, r2 : Real+ → T2 are the continuous resources
of the model, defined as functions over the non-negative reals that are used as the time
domain. In addition, ui are local variables used for preventing executing the same action
more than once, at the same time point. These variables are reset each time the mode
Service exits. Similar to the approach taken for action system models [18], the variable
now shows the current time, and it is explicitly updated by statement Update(now).
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The assertions {y ≤ b}, {y ≤ c} model the invariants (Inv) of Atomic mode 1, and
Atomic mode 2, respectively.

We define Update(now) as follows:

Update(now) � now := next.now

The submodes can be urgent (no delays are allowed), or non-urgent (where delays can
happen, until an invariant Inv is violated); also, guarded actions can annotate edges
connecting the entry points of the composite mode with submodes, via some condi-
tional connector (denoted by encircled C in Figure 1). Given these, and assuming that
gg is the disjunction of the action guards of the edges leaving a mode (or a conditional
connector), and that Inv is the invariant of the respective mode, next is defined by:

next.t �
{

min{t′ ≥ t | ¬Inv ∨ gg}, if exists t′ ≥ t such that ¬Inv ∨ gg

+∞, otherwise.

If a mode is urgent, or the guards correspond to a conditional connector, then I ≡
false, so the next moment of time is identical to the current one, no delay being possible.

The mode Service, modeled by (4), can be iterated for as long as needed, so the com-
plete specification is: statusService := active; (DO g → Service [] ¬g → statusService :=
idleOD). According to rule (3), the strongest postcondition of the conditional statement
is:

sp.Service.p
≡

sp.(r3 := r3 + q; sm := Atomic mode 1;Update(now)).(h = 0 ∧ y ≤ b ∧ p)
∨
. . .
∨
sp.(d := e;h := 1;Update(now)).(sm = Atomic mode 2 ∧ y = c ∧ p)

Assuming that sp.{y ≤ c}.p ≡ y ≤ c∧(∃x · p(x)), the above sp can be mechanically
computed by successively applying rules (1) - (2). The correctness proofs reduce to
checking whether each of the strongest postconditions of the above disjunction implies
the requirement q, given earlier.

In service-oriented systems, there is often the case that services need to synchronize
their behaviors. In order to model synchronized behavior, we introduce a special kind
of REMES mode, given in Figure 2, which can act either as an AND mode, or as an OR
mode, depending on whether the services need to be entered simultaneously, or not.

The composite mode of Figure 2 contains as sub-modes the services that need to
be synchronized. For AND modes, both Service a, and Service b are entered at the
same time (through their entry point). This means that the edges marked with (*) do
not have guards. In case of OR modes, one or all constituent services are entered, so
the edges marked with (*) are annotated with guards. If some of the edges need to be
taken at the same time in both services, the communication between Service a and b is
realized via synchronization variables, chan (in x), (out x), which are used similarly to
the PTA channels x?, x!, respectively. Depending on the required synchronization type
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Service a

Service b
*

*

A1

B1

in x

out x

...

...

A2

B2

Fig. 2. AND/OR REMES mode

and starting time of the constituent services’ execution, AND modes, but also OR can
be employed when either “and” synchronization (both services should finish execution
at the same time), or “max” synchronization (the composite mode finishes when the
slowest service finishes) is required.

In Figure 2, Service a, Service b need to synchronize actions A2, B2. This can be
done by decorating the respective edges with channel variables out x for A2, and in x
for B2, meaning that the respective edges are taken simultaneously in both services,
A2 writing variables that B2 is reading. The same applies if the services need to “and”-
synchronize at the end of their execution. The exit edge of each service, respectively,
needs to be annotated with chan variables.

The GCL representation of such synchronization requires strengthening the guards
of the respective synchronized commands of the conditional statement, as follows:
(in x) ∧ gA2 → SA2, (out x) ∧ gB2 → SB2, where SA2, SB2 are the action bod-
ies of A2, B2, respectively. The actions can then be executed in a sequence, with the
one writing variables, first. The “max” synchronization can be represented in GCL
by using a virtual selector (variable sel) [18], which selects for execution the modes
SM1, . . . , SMn, according to the control flow, marks them as executed after they fin-
ish their execution, and keeps the time values of now in a copy variable nowc, which is
updated only after the slowest service finishes executing; the latter translates in exiting
the composite AND, or OR mode.

4 Hierarchical Language for Dynamic Service Composition:
Syntax and Semantics

Service compositions may lead to complex systems of concurrently executing services.
An important aspect of such systems is the correctness of their temporal and resource-
wise behavior. In the following, we propose an extension to the REMES language,
which provides means to define and support creation, deletion, and composition of
fine-grained or coarser-grained services, applicable to different domains. We also in-
vestigate a formal way of ensuring the correctness of the composition, based on the
strongest postcondition semantics of services.
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Let us assume that a service, whose behavior is described by a REMES mode, is
denoted by service namei, i ∈ [1..n]; then, a service list, denoted by s list, is defined
as follows:

s list ::= [service name1, ..., service namen]

In order to support run-time service manipulation, we define a set of REMES interface
operations, by a pre- postcondition specification. We denote by Σ the set of service
states, respectively, that is, the current collection of variable values.

– Create service: create service name
[pre] : service name = NULL
create : Type × N × N × ′′passive′′ × (Σ → bool) × (Σ → bool) →
service name
{post} : service name �= NULL

– Delete service: del service name
[pre] : service name �= NULL
del : service name → NULL
{post} : service name = NULL

– Create service list: create s list
[pre] : s list = NULL
create list : s list → s list, s list = List()
{post} : s list �= NULL

– Delete service list: del s list
[pre] : s list �= NULL
del list : s list → NULL
{post} : s list = NULL

– Add service to a list: add service name, s list
[pre] : service name �∈ s list
add : s list → s list
{post} : service name ∈ s list

– Remove service from the list: del service name, s list
[pre] : service name ∈ s list
del : s list → s list
{post} : service name �∈ s list

– Replace service in the list: replace service name1, service name2

[pre] : s list(p) = service name1

replace : s list → s list
{post} : s list(p) = service name2
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– Insert service at a specific position: insert service namei, s list
[pre] : s list(p) �= service namei

add : s list → s list
{post} : s list(p) = service namei

Note that a new service list can be created by using the constructor List(), which holds
list values of any type. Such a constructor enables the creation of both empty list and
also list with some initial value (s list = List : String([“Shuttle1′′, “Shuttle2′′])). Also,
adding a service to a list means, in this context, appending that service, that is, adding it
at the end of the list. Replacing a service with another one, and inserting a service at a
specific position requires the use of parameter p, which specifies the position at which
the service is replaced or inserted.

Most often, services can be perceived as independent and distributed functional units,
which can be composed to form new services. The systems that result out of service
composition have to be designed to fulfill requirements that often evolve continuously
and therefore require adaptation of the existing solutions.

Alongside the above operations, we also define a hierarchical language that supports
dynamic REMES service composition (HDCL), that is, facilitates modeling of nested
sequential, parallel or synchronized services:

DCL ::= (s list, PROTOCOL, REQ)

HDCL ::= (((DCL+, PROTOCOL, REQ)+, PROTOCOL, REQ)+, . . . )

The formula above allows a theoretically infinite degree of nesting. The positive
closure operator is used to express that one or more DCLs (Dynamic Composition Lan-
guages) are needed to form an HDCL. The PROTOCOL defines the way services are
composed, that is, the type of binding between services, as follows:

PROTOCOL ::= unary operator service name | servicem binary operator servicen

The requirement REQ is a predicate (Σ → Bool) that can include both functional
and extra-functional properties/constraints of the composition. It identifies the required
attribute constraints, capability, characteristics, or quality of a system, such that it ex-
hibits the value and utility requested by the user. The above unary and binary operators
are defined as follows:

Unary operator ::= exec − first
Binary operator ::= ; | ‖ | ‖SY NC−and | ‖SY NC−or

Let us assume that two services s1, s2 are invoked at some point in time, and their in-
stances are placed in the service list s list. Also, we assume that si.P rei is the strongest
postcondition of si, i ∈ 1, 2, w.r.t. precondition Prei. Then, the semantics of the unary
and binary protocol operators, as well as the correctness conditions for such composi-
tions are given as follows.

– Exec-first (specifies which service should be initially executed in a composition) -
below we formalize the fact that s1 should execute first, and only when it finishes
and establishes its postcondition, service s2 can become active:
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statuss1 = active ∧ statuss2 = idle ∧ Posts1 ⇒ (statuss2 = active)

If we assume n services s1, . . . , sn of a list, executing s1 first is defined as:

Exec − first s1 � s1 [] ¬gs1 → (s2 Binary operator . . .Binary operator sn)

This means that, even if any other service (or service composition) could be exe-
cuted, it will be executed only after s1 has finished execution.

– Sequential composition - two services are executed in a sequence, uninterrupted,
e.g., s1; s2. The correctness condition of s1; s2 is:

(sp.s2.(sp.s1.P res1)⇒ Posts2) ∧ (Posts2 ⇒ REQ)

– Parallel composition’s (s1 ‖ s2) correctness condition is:

(sp.s1.P res1 ∨ sp.s2.P res2) ⇒ REQ

– Parallel composition with synchronization - we denote by S-AND the set of ser-
vices belonging to an AND mode, which need to synchronize their executions in the
end. Then, the “and” synchronization of such services is defined as:

(s1 ‖SY NC−and s2) � (s1, s2 ∈ S−AND⇒ ((∀now · statuss1 = statuss2 = active)
∧(starts1 + T imetoServes1 = starts2 + T imetoServes2)))

The correctness condition of the “and-AND” synchronization is given below:

(sp.(s1 ‖SY NC−and s2).P reAND ⇒ (Posts1 ∧ Posts2)) ∧ (Posts1 ∧ Posts2 ⇒ REQ)

A service user, but also a developer of services, might need to replace a service with
one with possibly better QoS. It follows that one needs to be able to check whether
the new service still delivers the original functions, while having better time-to-serve
or resource-usage qualities. Verifying such a property reduces to proving refinement of
services. Either weakening the service precondition or strengthening its postcondition
qualifies as service refinement.

5 Example: An Autonomous Shuttle System

In this section, we consider an example, previously modeled and analyzed in the PTA
framework, in our recent work [5].

We consider a simplified version of a three train system that provides transportation
service to three different locations. The system has been developed at University of
Paderborn within the Railcab project [11]. While in our previous work [5], we have
focused on resource effective design, in the current example, we extract parts of the
behavior described by Giese and Klein [11], to show how services are created, invoked,
composed, and idled, by using the REMES extended interface and behavioral language.

Each of the trains has a well-defined path to follow, as shown in Fig. 3. During the
transport, the shuttles might meet at point B, in which they are forced to create a convoy.
In order to enter the convoy, they have to respect given speed and acceleration limits,
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Fig. 3. An example overview

measured in points A1, A2, and A3, respectively, otherwise they may stop to let others
that fulfil the given requirements join the convoy. After a convoy is formed and has left,
those that were stopped are allowed to continue their journey to previously assigned
destination, if the sensor at point C, in Fig. 3, has sent the “safe to continue” signal.

After the destination point is being reached, a shuttle is free to turn to the idle state,
and wait for new orders. The system described above is equipped with one central
controller, as shown in Fig. 3, which decides when and which shuttle to invoke, based
on the service descriptions for each shuttle, respectively.

5.1 Modeling the Shuttle System in REMES

We model the behavior of the Autonomous shuttle system services as modes in the
extended REMES. The composite mode of Shuttle1 is depicted in Fig. 4, yet, due to
lack of space, we do not show here the constituent submodes, but we briefly explain
them instead (for more details we refer reader to [5]).

Fig. 4. The model of Shuttle1 given as a REMES service

The mode consists of the atomic modes (i.e., Acceleration1, STOP, and Destination).
They communicate data between each other using the global variables: speedi, statusi,
ti, and StatusConvoy. The control interfaces are used to expose mode attributes relevant
for mode discovery. Shuttle1 and Shuttle3 have the same behavior, while Shuttle2 is an
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older shuttle than the other two, and therefore it requires more time to start, accelerate,
slow down.

5.2 Applying the Hierarchical Language

Below, we illustrate the use of our proposed hierarchical language for modeling service
composition, as depicted in Table 1, on the example described in Section 5.

Table 1. An illustration of the REMES language

00 declare Shuttle1 ::=< network service, 18 create Shuttle1
01 5, 19 create Shuttle2
02 290, 20 create Shuttle3
03 passive, 21 create list Convoy
04 (t1 = 0 ∧ speed = 0), 22 add Shuttle1 list Convoy
05 (t1 ≤ 290) > 23 add Shuttle2 list Convoy
06 declare Shuttle2 ::=< network service, 24 DCL Convoy ::= (list Convoy, ; , t ≤ 300)
07 7, 25 HDCL Convoy ::= ((DCL Convoy, Shuttle3), || , t ≤ 300)
08 300, 26 check(sp.(Shuttle1; Shuttle2).(t1 = 0 ∧ speed = 0) ∧ (t = t1 ∨ t = t2)) ⇒ (t ≤ 300)
09 passive, 27 check(sp.Shuttle3.(t3 = 0 ∧ speed = 0) ∧ (t = t3)) ⇒(t ≤ 300)
10 (t2 = 0 ∧ speed = 0), 28 del HDCL Convoy
11 (t2 ≤ 300) >
12 declare Shuttle3 ::=< network service,
13 5,
14 290,
15 passive,
16 (t3 = 0 ∧ speed = 0),
17 (t3 ≤ 290) >

The needed services are introduced through the declarative part (lines 00-17 in Ta-
ble 1). A service declaration contains the service name, type, status, TimeToServe, pre-
condition and postcondition. The corresponding requirement is matched against such
attribute information, when choosing a service. After the selection, the instances of the
selected services are created (lines 18-20 in Table 1), and added to the service list using
the add command (lines 22-23 in Table 1). Finally, the chosen services are composed
by DCL. The list of services, employed protocol (type of service binding), and DCL
requirements are given as parameters. Moreover, the language provides means to com-
pose the existing DCLs with other services, through HDCL, as shown in line 25 of
Table 1. If not anymore needed, the composition can be deleted.

The advantage of this language is that, after each composition, one can check whether
the given requirement is satisfied, by forward analysis, e.g., by calculating the strongest
postcondition of a given composition w.r.t. a given precondition. Due to space limitation,
we show only the final computed result. Below, p1 ≡ (t1 = 0 ∧ speed = 0).

By applying the sp rules (1) - (3), we get the following:

sp.(Shuttle1;Shuttle2).p1 ≡ sp.Shuttle2.(sp.Shuttle1.p1)
sp.Shuttle1.p1 ≡ (t1 = 0 ∧ 245 ≤ t ≤ 266 ∧ speed1 = 0 ∧

∧ mode = Destination ∧ r1 = 0 ∧
∧ status1 = end1 = idle)

sp.Shuttle2.(sp.Shuttle1.p1) ≡ (t1 = t2 = 0 ∧ 264 ≤ t ≤ 285 ∧
∧ speed1 = speed2 = 0 ∧ r1 = r2 = 0 ∧
∧ status1 = end1 = idle ∧ status2 = end2 = idle)
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One can notice that the requirement REQ ≡ (t ≤ 300) is implied by the calculated
strongest postcondition to which the condition (t = t1 ∨ t = t2) is added. This is actu-
ally what the command check should return as a main proof obligation, provided that
the method is implemented in the REMES tool-chain.

For the second check, we have Shuttle3 composed in parallel with the sequential
composition of the other two shuttles, with p3 ≡ (t3 = 0 ∧ speed = 0). Then, accord-
ing to the composition semantics of section 4, proving the correctness of the (Shuttle3
||(Shuttle1; Shuttle2)) composition reduces to showing that:

(sp.Shuttle3.p3 ∨ sp.Shuttle2.(sp.Shuttle1.p1))⇒ REQ

As already shown, the sequential composition of the first two shuttles implies the re-
quirement. What is left to be proven is that the strongest postcondition of Shuttle3, w.r.t
p3, also implies the requirement. The calculated strongest postcondition of the latter is
as follows:

sp.Shuttle3.p3 ≡ (t3 = 0 ∧ 245 ≤ t ≤ 266 ∧ speed3 = 0∧
∧ mode = Destination ∧ r3 = 0 ∧ status3 = end3 = idle)

It is easy to check that the requirement REQ is actually implied by sp.Shuttle3.p ∧
t = t3. This concludes our service composition correctness verification.

6 Discussion and Related Work

Based on the level of details that are provided through the behavioral description, all
approaches related to services and SOS can be in principle divided into three groups.

Code-level behavioral description approaches are mostly based on XML language
(e.g., BPEL, WS-CDL). BPEL [3] is an orchestration language whose behavioral de-
scription includes a sequence of project activities, correlation of messages and process
instances, and recovery behavior in case of failures and exceptional conditions. Ap-
proaches like BPEL are useful when services are intended to serve a particular model
or when the access to the service implementation exists. The drawback of such ap-
proaches is the lack of formal analysis support, which forces the designer/developer to
master not only the specification and modeling processes, but also the techniques for
translating models into a suitable analysis environment.

When compared to the above group, BPMN [14] can be seen as a higher-level lan-
guage. It relies on a process-oriented approach, and supports a graphical representation
to be used by both designers and analysts. The lack of a formal behavioral description
does not provide means for detailed analysis, as the one supported by REMES.

The third group includes approaches with formal background. Rychlý describes the
service behavior as a component-based system for dynamic architectures [16]. The
specification of services, their behavior, and hierarchical composition are formalized
within the π-calculus. Similar to our approach, this work emphasizes the behavior
in terms of interfaces, (sub)service communication, and bindings, while we can also
cater for service descriptions including timing and resource annotations [5]. Foster et
al. present an approach for modeling and analysis of web service compositions [10].
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The approach takes BPEL4WS service specification and translates it into Finite State
Processes (FSP), and Labeled Transition Systems (LTS), for analysis purposes.

A comprehensive survey on several approaches that are accommodating service com-
position, and are checking the correctness of compositions [3, 12, 15, 14] is given by
Beek et al. [20]. Regarding service modeling, all these approaches are solid; however,
w.r.t. service compositions and their correctness checking [7, 13, 17] (usually by em-
ploying formal methods), such approaches show limited capabilities to automatically
support these processes. In comparison, as shown in this paper, compositions of REMES

models can be mechanically reasoned about (although, as for now, we still miss the in-
terface correctness tool support), or can be automatically translated to timed- [1] or
priced timed automata [2], and analyzed with UPPAAL , or UPPAAL CORA tools1, for
functional but also extra-functional behaviors (timing and resource-wise behaviors).

7 Conclusions

In this paper, we have presented an approach for formal service description by extending
the resource-aware timed behavioral language REMES. Attributes such as type, time-to-
serve, capacity, etc., together with precondition and postcondition are added to REMES

to enable service discovery, as well as service interaction. Even if the original seman-
tics of REMES [19] is given in terms of Priced Timed Automata (PTA), here, we have
chosen to use Hoare triples and the strongest postcondition semantics to prove service
correctness, motivated by the lack of decidability results for computing simulations re-
lations on PTA. We have also proposed a hierarchical language for service composition,
which allows for the verification of, e.g., service composition correctness. The approach
is demonstrated on a simplified version of an intelligent shuttle system.

As future work, we plan to look into the algorithmic computation of strongest post-
conditions of priced timed automata, by building on preliminary results of Badban et
al. [4]. We also intend to extend the REMES tool-chain with a postcondition calculator.
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Scenarios: Models, Transformations and Tools. LNCS, vol. 3466, pp. 90–94. Springer, Hei-
delberg (2003)

[12] Kavantzas, N., Burdett, D., Ritzinger, G., Fletcher, T., Lafon, Y., Barreto, C.: Web services
choreography description language version 1.0. World Wide Web Consortium, Candidate
Recommendation CR-ws-cdl-10-20051109 (November 2005)

[13] Narayanan, S., McIlraith, S.A.: Simulation, verification and automated composition of web
services. In: WWW 2002: Proceedings of the 11th international conference on World Wide
Web, pp. 77–88. ACM, New York (2002)

[14] Object Management Group (OMG): Business Process Modeling Notation (BPMN) version
1.1 (January 2008), http://www.omg.org/spec/BPMN/1.1/

[15] Roman, D., Keller, U., Lausen, H., de Bruijn, J., Lara, R., Stollberg, M., Polleres, A., Feier,
C., Bussler, C., Fensel, D.: Web service modeling ontology. Applied Ontology 1(1), 77–106
(2005)
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Abstract. The feasibility of formal methods for the analysis of complex
systems crucially depends on a modeling framework that supports com-

positional design, stepwise refinement and abstractions. An important

feature is the clear separation of coordination and computation which

permits to apply various verification techniques for the computation per-

formed by components and interactions as well as dependencies between

the components. We report here on a model-checking approach using the

tool Vereofy that is based on an exogenous coordination model, where

the components are represented by their behavioral interfaces. Vereofy

supports the verification of the components and their communication

structure. Our approach is illustrated by means of a case study with a

sensor network where Vereofy has been used to establish several proper-

ties of the sensor nodes and their routing procedures.

1 Introduction

Component-based software engineering strives to divide complex systems into
smaller logical components with well-defined interfaces. A variety of coordina-
tion models and languages have been introduced which support the separation
between computations inside the components and the interactions between com-
ponents, e.g., an aspect-oriented approach [6], a variant of the π-calculus with
anonymous peer-to-peer communication [13], and formalisms that rely on the
construction of component connectors, such as interaction systems [12,18] or the
declarative channel-based language Reo [2]. Tool support for the verification of
such systems relies on operational models that are powerful enough to describe
both the coordination imposed by the connectors and the behavioral interfaces
of the connected components and can serve as the structures for temporal logics
and model-checking algorithms.

For this purpose, constraint automata, a special variant of labeled transition
systems using constraints on the active I/O ports and transmitted data values,
have been introduced [5]. Constraint automata are adequate to represent any
kind of synchronous and asynchronous peer-to-peer communication, modeling
exogenous and endogenous coordination mechanisms and have been used as a
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compositional semantics for the exogenous coordination language Reo. In the
exogenous setting the components are not aware of the context in which they are
used. The interactions are handled by a network from outside the components.

Our toolkit Vereofy (http://www.vereofy.de/) allows hierarchical, composi-
tional modeling of complex systems based on the constraint automata semantics
and provides symbolic model-checking algorithms for linear-time and branching-
time properties. It supports two modeling languages, CARML (Constraint
Automata Reactive Module Language) as a guarded-command language for spec-
ifying component interfaces and behavior and RSL (Reo Scripting Language) for
hierarchicallybuilding systems from components, connectors and channels. It sup-
ports complex, structured data types both as messages and state variables of the
components, which facilitates the modeling of complex, data-dependent behavior.
Features like template instantiation, scripting and conditional compilation ease
the generation of variants and abstractions of models.

Vereofy supports the model checking of individual components and the com-
posite system against properties specified in Linear Time Logic (LTL [22,4]), the
branching-time logic BTSL [15] and the alternating-time logic ASL [16], tailored
to the constraint automata setting. Vereofy also supports checking bisimulation
equivalence. Vereofy varies from other model checkers such as [14,8,1] as the
main focus is the verification of coordination aspects and the communication
and interactions between components on the level of the behavioral interfaces.
Vereofy uses a symbolic representation of the components and the composite
system and offers verification algorithms that are applied on this symbolic rep-
resentation which is based on binary decision diagrams (BDDs). For more details
about the modeling languages and verification techniques of Vereofy, see [3,4].

network components requirements

CARML specification
library

model checker

for components
RSL specification

constraint automaton

temporal formula
of the network

In this paper we will use CARML and RSL for modeling and LTL and BTSL for
analyzing a sensor network. The routing protocol implemented by each node of
the network is an AODV-like protocol [21]. In contrast to [7,20,19] the goal of
this paper is to illustrate the usefulness of Vereofy rather than to find errors in
the protocol itself. As the behavior of the network nodes is highly data depen-
dent, the analysis is a challenging task even when restricted to simple network
structures with fixed topology [17].

Organization. Section 2 presents the definition of constraint automata and
related notations. The syntax and semantics of the temporal logics LTL and
BTSL are presented in Section 3. Section 4 illustrates the modeling and analysis
of the case study before Section 5 concludes the paper.
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2 Constraint Automata

Constraint automata (CA) provide a generic operational model to formalize the
behavioral interfaces of the components, the network that coordinates the com-
ponents (i.e., the glue code or connector), and the composite system consisting of
the components and the glue code. Constraint automata are variants of labeled
transition systems (LTS) where the labels of the transitions represent the (pos-
sibly data-dependent) I/O-operations of the components and the network. They
support any kind of synchronous and asynchronous peer-to-peer communication.

The port names of a CA play the role of the I/O-ports of the components or
the network. The states represent the local states of components and/or config-
urations of a connector. The transitions in a CA describe the potential one-step
behavior. Fig. 1 shows a component with I/O-ports send, receive and failure
together with its CA implementing an abstract communication protocol. The
transition labels are constraints encoding which ports are active and what data
is observed at the active ports when the transition fires. In the sequel, let Data
be a finite nonempty data domain and N a finite, nonempty set of port names.

sendreceive

failure

IDLE
HANDLE
MESSAGE

SEND
MESSAGE{receive}∧

{send} ∧ dsend = ack

{send, failure}
∧ dsend = ack

dreceive �= ack∧
dreceive ≤ 42{receive}∧

∅

∅

dreceive = ack

Fig. 1. Interface and CA for a component implementing a simple protocol

Concurrent I/O-operations (CIO). A concurrent I/O-operation consists of
a (possibly empty) set of port names N ⊆ N together with data items for each
A ∈ N that are written or received at port A. When c is executed there is no
data flow (i.e., no read or write operation) at the ports A ∈ N \ N . Formally,
a concurrent I/O-operation is a partial function assigning data values to the
ports, i.e., a function c : N → Data. We write Ports(c) for the set of ports A ∈ N
such that c(A) ∈ Data. CION , or briefly CIO, denotes the set of all concurrent
I/O-operations. CIO is finite, as N and Data are finite.

I/O-constraints (IOC). The transitions of a constraint automata are labeled
with I/O-constraints. These are propositional formulas that stand for sets of
concurrent I/O-operations. The I/O-constraints may impose conditions on the
ports that may or may not be involved and on the data items written on or
read from them. Formally, I/O-constraints (IOC) are Boolean combinations
of atomic formulas A and (dA1 , . . . , dAk

) ∈ D where A, A1, . . . , Ak ∈ N and
D ⊆ Datak. Each IOC g stands for a set CIO(g) of concurrent I/O-operations.
For the atoms, we define CIO(A) def=

{
c ∈ CIO : A ∈ Ports(c)

}
The I/O-

constraints (dA1 , . . . , dAk
) ∈ D impose conditions for the written and read data

items. That is, CIO((dA1 , . . . , dAk
) ∈ D) agrees with the set
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full

{in} ∧ din = 1

full1empty

{in} ∧ din = 3

{out} ∧ dout = 1{out} ∧ dout = 3

{in, error} ∧ din = derror ∧ din �= 1 ∧ din �= 3

fullfull3

Fig. 2. Constraint automaton: filtering buffer

{
c ∈ CIO : {A1, . . . , Ak} ⊆ Ports(c), (c(A1), . . . , c(Ak)) ∈ D

}
.

The semantics of the Boolean operators is the standard one, e.g., CIO(g1 ∧g2) =
CIO(g1) ∩ CIO(g2). We often use simplified notations for the I/O-constraints
of the form (dA1 , . . . , dAk

) ∈ D. E.g., the notation dA = dB is a shorthand
for (dA, dB) ∈ {(d1, d2) ∈ Data2 : d1 = d2}. The notation {A, B} is used as
a shorthand for any I/O-constraint g with CIO(g) = {c ∈ CIO : Ports(c) =
{A, B}}. We use the symbol tt for any valid I/O-constraint, i.e., CIO(tt) def= CIO.

Our logical framework refers to two kinds of labels, the I/O-constraints refer-
ring to the I/O-operations in the network and atomic propositions referring to
the states of constraint automata, which can be regarded as unary state predi-
cates. For example, if the network (i.e., connector) contains a FIFO channel then
there might be atomic propositions stating, e.g., that all buffer cells are empty
or that the first buffer cell contains a value d in some set D ⊆ Data.

Constraint automata [5]. A constraint automaton (CA) is a tuple A =
〈Q, N , −→, Q0, AP, L〉 where Q is a finite and nonempty set of states, N a finite
set of ports, −→ is a subset of Q × IOC × Q, called the transition relation of A,
Q0 ⊆ Q a nonempty set of initial states, AP a finite set of atomic propositions,
and L : Q → 2AP a labeling function. The meaning of a transition q

g−→ p is that
in configuration q, all concurrent I/O-operations c satisfying I/O-constraint g
are enabled and state p is a possible successor state of q executing the CIO c.

Example 1 (CA for a filtering buffer). Fig. 2 depicts a constraint automaton A
with three ports in, out and error and a finite integer data domain. The incoming
messages are filtered, in the case of 1 and 3 stored in a buffer (represented by
the “fullv” states for buffer value v) and can be subsequently read at the out
port. In case the incoming message does not match the filter criterion, an error
is signaled via the error port. �

To simplify the presentation of the paper, we describe here our logical approach
under the assumption that there are no terminating behaviors, i.e., every state
has at least one outgoing transition.

Executions, paths, I/O-streams. As in standard LTSs an execution in A is a
finite or infinite sequence η = q0

c1−→ q1
c2−→ . . . built by consecutive transitions

where qi ∈ Q, ci ∈ CIO, and qi
gi+1−−−→ qi+1 for all i ≥ 0 and some gi+1 such that

ci+1 ∈ CIO(gi+1). As we focus on infinite behaviors we define a path of A to be
an infinite execution and write Paths(q) to denote the set of all paths starting
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in q. Let π = q0
c1−→ q1

c2−→ . . . be a path and 0 ≤ n. Then, π↓n denotes the
prefix of path π with length n and π↑n the suffix starting at the n-th state.
π↓n

def= q0
c1−−→ . . .

cn−−−→ qn and π↑n
def= qn

cn+1−−−→ qn+1
cn+2−−−→ qn+2

cn+3−−−→ . . . .
The notion of an I/O-stream for CA corresponds to action sequences in LTSs.

The I/O-stream ios(η) of a finite execution η is the finite word over CIO that is
obtained by taking the projection to the labels of the transitions. Formally, if
η = q0

c1−→ . . .
cn−→ qn is a finite execution then ios(η) def= c1 . . . cn ∈ CIO∗.

3 Specifying and Verifying Components and Connectors

CA yield a general framework for the behavior of a component, a connector or
a composite system and serve as starting point for model checking. The model-
checking problem asks whether a given property holds for the automaton. In our
framework and the tool Vereofy, the properties can be specified by temporal for-
mulas with classical modalities to formalize safety or liveness conditions, but also
constraints on the observable data flow (I/O-streams). Vereofy supports model
checking against linear-time, branching-time or alternating-time properties. In
this section, we will provide a brief overview of the syntax and semantics of the
logics for linear and branching-time properties used in the case study. As noted
above, we will only consider infinite behavior. For a more detailed description,
we refer to [4,15,16]. Throughout this section, we fix a finite set AP of atomic
propositions for the states and a finite set of port names N .

3.1 Linear-Time Properties

Vereofy supports model checking of linear-time properties specified using the
logic LTL [22], augmented with an operator that allows to refer to the concur-
rent I/O-operations using I/O-constraints. It is appropriate to specify complex
temporal conditions on paths and their I/O streams, such as Boolean combina-
tions of reachability, repeated reachability or persistence conditions.

Syntax of LTL. The abstract syntax of LTL formulas over AP and N is defined
by the following grammar.

ϕ ::= true
∣∣ a

∣∣ ¬ϕ
∣∣ ϕ1 ∧ ϕ2

∣∣ 〈〈g〉〉ϕ ∣∣ ϕ1 U ϕ2

where a ∈ AP is an atomic proposition and g ∈ IOC is an I/O-constraint over N .

Semantics of LTL. Let π = q0
c1−→ q1

c2−→ . . . be a path in a CA, with qi ∈ Q
and ci ∈ CIO. Let ϕ be LTL formula over AP and N . The satisfaction relation
π |= ϕ is defined as follows:

π |= true
π |= a iff a ∈ L(q0)
π |= ¬ϕ iff π �|= ϕ
π |= ϕ1 ∧ ϕ2 iff π |= ϕ1 and π |= ϕ2

π |= 〈〈g〉〉ϕ iff c1 ∈ CIO(g) and π↑1 |= ϕ
π |= ϕ1 Uϕ2 iff there exists n ≥ 0 such that π↑n |= ϕ2 and

π↑ i |= ϕ1 for all 0 ≤ i < n
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Recall that π↑ i is the suffix of π starting at the i-th state. As usual, we can
derive the standard propositional operators (∨, →, ↔, etc.). The 〈〈g〉〉ϕ operator
is satisfied if the next I/O-operation satisfies the I/O-constraint g and the path
suffix starting in the next state satisfies ϕ. For the common use of this operator
with ϕ = true, we use the shorthand 〈〈g〉〉 def= 〈〈g〉〉 true. The standard next step
operator can then be derived by Xϕ

def= 〈〈tt〉〉ϕ. We can derive the standard LTL

operators “eventually ♦” with ♦ϕ def= true Uϕ and “always�”, with �ϕ
def= ¬♦¬ϕ.

As example formulas for the CA of Fig. 2, consider

ϕ1 = � (〈〈in ∧ din = 1〉〉 → X“full1”) ϕ2 = �♦“empty”

Formula ϕ1 asserts that after a 1 has been received, the buffer is full and contains
data value 1, while ϕ2 asserts that the “empty” state is always reached again.
Given a CA A, the model-checking problem asks whether all paths in A starting
in an initial state satisfy the formula ϕ:

A |= ϕ
def⇐⇒ π |= ϕ for all π ∈ Paths(q0) and all q0 ∈ Q0

To model check an LTL formula against a CA, Vereofy uses the standard automata-
theoretic approach to LTL model checking [23], i.e., the negated property is trans-
lated to a non-deterministic Büchi automaton. The product of the CA and the
Büchi automaton is then analyzed using cycle-check algorithms to determine the
absence of paths in the CA that violate the formula. As Vereofy uses a symbolic
representation of the CA, the cycle-check algorithms are also performed on the
symbolic representation [11].

3.2 Branching-Time Properties

Branching-time stream logic BTSL [15] allows reasoning about the branching
structure of the states by means of branching-time temporal formulas stating,
e.g., the existence of a path where a certain path property holds (as in CTL [9]).
The special path modality 〈〈α〉〉 and its dual [[α]] allow to reason about the data
streams observable at the I/O-ports of components and the network by means
of a regular stream expression. The atoms for an regular stream expression α
will be the I/O-constraint as they were used by our linear-time logic introduced
in the previous section.

Stream expressions. To impose conditions on the data flow at the ports of
an automaton, we will use a symbolic representation for sets of I/O-streams by
means of regular I/O-stream expressions, briefly called stream expressions. The
abstract syntax of stream expressions over N is given by the following grammar:

α ::= g
∣∣ α∗ ∣∣ α1; α2

∣∣ α1 ∪ α2

where g ranges over all I/O-constraints over N . The formal definition of the
regular languages IOS(α) ⊆ CIO∗ is defined by structural induction. IOS(g) is
the set consisting of the I/O-streams of length 1 given by g, i.e., IOS(g) = CIO(g).
Union (∪), Kleene star (∗) and concatenation (;) have their standard meaning.

Syntax of BTSL. The node-set N and set AP of atomic propositions will serve
as signature for BTSL-formulas. State-formulas (denoted by capital Greek letters
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Φ, Ψ) and path-formulas (denoted by small Greek letters ϕ, ψ) of BTSL are built
by the following grammar:

Φ ::= true
∣∣ a

∣∣ Φ1 ∧ Φ2

∣∣ ¬Φ
∣∣ ∃ϕ

∣∣ ∀ϕ

ϕ ::= 〈〈α〉〉Φ ∣∣ Φ1 UΦ2

where a ∈ AP and α is a stream expression. The operator ∃ corresponds to an
existential quantification while the ∀ corresponds to a universal quantification
over all paths. The dual path modality [[α]] can be derived by

∃[[α]]Φ def= ¬∀〈〈α〉〉¬Φ and ∀[[α]]Φ def= ¬∃〈〈α〉〉¬Φ.

The standard CTL operators for “next step” and “eventually” are obtained by
XΦ

def= 〈〈tt〉〉Φ and ♦Φ def= (true UΦ). The definition of the always operator in BTSL

is as follows: ∃�Φ
def= ¬∀(true U¬Φ) and ∀�Φ

def= ¬∃(true U¬Φ). Other Boolean
connectives, like disjunction or implication are obtained in the obvious way.

Semantics of BTSL. Let A be a CA and π = q0
c1−→ q1

c2−→ . . . be a path in
A. The satisfaction relation |= for BTSL state formulas is defined by structural
induction as shown below:

q |= true
q |= a iff a ∈ L(q)
q |= Φ1 ∧ Φ2 iff q |= Φ1 and q |= Φ2

q |= ¬Φ iff q �|= Φ
q |= ∃ϕ iff there is a path π ∈ Paths(q) such that π |= ϕ
q |= ∀ϕ iff π |= ϕ for all paths π ∈ Paths(q)

The satisfaction relation |= for BTSL path-formulas and the path π in A is
defined as follows:

π |= 〈〈α〉〉Φ iff there exists n ∈ N such that qn |= Φ
and ios(π↓n) ∈ IOS(α)

π |= Φ1 U Φ2 iff there exists n ∈ N such that qn |= Φ2

and qi |= Φ1 for all 0 ≤ i < n

A BTSL state formula Φ is said to hold for a CA A, written A |= Φ, if q0 |= φ for
all initial states q0 of A. To illustrate some BTSL example formulas we reconsider
the CA from Fig. 2.

Φ1 = ∃〈〈tt∗; {in}〉〉 “buffer is full”
Φ2 = ∀[[(tt∗; {in})+]] “buffer is full”
Φ3 = ∃[[(tt∗; {in})+]] “buffer is empty”

The first formula asserts the existence of an execution where the last action is
a successful receipt of a data value, i.e., the error port is not active, and where
the resulting state corresponds to a full buffer. Clearly, A |= Φ1. All paths in
A enjoy the property that whenever there is a successful receipt the buffer will
be full in the subsequent state, and thus A |= Φ2. The third formula asserts
the existence of a path where the buffer is empty whenever the last step was a
successful receipt. As this property holds for the path where no successful receipt
occurs, i.e., always {in, error}, we have A |= Φ3.
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The model-checking problem for BTSL asks whether, for a given CA A and
BTSL state formula Φ0, all initial states q0 of A satisfy Φ0. The main procedure
for BTSL model checking follows the standard approach for CTL-like branching-
time logics [9,10] and recursively calculates the satisfaction sets Sat(Ψ) def= {q ∈
Q : q |= Ψ} for all subformulas Ψ of Φ0. The treatment of the propositional
operators is obvious and the satisfaction sets Sat(∃(Φ1 UΦ2)) and Sat(∀(Φ1 UΦ2))
can be computed by means of the standard procedures for least fixed points of
monotonic operators. To compute the satisfaction sets of ∃〈〈α〉〉Φ and ∀〈〈α〉〉Φ, we
follow an automata-theoretic approach which resembles the standard automata-
based LTL model-checking procedure and relies on a representation of α by means
of a finite automaton Z and model checking BTSL state formulas of the form ∃♦Φ
and ∀♦Φ, respectively, in the product of A and Z.

4 Case Study: A Biomedical Sensor Network

We illustrate the Vereofy approach of modeling and model checking by means
of a biomedical sensor network consisting of multiple, autonomous sensors. Each
sensor is equipped with a radio unit, which is used to form a mobile ad-hoc net-
work. Using this network, the acquired sensor data is transmitted to a designated
node, where the data is evaluated and monitored. Such a sensor network provides
a very complex scenario with a vast amount of aspects, e.g., quality of service
concerns, energy consumption due to the battery powered nature of the sensor
nodes, resilience to failures, etc. Our focus in this case study lies on the level of
the routing protocol used to establish routes in a distributed way and react to
changes in the network topology. As such, we abstract away higher-level aspects
like the actual data generated by the sensors, as well as lower-level aspects like
details of the physical medium used for communication. E.g., we assume that
there is a mechanism on the lower communication layer that guarantees that a
message is either correctly received by a neighboring node or an error notifica-
tion is presented to the sensor node. We also abstract from the real-time aspects
of the routing protocol. In the sequel, we provide an overview of our model and
present some results of our analysis.

The routing protocol relies on a recative AODV-like (Ad-hoc On-demand
Distance Vector [21]) routing policy where routes are determined when needed.
We give a short introduction to the aspects of the routing protocol relevant at
the level of abstraction used in the model.

The routing protocol relies on three types of messages, which neighboring
nodes in the network can send each other: Routing requests (RREQ) to deter-
mine whether one of the neighbors has a route to a specific destination node,
routing replies (RREP) to provide answers to requests and routing error mes-
sages (RERR) to signal that a route has become invalid, e.g., due to movement
out of range of a neighbor that is considered the next hop of a route. Each node
maintains a local routing table, including information about the next hop for
each destination, as well as the number of hops to the destination. In addition,
each node maintains an (always increasing) sequence number that is used in the
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routing protocol to determine freshness of information. When a node in the net-
work needs to discover a route to some destination, it broadcasts a route request
to its neighbors. Upon receipt, each node checks whether it has a route to that
destination or is the destination itself. In both cases, it responds with a unicast
route reply message, which is subsequently forwarded to the originator of the
request. When it does not have a route to the destination, it broadcasts a route
request to its neighbors. Upon receipt of a route reply, the sensor nodes check
whether they need to update their routing tables, by taking into account the
length of the proposed route as well as the freshness as determined by the se-
quence number of the destination included in the message. When a node detects
a link failure to a neighbor along a route, it invalidates the route in the routing
table and notifies its neighbors via an error message that it should no longer be
considered as a hop along a route to that destination. The other nodes can then
determine whether they need to notify their neighbors in turn.

4.1 The Model

In our model of a biomedical sensor network, which is inspired by the a real
world application in a hospital, multiple sensor nodes attached to patients are
connected by a wireless ad-hoc network. There is one designated node that acts
as the sink node. It is the destination of all the data packets and never produces
data of its own.

Data domain. The nodes communicate by sending messages to their neighbors.
Vereofy supports various data types for the messages sent through the network,
including finite integer ranges, enumerations and structured data types. In the
model, the messages are encoded as a struct (see Fig. 3), yielding the data
domain Data for the CA. The first field determines the type of the message,
either one of the routing messages or a message carrying a data payload. Each
message has two fields for the identifier of the current sender and the identifier
of the neighbor node for whom the message is intended, with a special value
signifying broadcast to all available neighbor nodes. In addition, the message
carries the ID of the target destination node and of the original originator of the
message. A hop counter provides the value of hops the message has traveled from
the originator. If this number exceeds an upper limit the message is dropped
to prevent forwarding loops. The routing messages additionally use sequence
numbers to infer knowledge about the freshness of the routing information. We
use a parameter constant to specify the number of bits used for the representation
of sequence numbers. Incrementing and comparing sequence numbers is carried
out using the sequence number arithmetic as specified in the AODV standard.

Sensor nodes. The sensor nodes are modeled as CARML modules, with each
node being assigned a globally unique identifier. Each sensor node has three
ports (“receive”, “send” and “failure”) for receiving and sending messages. The
“failure” port is used by the medium connecting the nodes to signal failure dur-
ing sending, i.e., if the “failure” port is simultaneously active with the “send”
port, the neighbor the message was directed to cannot receive, either due to
a network topology change, power loss or other error conditions. Each sensor
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TYPE message_type_t = enum {RREQ,RREP,RERR,DATA};
TYPE address_t = int(0,nodes);
TYPE id_t = int(0,nodes-1);

TYPE Data = struct {
message_type_t msg_type;

// the address of the next hop and current sender
// to = nodes signifies broadcast to all neighbors
address_t to;
id_t from;

// the ultimate destination and the original sender
id_t dest_id;
id_t orig_id;

hop_counter_t hop_count;

// sequence number information
seq_no_t orig_seq_no;
seq_no_t dest_seq_no;
Bool dest_seq_no_unknown;

// the payload for DATA messages
data_type_t the_data;
};

Fig. 3. Data domain of the sensor network model

node maintains a local routing table, with entries for the other nodes, storing
the last known sequence number, hop distance, next neighbor on the route, etc.
The sensor nodes maintain their routing table by update procedures which are
triggered whenever a message is received. The update procedures are modeled
by sub-modules of the CARML module for the sensor node. The model contains
three different types of updates. The neighbor update updates the routing in-
formation for the sender of a message, while the originator update updates the
routing information of the originator of the message. The third update is the
update on error which is executed on link failures.

Additionally to the routing table, the sensor node has buffers for temporarily
storing routing and data messages. The sensor part of the sensor node generates
new data to be forwarded to the sink, while the radio part of the sensor node
receives, sends, processes and forwards messages, both routing and data mes-
sages. The main behavioral complexity arises out of the correct processing of
the routing messages and correct updating of the routing table. Fig. 4 provides
a scheme of the major control locations used for message handling.

The support of structured data types (struct, arrays) for the local state vari-
ables provided by CARML, as well as the possibility to specify complex guard
conditions on the states and messages allows the convenient modeling of the
behavior of a sensor node. The support of parametrized templates for modules
allows the flexible instantiation of the different sensor node instances with unique
IDs and adaption for network scenarios of different sizes. In addition, support for
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Fig. 4. Schema of the main control locations for a sensor nodes

conditional compilation in Vereofy facilitates the generation of model variants,
e.g., to generate a variant of the sensor node abstracting from error handling.
Omnicast medium. The medium represents the topology in which the sensor
nodes are arranged. It is responsible for transferring messages to the correct
neighbor node in the unicast case and to all neighbors in the broadcast case.
Each sensor node is connected to the medium via its send, receive and failure
port. The correct routing and failure detection is achieved by a combination of
filter channels, i.e., channels that use a filter condition on the message data,
synchronously passing a message if the value satisfies the condition and blocking
the message when the condition is not satisfied. Fig. 5 shows a medium for five
sensor nodes, detailing the arrangement of the filter channels attached to the
send port of the sensor node with ID 1 with nodes 2 and 4 as neighbors. Unicast
messages to one of these nodes are passed and broadcast messages are replicated
to the receive ports of both neighbors. Messages sent by sensor node 1 to the
other, unreachable nodes are sent back to the failure port of sensor node 1 to
signal an unsuccessful transmission.

The connections for the other nodes are realized in a similar way. As the
medium is realized as a component connector generated from an RSL script, it
is very easy to modify and generate variants, e.g., by introducing FIFO buffers
in front of the receive ports to provide buffered communication or by introducing
lossy channels to model lossy communication, all without changing the modules
realizing the sensor nodes.

4.2 Analysis of the Model

In this section we show selected LTL and BTSL formulas to illustrate the expres-
siveness of our logics. The main focus in the validation of our model will be
to analyze the maintenance procedure for the routing information held by an
individual sensor node. Additionally we present formulas addressing properties
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Fig. 5. Omnicast medium for five sensor nodes

of the composite system and summarize the experimental results of the model
checking for the selected properties.

Verification of a single sensor node. The first part of the verification in-
spects the behavior of a single sensor node in isolation, i.e., a complete non-
deterministic environment. In the sequel, let ownID be the ID of the inspected
sensor node and 0 be the ID of the sink node. The heartbeat of our routing
protocol are the three update procedures as they were described briefly in the
previous section. We use different LTL formulas of the form �(Φ1 → ♦Φ2) and
verified that all updates (1) are called when expected, (2) do terminate, and
(3) lead to a route entry if they contain fresher information. We present here
formulas for the neighbor update. E.g., the formula below holds if each RREQ
and RREP message from sensor node with ID i will eventually lead to a route
entry for the node with ID i.

� (〈〈dreceive ∈ Di〉〉 → ♦ “have route to node i”) for all i ∈ ID, i �= ownID

Here, Di is the set of RREQ or RREP messages from neighbor node with ID i.
The second focus of our verification is the interaction of a sensor node when

certain messages arrive. For this we address the different cases of the protocol
and provide BTSL and LTL formulas to verify the responsiveness of a sensor
node. E.g., we are interested in the fact that RREQs are being either ignored,
forwarded or answered with an appropriate RREP message. Analogous checks
can be done for RREP and RERR messages. This kind of properties are specified
in terms of LTL formulas of the form

� (〈〈dreceive ∈ D〉〉 → ♦〈〈dsend ∈ D′〉〉)
where D and D′ are the sets of messages encoding the received message and the
response of the sensor node to be sent. The sets D and D′ may impose conditions
on the current configuration of the inspected sensor node. E.g., D could be the
the set of RREQ messages for a node with known routing information, then
D′ could be the set of appropriate RREP messages. Similar properties can be
specified using BTSL formulas of the form
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¬∃〈〈tt∗; (dreceive ∈ D); (¬send ∨ dsend �∈ D′)∗〉〉“nothing to be done”

where “nothing to be done” is an atomic proposition for the states where the
message buffers are empty and the CA is in the IDLE configuration. Such
a formula states that there is no path where a message in D has been re-
ceived but not answered with a message in D′ attaining in a state labeled with
“nothing to be done”.

Other interesting properties were specified with the help of our logics. E.g., we
were able to show that sequence numbers are non-decreasing and the protocol
contains no deadlock, i.e., there is always a chance to recover from any situation
and return back to the IDLE state with empty message buffers.

∀� (∃〈〈α〉〉“nothing to be done”)

The regular stream expression α may impose further conditions on how to return
to the IDLE state, e.g., a simple condition can be α = (¬receive)∗ stating that
along the path back to IDLE no further input from the environment is required.

Verification of the composite system. For the verification of the composite
system we whether sensors can establish existing routes. For this purpose we
specified BTSL and LTL formulas stating the existence of a path where messages
from the connected nodes can eventually reach the sink.

∃〈〈tt∗; dreceive[0] ∈ Di〉〉true for all i ∈ ID

Here, Di is the set of payload messages from the node with ID i. To verify such
properties for all paths, additional fairness assumptions have to be made, which
are also expressible in our logic framework. For static topologies one can look at
additional properties, e.g., that from some moment in time only payload mes-
sages will be sent or that the handling of RERR messages becomes superfluous.

Due to the high data dependency of the behavior of the sensor nodes the
analysis of the inspected routing protocol is a challenging task. With an increas-
ing number of sensor nodes, more BDD-variables are needed for encoding of the
addresses inside of messages, the message buffers, and the routing table of each
node. The table below exposes the complexity of the model by presenting the
number of BDD-variables (bits) that are needed in the context of a network of
k sensor nodes for the encoding of a) a single message, b) the state variables of
a single sensor node, and c) the state variables of the composite system.

Bits for the encoding k = 2 k = 3 k = 4 k = 5
Message 15 18 20 23
Sensor node states 58 74 91 111
System states 116 222 364 555

The performance of our model checker crucially depends on a compact BDD
representation of the system. For such data dependent protocols it is not obvious
how to obtain good variable orderings. Nevertheless, we were able to compose
and verify network structures with up to three sensor nodes with a state space of
about 1023 reachable states when applying abstraction techniques for the model
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specification as well as techniques and heuristics for good variable ordering.
With the help of Vereofy we verified (and falsified) various properties and found
different kinds of modeling errors, like wrongly addressed messages, deadlocks,
missing robustness features, incorrectness of assumptions for simplifications, etc.
The counterexamples and witnesses created by Vereofy can then be analyzed
to fix the model. The ability to examine witnesses satisfying specific stream
expressions further aid in exploration and debugging.

The model checking has been performed on an AMD Athlon 64 X2 Dual Core
Processor 5000+ (2.6 GHz) with 8GB of RAM, running Linux. For the analysis
of a single sensor node we were able to build the symbolic representation of the
CA for sensor nodes with up to seven routing table entries without applying
any abstraction or simplification to the specification of a sensor node. For the
verification we used the modules of sensor nodes with up to three or four routing
table entries. The model checking took less than three minutes for most of the
properties above. The most complex ones can be checked within ten minutes.

For the composite system, network structures with only a few nodes can be
built without applying abstractions of the model. For the verification we created
simpler variants of the model, with a fixed linear topology, and less data de-
pendencies. E.g., we removed the handling of error messages as we were able to
show that they never appear in the static model case with a fixed topology. Ad-
ditionally, we pre-computed variable orderings to benefit from preferably com-
pact BDD representation of the system behavior. The pre-computation itself
consumed a few hours, with the system composition afterwards taking a few
minutes. Using the pre-computed variable orderings the composition and veri-
fication of the composite system can be performed in less than 40 minutes for
each of the above properties.

5 Conclusion

We presented a framework for specifying and analyzing components and connec-
tors in an exogenous framework. The tool-kit Vereofy with its input languages
CARML and RSL has successfully been used to model a non-trivial case study
of a sensor network. In future work, advanced abstraction techniques, composi-
tional methods and better heuristics for BDD variable orderings will be studied.
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Abstract. Developing systems through the composition of reusable software ser-
vices is not straightforward in most situations since different kinds of mismatch
may occur among their public interfaces. Service adaptation plays a key role
in the development of such systems by solving, as automatically as possible,
mismatch cases at the different interoperability levels among interfaces by syn-
thesizing a mediating adaptor between services. In this paper, we show the appli-
cation of model-based adaptation techniques for the construction of service-based
systems on a case study. We describe each step of the adaptation process, start-
ing with the automatic extraction of behavioural models from existing interface
descriptions, until the final adaptor implementation is generated for the target
platform.

1 Introduction

The widespread adoption of Service-Oriented Architectures in the last few years has
fostered the need to develop complex systems in a timely and cost-effective manner
by assembling reusable software services. These can be considered as blocks of func-
tionality which are often developed using different technologies and platforms. On the
one hand, SOA enables developers to build applications almost entirely from existing
services which have already been tested, resulting in a speed-up of the development
process without compromising quality. On the other hand, the potential heterogeneity
of the different services often results in interoperability issues at different levels which
have to be solved by system architects on an ad-hoc basis.

In order to ensure interoperability, service interfaces must provide a comprehensive
description of the way in which they have to be accessed by service consumers. Com-
position of services is seldom achieved seamlessly because mismatch may occur at the
different interoperability levels (i.e., signature, interaction protocol/behaviour, quality
of service, and functional). Software adaptation [6,17] is a recent discipline which aims
at generating, as automatically as possible, mediating services called adaptors, used to
solve mismatches among services in a non-intrusive way.
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Fig. 1. Generative adaptation process

So far, most adaptation approaches have assumed interface descriptions that include
signatures (operation names and types) and behaviours (interaction protocols). Describ-
ing protocols in service interfaces is essential because erroneous executions or deadlock
situations may occur if the designer does not consider them while composing services.

In this paper, we show the application of model-based adaptation techniques [5,12]
(see Figure 1) for Web services, focusing on a case study that we use to illustrate the
different steps in the approach. The process starts with the automatic extraction of be-
havioural service models from existing interface descriptions. These descriptions in-
clude a WSDL specification of the different operations made available at the service
interface, as well as a specification of the behaviour of the service which can be given
in languages such as Abstract BPEL, or Windows Workflows. Next, the designer can
build an adaptation contract, which is an abstract specification of how mismatch cases
among the different service interfaces can be solved. This is not a trivial task, there-
fore we propose a graphical representation and an interactive environment to guide the
designer through the process. Once the adaptation contract is built, its design can be
validated and verified using techniques which enable the visual simulation of the exe-
cution of the system step-by-step, finding out as well which parts of the system lead to
erroneous behaviour (deadlocks, infinite loops, violation of safety properties, etc.). In
such a way, the designer can check if the behaviour of the system complies with his/her
intentions. Once the designer is satisfied with the design, an adaptor protocol model
can be generated and implemented into an actual adaptor which can be deployed in the
target platform.

The rest of this paper is structured as follows: first, we present in Section 2 a descrip-
tion of the case study that we use to illustrate the different steps of the development
process in the remaining sections. Section 3 presents an overview of the adaptation
process for our case study, starting with the extraction of behavioural models from
existing interface descriptions of the services that we intend to reuse in the system
given in WSDL and Abstract BPEL (Section 3.1). Section 3.2 illustrates the contract
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specification process for our case study. Sections 3.3 and 3.4 describe the adaptor pro-
tocol generation and its implementation into an actual adaptor using BPEL as target
language, respectively. Section 4 concludes the paper.

2 Case Study: Online Medical Management System

We present a case study in the context of a health care organization, which describes
the development of a management system which is required to handle online patient
appointments with general practitioners, as well as with specialist doctors in the orga-
nization. In particular, the system must be able to create appointments for valid system
users who are provided with a username and an access password. After logging in to
the system, the user must be able to request an appointment for a given date either with
a general practitioner, or with a specialist doctor. After checking doctor availability, the
system will return a ticket identifier to the user that corresponds to the provided ap-
pointment. If the system does not find a time slot for the user request, the user should
be allowed to perform additional requests for further appointments.

In order to build this new system, we aim at reusing two existing sub-systems whose
functionality is exposed through different services:

– Service ServerDoc handles appointments with general practitioners.
– Service ServerEsp handles appointments with specialist doctors.

Furthermore, we also reuse a client that implements an example of user requirements.
It is worth observing that this client enables the user to perform requests both to general
practitioners and specialist doctors in any arbitrary order, whereas a new policy within
the organization establishes that users should not be allowed to schedule appointments
with specialist doctors without a prior appointment with a general practitioner. Hence,
this is an important requirement that the system resulting from our service composition
must meet.

3 Overview of the Adaptation Process

3.1 Interface Model Extraction

We assume that service interfaces are specified using both a signature and a protocol.
Signatures correspond to operation names associated with arguments and return types
relative to the messages and data being exchanged when the operation is called. Proto-
cols are represented by means of Symbolic Transition Systems (STSs), which are La-
belled Transition Systems (LTSs) extended with value passing [15]. This formal model
has been chosen because it is simple, graphical, and provides a good level of abstraction
to tackle verification, composition, or adaptation issues [9,10,16].

At the user level, developers can specify service interfaces (signatures and protocols)
using respectively WSDL, and Abstract BPEL (ABPEL) or WF workflows (AWF) [7].
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...
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STS
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Fig. 2. Interface model extraction

In order to build the interface models
of the services and the client to be reused
in the system, we parse their WSDL
descriptions and generate the corre-
sponding signatures. Moreover, we can
generate the behavioural part of the
model (STSs) from service interfaces
specified using ABPEL or AWF. To ease
the addition of other possible notations to
describe service interfaces, we use as an
intermediate step in this parsing process
an abstract Web services class (AWS). Thus, one can add as a front-end another de-
scription language with its parser to AWS, and take advantage of the existing parser
from AWS to our model (see Figure 2).
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Fig. 3. Behavioural models for the different services and the client

Example. The STSs depicted in Figure 3 are obtained after the application of the pars-
ing process to each of the elements of the (running) example.

– The Client can first log on to a server by sending respectively his/her user name
(user!) and password (password!). Then, depending on his/her preferences, the
client can stop at this point, or ask for an appointment either with a general prac-
titioner (reqDoc!) or a specialist doctor (reqSpec!), and then receive an appoint-
ment identifier. Finally, the client can accept or reject the appointment obtained if
it is not convenient for him/her (validateDoc/validateSpec!).

– Service ServerDoc first receives the client user name and password (id?). Next,
this service receives a request for an appointment with a general practitioner
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(reqDoc?) and replies (replyDoc!). Finally, the service waits for an acknowl-
edgement from the user either accepting or rejecting the provided appointment
(validate?).

– Service ServerSpec first receives a request for an appointment with a specialist
doctor (reqSpec?), followed by the client user name and password (id?). After
checking doctor availability for the given date, an appointment identifier is returned
(replySpec!) to the client. As it happened in the case of the ServerDoc service,
ServerSpec finishes its interaction waiting for an acknowledgement from the user
either accepting or rejecting the provided appointment (validate?).

The composition of the different services in our example is subject to different mis-
match situations among their interfaces:

– Name mismatch occurs if a service expects a particular message, while its coun-
terpart sends one with a different name (e.g., service ServerDoc sends replyDoc!,
whereas the client is expecting reqDoc?).

– N to M correspondence appears if a message on a particular interface corresponds
to several ones in its counterpart’s interface (or similarly, a message has no cor-
respondence at all). In Figure 3 it can be observed that while the client intends to
log in to a service sending user! and password! subsequently, service ServerDoc
expects only message id? for authentication.

– Incompatible order of messages. The relative order of operation invocations
among the different protocols involved is not compatible. We may observe this
in our example when the client first sends its authentication information and then
requests an appointment with a specialist doctor, whereas the ServerSpec service
expects these messages in the inverse order.

– Argument mismatch may occur when the number and/or type of arguments ei-
ther being sent or received do not match between the operations on the different
interfaces. This can be observed in ServerDoc, when id? expects both a username
(usr) and a password (pwd). The first data term corresponds to user! on the client
interface, whereas the second belongs to password!.

3.2 Adaptation Contract Specification

Once the interface models have been extracted from the WSDL and ABPEL descrip-
tions, we can use them to produce the adaptation contract for our system. In particular,
we use vectors and a vector LTS (VLTS) as adaptation contract specification
language [14,6,12]. A vector contains a set of events (message, direction, list of pa-
rameters). Each event is executed by one service, and the overall result corresponds to
one or several interactions between the involved services and the adaptor. Vectors ex-
press correspondences between messages, like bindings between ports, or connectors
in architectural descriptions. In particular, we consider a binary communication model,
therefore our vectors are always reduced to one event (when a service evolves inde-
pendently) or two (when services communicate indirectly through the adaptor). Fur-
thermore, variables are used as placeholders in message parameters. The same vari-
able names appearing in different labels (possibly in different vectors) relate sent and
received arguments in the messages.
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In addition to vectors, the contract notation includes a Labelled Transition System
(LTS) with vectors on transitions (that we call vector LTS or VLTS). This element is
used as a guide in the application order of interactions specified by vectors. VLTSs go
beyond port and parameter bindings, and express more advanced adaptation properties
(such as imposing a sequence of vectors or a choice between some of them). If the
application order of vectors does not matter, the VLTS contains a single state and all
transitions looping on it.

{vuser = 〈c :user!U〉,
vpwd = 〈c :password!P〉,
vvidsp = 〈ss : id?U,P〉,
vviddoc = 〈sd : id?U,P〉,
vreqsp1 = 〈c : reqSpec!DATE;ss : reqSpec?DATE〉,
vreqsp2 = 〈c : reqSpec?RES1;ss : replySpec!RES1〉,
vreqdoc1 = 〈c : reqDoc!DATE;sd : reqDoc?DATE〉,
vreqdoc2 = 〈c : reqDoc?RES2;sd : replyDoc!RES2〉,
vvalid1 = 〈sd :validate?B1;c :validateDoc!B1〉,
vvalid2 = 〈ss :validate?B2;c :validateSpec!B2〉 }

0 2
vreqdoc1

vuser vpwd

1
vreqsp1

vidsp vreqsp1 

vreqsp2 vvalid2

viddoc vreqdoc2 

vvalid1

Fig. 4. Adaptation contract for our example: vectors (left) and VLTS (right)

Example. Going back to our on-line medical management system described in Sec-
tion 2, let us recall that we intend to compose our services into a working system where
the client can request an appointment with a general practitioner, or also request an ap-
pointment with a specialist doctor, provided that there is a previous appointment with
a general practitioner (i.e., the client cannot directly schedule an appointment with a
specialist).

Figure 4 displays the set of vectors used to solve mismatch among our interfaces.
In order to understand how vectors relate messages on the different interfaces, let us
focus on vreqsp2, for instance. Here we may observe that the message reqSpec? on the
client interface is related with the replySpec! message on the ServerSpec interface
the appointment ticket identifier argument on both messages is related by placeholder
RES1 (please refer to Figure 7 for more details about how placeholders relate message
arguments). However, expressing correspondences between messages is not always as
straightforward as in the previous example. We may now focus on the initial part of the
composition, where we want to connect the general practitioner server (ServerDoc)
with the client, and make authentication work correctly. For this, we need three vectors,
respectively vuser , vpwd and vviddoc, in which we solve existing mismatches by relating
different message names (id, user and password). Here, we first specify the indepen-
dent evolution of the client through user! and password! ( this is expressed by vectors
vuser and vpwd, which only contain one message). Next, we also specify the indepen-
dent evolution of ServerDoc through vviddoc. Exchanged data parameters among the
three involved messages in the vectors are connected using placeholders U and P.

Regarding the specification of additional constraints on the composition, we can ob-
serve on the right-hand side of Figure 4 that the VLTS for the contract constrains the
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interaction of the Client, ServerDoc, and ServerSpec interfaces by imposing the
request for an appointment with a general practitioner (vreqdoc1) always before the
request of an appointment with a specialist doctor (vreqsp1). This is achieved by ex-
cluding vreqsp1 from the possible transitions in state 0, and including the transition
(0, vreqdoc1, 1). ��
In order to make the specification as simple and user-friendly as possible, we employ
interactive specification techniques to support the architect through this process. To this
purpose, we use a notation to graphically make explicit bindings between ports using
an interactive environment that enables graphical contract construction and verification
called ACIDE. The graphical notation for a service interface includes a representation
of its behavioural model (STS) and a collection of ports. Each label on the STS corre-
sponds to a port in the graphical description of the interface. Ports include a data port
for each parameter contained in the parameter list of the label. Figure 5 summarizes
ports and bindings used in our notation.

OUT Port

IN Port

Data Port

Port Cap

Data Binding

Port Binding

Fig. 5. Graphical notation: ports and bindings

Correspondences between
the different service inter-
faces are represented as
port bindings and data port
bindings (solid and dashed
connector lines, respectively).
Starting from the graphical
representation of the interfaces, the architect can build a contract between them by suc-
cessively connecting ports and data ports. This results in the creation of bindings which
specify how the interactions should be carried out between the services. It is also pos-
sible to add a T-shaped port cap on a port in order to indicate that it does not have to be
connected anywhere.

The VLTS imposing an order on the application of the bindings is built implicitly
in ACIDE as new bindings are created by the designer. Initially, the VLTS has a single
state and no transitions. Each time a new connection is made, the VLTS is extended in
a different way, depending on the current VLTS extension mode selected by the user:

– Abstract mode. No order on the application of the bindings is imposed. Creating
a binding in this mode results in the creation of a transition looping on the current
state in the VLTS.

– Sequential mode. Bindings created in this mode must be executed one after the
other. This results in the extension of the VLTS with a fresh state and a transition
from the current state to the new one. Once this transition is added, the newly
created state becomes the current VLTS state.

– Branching mode. Bindings created in this mode are mutually exclusive. The VLTS
is extended in this case with a fresh state and a transition to it from the current state.
Unlike in sequential mode, the current state is not updated.

Using this implicit method it is possible to build a VLTS for most contracts.
However, the user is also able to directly manipulate the VLTS from within the
graphical environment in order to adjust it to particular situations such as a binding
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Fig. 6. Contract specification for the Online Medical System in ACIDE

representing an interaction which has to be carried out more than once in different parts
of the specification.

During the specification of the contract, we can also make use of a set of valida-
tion and verification techniques to check that an adaptation contract makes the involved
services work correctly. These techniques are intended to help the designer in under-
standing potential problematic behaviours of the system which are not obvious (even to
the trained eye) just by observing service interaction protocols and adaptation contracts.
These problems may include potential deadlocks, as well as unintended interactions that
are not explicitly addressed at the contract level, which is only an abstract specification
of the adaptation and does not take into account every interaction scenario among ser-
vices. These techniques are completely automated, and include four kinds of checks:
(i) static checks on the contract wrt. STS service interfaces involved, (ii) simulation of
the system execution, (iii) trace-checking to find potential deadlocking executions and
infinite loops, and (iv) verification of temporal logic formulas.

Example. Figure 6 shows a screenshot of the graphical representation of our final adap-
tation contract specification for the medical management system in ACIDE. If we focus
on the graphical representation of the ServerDoc, it can be observed that it contains
a port for the reception of the reqDoc? request with a data port attached representing
the date, and another port for the emission of the replyDoc response with a data port
attached representing the ticket identifier issued for the given date. Moreover, it can be
observed that the interactions expressed by vectors in our contract are represented by
port bindings in the graphical environment.
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3.3 Generation of the Adaptor Protocol

Being given a set of service interfaces and an adaptation contract, an adaptor protocol
can be generated using automatic techniques as those presented in [12]. An adaptor is
a third-party component that is in charge of coordinating the services involved in the
system with respect to the set of constraints defined in the contract. Consequently, all
the services communicate through the adaptor, which is able to compensate mismatches
by making required connections as specified in the contract.

From adaptor protocols, either a central adaptor can be implemented, or several ser-
vice wrappers can be generated to distribute the adaptation and preserve parallelism in
the system’s execution. In the former case, the implementation of executable adaptors
from adaptor protocols can be achieved for instance using Pi4SOA technologies [1],
or techniques presented in [12] and [7] for BPEL and Windows Workflow Foundation,
respectively. In the latter case, each wrapper constrains the functionality of its service
to make it respect the adaptation contract specification [15].

Adaptor and wrapper protocols are automatically generated in two steps: (i) sys-
tem’s constraints are encoded into the LOTOS [11] process algebra, and (ii) adaptor
and wrapper protocols are computed from this encoding using on-the-fly exploration
and reduction techniques. These techniques are platform-independent, therefore while
exploring the state space, all the behaviours (interleaving) respecting the adaptation
constraints are kept in the adaptor model. The reader interested in more details may
refer to [12,15].

id?usr,pwd

ServerDoc

user!usr

Client

password!pwd

user?U

Adaptor

password?P

id!U,P

id?usr,pwd

id!U,P

user!usr

password!pwd

user?U

password?P

related by placeholder U

related by placeholder P

Fig. 7. Example of adaptation for authentication mismatches

Example. Figure 7 shows a small portion of the adaptor protocol generated from the
three vectors vuser = 〈c :user!U〉, vpwd = 〈c :password!P〉 and vviddoc = 〈sd : id?U, P〉
given in Figure 4. This makes service ServerDoc and the Client interact correctly. We
emphasize that the adaptor synchronizes with the services using the same name of mes-
sages but the reversed directions, e.g., communication between id? in ServerDoc and
id! in the adaptor. Furthermore, when a vector includes more than one communication
action, the adaptor always starts the set of interactions formalized in the vector with the
receptions (which correspond to emissions on service interfaces), and next handles the
emissions.
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Figure 8 displays the adaptor protocol generated using the adaptation contract shown
in Figure 4. This adaptor contains 51 states and 73 transitions, and therefore has rea-
sonable size and complexity. Interaction starts by receiving the user?, password?
and reqDoc? messages sent by the Client. Next, the adaptor starts interacting with
ServerDoc by first sending authentication information (id!) and then the request posted
previously by the client (reqDoc!). Once the client and the doctor have ended their in-
teraction, the adaptor can send a request to interact with the specialist (reqSpec?), this
is the case in state 25 for example. Note that in the bottom part of the adaptor proto-
col, corresponding to the interaction with the specialist, the adaptor can treat several
specialist requests (e.g., reqSpec? in state 31). Notice also that the adaptor can termi-
nate at different points of its execution (transitions labelled with FINAL). The adaptor
protocol corrects all the mismatch cases presented in Section 3.1, for instance we can
see in state 33 that the adaptor can submit first the request to the specialist (reqSpec!)
and then the authentication information in state 38 (id!) solving the reordering problem
existing between the client and the specialist service.

If we consider the adaptation contract with vectors only (the corresponding VLTS
consists of a single state with all vector transitions looping on it), the adaptor protocol
consists of 243 states and 438 transitions. This quite high number of states and transi-
tions is due to the release of constraints specified in the original VLTS which imposes
sequentiality on the system (interactions first with the doctor and in a second step with
the specialist), thus reducing interleaving.

3.4 Implementation

Our internal model (STS) can express some additional behaviours (interleaving) that
cannot be implemented into executable languages (e.g., BPEL). To make platform-
independent adaptor protocols implementable wrt. a specific platform we proceed in
two steps: (i) filtering the interleaving cases that cannot be implemented, and (ii) en-
coding the filtered model into the corresponding implementation language.

Filtering. Techniques presented in this paper to generate adaptor protocols are
platform-independent, therefore the adaptor model may contain parts which cannot be
implemented in a given language (e.g., BPEL). This filtering step aims at removing in
the adaptor protocol these non-implementable parts. These parts represent the interleav-
ing of parallel operations and they are not necessary for the functionality of the system.
As an example, if there are several emission transitions going out from the same state,
this leads to non-determinism which cannot be implemented in BPEL. One of the fil-
tering rules states that in such a case, only one emission is kept. In this paper, we reuse
filtering rules presented in [12]. We show in Figure 9 the filtered adaptor protocol. One
can see that the protocol contains first a sequence corresponding to the interaction with
ServerDoc, and next a loop corresponding to the interaction with ServerSpec. The
client must start interacting with ServerDoc, and in state 11, (s)he can choose either to
interact again with ServerSpec, or to stop. This protocol can be implemented in BPEL
as we will see in the remainder of this section.

BPEL implementation. The adaptor protocol is implemented using a state machine
pattern. The main body of the BPEL process corresponds to a global while activity
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0

1

CLIENT :USER ?U

2

CLIENT :PASSWO RD ?P

3

CLIENT :REQ DO C ?DATE

4

FINAL

5

SERVERDO C :ID !U,P

6

SERVERDO C :REQ DO C !DATE

7

SERVERDO C :REPLYDO C ?RES 2

8

CLIENT :REQ DO C !RES 2

9

CLIENT :VALIDATEDO C ?B1

10

CLIENT :REQ SPEC ?DATE

11

SERVERDO C :VALIDATE !B 1

12

SERVERDO C :VALIDATE !B1

13

SERVERESP :REQ SPEC !DATE

14

CLIENT :REQ SPEC ?DATE

15

FINAL

16

SERVERESP :REQ SPEC !DATESERVERDO C :VALIDATE !B1

17

SERVERESP :ID !U ,P SERVERESP :REQ SPEC !DATE

18

SERVERESP :ID !U,P

19

SERVERDO C :VALIDATE !B1

20

SERVERESP :REPLYSPEC ?RES 1

21

SERVERESP :REPLYSPEC ?RES 1SERVERESP :REPLYSPEC ?RES 1

22

CLIENT :REQ SPEC !RES 1

23

SERVERDO C :VALIDATE !B 1

24

CLIENT :REQ SPEC !RES 1SERVERDO C :VALIDATE !B1

25

CLIENT :VALIDATESPEC ?B2

CLIENT :REQ SPEC !RES 1

26

CLIENT :VALIDATESPEC ?B2

27

CLIENT :REQ SPEC ?DATE

28

SERVERDO C :VALIDATE !B1

29

SERVERESP :VALIDATE !B2

30

CLIENT :REQ SPEC ?DATE

31

SERVERESP :VALIDATE !B2

32

SERVERDO C :VALIDATE !B1

33

SERVERESP :VALIDATE !B2

CLIENT :REQ SPEC ?DATE

SERVERESP :VALIDATE !B2SERVERDO C :VALIDATE !B 1

34

CLIENT :REQ SPEC ?DATE

35

SERVERESP :VALIDATE !B2

36

CLIENT :REQ SPEC ?DATE

37

FINAL

SERVERESP :VALIDATE !B2 SERVERDO C :VALIDATE !B1

38

SERVERESP :REQ SPEC !DATE

SERVERDO C :VALIDATE !B1

SERVERESP :REQ SPEC !DATE

39

SERVERESP :REQ SPEC !DATE

SERVERESP :REQ SPEC !DATE

SERVERDO C :VALIDATE !B1

40

SERVERESP :ID !U,P

41

SERVERESP :ID !U ,P

42

SERVERDO C :VALIDATE !B1

43

SERVERESP :REPLYSPEC ?RES 1

44

SERVERESP :REPLYSPEC ?RES 1

SERVERESP :REPLYSPEC ?RES 1

45

CLIENT :REQ SPEC !RES 1

46

SERVERDO C :VALIDATE !B1

47

CLIENT :REQ SPEC !RES 1

SERVERDO C :VALIDATE !B1

48

CLIENT :VALIDATESPEC ?B2

CLIENT :REQ SPEC !RES 1

49

CLIENT :VALIDATESPEC ?B2

CLIENT :REQ SPEC ?DATE

SERVERESP :VALIDATE !B 2

50

SERVERDO C :VALIDATE !B 1

CLIENT :REQ SPEC ?DATE

SERVERESP :VALIDATE !B2

CLIENT :REQ SPEC ?DATE

SERVERESP :VALIDATE !B 2

Fig. 8. Adaptor protocol generated for the Online Medical System example



A Case Study in Model-Based Adaptation of Web Services 123

0 11

1

CLIENT:USER ?U

14

CLIENT:REQSPEC ?DATE

15

FINAL

2

CLIENT:PASSWORD ?P

3

CLIENT:REQDOC ?DATE

4

FINAL

5

SERVERDOC:ID !U,P

6

SERVERDOC:REQDOC !DATE

7

SERVERDOC:REPLYDOC ?RES2

8

CLIENT:REQDOC !RES2

9

CLIENT:VALIDATEDOC ?B1

SERVERDOC:VALIDATE !B1

16

SERVERESP:REQSPEC !DATE

18

SERVERESP:ID !U,P

21

SERVERESP:REPLYSPEC ?RES1

24

CLIENT:REQSPEC !RES1

26

CLIENT:VALIDATESPEC ?B2

SERVERESP:VALIDATE !B2

Fig. 9. Filtered adaptor protocol obtained for the Online Medical System example

with if statements used inside it to encode adaptor states and pick statements to choose
which branch to follow depending on the received messages. Variables are used to store
data passing through the adaptor and the current state of the protocol. Timeouts (on-
Alarm activities) are used in these pick activities to model FINAL transitions. Every
state in the adaptor behaviour with several incoming or outgoing transitions is encoded
as a new branch of the if activity in the implementation. That branch might contain an
internal pick activity with sequences of communication activities alternated with assign-
ments to update the variables and change the current state of the execution. Adaptors
whose protocol is a global loop beginning with a final state (such as services ServerDoc
and ServerSpec) are modelled as a sequence, therefore every iteration of the global
loop will be a new instantiation of the adaptor. Let us note that the implementation of
the adaptor is constrained by the specifics of the implementation of the services and
the actual BPEL engine. These might avoid the proper implementation and execution
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Fig. 10. Implementation of the adaptor in BPEL

of the adaptor. For instance, BPEL allows bi-directional and blocking invoke activi-
ties and their corresponding receive activities, in some scenarios, these could block the
adaptor and avoid its proper execution. In addition, current BPEL engines do not fully
support BPEL 2.0, for instance, Glassfish 2.1.x does not execute properly BPEL pro-
cesses with two different receive activities of the same operation and partner link. This
restricts even further the implementation of the adaptor.
Example. Figure 9 shows the behaviour of the filtered adaptor corresponding to the run-
ning example, whereas Figure 10 displays a graphical model of part of its implemen-
tation in BPEL. The client interface and the intarfaces of the two servers are located
on the left-hand side and right-hand side of the BPEL implementation, respectively.
This adaptor presents an initial log-in sequence followed by the while activity with a
nested if activity, as previously mentioned. In the first iteration of the loop, the current
state of the adaptor is 2 (see Figure 9), therefore the execution continues through the if
and pick activities on the left-hand side of the loop. We have an onAlarm which finishes
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the session because the client might not perform any request at all. Otherwise, once a
request for a general practitioner is processed, the current state of the adaptor is set to
be 11 and we iterate once more. In the second iteration, we have an analogous structure
for specialists requests in the right-hand side of the loop. In this case, however, the
adaptor can process several of such requests (or none) and, when there are not anymore
requests, the onAlarm activity triggers the end of the session.

4 Concluding Remarks

Building systems by adapting a set of reusable software services whose functional-
ity is accessed through their behavioural interfaces is an error-prone task which can
be supported by assisting developers with the automatic procedures and tools supplied
by model-based software adaptation. In particular, existing works dedicated to model-
based behavioural adaptation are often classified in two families. A first class of existing
works can be referred to as restrictive approaches [3,4,13], and favour the full automa-
tion of the process, trying to solve interoperability issues by pruning the behaviours
that may lead to mismatch, thus restricting the functionality of the services involved.
These techniques are limited since they are not able to fix subtle incompatibilities be-
tween service protocols by remembering and reordering messages and their parameters
when necessary. A second class of solution which can be referred to as generative ap-
proaches [2,6,8] avoid the arbitrary restriction of service behaviour, and supports the
specification of advanced adaptation scenarios. Generative approaches build adaptors
automatically from an abstract specification of how the different mismatch situations
can be solved, often referred to as adaptation contract.

In this paper, we have shown the application of model-based adaptation techniques
for Web services, using a case study on the development of an online medical manage-
ment system to illustrate all the steps of the process. The approach used gathers desir-
able features from existing model-based behavioural adaptation approaches in a single
process. All the steps of the process presented in this paper are fully tool-supported by
a toolbox called ITACA [5], which enables the specification and verification of adapta-
tion contracts, automates the generation of adaptor protocols, and relates our abstract
models with implementation languages.

With respect to the results that we obtained from the application of the approach to
this and other case studies, we were able to assess that there is a remarkable reduction
both in the amount of effort that the developer has to put into building the adaptor,
as well as in the number of errors present in the final result. Since the test cases used
so far for our experiments were of a small-medium size and complexity, we think that
the difficulty of specifying contracts for bigger systems involving dozens of services
would be not manageable by the developers without tool-supported, model-based adap-
tation techniques. This puts forward the importance of providing such support for the
development of service-based systems.

Acknowledgements. This work has been partially supported by the project TIN2008-
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Abstract. Soon after the birth of model checking, the first theoretical
achievements have been reported on the automated verification of quanti-

tative system aspects such as discrete probabilities and continuous time.

These theories have been extended in various dimensions, such as con-

tinuous probabilities, cost constraints, discounting, hybrid phenomena,

and combinations thereof. Due to unremitting improvements of under-

lying algorithms and data structures, together with the availability of

more advanced computing engines, these techniques are nowadays appli-

cable to realistic designs. Powerful software tools allow these techniques

to be applied by non-specialists, and efforts have been made to embed

these techniques into industrial system design processes. Quantitative

verification has a broad application potential — successful applications

in embedded system design, hardware, security, safety-critical software,

schedulability analysis, and systems biology exemplify this. It is fair to

say, that over the years this application area grows rapidly and there

is no sign that this will not continue. This session reports on applying

state-of-the-art quantitative verification techniques and tools to a variety

of industrial case studies.
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Abstract. This article comprehensively surveys the work accomplished
during the past decade on an approach to analyze concurrent systems

qualitatively and quantitatively, by combining functional verification and

performance evaluation. This approach lays its foundations on seman-

tic models, such as Imc (Interactive Markov Chain) and Ipc (Interac-
tive Probabilistic Chain), at the crossroads of concurrency theory and
mathematical statistics. To support the approach, a number of software

tools have been devised and integrated within the Cadp (Construction
and Analysis of Distributed Processes) toolbox. These tools provide var-
ious functionalities, ranging from state space generation (Cæsar and

Exp.Open), state space minimization (Bcg Min and Determinator),

numerical analysis (Bcg Steady and Bcg Transient), to simulation

(Cunctator). Several applications of increasing complexity have been

successfully handled using these tools, namely the Hubble telescope life-

time prediction, performance comparison of mutual exclusion protocols,

the Scsi-2 bus arbitration protocol, the Send/Receive and Barrier prim-

itives of Mpi (Message Passing Interface) implemented on a cache-cohe-
rent multiprocessor architecture, and the xSTream multiprocessor

data-flow architecture for embedded multimedia streaming applications.

1 Introduction

The design of models suited for performance and reliability analysis is challenging
due to complexity and size of the modeled systems, in particular for those with
a high degree of irregularity. Traditional performance models like Markov chains
and queueing networks are not easy to apply for large-sized systems, mainly
because they lack hierarchical composition and abstraction means.

Therefore, various specification formalisms have been proposed, which enable
systems to be modeled in a compositional, hierarchical manner. A prominent
example of such specification formalisms is the class of process algebras, which
provide abstraction mechanisms to treat system components as black boxes,
making their internal implementation details invisible. Among the many process

T. Margaria and B. Steffen (Eds.): ISoLA 2010, Part II, LNCS 6416, pp. 128–142, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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algebras proposed in the literature, Lotos [1] has received much attention, due
to its technical merits and its status of Iso/Iec International Standard. Cadp

(Construction and Analysis of Distributed Processes) is a widespread tool set for
the design and verification of complex systems. Cadp supports, among others,
the process algebra Lotos for specification, and offers various tools for simula-
tion and formal verification, including equivalence checkers (bisimulations) and
model checkers (temporal logics and modal μ-calculus). About a decade ago,
Cadp has been extended with performance evaluation capabilities, based on
the Imc (Interactive Markov Chain) theory [2,3]. More recently, the Imc theory
has been transposed into a discrete-time setting, leading to the Ipc (Interactive
Probabilistic Chain) theory [4]. These theories combine well with the approach
behind Cadp by integrating both, on the one hand, Markov chains and, on the
other hand, classical process algebra and the underlying standard notion of Lts

(Labeled Transition System). Over the years, the performance evaluation branch
of Cadp has gained maturity, new tools have been added, and many applica-
tions have been carried out with the toolbox. This paper provides a survey of
the principal modeling and analysis ingredients, and applications of performance
evaluation with Cadp.

2 The Interactive Markov Chain Model

An Imc (Interactive Markov Chain) [3] is a state-transition graph with a denu-
merable state space, action-labeled transitions, as well as stochastic transitions
(also called Markovian transitions). The latter are labeled with rates of expo-
nential distributions. Actions are ranged over by a and b; the particular action
τ models internal, i.e., unobservable activity, whereas all other actions model
observable activities.

Definition 1 (Interactive Markov Chain). An Imc is a tuple
I = (S,A, −→ , ⇒ , s0) where:

– S is a nonempty set of states with initial state s0 ∈ S,
– A is a set of actions,
– −→ ⊆ S × A × S is a set of interactive transitions, and
– ⇒ ⊆ S × R>0 × S is a set of stochastic transitions.

An Imc is a natural extension of a standard Lts (Labeled Transition System),
as well as of a Ctmc (Continuous-Time Markov Chain): a standard Lts is an
Imc with ⇒ = ∅, while a Ctmc is an Imc with −→ = ∅.
Behavioral interpretation. Roughly speaking, the interpretation of a stochastic

transition s
λ⇒ s′ is that the Imc can switch from state s to s′ within d time

units with probability 1−e−λ·d. The positive real value λ thus uniquely identifies

a negative exponential distribution. For state s, let R(s, s′) =
∑{λ | s

λ⇒ s′}
be the rate to move from s to state s′. If R(s, s′) > 0 for more than one state s′,
a competition between the transitions of s exists, known as the race condition.
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The probability to move from such state s to a particular state s′ within d time
units, i.e., the stochastic transition s ⇒ s′ wins the race, is given by:

R(s, s′)
E(s)

·
(
1 − e−E(s)·d

)
,

where E(s) =
∑

s′∈S R(s, s′) denotes the exit rate of state s. Intuitively, it
states that after a delay of at most d time units (second term), the Imc moves
probabilistically to a direct successor state s′ with discrete branching probability
P(s, s′) = R(s, s′)/E(s).

An internal interactive transition is a τ -labeled interactive transition, also
called τ -transition for short in the sequel, which plays a special role in an Imc.
As a τ -transition is not subject to any interaction, it cannot be delayed. Thus,
τ -transitions can be assumed to take place immediately. Now consider a state
s with both a τ -transition and a stochastic transition. At the precise instant,
when the Imc moves to s, the τ -transition can be taken immediately, but the
probability that the stochastic transition executes immediately is zero. This
justifies that τ -transitions take precedence over stochastic transitions, a property
called the maximal progress assumption.

Definition 2 (IMC parallel composition). Let I1 =(S1,A1, −→1, ⇒1, s0,1)
and I2 = (S2,A2, −→2, ⇒2, s0,2) be Imcs. For a set of actions A such that
τ �∈ A, the parallel composition of I1 and I2 wrt. A is defined by:

I1 ||A I2 = (S1 × S2,A1 ∪ A2, −→ , ⇒ , (s0,1, s0,2))

where −→ and ⇒ are defined as the smallest relations satisfying:

1. s1
a−→1 s′1 and s2

a−→2 s′2 and a ∈ A implies (s1, s2) a−→ (s′1, s
′
2)

2. s1
a−→1 s′1 and a �∈ A implies (s1, s2) a−→ (s′1, s2) for any s2 ∈ S2

3. s2
a−→2 s′2 and a �∈ A implies (s1, s2) a−→ (s1, s

′
2) for any s1 ∈ S1

4. s1
λ⇒1 s′1 implies (s1, s2)

λ⇒ (s′1, s2) for any s2 ∈ S2

5. s2
λ⇒2 s′2 implies (s1, s2)

λ⇒ (s1, s
′
2) for any s1 ∈ S1.

The first three constraints define a Lotos-like parallel composition [1]: actions in
A need to be performed by both Imcs simultaneously (first constraint), whereas
actions not in A are performed autonomously (second and third constraint).
According to the last two constraints, an Imc can delay independently. This
differs from timed models such as timed automata, in which individual processes
typically need to synchronize on the advance of time. Independent delaying is
justified, because whenever two stochastic transitions with rates λ and μ are
competing to be executed, then the remaining delay of the μ-transition after the
λ-transition has been taken is exponentially distributed with rate μ, due to the
memoryless property of exponential distributions.

To compare Imcs, notions of strong and branching bisimulation are used,
which extend the notions defined on standard Lts in a conservative fashion, and
also extend Markov chain lumpability [3]. Both relations are congruences for
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parallel composition and other process algebraic operators. Therefore an Imc in
a parallel composition can be replaced by an equivalent, but possibly smaller
one, while preserving semantics.

Constraint-oriented specification of performance aspects. To evaluate the per-
formance of a system using the Imc approach, one can insert delays — i.e., a
probability distribution approximated arbitrarily closely by a terminating Ctmc

— into the standard Lts of the system. This insertion can be achieved following
the constraint-oriented specification style [5], originally developed to support the
early phases of system design. Put in a nutshell, constraints are viewed as sepa-
rate processes (in our case, Imcs), and parallel composition is used to combine
these constraints much in the same vein as logical conjunction.

To illustrate the constraint-oriented specification style applied to an Imc,
consider an Imc I and let a and b be two successive actions in I. To insert a
delay approximated by a terminating Ctmc Δ with a single final state, construct
an Imc IΔ whose initial state contains a single outgoing transition labeled a to
the initial state of Δ, and whose final state can only be reached from the final
state of Δ by a transition labeled b. The resulting system is then obtained as
I ||{a,b} IΔ.

3 The Interactive Probabilistic Chain Model

An Ipc (Interactive Probabilistic Chain) [4] can be seen as a transposition of the
Imc approach to a discrete time setting. Thus, in this section, we focus on the
differences between the two models. An Ipc is essentially a state-transition graph
with a denumerable state space, action labeled transitions, and probabilistic
transitions. As for an Imc, actions are ranged over by a and b, and the internal
action is denoted τ .

Definition 3 (Interactive Probabilistic Chain). An Ipc is a tuple D =
(S,A, −→ ,�, s0) where:

– S is a nonempty set of states with initial state s0 ∈ S,
– A is a set of actions,
– −→ ⊆ S ×A× S is a set of interactive transitions, and
– � ⊆ S × ]0..1] × S is a set of probabilistic transitions, satisfying for each

state s ∈ S that the sum of probabilities of outgoing probabilistic transitions
is equal to one, i.e., (∀s ∈ S)

∑
s′∈S

∑{p | s p� s′} = 1

Notice that the constraint on probabilistic transitions implies that each state
has at least one outgoing probabilistic transition, which may be a self-loop with
probability one, i.e., a transition of the form s

1� s.
An Ipc is a natural extension of a standard Lts as well as of a Dtmc (Discrete-

Time Markov Chain): a standard Lts is an Ipc with � = ∅, while a Dtmc is
an Ipc with −→ = ∅.
Behavioral interpretation. Executing a probabilistic transition takes exactly
one time step. Any choice between probabilistic transitions is solved according
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to the probability distribution. Self-loops with probability one express the arbi-
trary waiting property [6]: an Ipc may be blocked waiting for a synchronization
that is arbitrarily long (even infinitely) while still letting time advance. As for
an Imc, internal interactive transitions take precedence over probabilistic tran-
sitions following the maximal progress assumption.

The parallel composition of the Ipc model differs from the composition of the
Imc model, because the memoryless property of exponential distributions does
not apply to the Ipc model.

Definition 4 (IPC parallel composition). Let D1 = (S1,A1, −→1,�1, s0,1)
and D2 = (S2,A2, −→2,�2, s0,2) be Ipcs. For a set of actions A such that τ �∈ A,
the parallel composition of D1 and D2 wrt. A is defined by:

D1 ||A D2 = (S1 × S2,A1 ∪A2, −→ ,�, (s0,1, s0,2))

where −→ and � are defined as the smallest relations satisfying:

1. s1
a−→1 s′1 and s2

a−→2 s′2 and a ∈ A implies (s1, s2) a−→ (s′1, s
′
2)

2. s1
a−→1 s′1 and a �∈ A implies (s1, s2) a−→ (s′1, s2) for any s2 ∈ S2

3. s2
a−→2 s′2 and a �∈ A implies (s1, s2) a−→ (s1, s

′
2) for any s1 ∈ S1

4. s1
p1�1 s′1 and s2

p2�2 s′2 implies (s1, s2)
p1p2� (s′1, s′2).

Again, the first three constraints define a Lotos-like parallel composition [1]:
actions in A need to be performed by both Ipcs simultaneously (first constraint),
whereas actions not in A are performed autonomously (second and third con-
straint). Contrary to the Imc model, the last constraint forces Ipcs to synchro-
nize on the advance of time, similar to discrete-timed models. Notice that the
probability of the synchronized transition is precisely the product of the proba-
bilities to take each transition separately.

Strong and branching bisimulations for the Ipc model are defined similar
to the corresponding bisimulations for the Imc model. As for the Imc model,
strong and branching probabilistic bisimulations are congruences wrt. parallel
composition and other operators.

4 CADP Tools for Extended Markovian Models

A key benefit of the Imc/Ipc approach is its compatibility with most existing
process calculi, without requiring syntactic and semantic extensions to handle
stochastic/probabilistic features. Consequently, it is possible to reuse or extend
tools already available in the Cadp toolbox, rather than developing a whole set
of new tools.

In this section, we present the various Cadp tools handling extended Marko-
vian models, i.e., state-transition models that combine features from standard
Lts and discrete-time and continuous-time Markov chains. A number of these
tools (namely Bcg Steady, Bcg Transient, and Determinator [7]) have
been developed specifically to support performance evaluation. Other tools al-
ready existed but were already compatible or have been extended to be com-
patible with the proposed approach. Contrary to most Cadp tools that operate
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on standard Ltss, these tools operate on extended Markovian models, encoded
as probabilistic/stochastic extensions of Ltss. Precisely, an extended Markovian
model is an Lts, where all transition labels must be one of the following, a
representing either an observable action or the internal action τ :

– a rate “λ”, called a stochastic transition, or
– a pair “a; λ” of an action and a rate, called a labeled stochastic transition, or
– a probability “p” with p ∈ [0, 1], called a probabilistic transition, or
– a pair “a; p” of an action and a probability, called a labeled probabilistic

transition, or
– an action “a”, called an interactive transition (also called ordinary transition

in the Cadp documentation).

Note that extended Markovian models are sufficiently general to include Imc,
Ipc, and various other probabilistic1 and stochastic models2. In Cadp, extended
Markovian models are represented explicitly in the Bcg format, or implicitly
using the Open/Cæsar environment [8].

4.1 State Space Generation Using CÆSAR.ADT and CÆSAR

Cæsar.Adt [9] and Cæsar [10,11] are two complementary Lotos to C com-
pilers, the former for the data part, the latter for the behavior part of Lotos.
The C code generated by these compilers is then used by other Cadp tools
for various purposes: simulation, random execution, on-the-fly verification, test
generation, etc. Additionally, Cæsar can generate the Lts corresponding to a
Lotos specification, if of finite size. This Lts is encoded in the Bcg format
and can be verified using bisimulations and/or model checking of μ-calculus or
temporal logic formulas.

A Lotos specification, whose functional correctness has been already verified,
can be enriched with stochastic information as follows: the user must insert in
the Lotos specification, at each place where a Markov delay or a probabilistic
transition should occur, a new Lotos gate λi.

After all gates λi have been inserted in the Lotos specification, Cæsar and
Cæsar.Adt are invoked as usual to generate the corresponding Lts. This Lts is
then turned into an extended Markovian model (still encoded in the Bcg format)
by replacing each transition labeled with λi by a stochastic or probabilistic tran-
sition of known numerical value. This can be achieved using the Bcg Labels

tool of Cadp, which performs hiding and/or renaming on the labels attached
to the transitions of a Bcg file, according to a set of regular expression and
substitution patterns specified by the user.
1 Discrete Time Markov Chains, Discrete Time Markov Reward Models, Alternating

Probabilistic Lts, Discrete Time Markov Decision Processes, Generative Probabilis-

tic Lts, Reactive Probabilistic Lts, Stratified probabilistic Lts.
2 Continuous Time Markov Chains, Continuous Time Markov Reward Models, Con-

tinuous Time Markov Decision Processes, Timed Processes for Performance Models,

Performance Evaluation Process Algebra Models, Extended Markovian Process Al-

gebra Models.
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4.2 Compositional Verification Using EXP.OPEN

Exp.Open [12] is a compositional verification tool for on-the-fly exploration of a
graph corresponding to a network of communicating automata (represented as a
set of Bcg files). These automata are composed together in parallel using either
algebraic operators (as in the Ccs, Csp, Lotos, and μCrl process algebras),
“graphical” operators (as in E-Lotos and Lotos NT), or synchronization vec-
tors (as in the Mec and Fc2 tools). Additional operators are available to hide
and/or rename labels (using regular expressions), to cut certain transitions, and
to give priority of certain transitions over others.

To address state explosion, Exp.Open is equipped with partial order re-
duction techniques that preserve either deadlocks, weak traces, or branching
bisimulation. For an extended Markovian model, Exp.Open uses the maximal
progress property to cut all stochastic transitions in choice with τ -transitions (see
Section 2).

Branching bisimulation (and both its stochastic and probabilistic variants) as
well as trace equivalence, weak trace equivalence, safety equivalence, observa-
tional equivalence, and strong bisimulation are congruences for all Exp.Open

operators except priorities. This is a key property for compositional verifica-
tion, which extends the congruence property mentioned in Section 2 to the more
general network of communicating automata model.

4.3 Bisimulation Reduction Using BCG MIN

The Bcg Min tool enables graph minimization modulo strong bisimulation or
branching bisimulation, extended to the probabilistic and stochastic cases. Thus,
it can be used for functional verification and performance evaluation. Bcg Min

accepts as input three kinds of extended Markovian models, all encoded in the
Bcg graph format:

– either a standard Lts, containing only interactive transitions,
– or a probabilistic model, containing only interactive, probabilistic, or labeled

probabilistic transitions (e.g., an Ipc),
– or a stochastic model, containing only interactive, stochastic, or labeled

stochastic transitions (e.g., an Imc).

A new version 2.0 of Bcg Min implementing a signature-based partition refine-
ment algorithm [13] generalized to stochastic and probabilistic bisimulations has
been released in 2010. This new version brings spectacular performance improve-
ments with respect to the previous version. In particular, the reduction modulo
stochastic and probabilistic bisimulations of a test base consisting of 1335 prob-
abilistic and stochastic models was 540 times faster, and up to 8500 times faster
for one particular model.

4.4 Nondeterminism Elimination Using DETERMINATOR

The Determinator tool [7] eliminates stochastic nondeterminism in extended
Markovian models on the fly. It takes as input an extended Markovian model M
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(encoded in the Bcg graph format) containing probabilistic and/or stochastic
transitions and attempts at translating M to a Ctmc (Continuous Time Markov
Chain), i.e., an Lts (encoded in the Bcg graph format) that contains (labeled)
stochastic transitions only. The aim is therefore to eliminate the interactive and
probabilistic transitions, while keeping the stochastic information present in M.

Because the translation is impossible in the general case, Determinator only
handles models verifying a sufficient condition (well-specified check) [14], which
guarantees that the resulting Ctmc is unique, independently of the way nonde-
terministic choices are resolved. This enables to eliminate the nondeterminism
without modifying the stochastic behavior of the system.

The translation algorithm implemented in Determinator is a variant of
the one presented in [14]. It works on the fly using the functionalities of the
Open/Cæsar environment [8].

Although the Bcg Min tool also enables, in some way, to eliminate nondeter-
minism (by doing more general reductions based on the concept of lumpability),
it differs from Determinator: Bcg Min does not handle the case of Lts con-
taining both probabilistic and stochastic transitions and it does not eliminate
interactive transitions.

4.5 Numerical Analysis Using BCG STEADY and
BCG TRANSIENT

The Bcg Steady and Bcg Transient tools take as input a Ctmc (Continu-
ous Time Markov Chain), a Dtmc (Discrete Time Markov Chain), or even any
extended Markovian model without interactive transitions meeting the restric-
tions detailed on the respective manual pages3. The input model is represented
internally as a (sparse) matrix indexed by states that is used by numerical algo-
rithms for performance evaluation:

– Bcg Steady computes, for each state s, the probability to be in s on the
long run, i.e., in the equilibrium or “steady state”. These probabilities are
computed iteratively using a Gauss-Seidel algorithm [15].

– Bcg Transient computes, for each state s and for each time instant t in
a discrete set provided by the user, the probability to be in s at instant t.
This computation uses the uniformization algorithm [16,15] and the Fox-
Glynn [17] method to approximate Poisson probabilities.

Based on the computed probabilities, Bcg Steady and Bcg Transient can
also compute the corresponding transition throughputs, i.e., the average number
of transition executions per time unit. These measures can provide important
high-level information to assess the system performance, reliability or produc-
tivity, such as operation latencies (see Section 6).

Bcg Steady and Bcg Transient generate output in the standard Csv

(Comma Separated Values) format used by mainstream data processing tools,
including Excel and Gnuplot.
3 Available at http://vasy.inria.fr/cadp/man/bcg_steady.html and

http://vasy.inria.fr/cadp/man/bcg_transient.html

http://vasy.inria.fr/cadp/man/bcg_steady.html
http://vasy.inria.fr/cadp/man/bcg_transient.html
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The Bcg Min (see Section 4.3) and Determinator (see Section 4.4) tools
might be required to determinize an extended Markovian model to be given as
input to Bcg Steady or Bcg Transient.

4.6 On-the-Fly Steady-State Simulation Using CUNCTATOR

Cunctator is an on-the-fly steady-state simulator for stochastic models. It
takes an extended Markovian model (represented using the Open/Cæsar en-
vironment) as input, applies any user-defined hiding and renaming operations,
and explores a random execution sequence on the fly. Exploration is aborted
whenever an observable interactive transition or a probabilistic transition is en-
countered. During the exploration, the tool sums up the virtual time elapsed in
the states, determined according to the rates of their outgoing stochastic tran-
sitions. The simulation terminates when either the virtual time, or the length of
the simulation sequence (number of transitions) reaches a maximum value spec-
ified by the user. Upon termination, the throughputs of the labeled stochastic
transitions of interest are displayed, together with additional information (num-
ber of τ -transitions encountered, presence of nondeterminism, etc.). The context
reached at the end of a simulation can be saved in order to restart subsequent
simulations from this context. This mechanism is useful for implementing con-
vergence criteria (e.g., based on confidence intervals) by allowing to perform in
linear time a series of increasingly long simulations, each one being the prefix of
the subsequent ones.

When a nondeterministic state (with at least two outgoing τ -transitions) is
reached, Cunctator explores one of the outgoing τ -transitions. The choice of
this transition can be made currently according to three scheduling policies: the
first τ -transition encountered, the last one, or a randomly chosen one. When a
simulation has encountered nondeterministic states, the user has the possibility
of launching other simulations using different scheduling policies in order to
obtain more insight about the stochastic behavior of the model.

Cunctator stores in memory only the last state of the simulation se-
quence, thus consuming only a small amount of memory, independent from the
length of the simulation sequence and from the size of the Ctmc. Compared to
Bcg Steady, which computes exact throughputs in a Ctmc represented as a
Bcg file, Cunctator consumes less memory but may require a longer execution
time in order to achieve the same accuracy.

5 Additional Tools for Interactive Probabilistic Chains

To support the Ipc model, we took advantage of the open architecture of Cadp

and prototyped additional tools (4, 900 lines of C code) that are not yet inte-
grated into Cadp. Together with Cadp, these tools support the compositional
construction of an Ipc (following a constraint oriented style) and the computa-
tion of latency distributions.
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Parallel composition of IPCs. Because the parallel composition of Lotos and
those supported by Exp.Open are incompatible with the parallel composition
of the Ipc model, a different parallel composition is required.

The Ipc Compose tool takes as input a network of communicating Ipcs
(represented as a set of Bcg files, composed in parallel using Lotos parallel
compositions) and produces the corresponding Ipc.

Constraint oriented delay insertion. Ideally, one would like to use Ipc Compose

to insert delays into an Lts, following an approach similar to the constraint-
oriented style supported by Cadp for the Imc model. Unfortunately, this ap-
proach may lead to non-determinism in the case a choice between two actions
depends whether a delay has elapsed or not, because in the Ipc model, delays
in two concurrent processes may expire at exactly the same time instant. No-
tice that this cannot happen in an Imc model, because the probability for two
exponential distributions to expire at the same time is zero.

Thus, we developed the Ipc Insert tool, which takes as input an Lts (rep-
resented as a Bcg file) and a probabilistic distribution for a single delay (also
represented as a Bcg file) and produces the corresponding Ipc.

In practice, the Ipc of a complete system is obtained by first generating the
Lts of each sequential interacting subcomponent, then inserting delays into these
components (using Ipc Insert), and finally computing their parallel composi-
tion (using Ipc Compose).

Computation of latency distributions. The Ipc Distribution tool takes as in-
put a deterministic Ipc and two actions a and b and computes the long-run
average probability distribution of the latency between a and b [4].

6 Applications

In this Section, we report about five case studies that have been tackled using
the proposed methodology and its associated tools.

6.1 The Hubble Telescope Lifetime

The first case study with the performance evaluation tools provided by Cadp

was the Hubble space telescope example described in [18].
A 50-line Lotos specification was developed for this example; it consists of

seven concurrent processes: one controller process and one process for each of
the six Hubble stabilizing units (i.e., gyroscopes that may fail as time elapses).
This Lotos specification is parameterized by three constants λ, μ, and ν repre-
senting the average lifetime of a gyroscope, the time needed to stop all Hubble
equipments and the time needed to replace all gyroscopes.

Using the Cæsar and Cæsar.Adt compilers, an Lts (877 states, 3341 transi-
tions) was generated; this Lts was then turned into an Imc by replacing by their
actual values the λ, μ, and ν parameters present in the transition labels. Then,
the Bcg Min tool was used to minimize this Imc modulo stochastic branching
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minimization, leading to a Ctmc (9 states, 12 transitions) that is small enough
to be verified visually. Finally, the Bcg Transient tool was used to compute
failure probabilities at various time instants, thus giving an estimation of the
Hubble telescope lifetime.

6.2 Mutual Exclusion Protocols

Recently, several mutual exclusion protocols for shared memory computers have
been analyzed using Cadp [19]. These protocols are an essential building block
of concurrent systems, required whenever a shared resource has to be protected
against concurrent non-atomic accesses.

For a system with two processes communicating through up to seven shared
variables, 24 mutual exclusion protocols have been described in Lotos NT and
translated automatically into Lotos. The Lts of each protocol was transformed
into an Imc (from 89 states and 130 transitions up to 31, 222 states and 43, 196
transitions), which was then reduced using Bcg Min. Finally, the throughput
of the accesses to the shared resource was computed using Bcg Steady.

Besides comparing the performance of the various protocols, this study gave
insight about the performance impact of changing the rates for accessing the
shared resource. The results corroborate functional properties, in particular
asymmetric behavior, i.e., overtaking of one process by the other.

6.3 The SCSI-2 Bus Arbitration Protocol

Another case study [20] with the performance evaluation tools of Cadp was a
storage system developed by Bull in the early 90’s. This system consisted of a
disk controller and (at most) seven disks connected by a Scsi-2 (Small Com-
puter System Interface) bus. During the testing phase, Bull engineers discovered
potential starvation problems for disks having a smaller Scsi number than the
disk controller.

The storage system was formally described in Lotos, and it was found that
the multiway rendezvous of Lotos was most appropriate to model the Scsi-2
bus arbitration protocol concisely. This Lotos description was submitted to
model checking verification using Cadp enabling to reproduce the starvation
problem automatically.

Then, the Lotos description was turned into a performance model by insert-
ing at various places two stochastic delays λ (load stress imposed on the disk
controller) and μ (average time for a disk to service a transfer request) and by
adding an auxiliary Lotos process modeling a phase-type distribution (Erlang
law with parameter ν) between two Scsi-2 bus arbitration periods.

The corresponding Lts was generated using Cæsar.Adt and Cæsar, and
then minimized using Bcg Min modulo branching bisimulation after hiding
and/or renaming actions unrelated to performance. Due to the use of compo-
sitional state space generation techniques, state space explosion does not occur
(the largest automaton produced has 56,169 states and 154,752 transitions only).
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Then, the λ, μ, and ν parameters were replaced with a series of numerical con-
stants; for each instantiation, the Imc obtained was minimized using Bcg Min

modulo stochastic branching bisimulation, yielding a Ctmc in which nondeter-
minism had vanished; finally, the Bcg Steady tool was applied to each such
Ctmc to compute the equilibrium (steady-state) probabilities for each state, as
well as throughputs for relevant actions, enabling a precise study of unfairness
in the Scsi-2 system under heavy load.

6.4 The MPI Send/Receive and Barrier Primitives

In the context of the Multival project together with Bull, we studied an im-
plementation of Mpi (Message Passing Interface) to be run on Fame2 (Flexible
Architecture for Multiple Environments), a Cc-Numa multiprocessor architec-
ture developed at Bull for teraflop mainframes and petaflop computing.

In a first study [21] we focused on the ping-pong Mpi benchmark, with the goal
of estimating the latency of send/receive primitives on Fame2 machines. Several
configurations of the benchmark were specified in Lotos, by considering three
interconnection topologies, two implementations of the send/receive primitives
SR1 and SR2 (based on linked lists with locks and on lock-free buffers) and two
cache coherency protocols A and B (in which a variable written by a process
becomes either owned by that process, or shared between that process and the
previous owner). The performance analysis was carried out by extending the
Lotos specification with exponential distributions and applying the Bcg Min,
Determinator, and Bcg Steady tools of Cadp to compute the send/receive
latency. The computed latencies were close (down to 9% of difference) to the
experimental measures, even for the relatively simple model considered. This
analysis also enabled to estimate the number of cache misses corresponding to
each instruction, showing that the most efficient configuration is given by the
SR2 send/receive implementation and the cache coherency protocol A.

We applied the same approach to study five protocols implementing the bar-
rier primitive of Mpi (centralized, combining, tournament, dissemination, and
tree-based). Using Exp.Open, the final Markov chain was generated composi-
tionally for the centralized barrier with six processes and the tree-based bar-
rier with four processes, and computed the latencies of barrier traversals using
Bcg Steady. The remaining protocols, which have prohibitively large state
spaces, were analyzed by simulation using Cunctator with the confidence in-
terval criterion for convergence (automated using the save/restore mechanism),
for configurations containing up to four processes. The throughputs obtained by
simulation were close (less than 5%) to those computed by Bcg Steady.

6.5 The xSTream Data-Flow Architecture

In the context of the Multival project together with StMicroelectronics, we
studied xSTream, a multiprocessor data-flow architecture for high performance
embedded multimedia streaming applications. In this architecture, computation
nodes (e.g., filters) communicate using xSTream queues connected by a Noc
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(Network on Chip). An xSTream queue generalizes a bounded Fifo queue in
two ways: it provides additional primitives (such as peek to consult items in the
middle of the queue, which is not possible with the standard push/pop primitives
of Fifo queues), and a backlog (extra memory) to allow the increase of the queue
size when the queue overflows.

Our performance evaluation study [4] aimed at predicting throughput and
latency of communication between xSTream queues. For us, a key challenge is to
combine probabilistic/stochastic information (e.g., the rates at which xSTream

applications push and pop elements in and out of the queues) with precise timing
information (e.g., memory access time). We studied the performance impact of
the flow-control protocol, which ensures that every message emitted into the
Noc can be received, i.e., leave the Noc. By enriching a functional Lotos

model with probabilistic delays, we compositionally constructed an Ipc of a
system of two data streams sharing the Noc (3205 states and 4630 transitions;
before hiding and minimization, the Ipc contained 539,302 states and 1,412,168
transitions, and the largest intermediate Ipc contained 46,940,161 states and
198,490,980 transitions). The performance measures obtained with the prototype
tools presented in Section 5 justified the relevance of the flow-control protocol.
On the one hand, without the flow-control protocol, increasing the latency of
one stream also increases the latency of the other stream, because the slow
stream might fill the buffers in the Noc (functional verification even showed the
possibility of a deadlock for particular kinds of applications). On the other hand,
with the flow-control protocol, increasing the latency of one stream even reduces
the latency of the other stream.

7 Conclusion and Future Work

This paper has given a survey of foundations, methodology, tool components,
and applications of the Cadp approach to compositional performance evaluation.
The Ipc and the Imc models have very close conceptual roots, and one can view
an Ipc as a clock-ticked version of an Imc and, vice versa, one can view an Imc

as the continuous time limit of an Ipc, with clock intervals tending to zero. A
recent proposal [22] introduces a model that integrates both worlds in one, and
develops the basic compositional theory, along the lines of Imc for this model.
It is interesting to see how the available tool support can be extended to this
setting.

Recent applications of Cadp in large industrial projects are very promising,
but are also fostering the development of new and improved analysis support.
This opens two challenging directions. First of all, the Cunctator tool opens
an analysis avenue, based on discrete-event simulation, that does not suffer from
the state space explosion, is straightforward to parallelize, and can support dis-
tributions that are not restricted by the Markov property. We are exploring this
avenue in relation to discrete-event simulation activities revolving around the
Modest language and tool [23].
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The analysis performed with Cadp is an instance of the general theme of
combining performance evaluation and model checking [24]. An interesting re-
search direction concerns recent advances in model checking a general Imc. So
far, Imc analysis with Cadp is limited to cases where the branching bisimula-
tion quotient — obtained with Bcg Min — is free of nondeterminism. With the
advances reported in [25] this restriction is — at least in principle — obsolete,
but an implementation of this technique inside Cadp is still to be done.
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Interconnection, Genève (September 1989)

2. Hermanns, H., Katoen, J.P.: Automated compositional Markov chain generation

for a plain-old telephone system. Science of Computer Programming 36(1), 97–127

(2000)

3. Hermanns, H.: Interactive Markov Chains. LNCS, vol. 2428. Springer, Heidelberg

(2002)

4. Coste, N., Hermanns, H., Lantreibecq, E., Serwe, W.: Towards performance pre-

diction of compositional models in industrial gals designs. In: Bouajjani, A., Maler,

O. (eds.) Computer Aided Verification. LNCS, vol. 5643, pp. 204–218. Springer,

Heidelberg (2009)

5. Vissers, C.A., Scollo, G., van Sinderen, M., Brinksma, E.: Specification styles in

distributed systems design and verification. Theoretical Computer Science 89(1),

179–206 (1991)

6. Hansson, H.A.: Time and Probability in Formal Design of Distributed Systems.

Elsevier Science Inc., Amsterdam (1994)

7. Hermanns, H., Joubert, C.: A set of performance and dependability analysis compo-

nents for CADP. In: Garavel, H., Hatcliff, J. (eds.) TACAS 2003. LNCS, vol. 2619,

pp. 425–430. Springer, Heidelberg (2003)

8. Garavel, H.: Open/Cæsar: An open software architecture for verification, simula-

tion, and testing. In: Steffen, B. (ed.) TACAS 1998. LNCS, vol. 1384, pp. 68–84.

Springer, Heidelberg (1998)

9. Garavel, H.: Compilation of LOTOS abstract data types. In: Vuong, S.T. (ed.)

Proceedings of the 2nd International Conference on Formal Description Techniques

FORTE 1989, Vancouver B.C., Canada, pp. 147–162. North Holland, Amsterdam

(December 1989)

10. Garavel, H., Sifakis, J.: Compilation and verification of LOTOS specifications. In:

Logrippo, L., Probert, R.L., Ural, H. (eds.) Proceedings of the 10th International

Symposium on Protocol Specification, Testing and Verification, Ottawa, Canada.

IFIP, pp. 379–394. North Holland, Amsterdam (June 1990)

11. Garavel, H., Serwe, W.: State space reduction for process algebra specifications.

Theoretical Computer Science 351(2), 131–145 (2006)

12. Lang, F.: Exp.open 2.0: A flexible tool integrating partial order, compositional,

and on-the-fly verification methods. In: Romijn, J.M.T., Smith, G.P., van de Pol,

J. (eds.) IFM 2005. LNCS, vol. 3771, pp. 70–88. Springer, Heidelberg (2005)

13. Blom, S., Orzan, S.: Distributed state space minimization. Springer International

Journal on Software Tools for Technology Transfer (STTT) 7(3), 280–291 (2005)



142 N. Coste et al.

14. Deavours, D.D., Sanders, W.H.: An efficient well-specified check. In: Proceedings

of the 8th International Workshop on Petri Nets and Performance Models PNPM

1999, Zaragoza, Spain, pp. 124–133. IEEE Press, Los Alamitos (1999)

15. Stewart, W.J.: Introduction to the Numerical Solution of Markov Chains. Princeton

University Press, Princeton (1994)

16. Jensen, A.: Markov chains as an aid in the study of markov processes. Skand.

Aktuarietidskrift 3, 87–91 (1953)

17. Fox, B.L., Glynn, P.W.: Computing Poisson probabilities. Communications of the

ACM 31(4), 440–445 (1987)

18. Hermanns, H.: Construction and verification of performance and reliability models.

Bulletin of the EATCS 74, 135–154 (2001)

19. Mateescu, R., Serwe, W.: A study of shared-memory mutual exclusion protocols

using CADP. In: Kowalewski, S., Roveri, M. (eds.) FMICS 2010. LNCS, vol. 6371,

pp. 180–197. Springer, Heidelberg (2010)

20. Garavel, H., Hermanns, H.: On combining functional verification and performance

evaluation using CADP. In: Eriksson, L.-H., Lindsay, P.A. (eds.) FME 2002. LNCS,

vol. 2391, pp. 410–429. Springer, Heidelberg (2002)

21. Chehaibar, G., Zidouni, M., Mateescu, R.: Modeling multiprocessor cache protocol

impact on mpi performance. In: Proceedings of the 2009 IEEE International Work-

shop on Quantitative Evaluation of Large-Scale Systems and Technologies QuEST

2009, Bradford, UK. IEEE Computer Society Press, Los Alamitos (2009)

22. Eisentraut, C., Hermanns, H., Zhang, L.: On probabilistic automata in continuous

time. In: Proceedings of the 25th Annual IEEE Symposium on Logic in Computer

Science, LICS 2010. IEEE Computer Society, Los Alamitos (2010)

23. Bohnenkamp, H.C., D’Argenio, P.R., Hermanns, H., Katoen, J.P.: MoDeST: A

compositional modeling formalism for hard and softly timed systems. IEEE Trans-

actions on Software Engineering 32(10), 812–830 (2006)

24. Baier, C., Haverkort, B., Hermanns, H., Katoen, J.P.: Performance evaluation and

model checking join forces. Communications of the ACM 53(9), 76–85 (2010)
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Abstract. Dynamic system adaptation is modeled in the coordination

language Paradigm as coordination of collaborating components. A spe-

cial component McPal allows for addition of new behavior, of new con-

straints and of new control in view of a new collaboration. McPal gradually

adapts the system dynamics. It is shown that the approach also applies to

the probabilistic setting. For a client-server example, where McPal adds,

step-by-step, probabilistic behavior to deterministic components, precise

modeling of changing system dynamics is achieved. This modeling of the

transient behavior, spanning the complete migration range from as-is col-

laboration to to-be collaboration, serves as a stepping stone to quantita-

tive analysis of the system during adaptation.

1 Introduction

Many systems today are affected while running by changes in their operational
environment, while they cannot be shutdown to be updated and restarted again.
Instead, dynamic adaptive systems must be able to manage adaptation steps on-
the-fly to accommodate a new plan. Dynamic adaptive systems usually consist of
interactive components, architecturally organized. However, system adaptation
requires proper coordination. A carefully chosen coordination should guarantee
that, during the adaptation, the system functionality is neither interrupted nor
disturbed, and non-functional quantities, though possibly changing, should not
exceed allowed bounds.

The coordination language Paradigm has been shown suitable to model dy-
namic adaptation [11,2] without the need of quiescence, i.e. no component has
to be isolated from the system before being changed. In Paradigm, a system ar-
chitecture is organized along specific collaboration dimensions, called partitions.
A partition of a component specifies various phases the component goes through
when a protocol is executed. Phases are temporarily valid constraints on ongoing
component behaviour. In the protocol, at a higher layer in the architecture, the
component participates via its role, an abstract representation of the phases. A
protocol coordinates the phase transfers for the components involved. Progress
within a phase is completely local to the component. In fact, the use of phase
transfer instead of state transfer, where phases allow components to pursue their
local dynamics, is the key concept of Paradigm. This makes it possible to model
architectural changes and, at the same time, to model behavioural changes per
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component and per collaboration. In [4] an encoding of Paradigm models for the
mCRL2 model checker is presented. The connection is exploited in [2]: (i) to
verify that the system under adaptation indeed migrates from original to new
behaviour; (ii) to perform a qualitative analysis of the adaptation itself. Such a
formal analysis is relevant for detecting conflicts and revealing inconsistencies,
in particular in case of multiple, simultaneous adaptation, guided by different
change managers.

In this paper we extend the approach of modeling system adaptation with
Paradigm and subsequent model checking of transitional properties and invari-
ants by considering Markov decision processes (MDPs) instead of state-transition
diagrams (STDs). We revisit our example of a critical section problem with four
clients and one server. Thus, following Paradigm’s methodology, the source and
target behaviours are modeled as collaborative MDPs, which are STDs in the
degenerate case. An adaptation strategy is given as well. Starting from determin-
istic round-robin servicing we aim to evolve to a client-to-serve selection based on
a probability distribution. By guiding components phase by phase, probabilis-
tic behavior is added gradually to deterministic components. They smoothly
migrate from the source model to the target model. As mCRL2 does not al-
low probabilities, we now encode the whole adaptation trajectory in Prism [12].
The Prism specification consists of several modules, one for each client compo-
nent and one for the server component. Within each module, both the detailed
behaviour of the component is captured as well as the more global phase con-
straints and transfers. In fact, dynamic constraints, essential in Paradigm for
the coordination of collaboration, can straightforwardly be specified with Prism
via guards. So-called consistency rules that enforce multi-party synchronization
in Paradigm at the level of phases, are distributively encoded by reactive com-
mands sharing a label. Here, the specification language of the model checker
fits hand in glove with the component interaction mechanism of Paradigm. We
were able to generate a complete model of the dynamic adaptation, on which
further qualitative and quantitative analysis on the transitional behaviour of the
system is conducted. For instance, it is possible to guarantee mutual exclusion
during adaptation. As for the quantitative properties it is, for instance, possible
to compute the expected time needed for the system to migrate and to calculate
the maximal waiting time for service during migration.

Related work. Most of the existing approaches, [8,6,9,16] to mention a few
of them, focus on adaptive software architectures, where functionalities, consid-
ered as black boxes, are connected via ports. Following [13], new behavior is
introduced by replacing an existing component by a new version. However, a
component can only be removed if it is quiet and all affected components are
passive. Thus, the actual adaptation is mainly achieved by reorganizing the ar-
chitecture. [1] and [15] are the first efforts to analyze system adaptation with
model checking.

Though recognized as an important issue and challenge [14], formal analysis
of transitional behaviour of dynamic adaptive systems has triggered attention
only recently. The approach of [18,19] is closest to ours: Cheng et al. manage to
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model and formally analyse behavioural adaptation through weakening the need
for quiescence. Their formal modeling uses Petri Nets and automata. In this way,
functional properties expressed in an LTL-based logic, can be formally verified.
A drawback is that different adaptation trajectories cannot be combined in a
single model; also, adaptation is not being coordinated. In none of the approaches
mentioned quantitative analysis is addressed.

To the best of our knowledge, none of the existing approaches supports mod-
eling and property analysis of dynamic graceful adaptation without quiescence,
neither qualitative nor quantitative. However, for simple value adaptation, as
for instance in [17], service reconfiguration is addressed using quality descrip-
tion parameters to determine potential target configurations. The supporting
verification framework includes a model checker, e.g., to verify reachability of
configurations. The AADL modeling language of [7] supports dynamic reconfig-
uration of component connections. The language is rather expressive, allowing to
specify timed, stochastic as well as hybrid systems. It is supported by a verifica-
tion environment, including MRMC for model checking quantitative properties.

Organization of the paper. Section 2 introduces Paradigm by example, dis-
cussing the central notions for the deterministic version of the client-server sys-
tem. A probabilistic service policy is modeled in Section 3, the migration from
round-robin to probabilistic service is covered in Section 4. The encoding in
Prism and further analysis of the adaptation are discussed in Section 5. The last
section wraps up with conclusions and future work.

2 As-Is Situation: Deterministic Round Robin Service

This section presents a first variant of a Client-Server system: one Server compo-
nent and four Client components, with merely deterministic behaviour. The five
components collaborate on the basis of a round robin scheme. We shall refer to
this variant as as-is.

Coordination language Paradigm can specify coordination solutions for fore-
seen as-is collaborations [3,5,4], for originally unforeseen to-be collaborations as
well as for migration, i.e. ongoing but smoothly changing collaboration during
adaptation from as-is to to-be [2,11]. To explain how, we first look briefly at
Paradigm’s coordination specification through the example of the Client-Server
system. Second and briefly too, we introduce Paradigm’s special component
McPal, not influencing the system at all (as yet), but present in view of later
system migration. The references give more technical background.

Paradigm has five basic notions: STD, phase, (connecting) trap, role and
consistency rule. (Definitions are in [5,3], semantics in [5].) Figure 1 visualizes
four of the notions for the Clients of the as-is system. Component behaviour is
specified by STDs, state-transition diagrams. Figure 1a gives the STD for each
Client component, in UML style. It says, Clienti starts in state Out and has
cyclic behaviour, forever visiting its five states by subsequently taking actions
enter, choose, explain, thank, leave. The idea is, by being in state Busy, a Client
should exclusively occupy the one Server. In a nut-shell, this requirement lies
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Fig. 1. (a) Clienti STDs, (b) their CS role dynamics by (c) phase/trap constraints

at the basis of the critical section collaboration (CS) of the as-is system. The
CS collaboration should provide suitable, simultaneous constraints on the Client
behaviours, such that (i) never two or more Clients are in Busy at the same time;
(ii) after arrival in Waiting, permission to visit Busy will be given sooner or later,
as by being in Waiting a Client is asking for the permission.

Within Paradigm, a component participating in a collaboration does not con-
tribute to the collaboration via its STD behaviour directly. Instead, the compo-
nent contributes via a so-called role, being a different STD for the component,
exhibited at a more global level. Figure 1b specifies role Clienti(CS) that Clienti
contributes to the CS collaboration. States of role Clienti(CS) are so-called phases
of the Clienti STD (Figure 1c): temporarily valid behavioural constraints imposed
on the STD Clienti. Any current role state (phase) has as semantics: it keeps the
behaviour of the STD it is a role of, constrained to that phase. Figure 1b and,
correspondingly, Figure 1c mention three phases: Without, Checked, With. Here,
Without prohibits a Client to be in Busy; With permits a Client to enter and to
leave Busy once; Checked is an interrupted form of Without, to see whether a
Client asks permission for entering Busy. In Figure 1c each phase is addition-
ally decorated with one or more polygons, each polygon grouping states of that
phase into a set. Polygons visualize so-called traps : a trap, as set of states, once
entered, cannot be left as long as the phase remains the current role state. A
trap serves as a guard for a phase transfer. Therefore, traps label transitions in
a role STD, cf. Figure 1b. If all states in a trap serve as starting states of the
next phase, the trap is called connecting from the one phase to the next.

Thus, role Clienti(CS) behaviour, Figure 1b, expresses possible sequences of
phase transfers: the phase transfer from Without to Checked is generally possi-
ble, as trap triv is always connecting from Without to Checked; the step from
Checked to With is only possible if connecting trap request has been entered,
which means, if Clienti asks the permission in state Waiting; otherwise, via con-
necting trap notYet, the phase transfer is from Checked back to Without; the
phase transfer from With to Without is only possible after connecting trap done
has been entered.

The STD of the Server is visualized in Figure 2a. The idea of Server is, (i) being
in state Checkingi means, Clienti behaviour is kept within phase Checked while
the other Clients are being kept within phase Without; (ii) being in state Helpingi

means, Clienti behaviour is kept within phase With while the other Clients are
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Fig. 2. STDs (a) Server and (b) McPal; the latter in Hibernating form only

being kept within phase Without. Note Server’s round robin strategy in address-
ing the next Clienti+1, after having checked and possibly even helped Clienti.

In view of possible adaptation, the additional STD McPal, acting as an adap-
tation change conductor, is in place in its so-called hibernating form, visual-
ized in Figure 2b. The idea is, as long as adaptation is not triggered, McPal is
as yet interfering neither with Clients and Server nor with their collaboration.
In particular, from Figure 2b we see McPal, starting in Observing, can go as
far as StartMigr. But without interfering with itself, it can neither reach state
Content nor return to state Observing. So the next idea is, once McPal has reached
StartMigr it still has not started whatever adaptation of the as-is system, but
by then it just-in-time has prepared such later migration through taking its last
step giveOut, thus updating the specification of the original Paradigm model; to
that aim the model specification is stored in McPal’s local variable Crs. This is
reflectivity of Paradigm models: a model contains its own specification and it
can update it.

(a)

(b)

(c)

(d)

(e)

(f)

Clienti(Evol)

AsIs AsIs

AsIs

McPal(Evol)Server(Evol)

AsIs Hibernating

Hibernating

prepared

triv
triv

Fig. 3. Evol phases and roles: Clienti, Server, McPal

Moreover, in view of whatever possible change McPal might wish to exert on the
STDs Server, Clients and McPal itself, each such STD has an Evol role that does
not restrict their dynamics at all, as yet, see Figure 3. Note that each Evol role
comprises exactly one state (and no steps).

To formulate a coordination solution for a collaboration in terms of constraints
specified earlier, single steps from different roles, are synchronized into one pro-
tocol step. A protocol step can be coupled with one detailed step of a so-called
conductor component. Also, variables local to the conductor can be updated.
It is through a consistency rule, Paradigm specifies a protocol step: (i) at the
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left-hand side of an asterisk ∗ the one conductor step is given, if relevant; (ii) the
right-hand side lists the role steps being synchronized; (iii) optionally, a change
clause can be given for updating variables, in particular the variable Crs con-
taining the full model specification including the consistency rules, cf. [11]. A
consistency rule with a conductor step is called an orchestration step, a consis-
tency rule without it is called a choreography step.

The consistency rules for the orchestration of the Clienti(CS) roles, conducted
by Server, are given by the first three rules below. Rule (1) says, if STD Server
is in Checkingi and if role Clienti(CS) is in Checked and trap request of Checked
has been entered, then Server can take step grant, thereby enforcing Clienti(CS)
to take step request synchronously. Similarly, rule (2) synchronously couples
Server’s step proceed from Checkingi to Checkingi+1 with Clienti(CS)’s role step
notYet from Checked to Without as well as with Clienti+1(CS)’s role step triv from
Without to Checked. Etc.

Server : Checkingi
grant−−−→ Helpingi ∗ Clienti(CS) : Checked

request−−−−→ With (1)

Server : Checkingi
pass−−→ Checkingi+1 ∗ (2)

Clienti(CS) : Checked
notYet−−−−→ Without, Clienti+1(CS) : Without

triv−−→ Checked

Server : Helpingi
proceed−−−−−→ Checkingi+1 ∗ (3)

Clienti(CS) : With
done−−−→ Without, Clienti+1(CS) : Without

triv−−→ Checked

McPal : JITting
giveOut−−−−−→ StartMigr ∗ McPal : [ Crs : = Crs + Crsmigr + CrstoBe ] (4)

McPal : Content
cleanUp−−−−−→ Observing ∗ McPal : [ Crs : = CrstoBe ] (5)

Please note, McPal is not involved in any coordination at all, rules (4) and (5), as
no role steps are coupled with its non-role steps. But it prepares such migration
coordination when going to state StartMigr (4): by extending the specification
of the as-is coordination with the coordination for the adaptation as well as for
the to-be situation. The specification’s extension is being compensated (later)
by McPal’s step cleanUp when returning to Observing (5): by reducing the coor-
dination specification to the to-be situation only.

3 To-Be Situation: Stationary Probabilistic Service

In this section we indicate, by example only, how Paradigm models can be en-
dowed with probabilistic transitions. Thus, our STDs become Markov decision
processes. For the probabilistic example we again consider a collaboration be-
tween four Client STDs and a Server STD. Moreover, in view of the adaption we
want to discuss later, these probabilistic STDs will figure as to-be versions of
the original non-probabilistic STD versions discussed in Section 2.

The STD of the Clienti in its new to-be form, see Figure 4a, has a new action
goOn, replacing action leave. As one can see, the probabilistic transition labeled
with action goOn points to two target states, to state Out, with probability q1

and to state Nosing with probability q2. Note q1, q2 ≥ 0. As there are no other
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Fig. 4. STDs (a) Clienti to-be, (b) Server to-be

target states, we have q1 +q2 = 1. Graphically, the two arrows, leaving the same
state and referred to by the same action, are shackled by a (blue) dashed line.

The to-be form of process Server has changed rather more drastically, see
Figure 4b. In the new state Idle there is one action grant available with four
probabilistic outcomes: the four arrows are from Idle to the four states Helpingi

and have probabilities p1, p2, p3, p4 ≥ 0, respectively, p1 + p2 + p3 + p4 = 1. The
idea of Server is, in Idle it serves no Client at all, and in Helpingi it serves Clienti
exclusively. As the probability to go to Helpingi is always the same, although
possible different fo each i, this kind of service strategy is called a stationary
probabilistic service.

(a) (b)
Disallowed Allowed

triv

done

Clienti(CS)

AllowedDisallowed

donetriv

Fig. 5. Clienti to-be: (a) phases and traps, for (b) role Clienti(CS)

The to-be role Clienti(CS) as given in Figure 5 differs from the as-is role in
Figure 1 in two points. (i) The new versions of phases Without and With are
called Disallowed and Allowed respectively, as in the to-be situation they have to
contain action goOn instead of leave. (ii) For phase Checked there is no to-be
version, as granting service to any Clienti is done independently from Clienti
asking for it. As a consequence, the service turn should terminate immediately
if Clienti doesn’t need it right then. And indeed it does, as trap done of phase
Allowed is entered exactly when phase Allowed gets imposed: process Clienti is in
one of the states of trap done already because it did not yet request for the service
turn. Please note, this is mimicked in the Server behaviour by the probabilistic
transition grant leading from Idle immediately to state Helpingi.

The consistency rules for the orchestration of the to-be Clienti(CS) roles, con-
ducted by the to-be Server, are as follows.
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p1 · [ Server : Idle
grant−−−→ Helping1 ∗ Client1(CS) : Disallowed

triv−−→ Allowed ] ⊕ (6)

p2 · [ Server : Idle
grant−−−→ Helping2 ∗ Client2(CS) : Disallowed

triv−−→ Allowed ] ⊕
p3 · [ Server : Idle

grant−−−→ Helping3 ∗ Client3(CS) : Disallowed
triv−−→ Allowed ] ⊕

p4 · [ Server : Idle
grant−−−→ Helping4 ∗ Client4(CS) : Disallowed

triv−−→ Allowed ]

Server : Helpingi
proceed−−−−−→ Idle ∗ Clienti(CS) : Allowed

done−−−→ Disallowed (7)

McPal : JITting
giveOut−−−−−→ StartMigr ∗ McPal : [Crs : = Crs + Crsmigr + CrstoBe ] (8)

McPal : Content
cleanUp−−−−−→ Observing ∗ McPal : [Crs : = CrstoBe ] (9)

Please note, for the coordination, we have coupled Server action grant in state
Idle, via its probabilistic outcomes in terms of four possible detailed steps, to steps
in four different roles (6). But each of these role steps is deterministically coupled
to one specific detailed Server step. In this manner, the conductor throws the dice
and the four participants, each one at the level of its CS role, deterministically
obey to the probabilistic outcome. Moreover note, here too McPal is not involved
in any coordination at all, as it only gets involved when the ongoing orchestration
is to be adapted (8), (9).

4 From Deterministic to Probabilistic Service

Based on the as-is and to-be versions of process Clienti in Sections 2 and 3
we observe the following: (i) Phase ToBe from Figure 6a exactly specifies the
constraint on Clienti needed for its Evol role during the to-be situation, as it does
not prohibit any detailed step that should be able to occur; (ii) Figure 6b then
specifies a feasible migration in terms of role Clienti(Evol), in one go from AsIs
to ToBe. Here we do not need any migration phase in between.

In preparation of role Server(Evol), Figure 7 gives the detailed steps of Server
during as-is, during to-be as well as during adaptation from as-is to to-be. Based
on the foregoing Sections 2 and 3, it is easy to recognize in Figure 7, the steps
from both the as-is and the to-be situations. But the other steps, apparently
present in view of the intermediate migration trajectories, are not so clear.

In particular, the four probabilities p1, p2, p3, p4 are those from Section 3. But
probability pr, labeling the transition from Idle to Checking3, serves two purposes
and, accordingly, has two values: (i) pr = p134 = p1+p3+p4, if linked to only the
transition from Idle to Helping2 (2-legs-shackle); (ii) pr = p34 = p3 +p4, if linked
to only the two transitions from Idle to Helping2 and to Helping1 (3-legs-shackle).
Thus there are three shackles, linking either two transitions leaving state Idle, or

(a) (b)
triv

AsIs
triv

ToBe Clienti(Evol)

ToBeAsIs triv

Fig. 6. Clienti during migration: (a) phases and traps, for (b) role Clienti(Evol)



Towards Dynamic Adaptation of Probabilistic Systems 151

Helping2

Helping4 Helping3

Checking2

Checking3

Checking4

Checking1

Helping1

Idle

proceed grant

pass
pr

grant

Server

grant

passpass grant

proceed pass

proceed

grant

grant

pass

proceedgrant

proceedproceed

proceed

pass proceed

p1

p4

p2

p3

pass

Fig. 7. STD Server during migration

(a) (b)

triv

triv

triv Server(Evol)

Choice2

AsIs

ToBe

Choice21

Choice214

Choice2143

ready

ready

ready

ready

Choice21 Choice214

triv
AsIs Choice2

ready

ready

ready

ready

Choice2143 ToBe

Fig. 8. Server during migration: (a) phases and traps, for (b) role Server(Evol)

three or four such transitions –the last one is the 4-legs-shackle from Section 3.
To enlarge the entanglement even more, each shackle has the same label grant,
thus referring to three different actions of that name, available in state Idle for
making a transition from it; two of these must be there in view of the adaptation,
as they neither belong to the as-is nor to the to-be situation.

Figure 8 repairs the unclarity, by giving the historical overview of the detailed
dynamics of the Server through the six phases of partition Evol: phase AsIs visu-
alizing the original, deterministic service provision, phase ToBe visualizing the
target, probabilistic service provision and the actual migration phases Choice2,
Choice21, Choice214 and Choice2143 visualizing in that order, how to get rather
gradually from as-is to to-be service provision.
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In more detail one can see the following: (i) In Choice2 the deterministic round
robin approach can only go as far as addressing Client2. (ii) Upon addressing
Client2, it is decided for the last time in round robin fashion, whether it gets
the turn. From then on, once Server within phase Choice21 returns to state Idle,
process Client2 has probability p2 to get the service turn right then. But the
other three Clients, with probability p134, will be served instead in the usual
round robin fashion. So within phase Choice21 we have action grant labeling the
2-legs-shackle. (iii) Next, as soon as Client1 is addressed, it is decided for the last
time in round robin fashion whether it gets the turn. From then on, once Server
within phase Choice214 returns to state Idle, process Client1 has probability p1 to
get the service turn right then. But the other two Clients, with probability p34,
will be served instead in the usual round robin fashion. So within phase Choice214

we have action grant labeling the 3-legs-shackle. (iv) Then, as soon as Client4 is
addressed, it is decided for the last time in round robin fashion whether it gets
the turn. From then on, once Server within phase Choice2143 returns to state Idle,
process Client4 has probability p4 to get the service turn right then. And from
then on too, the last Client3 will be served with probability p3. So within phase
Choice2143 we have action grant labeling the 4-legs-shackle, as needed in the to-be
situation. (v) Finally, as soon as Client3 is addressed, the to-be situation is indeed
considered as reached and the migration coordination will stop accordingly.

(a) (b)
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Fig. 9. Clienti(CS) during migration: (a) phases and traps, for (b) role Clienti(CS)

The adaptation of CS role of the Clients from the as-is dynamics in Figure 1b
to the to-be dynamics in Figure 5 is visualized in Figure 9.
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Fig. 10. Full McPal: (a) STD, (b) phases and traps, (c) role McPal(Evol)
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The full McPal STD during adaptation from as-is to to-be situation is drawn
in Figure 10, together with its Evol role and phases and traps for it. Please note,
McPal in its phase ToToBe has only one state Migrating in between its states
StartMigr and Content. The step to Migrating is meant to start the migration by
conducting synchronous phase transfers in the Evol roles of Server as well as of all
Clients. By doing so, McPal delegates the coordination of the remaining steps of
the Server(Evol) role to either the role itself (choreography) or to Server (orches-
tration). Hence McPal has to wait in Migrating until Server actually achieves the
coordination task just delegated to it. Finally, the step from Migrating coincides
with McPal observing that Server has finished the task delegated.

The consistency rules specifying how to coordinate the adaptation along the
lines visually clarified above, are given below. They appear in four groups. Please
note, rules (10)-(31), together with the corresponding STDs constitute the value
of McPal’s local variable Crsmigr. Likewise, the value of McPal’s local variable
CrstoBe contains the rules (6)-(9) from Section 3, while Crs contains the rules
(1)-(5) and corresponding specifications from Section 2 as its initial value.

The first group of rules given here are for McPal. In particular they cover
the two choreography steps from phase Hibernating to ToToBe and from ToToBe
back to Hibernating. Moreover, they cover the coordination conducted by McPal
when within phase ToToBe. Please note, the delegation of adaptation tasks from
McPal to Server is captured in the rule (11).

∗ McPal(Evol) : Hibernating
prepared−−−−−→ ToToBe (10)

McPal : StartMigr
kickOff−−−−→ Migrating ∗ Server(Evol) : AsIs

triv−−→ Choice2, (11)

Client1(Evol) : AsIs
triv−−→ ToBe, Client2(Evol) : AsIs

triv−−→ ToBe,

Client3(Evol) : AsIs
triv−−→ ToBe, Client4(Evol) : AsIs

triv−−→ ToBe

McPal : Migrating
phaseOut−−−−−−→ Content ∗ Server(Evol) : ToBe

triv−−→ ToBe (12)

∗ McPal(Evol) : ToToBe
migrDone−−−−−−→ Hibernating (13)

All further rules are for Server, which guides the adaptation changes. As there
are quite many of them, we split them into similar groups, corresponding to
the remaining role steps of Server(Evol). First those guiding the transfer from
Choice2 to Choice21.

∗ Server(Evol) : Choice2
ready−−−→ Choice21, Client2(CS) : Checked

notYet−−−−→ Disallowed (14)

∗ Server(Evol) : Choice2
ready−−−→ Choice21, Client2(CS) : With

triv−−→ Allowed (15)

∗ Server(Evol) : Choice2
ready−−−→ Choice21, Client2(CS) : Checked

request−−−−→ Allowed (16)

Server : Checking2
pass−−→ Idle ∗ Client2(CS) : Disallowed

triv−−→ Disallowed (17)

Server : Checking2
grant−−−→ Helping2 ∗ Client2(CS) : Allowed

triv−−→ Allowed (18)

p2 · [ Server : Idle
grant−−−→ Helping2 ∗ Client2(CS) : Disallowed

triv−−→ Allowed ] ⊕ (19)

p134 · [ Server : Idle
grant−−−→ Checking3 ∗ Client3(CS) : Without

triv−−→ Checked ]

The first three choreography steps address the actual phase transfer from Choice2

to Choice21 once trap ready of Choice2 has been entered. The choreography
is moreover coupled to relevant CS role steps of Client2: phase transfers from
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Checked or With to Disallowed or Allowed, thus only now enabling the to-be prob-
abilistic behaviour to Client2 exclusively. The last three orchestration steps cover
the deviating part of the CS protocol under migration during phase Choice21 only.

∗ Server(Evol) : Choice21
ready−−−→ Choice214, Client1(CS) : Checked

notYet−−−−→ Disallowed (20)

∗ Server(Evol) : Choice21
ready−−−→ Choice214, Client1(CS) : With

triv−−→ Allowed (21)

∗ Server(Evol) : Choice21
ready−−−→ Choice214, Client1(CS) : Checked

request−−−−→ Allowed (22)

Server : Checking1
pass−−→ Idle ∗ Client1(CS) : Disallowed

triv−−→ Disallowed (23)

Server : Checking1
grant−−−→ Helping1 ∗ Client1(CS) : Allowed

triv−−→ Allowed (24)

p1 · [ Server : Idle
grant−−−→ Helping1 ∗ Client1(CS) : Disallowed

triv−−→ Allowed ] ⊕ (25)

p2 · [ Server : Idle
grant−−−→ Helping2 ∗ Client2(CS) : Disallowed

triv−−→ Allowed ] ⊕
p34 · [ Server : Idle

grant−−−→ Checking3 ∗ Client3(CS) : Without
triv−−→ Checked ]

Finally, the consistency rules for transfer from Choice214 to Choice2143.

∗ Server(Evol) : Choice214
ready−−−→ Choice2143, Client4(CS) : Checked

notYet−−−−→ Disallowed (26)

∗ Server(Evol) : Choice214
ready−−−→ Choice2143, Client4(CS) : With

triv−−→ Allowed (27)

∗ Server(Evol) : Choice214
ready−−−→ Choice2143, Client4(CS) : Checked

request−−−−→ Allowed (28)

Server : Checking4
pass−−→ Idle ∗ Client4(CS) : Disallowed

triv−−→ Disallowed (29)

Server : Checking4
grant−−−→ Helping4 ∗ Client4(CS) : Allowed

triv−−→ Allowed (30)

p1 · [ Server : Idle
grant−−−→ Helping1 ∗ Client1(CS) : Disallowed

triv−−→ Allowed ] ⊕ (31)

p2 · [ Server : Idle
grant−−−→ Helping2 ∗ Client2(CS) : Disallowed

triv−−→ Allowed ] ⊕
p4 · [ Server : Idle

grant−−−→ Helping4 ∗ Client4(CS) : Disallowed
triv−−→ Allowed ] ⊕

p3 · [ Server : Idle
grant−−−→ Helping3 ∗ Client3(CS) : Without

triv−−→ Allowed,

Server(Evol) : Choice2143
ready−−−→ ToBe ]

Again, highly similar to the previous two groups of rules, we have three chore-
ography steps addressing the actual phase transfer from Choice214 to Choice2143

as well as three orchestration steps covering the deviating part of the CS proto-
col under migration. But here, by taking the last orchestration step, addressing
Client3 for the first time during phase Choice2143, the migration coordination is
finished by additionally conduction the phase transfer from Choice2143 to ToBe.
This then enables McPal to take over the migration coordination, actually by
instigating the phase transfer back to Hibernating and the later removal of con-
sistency rules and other model fragments obsolete by then.

5 Adaptation Analysis with Prism

We analyze the Paradigm models and their dynamic adaptation with the proba-
bilistic model checker Prism [12]. As it turns out, the Paradigm models involved
can conveniently be translated into the Prism modeling language. In particular,
each component of the system, Clients, Server and McPal, are interpreted as a
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separate module. Thus, the detailed behaviour of a component together with its
two roles, for the CS collaboration and for the Evol adaptation collaboration,
are brought together in one module. This way, the temporary behavioural con-
straints on the detailed STD imposed by a current phase of the global STDs,
can be imposed using a guard on detailed transitions.

A fragment of the Prism specification of Client1 is shown below. The current
state of the detailed STD is stored in local variable s1. Variables S1 and E1

hold, respectively, the current phase of the CS partition and the Evol partition.
The Prism fragment specifies the detailed transition of Client1 as constrained by
phase Without of Client(CS), combined with the constraints imposed by phases
AsIs and ToBe of the Client(Evol) partition.

[enter1] S1=Without&(E1=AsIs |E1=ToBe)&s1=Out → s′1=Nosing;

[choose1] S1=Without&(E1=AsIs |E1=ToBe)&s1=Nosing → s′1=Waiting;

[leave1] S1=Without&E1=AsIs&s1=AtDoor → s′1=Out;

[leave1] S1=Without&E1=ToBe&s1=AtDoor → q1 : (s′1=Out) + q2 : s′1=Nosing;

For the protocol steps within a collaboration, e.g. between the server and its
clients, a unique action label identifies a protocol step. The same action label
is shared among all components involved. Synchronization on the shared label,
hence fulfillment of all relevant guards, leads to execution of the corresponding
consistency rule: a detailed transition of the conductor, phase changes for the
participants involved. In this case, the guard indicates that the corresponding
trap within a current phase has been entered (at the level of detailed dynamics
of the component). In Paradigm, for a phase transfer to be enabled, information
about their current states from both the detailed as well as the global STDs,
needs to be provided. The information is extracted from the local variables in
the Prism module, conjunctively combined as a guard for the global transition.
For instance, the unique name of the consistency rule 2 for i = 1 is cr2 12. The
consistency rule in Prism is specified by three separate commands, all having
the same action label:
In module Client1: [cr212] S1=With & (s1=AtDoor |s1=Out |s1=Nosing) → S′

1=Without;

In module Client2: [cr212] S2=Without &

(s2=AtDoor |s2=Out |s2=Nosing |s2 = Waiting) → S′
2=Checked;

In module Server: [cr212] (ES=AsIs |ES=Choice2) & r=Helping1 → r′=Checking2;

The condition (s2=AtDoor |s2=Out |s2=Nosing |s2=Waiting), for instance, spec-
ifies that the current local state of the detailed STD of Client2 belongs to trap
triv of the CS phase Without.

Probabilistic consistency rules are translated into Prism in a slightly different
manner. A probabilistic rule is applied in two consecutive stages. During the
first stage, the conductor of the rule, in this case the Server, selects the next
step to be executed according to the underlying probability distribution. This
step is not synchronized with any other participant, in particular the Clients.
Once the next step is selected, i.e. a Client to serve is chosen, the Server executes
the second part of the rule: it accomplishes the step by conducting, this time
synchronized, changing its local state and assigning the phase changes to the
participants involved.
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We have verified a number of qualitative and quantitative properties of the
adapting system.1

At any moment during system migration, in any phase, including the source
phase AsIs and the target phase ToBe, at most one client will be given service. Let
clients in cs count the number of clients being currently served, i.e. having
With or Allowed as global state. Then mutual exclusion can easily be expressed
as clients in cs <= 1.

During any phase, if a client is requesting service, eventually a client will
get service. With one trying denoting that a client is in state Waiting, and
one has service denoting that a client is served, this liveness property is ex-
pressed as "one trying" => P>=1 [ F "one has service" ].

At any time, in any phase, if a client is requesting a service, then eventually
this client will get served. More concretely for Client1, similar for other clients,
this is expressed as: s1=Waiting => P>=1 [ F (S1=With|S1=Allowed) ]. Note
that implicitly this property also expresses that the functionality to provide
service is never interrupted during adaptation, no matter what dynamics of the
server or what trajectory towards target behaviour is taken.

Assuming that the adaptation is triggered, the system will adapt to the target
ToBe dynamics: P>=1 [ F ES=6 & E1=2 & E2=2 & E3=2 & E4=2]. Here, ES=6
and Ei=2, i = 1, .., 4, refer to the completely adapted phases of the server and
clients. Moreover, every system component, once adapted to the final stage,
does not execute old AsIs behaviour anymore. E.g., for Client1 we have that
"ToBeOfClient1" => P>=1 [ G !"AsIsOfClient1" ].

Various quantitative properties can be checked against the model as well.
The results discussed below use a reward structure appropriately defined on the
model, assigning a reward of 1 each time the server addresses a client, either for
checking or for helping.

Fig. 11. Maximum expected number of clients addressed by the server during adapta-

tion: fixed p2 and p4 (left) and fixed p3 and p4 (right)

The expected number of clients addressed by the server during system
adaptation is expressed as: Rmax=? [ F (ES=6) {ES=2} ]. We compute that for
1 Complete Prism specifications of the collaborative processes in adaptation, as de-

scribed in Section 4, can be found at http://www.win.tue.nl/~andova

http://www.win.tue.nl/~andova
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probabilities p1=p2=p3=p4=0.25 this expectation equals 15.3. The experiments
show that this actually depends on values of probabilities p1, . . . , p4. The left graph
in Figure 11 shows that the system adapts in less steps as the probability p3, of
selecting Client3 increases. The right graph in Figure 11 shows that value of p2, the
probability to select Client2, hardly influences the speed of the system adaptation,
but again it is influenced by the value of p3. From the moment on Client1 requests
service, at any time during the adaptation, the expected number of clients the
server addresses before it addresses Client1 equals 2. We find that the worst case
expected number, computed as Rmax=? [ F (S1=With|S1=Allowed){s1=Waiting
& ES=evol phase & r=server state} ], gives better insight into the system be-
haviour during adaptation. The evol phase to be analyzed can be selected, as well
as the current local server state of the server, at the moment Client1 is request-
ing service. Experiments show that the (worst) expected waiting time for Client1
decreases as probability p1 increases, but not for all Evol phases. As expected, for
the first two phases, in which Client1 is not yet selected probabilistically but in
round-robin fashion, this measure has a constant value. Figure 12 shows the re-
sults of the experiments for probabilities p2 and p3 set to 0.25. As observed, wait-
ing time depends on the current state of the Server at the moment Client1 requests
service. In the graph, r shows the worst case for all particular Evol phases.

Fig. 12. Worst case waiting time for service for Client1, for p2 = 0.25 and p3 = 0.25

6 Conclusions

We have addressed the issue of formal modeling and analysis, both qualitative
and quantitative, of dynamic system adaptation without quiescence. We have
shown that Paradigm is well suited to model dynamic adaptation of systems
that exhibits probabilistic behaviour. The approach is illustrated for a client-
server example. In the source situation, the clients have strictly deterministic
dynamics and are served in round-robin fashion. In the target system, clients
have probabilistic behaviour, and the server probabilistically selects which client
to serve. In the Paradigm model of the adaptation, components smoothly change
their behaviour, gradually replacing old deterministic by probabilistic behaviour.
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The system components migrate from one phase to another, without having their
activity disrupted at all.

In addition, a translation to Prism is presented. Each component is repre-
sented as a separate module in Prism, synchronizing with other components
via shared labels, just as specified by Paradigm’s consistency rules. Dynamic
constraints typical for Paradigm, whether a phase transfer can take place and
whether a local step is allowed, in Prism are specified as command guards,
rather straightforwardly. The translation enables the verification of the adap-
tation model. Transitional properties, both qualitative and quantitative, of the
system during the adaptation, are established using the Prism model checker.

As future work we consider the general translation of probabilistic Paradigm
into Prism, taking the example presented in this paper as a starting point. Fur-
thermore, we will conduct more case studies of dynamic adaptation of larger
systems, involving more intricate probabilities that are expected to mix well
with our architectural approach. In particular, we will compare and connect with
the Cactus protocol framework [10], which seems the only other work providing
smooth adaptation of distributed systems.
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Abstract. Packet switched networks are widely used for interconnect-
ing distributed computing platforms. RapidIO (Rapid Input/Output)

is an industry standard for packet switched networks to interconnect

multiple processor boards. Key performance metrics for these platforms

include average-case and worst-case packet transfer latencies. We focus

on verifying such quantitative properties for a RapidIO based multi-

processor platform that executes a motion control application. A perfor-

mance model is available in the Parallel Object-Oriented Specification

Language (POOSL) that allows for simulation based estimation results.

It is however required to determine the exact worst-case latency as the

application is time-critical. A model checking approach has been pro-

posed in our previous work which transforms the POOSL model into an

UPPAAL model. However, such an approach only works for a fairly small

system. We extend the transformation approach with various heuristics

to reduce the underlying state space, thereby providing an effective ap-

proximation approach that scales to industrial problems of a reasonable

complexity.
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which packets are transmitted is a shared network which routes each packet
independently from others and allocates transmission resources as needed. The
principal goals of packet switching are to optimize utilization of available link
capacity, minimize response times and increase the robustness of communication.
When traversing network adapters, switches and other network nodes, packets
are buffered, resulting in variable delay and throughput, depending on the traffic
load in the network.

RapidIO is an industry standard [9] for packet-switched networks to connect
chips on a circuit board, and also circuit boards to each other using a backplane.
It has found widespread adoption in the following applications: wireless base sta-
tion, video, medical imaging, etc. Key performance metrics for these applications
include average-case and worst-case packet transfer latencies.

In this paper, we consider a motion control system that includes a packet
switched network conforming to the RapidIO standard. The motion control sys-
tem is characterized by feedback/feedforward control strategies and periodic
execution. It is constrained by strict timing requirements that all packets must
arrive at their destinations before the period ends. The considered motion control
algorithms are distributed over a multi-processor platform. Various processors
in this platform are inter-connected by a RapidIO network. The main challenge
for system designers is how to map the motion control algorithms on the multi-
processor platform such that the timing constraints are met. Packet transfer
latencies as worst-case latencies and average-case latencies are essential criteria
for finding a feasible mapping.

A simulation based approach is available that relies on the Parallel Object-
Oriented Specification Language (POOSL) for investigating the performance
of the motion control system. First, a POOSL model is constructed for a given
mapping and then end-to-end packet transfer latencies are analyzed. These steps
are repeated for alternative mappings, until a feasible mapping has been found,
whose end-to-end latencies satisfy the timing constraints. POOSL analysis gives
both average-case and worst-case latencies. The obtained latencies are estima-
tion results since the POOSL analysis is based on simulation. However, as the
motion control application is time-critical, worst-case latencies are strict timing
constraints. Exact worst-case latencies are therefore demanded.

In this paper, we focus on verifying worst-case packet transfer latencies for
a realistic motion control system. In earlier work [11], we have shown that
transforming a POOSL model into an UPPAAL model is feasible. Based on
the obtained UPPAAL model, we also showed that quantitative verification for
worst-case latencies is only feasible for a fairly small system. We extend such
an approach to enable analyzing an industrial-sized problem in this paper. First
the POOSL model of a realistic motion control system is illustrated and trans-
formed into an UPPAAL model according to the transformation patterns in [11].
Second scalability experiments show that the UPPAAL model is not capable for
handling realistic (high volume) traffics. Then we propose some heuristics for
the UPPAAL approach. Experiments show that the UPPAAL approach with
heuristics can find worse scenarios (worse latencies) than the POOSL approach
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and thus is an effective approximation method which complements the POOSL
approach for performance analysis.

The rest of the paper is organized as follows. Section 2 presents the POOSL
model for a realistic motion control system. The transformation from the POOSL
model into an UPPAAL model is discussed in Section 3. We present the scal-
ability of the UPPAAL model and then propose some heuristics for worst-case
latency analysis in Section 4. Finally, conclusions are drawn in Section 5.

2 POOSL Model of a Realistic Motion Control System

POOSL was originally defined in [7] as an object-oriented extension of CCS
[6]. Meanwhile, POOSL has been extended with time in [4] and probabilities
in [3] to become a very expressive formal modeling language accompanied with
simulation, analysis and synthesis techniques that scale to large industrial design
problems [10].

Three types of objects are supported in POOSL: data, process, and cluster.
Data models the passive components of a system representing information that is
generated, communicated, processed and consumed by active components. The
elementary active components are modeled by processes while groups of active
components are modeled by clusters in a hierarchical fashion.

Figure 1 depicts the top-level POOSL model for a realistic motion control
system. The left part is for channel (refers to a specific type of packet with
specified size, source, and destination) generation. The right part represents the
underlying RapidIO network of the motion control system. These two parts
are connected by message si. The left part is implemented as a process class
RIOChannelTrafficGenerator. More details of this process class are shown in
figure 2.

The right part of figure 1 is implemented as a cluster class RIOResource. We
note that message si is multiplexed into 5 messages slot1,...,slot5 which connect
RIOChannelTrafficGenerator with different subparts of cluster RIOResource.
More details of RIOResource are shown in figure 3. RIOResource is mainly
constituted by 5 subparts CB1,CB2,CB3,CB4, and CB5. Each subpart is an
instance of the cluster class RIOCarrierBlade.

RIOCarrierBlade represents a pair of packet switches and their connected
endpoints. Each switch connects with 4 endpoints directly. The details of RIO-
CarrierBlade are shown in figure 4. B1 EP1,B2 EP1,..., etc., each represents an
endpoint which is implemented as a process class RIOEndPoint. More details of
this process class are shown in figure 5.

In figure 4, SW1 and SW2 represent two packet switches. A packet switch is
implemented as a process class RIOSwitch. More details of this process class are
shown in figure 6.

The system works as follows: first the channel (each channel refers to a specific
kind of packet, which will be divided into several equal-sized packets during
generation, see next section for details) generation part (left part of figure 1)
generates channels (actually packets); the generated packets are actually put into
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Fig. 1. POOSL model for a realistic motion control system

Fig. 2. Process Class RIOChannelTrafficGenerator

corresponding endpoints. Each endpoint represents a processor that is actually
sending and/or receiving packets. The generated packets then are sent from the
endpoints and routed among the whole RapidIO network until they are received
by their corresponding target endpoints. We notice that the whole underlying
RapidIO network includes 5 subparts; each subpart contains 2 packet switches
and 8 endpoints.
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Fig. 3. Cluster Class RIOResource

Fig. 4. Cluster Class RIOCarrierBlade
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Fig. 5. Process Class RIOEndPoint

Fig. 6. Process Class RIOSwitch
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3 Transformation from POOSL to UPPAAL

UPPAAL is a tool for modeling, validation and verification of real-time systems.
It is based on the theory of timed automata (TA) [1] and its modeling language
offers additional features such as bounded integer variables and urgency [2]. The
query language of UPPAAL, used to specify properties to be checked, is a subset
of CTL (computation tree logic) [8,5].

A timed automaton is a finite-state machine extended with clock variables. It
uses a dense-time model where a clock variable evaluates to a real number. All
the clocks progress synchronously. A system is modeled as a network of several
such timed automata in parallel. The state of a system is defined by the locations
of all automata, the clock constraints, and the values of the discrete variables.
Every automaton may fire an edge (sometimes called a transition) separately or
synchronize with another automaton, leading to a new state. We refer the reader
to [2] for a more thorough description of the timed automata used in UPPAAL.

Several general transformation patterns from POOSL to UPPAAL have been
characterized in [11]. In this section, we will mainly follow such patterns for the
transformation. However, we note that more abstractions and techniques (such
as timed automation template) have been used to simplify the transformation
as well as the model.

3.1 Data Part Transformation

The POOSL model in figure 1 includes various data classes. RIOPacket, RI-
OChannel, RIOQueue, RoutingCache and RIOScheduler are the most important
ones. We only explain the transformation for RIOChannel as it is a newly intro-
duced data class. The transformation for other data classes has been introduced
in [11] and is omitted here.

RIOChannel. RIOChannel is a data structure that refers to a specific kind
of packet which has a specified size, source, and destination. Realistic traffic
scenarios can be easily expressed by grouping different kinds of channels. This
data class is transformed into an UPPAAL struct channel. Data methods for
accessing its member variables come for free in the UPPAAL model. Other data
methods such as nrOfPacketsPerBurst (a channel is divided into several pre-
defined equal-sized packets, nrOfPacketsPerBurst refers to the number of such
packets) are also easily transformed into the UPPAAL model.

3.2 Process Part Transformation

Three main improvements have been made for the process part transformation.
First, timed automaton templates are used to abstract typical activities such that
similar activities can be modeled by instantiating a timed automaton template
with different parameters. Second, transfer activity is abstracted into a non-
time-consuming activity, which greatly simplifies the model. Third, the endings
of concurrent timed automata are synchronized as they consume the same time
(all packets have the same size), which also simplifies the model.
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Fig. 7. Channel Traffic Generation

From the POOSL model point of view, each switch contains at most 24 con-
current activities: 8 input activities (one for each input port that is actually
used), 8 transfer and 8 output activities (one for each output port that is actu-
ally used). Each endpoint includes a sending and a receiving activity, depending
on whether the endpoint is actually used to send/receive packets into/from the
network. Besides, a traffic generation activity, a traffic sending activity and a
traffic monitor activity exist in the process class RIOChannelTrafficGenerator.
As there are 10 switches and 40 endpoints in the POOSL model, the maximum
number of concurrent activities is 323 (24*10+40*2+3) for the POOSL model.

However, we will follow a new point of view to characterize such activities in the
UPPAAL model. Three types of concurrent activities have been characterized:

1. Packet transfer from endpoint to switch which combines the sending activity
of an endpoint and the input activity of a switch; 2. Packet transfer from switch
to switch which combines the output activity of a switch and the input activity
of a switch; 3. Packet transfer from switch to endpoint which combines the out-
put activity of a switch and the receiving activity of an endpoint. Each endpoint
has its own traffic sending activity. Traffic generation activity and transfer ac-
tivity within a switch are abstracted into non-time-consuming activities. Traffic
monitor activity is abstracted into the worst-case latency verification problem
of the obtained UPPAAL model.

Channel Traffic Generation Activity. The POOSL model splits generation of
channel traffic from actually sending them. Method generateBurst (POOSL code
is shown at the bottom part of figure 2) includes most of the details for such ac-
tivity. First, the POOSL model reads channel traffic information from a file chan-
nels.txt and creates sending queues for each involved endpoint. Then channel traf-
fic will be generated in a uniformly random order according to the channel traf-
fic information and stored in corresponding sending queues. Later, the sending
queues will be used by corresponding endpoints for actually sending packets.

Such activity is transformed into an UPPAAL function handleRIOChannel
where only a specific ordering (refers to the sequence of channels in sending
queues) is considered (the ordering is embedded in the UPPAAL code). Sending
queues are implemented as arrays, additional functions are also provided such
that a FIFO accessing policy is enforced. The timed automaton which includes
this activity is shown in figure 7.

If more orderings for channel traffic generation are considered, traffic genera-
tion for each channel is implemented as a timed automaton template shown in
figure 8. When the UPPAAL model starts, all such timed automata will fire the
edge from the initial location and execute the update channelGen(i) to generate
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Fig. 8. Channel Generation

Fig. 9. Packet Transfer from Endpoint to Switch

the traffic for the channel indexed by i. The nondeterminism among these timed
automata models the uniformly random generation of channel traffic in POOSL
model.

Packet Transfer from Endpoint to Switch. We illustrate transforming the
sending of packets by an endpoint and the input handling of packets received
by a switch, which connects the output of an endpoint to an input port of a
switch with a message. For example, message P2 connects the output of endpoint
B1 EP1 to the input port p2 of switch SW2 as in figure 4. The sending of packets
for a RIOEndPoint is specified by method handleServiceRequest shown in figure
5. The input handler for a RIOSwitch is specified by method HandleInputPort()
shown in figure 6.

Such activity is transformed into a timed automaton template shown in figure
9. Three parameters are provided to specify the endpoint, the switch and its
input port. When broadcast synchronization signal parSync arrives, and the
condition sendQueueNotEmpty(n1) == true && acceptSend(n1,s1,i1) == true
is satisfied, the timed automaton will move to the second location. The condition
checks if endpoint n1 is not empty and the input queue i1 of switch s1 can
accept the current packet of endpoint n1. The timed automaton will stay in the
second location for the time it takes to transmit the packet over the link. In our
approach, the time consumed here is abstracted into the synchronization timed
automaton (see figure 10) as all concurrent activities consume the same time
(all packets actually transferred are equal-sized as mentioned earlier). The timed
automaton will move the current packet of endpoint n1 to the input queue i1 of
switch s1 by function node2switch(n1,s1,i1) when it receives the signal reqSync
and then return to its initial location.

The other two kinds of concurrent activities can be transformed in a similar
way. We omit the details due to space limitation.
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Transfer activity. The transfer activity refers to the actual scheduling of pack-
ets from input queues to a specific output port (namely output arbitration). This
behavior is executed for each output port of a RIOSwitch and is specified by
method scheduleForOutput in the POOSL model.

According to the configuration of the POOSL model, the transfer activity
starts when the head of a packet has arrived in the input queue. Then the head
is immediately forwarded to the output queue before the packet has completely
arrived in the output queue. The reason is: the switch fabric rate is always larger
than the link rate and therefore the packet is forwarded in “cut-through ”mode.
As transfer activity seamlessly connects an input queue to an output queue as if
time is not consumed for this activity, we abstract it into a non-time-consuming
activity which is implemented as an update as shown in figure 10.

Fig. 10. Synchronization

Synchronization. To enforce that only selected timed automata are fired con-
currently and are synchronized with other timed automata, we use the following
timed automaton shown in figure 10. When the condition x < nextPacketNumber
&& start == true is satisfied, a broadcast synchronization signal parSync will be
raised. Then the timed automaton will move to the second location. x denotes
the number of received packets and nextPacketNumber denotes the number of
generated packets. The condition checks if there still exist packets that have not
been received and all channel traffic generations have finished. The timed au-
tomaton stays at the second location for a constant length of time (as discussed
above). Then it raises a reqSync signal to end all concurrent activities and then
return to its initial location. It will handle the transfer activity packetTransfer
if the condition packetTransferPossible() == true is satisfied during the return.
Or else, it will return to the initial location directly.

Worst-case Latency Verification. The traffic monitor activity is transformed
into the worst-case latency verification problem in the UPPAAL model. As we
only consider the scenarios that all channels are generated in a burst, the worst-
case latency is defined as the time when the whole burst has been handled (all
packets have been received). We constructed the timed automaton in figure 11
to verify the worst-case latency. When condition x == nextPacketNumber &&
x >0 is satisfied, the timed automaton will move to location S1. A self-loop is
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added here to distinguish the deadlock from end of operation. The condition
checks if all packets have been received. The endSync signal is defined as an
urgent channel to enforce that the transition will be taken immediately when
the condition is satisfied. The global clock globalT perfectly describes the worst-
case latency for the burst. Assume W is the worst-case latency, we just need to
check if the property A[] globalT ≤ W is satisfied. If this property is not satisfied,
we can increase W step by step until this property is satisfied. In other words,
the smallest upper bound for the worst-case latency can be found iteratively.

Fig. 11. Worst-case Latency Monitor

System Declaration. Based on the building blocks obtained above, we can
instantiate timed automata templates into concrete timed automata according
to the system configuration. In the UPPAAL model, a concrete timed automa-
ton will be instantiated for each concurrent activity. Each endpoint is assigned
an id according to the file RIOIds.txt, whereas the id for a switch is actually
implemented as an index of an array (the total 10 switches are grouped into an
array). For example, n14s1i5 = Node2Switch(14,1,5) denotes the instantiation
of a concurrent activity referring to the packet transfer from endpoint 14 to
switch 1 at input port 5. In total about 80 concurrent activities are instantiated
in the UPPAAL model. Compared with more than 300 concurrent activities in
the POOSL model, the UPPAAL approach is considerably simplified.

4 Heuristics

In this section, we first present the scalability of the UPPAAL model. Then we
propose some heuristics to reduce the underlying state space such that realistic
application scenarios can be analyzed.

4.1 Scalability of the UPPAAL Model

Different orderings for channel traffic generation result in different sending orders
for the packets in endpoints which are also referred to as traffic scenarios. The
difficulty of the state space exploration for the RapidIO network worst-case
latency analysis comes from this combinatorial problem. Experiments have been
run to show the scalability of the UPPAAL model and the results are listed in
table 1. The second row refers to number of packets included in the corresponding
channels. The channel information is selected from the file channels.txt. If n
channel generation timed automata are declared in the model and the worst-case
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Table 1. Scalability of the UPPAAL model

Number of Channels 10 20 30 40

Number of Packets (129) (300) (372) (459)

Supported orderings 6! 4! 4! 3!

Whole orderings 10! 20! 30! 40!

latency can be verified, we say that the UPPAAL model support n! orderings
(verification time is not constrained here, JVM memory is set to the maximum
value (1500M) supported in our windows vista system).

From table 1, the following conclusions can be drawn: 1. With the increase
of the number of channels (as well as packets), state space explosion occurs. 2.
The UPPAAL model can only support investigating a small part of the state
space for high volume traffics. Further, the heavier the traffic, the smaller part
of the state space it investigates. Table 1 actually shows why the verification for
worst-case latency is so difficult.

4.2 Heuristics

From the above analysis for the scalability of the UPPAAL model, we see that ex-
act verification is not possible for high volume traffics. We then turn to heuristic
methods and anticipate that worse packet transfer latencies can be found (than
the POOSL approach). In this section, we will introduce some heuristics for state
space reduction of the UPPAAL model such that high volume traffic scenarios
can be analyzed.

Before we go into the details of the heuristics, we assume that: 1. The routing
information and the output arbitration are fair. 2. Channel traffic is uniformly
distributed in the endpoints and switches involved. 3. Traffic is never overloaded
such that only a few collisions occur.

Heuristics H1. Each endpoint has its own sending queue. The sending of an
endpoint is independent from others unless collisions occur. As collisions are few
compared with the whole traffic load according to the assumption, the sending
of each endpoint can be seen as independent most of the time. The orderings
among different endpoints are not relevant for the worst-case latency and will
not be considered. We can thus focus on the orderings within each endpoint.
Besides, when two or more channels within an endpoint have the same type, the
orderings among these channels are also irrelevant and will not be considered (as
they are symmetric). We combine these two heuristics and refer it as H1. Table
2 shows the result obtained by applying heuristic H1. Compared with table 1,
we can see that: the state space obtained by using the heuristic H1 is still too
large to be analyzed.

Heuristic H2. Among all the activities operated in the RapidIO network,
collisions only occur when two or more input queues compete for one output
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Table 2. Heuristic H1

Number of Channels 10 20 30 40

Number of Packets (129) (300) (372) (459)

Reduced orderings with H1 5! 5!5!4!2! 8!6!5!5!2!2! 9!6!6!5!5!3!2!

port (queue) within a switch. Based on the above assumptions, the following
observations hold. 1. The longest sending queue (endpoint) is most probably
to be the last one finished. 2. The more collisions within a sending queue, the
worse scenario it is. A heuristic easily follows: generating more collisions for the
longest sending queue. However, it would be too complicated to implement as
the detailed routing information must be investigated.

We then come up with another idea: generating more collisions for all endpoints
(the whole system). It is obvious that: the more switches a packet goes through,
the more likely collisions occur for this packet. We can thus put such packets in
the front end of all endpoints to generate more collisions. The number of switches
a channel goes through is reflected in the latency listed in table 3 (packet size is as-
sumed to be 100 bytes). These latencies are obtained by simulation (both POOSL
and UPPAAL simulator can do) for each channel (packet) type. It is obvious that:
the larger the latency, the more switches it goes through. In table 3, the first row
and first column both denote the id of endpoints. For example, the element 5 in
the second row and fifth column means the latency from source endpoint 2 to des-
tination endpoint is 5. Due to the space limitation, only part of the possible packet
types is listed (there are 40 endpoints in the system).

We have developed a java application program to sort all channels in each
endpoint such that channels are put in sending queues in descending order (the
larger latency of the channel type is, the more forward this channel is in the
sending queue of the endpoint) according to the table. As we have mentioned
earlier, only a few orderings can be considered. We thus only investigate several
different orderings for front channels in the largest sending queue.

Experiment Results. Experiments have been run with the use of the above
heuristics H1 and H2 in the UPPAAL model. POOSL results are also provided

Table 3. Latency for Channel (Packet) Types)

2 3 4 5 6 7 8 9

2 0 2 2 5 5 5 4 4

3 2 0 2 5 5 5 4 4

4 2 3 0 5 5 5 4 4

5 5 5 5 0 2 2 3 3

6 5 5 5 2 0 2 3 3

7 5 5 5 2 2 0 3 3

8 4 4 4 3 3 3 0 2

9 4 4 4 3 3 3 3 0



UPPAAL in Practice: Quantitative Verification of a RapidIO Network 173

Table 4. Experiment Results: UPPAAL Heuristic vs. POOSL

Number of Channels 20 40 60 80 100 120 140 160

POOSL Result 128 227 298 350 504 501 504 515

UPPAAL Heuristic Result 129 220 322 371 538 539 539 522

for comparison. The first row in table 4 refers to the number of channels. The
results are the worst-case packet transfer latency obtained by two approaches.

Both heuristics H1 and H2 are applied in the experiment. From table 4, we can
see that: for low volume traffic scenarios, the UPPAAL approach using heuristics
cannot guarantee to find worse latencies. This phenomenon comes from the fact
that: POOSL’s simulation engine is very effective and can explore a large part
of the state space for low volume traffic scenarios. Whereas, even for low volume
traffic scenarios UPPAAL can only explore a small part of the state space (see
table 1). However, for high volume traffic scenarios, with the progress of state
space explosion, the superiority of the high-speed engine for POOSL disappears.
The UPPAAL approach using heuristics can always find worse scenarios than
with the POOSL approach. The UPPAAL approach using heuristics is an ef-
ficient approach to complement the POOSL approach for finding approximate
worst-case latencies.

5 Conclusions and Future Work

The exact worst-case packet transfer latency is an important metric for motion
control applications that run on multiple processors interconnected by a Ra-
pidIO network. We have proposed a model checking approach using UPPAAL
for this problem [11]. However, such an approach only applies to small scale
models. In this paper, we extend such an approach and apply it to a realistic
application scenario. First, we transform the POOSL model of a realistic motion
control system into an UPPAAL model. Then we show that the application of
the UPPAAL approach for exact worst-case packet transfer latency verification
is limited to low volume traffics. We propose to use heuristics for high volume
traffics. Although only approximate results can be obtained, the heuristics is still
valuable as worse scenarios can be found than POOSL approach. Experiments
show that the UPPAAL approach with heuristics is effective to complement the
POOSL approach for finding approximate worst-case latencies.

In this paper, we only apply the heuristics to the UPPAAL approach. It
is somewhat unfair for the comparison of the two approaches. We will apply
the heuristics to POOSL approach and compare their performance in a fairly
fashion. Besides, the RapidIO network (includes 323 concurrent activities) dis-
cussed in our paper is only a small part of the POOSL model of the total system,
which includes an estimated 2500 processes that all include between 1 and about
10 concurrent activities. Further abstraction techniques are still needed to scale
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up to such real industrial sized problems. Future work also includes transform-
ing POOSL into UPPAAL at a more semantical level by means of additional
transformation patterns[11].
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Abstract. We propose a modeling framework for performing schedula-
bility analysis by using Uppaal real-time model-checker [2]. The frame-

work is inspired by a case study where schedulability analysis of a

satellite system is performed. The framework assumes a single CPU

hardware where a fixed priority preemptive scheduler is used in a com-

bination with two resource sharing protocols and in addition voluntary

task suspension is considered. The contributions include the modeling

framework, its application on an industrial case study and a comparison

of results with classical response time analysis.

Keywords: schedulability analysis, timed automata, stop-watch au-

tomata, model-checking, verification.

1 Introduction

The goal of schedulability analysis is to check whether all tasks finish before
their deadline. Traditional approaches like [5] provide generic frameworks which
assume worst case scenario where worst case execution time and blocking times
are estimated and then worst case response times are calculated and compared
w.r.t. deadlines. Often, such conservative scenarios are never realized and thus
negative results from such analysis are often too pessimistic. The idea of our
method is to base the schedulability analysis on a system model with more de-
tails, taking into account specifics of individual tasks. In particular this will allow
a safe but far less pessimistic schedulability analysis to be settled using real-time
model checking. Moreover, the model-based approach provides a self-contained
visual representation of the system with formal, non-ambiguous interpretation,
simulation and other possibilities for verification and validation.

Our model-based approach is motivated by and carried out on example ap-
plications in a case study of Herschel-Planck satellite system. Compared with
classical response time analysis our model-based approach is found to uniformly
provide less pessimistic response time estimates and allow to conclude schedu-
lability of all tasks, in contrast to negative results obtained from the classical
approach.
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Related Work. During the last years, timed automata modelling and analy-
sis of multitasking applications running under real-time operating systems has
received substantial research effort. Here the goals are multiple: to obtain less
pessimistic worst-case response time analysis compared with classical methods
for single-processor systems or to relax the constraints be of period task arrival
times of classical scheduling theory to task arrival patterns that can be described
using timed automata.

In [13] it is shown how a multitasking application running under a real-time
operating system compliant with an OSEK/VDX standard can be modelled by
timed automata. Use of this methodology is demonstrated on an automated
gearbox case study and the worst-case response times obtained obtained from
model-checking is compared with those provided by classical schedulability anal-
ysis showing that the model-checking approach provides less pessimistic results
due to a more detailed model and exhaustive state-space exploration.

Times tool [1] can be used to analyse single processor systems, however it sup-
ports only highest locker protocol (simplified priority ceiling protocol) [8]. An ap-
proach of [4] provides Java code transformation into Uppaal [2] timed-automata
for schedulability analysis. Similarly, we use the model-checking framework pro-
vided by Uppaal, where the modelling language is extended with stop-watches
and C-like code structures allows to express preemption, suspension and mixed
resource sharing using two different protocols, in a more intuitive way without
a need for more complex model transformations or workarounds.

A framework from [7] provides a generic set of tasks and resources that can be
instantiated with concrete parameters (specific offsets, release times, deadlines,
dependencies, periods) and processor resources together with their scheduling
policies (i.e., preemption vs. non-preemption, earliest deadline first, fixed prior-
ity, first-in-first-out). The instantiated system can then be analysed for schedu-
lability in a precise manner as all the concrete information is taken into account.
This means that the framework will be able to verify schedulability of some
systems that would otherwise be declared “non-schedulable” by other methods.
Although the framework is general to cover multi-processor systems it does not
tackle passive resource sharing protocols like priority ceiling or inheritance.

The remainder of the paper is organised as follows: in the next Section 2 we
provide a brief overview of the Herschel-Planck satellite mission, its software
setup and the response time analysis already carried out by Terma. Section 3
describes our model-based methodology for solving the schedulability problem,
Section 4 presents the results of our method and compares it to traditional
response time analysis. Finally, Section 5 discusses conclusions and future work.

2 The Herschel-Planck Mission

The Herschel-Planck mission consists of two satellites: Herschel and Planck. The
satellites have different scientific objectives and thus the sensor and actuator con-
figurations differ, but both satellites share the same computational architecture.
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The architecture consists of a single processor, real-time operating system
(RTEMS), basic software layer (BSW) and application software (ASW).

Terma A/S has performed an extended worst case response time analysis
described in [5] by analysing [11] and [12] resulting in [10] (we provide the nec-
essary details of those documents in this paper). The goal of the study is to
show that ASW tasks and BSW tasks are schedulable on a single processor with
no deadline violations. The framework uses preemptive fixed priority scheduler
and a mixture of priority ceiling and priority inheritance protocols for resource
sharing and extended deadlines (beyond period). In addition, some tasks need
to interact with external hardware and effectively suspend their execution for
a specified time. Due to suspension, this single-processor system has some ele-
ments of multi-processor systems since parts of activities are executed elsewhere
and the classical worst case response analysis (applicable to single-processor sys-
tems) is pushed into extreme. One of the results of [10] is that one task may
miss its deadline on Herschel (and thus the system is not schedulable) but this
violation has never been observed in neither stress testing nor deployment.

The system is required to be schedulable in four instances: Herschel in nom-
inal and event modes and Planck in nominal and event modes. The processor
consumption should be less than 45% for Herschel and less than 50% for Planck.

In response time analysis, in order to prove schedulability it is enough to
calculate worst case response times (WCRT) for every task and compare it with
its deadline: if for every task the WCRT does not exceed the correspond deadline
the system is schedulable.

Figure 1 shows the work-flow performed by Terma A/S: the deadline require-
ments are obtained from ASW and BSW documentation, worst case execution
times (WCET) of BSW are obtained from BSW documentation [12] and ASW
timings are obtained from time measurements. The tasks are carefully picked
and timings aggregated (documented in [10]) and processed by the proprietary
Terma tool Schedule which performs worst case response time analysis as de-
scribed in [5] and the outcome is processor utilisation and worst case response
times (WCRT) for each task. The system is schedulable when for every task i
WCRT i is less than its Deadline i, i.e. the task always finishes before its deadline.
We use the index i as a global task identifier.

We provide only the formulas used in response time analysis and refer to [5]
for details on how this analysis works. The important property of the analysis
is that it always takes conservative estimates of blocking times even though the
actual blocking may not appear, thus resulting in too pessimistic response times.
WCRT i is calculated by recursive formula for task computation windows w(q)
which may overlap with another task release (due to deadline extending past
period), where q is the number of window starting with 0, hp(i) is a set of tasks
with higher priority than i. Then the longest window is taken as WCRT:

wn+1
i (q) = Blockingi + (q + 1)WCET i +

∑
j∈hp(i)

⌈ wn
i (q)

Period j

⌉
WCET j

Responsei(q) = wn
i (q) − qPeriod i
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Fig. 1. Work-flow of schedulability analysis [10]

WCRTi = max
q

Responsei(q)

Blockingi denotes the blocking time when task i is waiting for a shared re-
source being occupied by a lower priority task. Blocking times calculation is
specific to the resource sharing protocol used. BSW tasks use priority inheri-
tance protocol and thus their blocking times are calculated using the following
equation:

Blockingi =
R∑

r=1

usage(r, i)WCETCriticalSection(r)

ASW tasks use priority ceiling protocol and therefore their blocking times are:

Blockingi =
R

max
r=1

usage(r, i)WCETCriticalSection(r)

The matrix usage(r, i) captures how resource r is used by the tasks: usage(r, i) =
1 if r is used by at least one task with a priority less than task i and at least one
task with a priority greater than or equal to task i, otherwise usage(r, i) = 0.

Some BSW tasks are periodic and some sporadic, but we simplify the model
by considering all BSW tasks as periodic. ASW tasks are started by periodic task
MainCycle. In order to obtain more precise results, [10] splits the analysis into
0-20ms and 20-250ms windows, distinguishes two operating modes and analyse
six cases in total separately. However, one case shows up as not schedulable
anyway and application of our framework improves this result by showing that
all tasks finish within their deadlines.
Resource Usage by Tasks. Some tasks require shared resources and those are
protected by semaphore locking to ensure exclusive usage. Sometimes tasks use
resources repeatedly (locking and unlocking several times). When the resource
semaphore is locked, a task may suspend its execution by calling hardware
services and waiting for the hardware to finish thus temporarily releasing the
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processor for other tasks. The processor may be released multiple times during
one semaphore lock. In response time analysis, the processor utilisation is com-
puted by dividing a sum of worst case execution times by duration of analysed
time window.

3 Model-Based Schedulability Methodology

This section explains the principles and concepts used throughout the modelling
framework and then describes the modelling templates in detail.

The main idea is to translate schedulability analysis problem into a reach-
ability problem for timed automata and use the real-time model-checker Up-

paal to find worst case blocking and response times, processor utilisation and
to check whether all the deadlines are met. In our modelling framework clocks
and stopwatches control task release patterns, track task execution progress,
check response time against deadline bound and thus all the computations are
performed by model-checker according to the model, in contrast to carefully
customised specific formula.

The framework consists of the following process models: fixed priority pre-
emptive CPU scheduler, a number of task models and one process for ensuring
global invariants. We provide several templates for task models: for periodic tasks
and for tasks with dependencies, all of which are parameterised with concrete
program control flow and may be customised to a particular resource sharing
protocol. Our approach takes the same task descriptions as [10] and produces
results which are more optimistic and provides the proof that all the tasks will
actually finish before the deadline.

We use stopwatches to track task progress and stop the task progress dur-
ing preemption. In Uppaal, the stopwatch support is implemented through a
concept of derivative over clock, where the derivative can be either 1 (valuation
progresses with a rate of 1 as regular clocks) or 0 (valuation is not allowed to
progress – the clock is stopped). Syntactically stop-watch expressions appear in
invariant expressions in a form of x′ == c, where x is declared of type clock
and c is an integer expression which evaluates to either 0 or 1. The reachabil-
ity analysis of stopwatch automata is implemented as an over-approximation in
Uppaal, but the approximation still suffices for safety properties like checking
if a deadline can ever be violated.
The following outlines the main modelling ingredients:

– One template for the CPU scheduler.
– One template for “idle” task to keep track of CPU usage times.
– One template for all BSW tasks, where resources are locked based on priority

inheritance protocol.
– One template for MainCycle ASW task, which is released periodically, starts

other ASW tasks and locks resources based on priority ceiling protocol.
– One template for all other ASW tasks, which is released by synchronisations,

and locks resources based on priority ceiling protocol.
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– Task specialisation is performed during process instantiation by providing
individual list of operations encoded into flow array of structures.

– Each task (either ASW or BSW) uses the following clocks and data variables:
• Task and its clocks are parameterised by identifier id.
• Execution time is modelled by a stopwatch job[id] which is reset when

the task is started and stopped by a global invariant when the task is
not being run on the processor. A worst case execution time (WCET)
guard ensures that task cannot finish before WCET elapses. To ensure
progress, the clock job[id] is constrained by an invariant of WCET so
that the task releases the processor as soon as it has finished computing.

• A local clock x controls when the task is released and is reset upon task
is released. The task then moves to an error state if x is greater than its
deadline.

• A local clock sub controls progress and execution of individual opera-
tions.

• A local integer ic is an operation counter.
• Worst case response time for task id is modelled by a stopwatch WCRT [id ]

which is reset when the task is started and is allowed to progress only
when the task is ready (global invariant WCRT [id]′ == ready [id] en-
sures that). In addition WCRT [id] is reset when the task is finished in
order to allow model checker to apply active clock reduction to speed
up analysis as the value of this clock is no longer used. The worst case
response time is estimated as maximum value of WCRT [id].

• An error location is reachable and error variable is set to true if there
is a possibility to finish after deadline.

Further we explain the most important model templates, while the complete
model is available for download at http://www.cs.aau.dk/~marius/Terma/ .

3.1 Processor Scheduler

Figure 2a shows the model of CPU scheduler. In the beginning Scheduler ini-
tialises the system (computes the current task priorities by computing default
priority based on id and starts the tasks with zero offset) and in location Running
waits for tasks to become ready or current task to release the CPU resource.
When some task becomes ready, it adds itself to the taskqueue and signals on
enqueue channel, thus moving Scheduler to location Schedule. From location
Schedule, the Scheduler compares the priority of a current task cprio[ctask]
with highest priority in the queue cprio[taskqueue[0]] and either returns to
Running (nothing to reschedule) or preempts the current task ctask, puts it into
taskqueue and schedules the highest priority task from taskqueue.

The processor is released by a signal release[CPU R], in which case the Sched-
uler pulls the highest priority task from taskqueue and optionally notifies it with
broadcast synchronisation on channel schedule (the sending is performed always
in non-blocking way as receivers may ignore broadcast synchronisations).

The taskqueue always contains at least one ready task: IdleTask. Figure 2b
shows how IdleTask reacts to Scheduler events and computes the CPU usage time
with stopwatch usedTime, the total CPU load is then calculated as usedTime

globalTime .

http://www.cs.aau.dk/~marius/Terma/
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add(taskqueue,ctask),
runs[ctask]=0,
ctask=poll(taskqueue)

main()

runs[ctask]=1

runs[ctask]=0,
ctask=poll(taskqueue)

enqueue?
release[CPU_R]?

preempt[ctask]!

schedule[ctask]!

initialize!

Running

Schedule

cprio[ctask]>=
cprio[taskqueue[0]]

Preempt

taskqueue[0]>0 &&
cprio[ctask]<
cprio[taskqueue[0]]

(a) Template for CPU scheduler.

preempt[0]?

schedule[0]?

idleTime’==0
CPUIdleCPUUsed

usedTime’==0

(b) Idle task model.

Fig. 2. Models for CPU scheduler and the simplest task

3.2 Tasks Templates

Figure 3 shows the parameters which describe each periodic task: period duration
showing how often the task is started, offset showing how far into the cycle the
task is started (released), deadline is measured from the instance when task is
started and worst case execution time within deadline.

Task times:

Period

WCET

Deadline

Offset

release

time
WCRT

Fig. 3. Periodic task execution parameters

Figure 4 shows a template used by MainCycle which is started periodically. At
first MainCycle waits for Offset time to elapse and moves to location Idle by
setting the clock x to Period. Then the process is forced to leave Idle location
immediately, to signal other ASW tasks, add itself to the ready task queue
and arrive to location WaitForCPU. When MainCycle receives notification from
scheduler it moves to location GotCPU and starts processing commands from the
flow array. There are four types of commands:

1. LOCK is executed from location tryLock where the process attempts to
acquire the resource. It blocks if the resource is not available and retries
by adding itself to the processor queue again when resource is released. It
continues to location Next by locking the resource if the resource is available.
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UNLOCK==flow[ic].cmd

avail(flow[ic].res)runs[id] &&
END!=flow[ic].cmd &&
x<=Deadline

x>Deadline

COMPUTE==
flow[ic].cmd

starting

!avail(flow[ic].res)

runs[id] &&
job[id]>=WCET &&
x<=Deadline

LOCK==
flow[ic].cmd

Finishing

x==Periodx==Offset

x>Deadline

x>Deadline

runs[id] &&
sub==flow[ic].delay

SUSPEND==
flow[ic].cmd

x>Deadline

sub==flow[ic].delay

runs[id] &&
END==flow[ic].cmd &&
x<=Deadline

x>Deadline

schedule[id]?

enqueue!

schedule[id]?

release[CPU_R]!

enqueue!

release[CPU_R]!

release[flow[ic].res]! release[CPU_R]!

release[flow[ic].res]?

Suspended

Computing

Error

WaitForCPU2WaitForCPU

StartASW!

GotCPU

Idle

Next
tryLock Blocked

enqueue!

blocked[id]=1

ic=0, job[id]=0,
WCRT[id]=0, ready[id]=0

lockCeil(flow[ic].res, id),
ic++, sub=0

blocked[id]=0

add(taskqueue, id),
x=0, job[id]=0,
WCRT[id]=0, ready[id]=1

error=1

error=1

add(taskqueue, id),
susp[id]=false,
ic++, sub=0

susp[id]=true,
sub=0

error=1

x=Period

unlockCeil(flow[ic].res, id),
ic++, sub=0

error=1

ic++, sub=0

sub=0

add(taskqueue, id)

error=0

x<=Period

sub’==runs[id]
&& sub<=0

x<=Offset

sub’==runs[id] &&
sub<=flow[ic].delay

job[id]<=WCET

sub<=
flow[ic].delay

Fig. 4. MainCycle task: periodically starts ASW functions

2. UNLOCK simply releases the resource and moves on to location Next. The
implementation of locking and unlocking is shown in Listing 1.2.

3. SUSPEND releases the processor for specified amount of time, adds itself to
the queue and moves to location Next. The task progress clock job[id] is not
increasing but the response measurement clock WCRT [id] is.

4. COMPUTE makes the task stay in location Computing for at least the spec-
ified duration of pure running time, i.e. the clock sub is stopped whenever
the task is preempted and runs[id] is set to 0. Once the required amount of
CPU time is consumed, the process moves on to location Next.

From location Next, the process is forced by runs[id] invariant to continue with
the next operation: if it is not the END and it is running, then it moves back to
GotCPU to process next operation, and it moves to Finishing if it’s the END. In
Finishing location the process consumed CPU for the remaining time so that
complete WCET is exhausted and then it moves back to Idle. From locations
Next and Finishing the outgoing edges are constrained to check whether the
deadline has been reached since the last task release (when x was set to 0), and
edges force the process into Error location if x > Deadline .

The flow for MainCycle is very simple: it computes for its WCET while keeping
a lock on Sgm R. A more sophisticated example of flow is in Listing 1.1. We do
not know the exact times the resources are locked and the points in time are
chosen arbitrarily, thus it may not necessarily lead to worst-case blocking timed
for higher priority tasks.
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Table 1. The description of PrimaryF task from [10] inputs

Primary Functions

- Data processing 20577/2521

Icb_R(LNS: 2, LCS: 1200, LC: 1600, MaxLC: 800)

- Guidance 3440/0

- Attitude determination 3751/1777

Sgm_R(LNS: 5, LCS: 121, LC: 1218, MaxLC: 236)

- PerformExtraChecks 42/0

- SCM controller 3479/2096

PmReq_R(LNS: 4, LCS: 1650, LC: 3300, MaxLC: 3300)

- Command RWL 2752/85

The template for BSW tasks is almost the same as MainCycle, except that
1) BSW tasks do not have to start other ASW tasks and thus from Idle they
go directly to WaitForCPU with enqueueing edge, 2) instead of ceiling protocol
(lockCeil and unlockCeil) it uses inheritance (lockInh and unlockInh) and 3) it
boosts the owners priority by calling boostPrio(flow [ic].res, id) on the edge from
tryLock to Blocked. BSW tasks have their own local clock x, while MainCycle
shares its x with other ASW tasks.

Other ASW tasks are started by MainCycle, thus instead of broadcast shout
synchronisation on StartASW channel they have receive synchronisation on
StartASW. Also, they share the same clock x with MainCycle, because response
time is measured from the same 20ms offset (as in [10], so that the results are
comparable).

Table 1 shows the description of PrimaryF from [10] as an example that we
used to create flow structure. This particular description consists of six activities.

Each activity is described by two numbers (CPU time / BSW service time,
BSW service time is included in CPU time, thus is not used in our model),
followed by resource usage pattern if any. The resource usage is described by the
following parameters:

LNS – total number of times the CPU has been released while the resource was
locked (task suspension count).

LCS – total time the CPU has been released while the resource was locked
(task suspension duration).

LC – total time the resource has been locked.
MaxLC – the longest time the resource has been locked.

From this description we use only LCS and LC, where we assume that LC-LCS
is the CPU busy time while the resource is locked. Listing 1.1 shows an example
of detailed control flow structure for PrimaryF task, where the numbers mean the
time duration and comments relate each step to an item in Table 1. Listing 1.2
shows functions for priority inheritance and priority ceiling protocols, which use
owner and cprio to track current resource owner and task priority.



184 M. Mikučionis et al.

Listing 1.1. Operation flow for PrimaryF task
�

1 const ASWFlow t PF f = { // Primary Functions:
2 { LOCK, Icb R, 0 }, // 0) −−−−− Data processing
3 { COMPUTE, CPU R, 1600−1200 }, // 1) computing with Icb R
4 { SUSPEND, CPU R, 1200 }, // 2) suspended with Icb R
5 { UNLOCK, Icb R, 0 }, // 3)
6 { COMPUTE, CPU R, 20577−(1600−1200) }, // 4) computing without Icb R
7 { COMPUTE, CPU R, 3440 }, // 5) −−−−− Guidance
8 { LOCK, Sgm R, 0 }, // 6) −−−−− Attitude determination
9 { COMPUTE, CPU R, 1218−121 }, // 7) computing with Sgm R

10 { SUSPEND, CPU R, 121 }, // 8) suspended with Sgm R
11 { UNLOCK, Sgm R, 0 }, // 9)
12 { COMPUTE, CPU R, 3751−(1218−121) }, //10) computing without Sgm R
13 { COMPUTE, CPU R, 42 }, //11) −−−−− Perform extra checks
14 { LOCK, PmReq R,0 }, //12) −−−−− SCM controller
15 { COMPUTE, CPU R, 3300−1650 }, //13) computing with PmReq R
16 { SUSPEND, CPU R, 1650 }, //14) suspended with PmReq R
17 { UNLOCK, PmReq R, 0 }, //15)
18 { COMPUTE, CPU R, 3479−(3300−1650) }, //16) computing without PmReq R
19 { COMPUTE, CPU R, 2752 }, //17) −−−−− Command RWL
20 FIN, FIN, FIN, FIN, FIN, FIN, FIN, FIN, FIN, FIN, FIN // fill the array
21 };

� �

Listing 1.2. Resource locking based on two different protocols
�

1 /∗∗ Check if the resource is available : ∗/
2 bool avail ( resid t res) { return (owner[res]==0); }
3 /∗∗ Lock the resource based on priority ceiling protocol : ∗/
4 void lockCeil( resid t res , taskid t task) {
5 owner[res] = task; // mark resource occupied by task
6 cprio[task] = ceiling [ res ]; // assume the priority of resource
7 }
8 /∗∗ Unlock the resource based on priority ceiling protocol : ∗/
9 void unlockCeil( resid t res , taskid t task){

10 owner[res] = 0; // mark resource as released
11 cprio[task] = def prio(task); // return to default priority
12 }
13 /∗∗ Boost the priority of resource owner based on priority inheritance protocol : ∗/
14 void boostPrio(resid t res , taskid t task) {
15 if (cprio[owner[res ]] <= def prio(task)) {
16 cprio[owner[res ]] = def prio(task)+1;
17 sort(taskqueue);
18 }
19 }
20 /∗∗ Lock the resource based on priority inheritance protocol : ∗/
21 void lockInh( resid t res , taskid t task) {
22 owner[res] = task; // mark resource occupied by task
23 }
24 /∗∗ Unlock the resource based on priority inheritance protocol : ∗/
25 void unlockInh(resid t res , taskid t task) {
26 owner[res] = 0; // mark resource as released
27 cprio[task] = def prio(task); // return to default priority
28 }

� �

3.3 System Model Instantiation

Listing 1.3 shows how tasks are instantiated. Listing 1.4 shows system declaration
using priorities which help enforce the specified priorities in verification. The
resulting model is deterministic, thus the expected state space shape is narrow
(single sequence of steps) but potentially very deep.

Initial experiments showed that in fact the state space is so deep that Uppaal

exhausts the memory in a few minutes by storing most of the state space just
to check for loops and ensure the verification termination. To address this issue
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a sweep-line method [6] is used. The basic idea behind sweep-line method is to
store only those passed states which have the greatest progress measure and
purge the rest, thus effectively releasing and reusing most of the memory.

Listing 1.3. Task instantiation
�

1 // taskid,Offset,Period, flow, WCET, Deadline
2 RTEMS RTC = BSW(1, 0, 10000, WCET f, 13, 1000);
3 AswSync SyncPulselsr=BSW(2, 0,250000, WCET f, 70, 1000);
4 Hk SamplerIsr = BSW(3,62500,125000, WCET f, 70, 1000);
5 SwCyc CycStartIsr= BSW(4, 0,250000, WCET f, 20, 1000);
6 SwCyc CycEndIsr= BSW(5,200000,250000, WCET f, 100, 1000);
7 Rt1553 Isr = BSW(6, 0, 15625, WCET f, 70, 1000);
8 Bc1553 Isr = BSW(7, 0, 20000, WCET f, 70, 1000);
9 Spw Isr = BSW(8, 0, 39000, WCET f, 70, 2000);

10 Obdh Isr = BSW(9, 0,250000, WCET f, 70, 2000);
11 RtSdb P 1 = BSW(10, 0, 15625, WCET f, 150, 15625);
12 RtSdb P 2 = BSW(11, 0,125000, WCET f, 400, 15625);
13 RtSdb P 3 = BSW(12, 0,250000, WCET f, 170, 15625);
14 // #13 is reserved for ASW resource priority ceiling
15 FdirEvents =ASWspor(14,20000,250000, WCET f, 5000, 230220);
16 NominalEvents 1=ASWspor(15,20000,250000, WCET f, 720, 230220);
17 mainCycle = MainCycle(16,20000,250000, 400, 230220, ASWclock);
18 HkSampler P 2 = BSW(17,62500,125000, WCET f, 500, 62500);
19 HkSampler P 1 = BSW(18,62500,250000, WCET f, 6000, 62500);
20 Acb P = BSW(19,200000,250000,WCET f, 6000, 50540);
21 IoCyc P = BSW(20,200000,250000,WCET f, 3000, 50540);
22 //ASW: id, start, finish , flow, WCET, Deadline
23 primaryF = ASW(21,StartASW,Done, PF f, 34050, 59600, ASWclock);
24 rCSControlF= ASW(22,StartASW,Done, RCS f, 4070, 239600, ASWclock);
25 Obt P = BSW(23, 0,1000000,Obt f, 1100, 100000);
26 Hk P = BSW(24, 0,250000, WCET f, 2750, 250000);
27 StsMon P = BSW(25,62500,250000,StsMon f,3300, 125000);
28 TmGen P = BSW(26, 0,250000, WCET f, 4860, 250000);
29 Sgm P = BSW(27, 0,250000, Sgm f, 4020, 250000);
30 TcRouter P = BSW(28, 0,250000, WCET f, 500, 250000);
31 Cmd P = BSW(29, 0,250000, Cmd f, 14000, 250000);
32 NominalEvents 2= BSW(30,20000,250000, WCET f, 1780, 230220);
33 secondF 1 = ASW(31,StartASW, Done, SF1 f, 20960, 189600, ASWclock);
34 secondF 2 = ASW(32,StartASW, Done, SF2 f, 39690, 230220, ASWclock);
35 Bkgnd P = BSW(33, 0,250000, WCET f, 200, 250000);

� �

Periodic models—like the ones for schedulability—do not have inherent progress
measure, so we propose to create an artificial one based on how many cycles the
system has executed so far, and then reset it to zero once it reaches a pre-specified
limit. In fact, such drops in progress measure are tolerated by generalised sweep-
line method [9], which is also implemented in Uppaal. The progress measure is
based on the variable cycle defined on line 8 in Listing 1.4, incremented by guarded
loops in Global process (Fig. 5) after each 250ms and is reset together with all the
global clocks to zero once the CYCLELIMIT is reached. The process Global also
takes care of global invariants on job[i] and WCRT [i] stopwatches of each task i.

Listing 1.4. System declaration using Uppaal priorities
�

1 system Scheduler, Bkgnd P < secondF 2 < secondF 1 < NominalEvents 2 < Cmd P <
2 TcRouter P < Sgm P < TmGen P < StsMon P < Hk P < Obt P < rCSControlF <
3 primaryF < IoCyc P < Acb P < HkSampler P 1 < HkSampler P 2 <
4 mainCycle < NominalEvents 1 < FdirEvents < RtSdb P 3 < RtSdb P 2 < RtSdb P 1

< Obdh Isr <
5 Spw Isr < Bc1553 Isr < Rt1553 Isr < SwCyc CycEndIsr < SwCyc CycStartIsr <
6 Hk SamplerIsr < AswSync SyncPulselsr <
7 RTEMS RTC, IdleTask, Global;
8 progress { cycle; }

� �
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cycle=0, globalTime=0,
usedTime=0, idleTime=0,
WCRT[0]=0

cycle++

Done?
globalTime==cycle*CYCLE 
&& cycle<CYCLELIMIT

globalTime==cycle*CYCLE 
&& cycle==CYCLELIMIT

globalTime<=cycle*CYCLE &&
forall(i: taskid_t) job[i]’==runs[i] &&
forall(i: taskid_t) WCRT[i]’==ready[i]

Fig. 5. Global process enforce invariants on stopwatches and cyclic progress

Further, we explore some values of CYCLELIMIT in order to minimise the
verification resources. We postulate that a good heuristics is to explore at least to
a hyper-period (least common multiple of periods) of all the periodic processes
before reseting the cycle counter. There are the following different periods in
the system: 125000, 15625, 20000, 39000, 250000 and 1000000μs, therefore a
potential hyper-period is 39000000μs, or 156 cycles of 250ms each, but it can be
much larger due to non-trivial resource sharing and task interaction.

3.4 Verification Queries

The following is a list of queries used to check schedulability properties:

– Check if the system is schedulable (the error state is not reachable):
E<> error

– Check if any task can be blocked at all: E<> exists(i:taskid t) blocked[i]
– Find the total worst CPU usage: sup: usedTime, idleTime
– Find the worst case response times: sup: WCRT[0], WCRT[1], ... WCRT[33]
– Find worst case blocking times, where B[i] is a stopwatch growing when

task i is blocked: sup: B[0], B[1], B[2], ... B[33]

A sup-query explores the entire reachable state space and computes the maxi-
mum (supremum) value of an argument expression, which is useful for computing
several bounds at once. However, in such queries, Uppaal treats the specified
clocks as active, therefore the exploration can be significantly slower when the
clock list is large. Therefore, we create a separate model to estimate blocking
times instead WCRT by purging expressions with WCRT [id] and adding B[id]
reset statements on edges from tryLock to Blocked in order to save half of
expensive stopwatches.

4 Results

The results of our model-based framework consist of three parts: visualisation
of a schedule in Gantt chart, worst case response times estimates and CPU
utilisation estimation with verification benchmarking based on cycle limit.

Visualisation. A Gantt chart can be used to visualise a trace of the system, thus
providing a rich picture for inspection. For example, in the generated chart, it can
be seen that Cmd P is blocked more than 5 times during the first cycle, while
blocking times for PrimaryF and StsMon P are significantly long only starting
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from the second cycle. Listing 1.5 shows a chart declaration accepted by Uppaal

TIGA [3] which assigns colours for each line (T for task lines, R for resource
lines) based on the state (ready, running, blocked or suspended; locked and used,
locked and preempted or locked and suspended respectively).

Listing 1.5. Specification for Gantt chart
�

1 gantt {
2 T(i: taskid t) :
3 (ready[i ] && !runs[i]) −> 1,// green: ready
4 (ready[i ] && runs[i]) −> 2, // blue: running
5 (blocked[i ]) −> 0, // red: blocked
6 susp[ i ] −> 9; // cyan: suspended
7 R(i: resid t ) :
8 (owner[i]>0 && runs[owner[i]]) −> 2, // blue: locked and actively used
9 (owner[i]>0 && !runs[owner[i]] && !susp[owner[i]]) −> 1, // green: locked, preempted

10 (owner[i]>0 && susp[owner[i]]) −> 9; // cyan: locked and suspended
11 }

� �

Verification and CPU Load Estimates. Uppaal takes about 2min (112s) to
verify that the system is schedulable and about 3 times as much to find WCRT
on a Linux laptop PC with Intel Core 2 Duo 2.2GHz processor.

In [10] CPU utilisation for 20-250ms window is estimated as 62.4%, and our
estimate for entire worst case cycle is 63.65% which is slightly larger, possibly
due to the fact that it also includes the consumption during 0-20ms window.

Table 2 shows Uppaal verification resources used for estimating WCRT and
CPU utilisation for various cycle limits. The instances where cycle limit is a
divisor or a multiple of a hyper-period (156) are in bold. Notice that for such
cycle limits the verification resources are orders of magnitude lower, and there is
nearly perfect linear correlation between cycle limit and resource usage in both
sub-sequences when evaluated separately (both coefficients are ≥ 0.993).

Table 2. Verification resources and CPU utilisation estimates

cycle Uppaal resources Herschel CPU utilization
limit CPU, s Mem, KB States, # Idle, μs Used, μs Global, μs Sum, μs Used, %

1 465.2 60288 173456 91225 160015 250000 251240 0.640060
2 470.1 59536 174234 182380 318790 500000 501170 0.637580
3 461.0 58656 175228 273535 477705 750000 751240 0.636940
4 474.5 58792 176266 363590 636480 1000000 1000070 0.636480
6 474.6 58796 178432 545900 955270 1500000 1501170 0.636847
8 912.3 58856 352365 727110 1272960 2000000 2000070 0.636480

13 507.7 58796 186091 1181855 2069385 3250000 3251240 0.636734
16 1759.0 58728 704551 1454220 2545850 4000000 4000070 0.636463
26 541.9 58112 200364 2363640 4137530 6500000 6501170 0.636543
32 3484.0 75520 1408943 2908370 5091700 8000000 8000070 0.636463
39 583.5 74568 214657 3545425 6205745 9750000 9751170 0.636487
64 7030.0 91776 2817704 5816740 10183330 16000000 16000070 0.636458
78 652.2 74768 257582 7089680 12411420 19500000 19501100 0.636483

128 14149.4 141448 5635227 11633480 20366590 32000000 32000070 0.636456
156 789.4 91204 343402 14178260 24821740 39000000 39000000 0.636455
256 23219.4 224440 11270279 23266890 40733180 64000000 64000070 0.636456
312 1824.6 124892 686788 28356520 49643480 78000000 78000000 0.636455
512 49202.2 390428 22540388 46533780 81466290 128000000 128000070 0.636455
624 3734.7 207728 1373560 56713040 99286960 156000000 156000000 0.636455
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Table 3. Specification, blocking and worst case response times of individual tasks

Specification Blocking times WCRT
ID Task Period WCET Deadline Terma Uppaal Diff Terma Uppaal Diff
1 RTEMS RTC 10.000 0.013 1.000 0.035 0 0.035 0.050 0.013 0.037
2 AswSync SyncPulseIsr 250.000 0.070 1.000 0.035 0 0.035 0.120 0.083 0.037
3 Hk SamplerIsr 125.000 0.070 1.000 0.035 0 0.035 0.120 0.070 0.050
4 SwCyc CycStartIsr 250.000 0.200 1.000 0.035 0 0.035 0.320 0.103 0.217
5 SwCyc CycEndIsr 250.000 0.100 1.000 0.035 0 0.035 0.220 0.113 0.107
6 Rt1553 Isr 15.625 0.070 1.000 0.035 0 0.035 0.290 0.173 0.117
7 Bc1553 Isr 20.000 0.070 1.000 0.035 0 0.035 0.360 0.243 0.117
8 Spw Isr 39.000 0.070 2.000 0.035 0 0.035 0.430 0.313 0.117
9 Obdh Isr 250.000 0.070 2.000 0.035 0 0.035 0.500 0.383 0.117

10 RtSdb P 1 15.625 0.150 15.625 3.650 0 3.650 4.330 0.533 3.797
11 RtSdb P 2 125.000 0.400 15.625 3.650 0 3.650 4.870 0.933 3.937
12 RtSdb P 3 250.000 0.170 15.625 3.650 0 3.650 5.110 1.103 4.007
14 FdirEvents 250.000 5.000 230.220 0.720 0 0.720 7.180 5.153 2.027
15 NominalEvents 1 250.000 0.720 230.220 0.720 0 0.720 7.900 5.873 2.027
16 MainCycle 250.000 0.400 230.220 0.720 0 0.720 8.370 6.273 2.097
17 HkSampler P 2 125.000 0.500 62.500 3.650 0 3.650 11.960 5.380 6.580
18 HkSampler P 1 250.000 6.000 62.500 3.650 0 3.650 18.460 11.615 6.845
19 Acb P 250.000 6.000 50.000 3.650 0 3.650 24.680 6.473 18.207
20 IoCyc P 250.000 3.000 50.000 3.650 0 3.650 27.820 9.473 18.347
21 PrimaryF 250.000 34.050 59.600 5.770 0.966 4.804 65.470 54.115 11.355
22 RCSControlF 250.000 4.070 239.600 12.120 0 12.120 76.040 53.994 22.046
23 Obt P 1000.000 1.100 100.000 9.630 0 9.630 74.720 2.503 72.217
24 Hk P 250.000 2.750 250.000 1.035 0 1.035 6.800 4.953 1.847
25 StsMon P 250.000 3.300 125.000 16.070 0.822 15.248 85.050 17.863 67.187
26 TmGen P 250.000 4.860 250.000 4.260 0 4.260 77.650 9.813 67.837
27 Sgm P 250.000 4.020 250.000 1.040 0 1.040 18.680 14.796 3.884
28 TcRouter P 250.000 0.500 250.000 1.035 0 1.035 19.310 11.896 7.414
29 Cmd P 250.000 14.000 250.000 26.110 1.262 24.848 114.920 94.346 20.574
30 NominalEvents 2 250.000 1.780 230.220 12.480 0 12.480 102.760 65.177 37.583
31 SecondaryF 1 250.000 20.960 189.600 27.650 0 27.650 141.550 110.666 30.884
32 SecondaryF 2 250.000 39.690 230.220 48.450 0 48.450 204.050 154.556 49.494
33 Bkgnd P 250.000 0.200 250.000 0.000 0 0.000 154.090 15.046 139.044

Herschel CPU utilisation estimate does not improve much, therefore we con-
clude that individual cycles are very similar. The sum of idle and used times is
slightly larger than global supremum meaning that some cycles are only slightly
more stressed than others.

Worst Case Response Times. Table 3 shows the response timed from Uppaal

analysis in comparison to response time analysis by Terma. For most of BSW
tasks (1-12,17-18) resource patterns are not available and thus Uppaal could
not determine their blocking times. Blocking times by Terma also include the
suspension times related to locking of resources. We note that in all cases the
WCRT estimates provided by Uppaal are smaller (hence less pessimistic) than
those originally obtained [10]. In particular, we note that the task PrimaryF (task
21) is found to be schedulable using model-checking in contrast to the original
negative result obtained by Terma.

5 Discussion

We have shown how the Uppaal model-checker can be applied for schedulability
analysis of a system with single CPU, fixed priorities preemptive scheduler, mix-
ture of periodic tasks and tasks with dependencies, and mixed resource sharing
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protocols. Worst case response times (WCRT), blocking times and CPU utilisa-
tion are estimated by model-checker according to the system model structure.
Modelling patterns use stopwatches in a simple and intuitive way. A break-
through in verification scalability for large systems (more than 30 tasks) is
achieved by employing sweep-line method. Even better control over verification
resources can be achieved by carefully designing progress measure.

The task templates are demonstrated to be generic through many instanti-
ations with arbitrary computation sequences and specialised for particular re-
source sharing. The framework is modular and extensible to accommodate a
different scheduler and control flow can be expanded with additional instruc-
tions if some task algorithm is even more complicated. In addition, Uppaal

toolkit allows easy visualisation of the schedule in Gantt chart and the system
behaviour can be examined in both symbolic and concrete simulators.

The case study results include a self-contained non-ambiguous model which
formalises many assumptions described in [10] in human language. The verifica-
tion results demonstrate that the timing estimates correlate with figures from
the response time analysis [10]. The worst case response time of PrimaryF is in-
deed very close to deadline, but overall all estimates by Uppaal are lower (more
optimistic) and they all (WCRT 21 in particular) are below deadlines, whereas
the response time analysis found that PrimaryF may not finish before deadline
and does not provide any more insight on how the deadline is violated or whether
such behaviour is realizable.
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Abstract. This paper describes a tool-supported method for the formal
verification of timed properties of HTL programs, supported by the auto-

mated translation tool HTL2XTA, which extracts from a HTL program

(i) an Uppaal model and (ii) a set of properties that state the compliance

of the model with certain automatically inferred temporal constraints.

These can be manually extended with other temporal properties provided

by the user. The paper introduces the details of the proposed mechanisms

as well as the results of our experimental validation.

1 Introduction

New requirements arise from the continuous evolution of computer systems.
Processing power alone is not sufficient to satisfy all the industrial requirements.
For instance in the context of critical systems, the safety and reliability aspects
are fundamental [14]: it is not sufficient to merely provide the technical means for
a set of tasks to be executed; it is also required that the system (as a whole) can
correctly execute all of the tasks in due time. The focus of this paper is precisely
on the reliability of safety-critical systems. Such systems are usually real-time
systems [11] that add to traditional reliability requirements the intrinsic need
to ensure that tasks are executed within a well-established time scope. For such
systems, missing these timing requirements corresponds to a system failure.

Our study considers the Hierarchical Timing Language (HTL) [5, 6, 10] as a
basis for real-time system development, and addresses the issue of the (auto-
mated) formal verification of timing requirements. Since HTL is a coordination
language [4] for which schedulability analysis is decidable, our focus here is on the
verification of complementary timing properties. The verification framework we
propose relies on model checking based on timed automata and timed temporal
logic. The contribution of this paper is a detailed description of the methodology
and its underlying tool-supported verification mechanism.

Our tool takes as input a HTL program and extracts from it an Uppaal model
and a set of proof obligations that correspond to certain expected timed tempo-
ral properties. The resulting model can be used to run a timed simulation of the
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program execution, and the properties can be checked using the proof facilities
provided by the Uppaal tool. With the help of these mechanisms, the develop-
ment team can audit the program against the expected temporal behaviour.

Motivation and Related Work. The HTL language is derived from Giotto [9].
Giotto-based languages share the important feature that they allow one to stat-
ically determine the schedulability of programs. Although academic, these lan-
guages have a number of interesting properties that cannot be found in languages
currently used in industry, including efficient reuse of code; theoretical ease of
adaptation of a program to several platforms; hierarquical construction of pro-
grams; and the use of functional features of languages without limitations.

HTL introduces several improvements with respect to Giotto, but the HTL
platform still lacks verification mechanisms to complement schedulability anal-
ysis, in order to allow the language to compete with other tools more widely
used in industry. Bearing in mind this aspect, we propose to complement the
verification of temporal HTL with model checking [3]. While the static analysis
performed by the HTL compiler enforces the schedulability (seen as a safety
property) of the set of tasks in a program, a model checker allows the system de-
signer to perform a temporal analysis of the tasks’ behaviour from the specified
timing requirements – an aspect that is ignored by the HTL tools.

The verification methodology proposed in this paper is inspired by [13], but
uses a different abstraction based on the logical execution time of each task.
Unlike [13], a key point of our tool chain is that the verification is fully auto-
matic. [12] proposes the use of Uppaal with a related goal: the verification of a
Ravenscar-compliant scheduler for Ada applications.

HTL. The Hierarchical Timing Language [6,5,10,7] is a coordination language [4]
for real-time critical systems with periodic tasks, which allows for the static ver-
ification of the schedulability of the implemented tasks. The aim of coordination
languages is the combination and manipulation of programs written in hetero-
geneous programming languages. A system may be implemented by providing a
set of tasks written in possibly different programming languages, together with
a HTL layer, and additionally specifying how the tasks interact. This favours a
clear separation, in the system design, between the functional layer and the con-
current and temporal aspects. The HTL toolchain provides code generators that
translate the HTL layer into executable code of the target execution platform.

A fundamental aspect of HTL is the Logical Execution Time (LET), that
provides an abstraction for the physical execution of tasks. The LET of a task
considers a time scope in which the task can be executed regardless of how the
operating system assigns resources to this task. The LET of a periodic task
implementing a read data; process; write data cycle begins in the instant when
the last variable is read and ends when the first variable is written.

For illustration purposes, we give in Listing 1.1 an excerpt of a HTL program
(based on the 3TS Simulink case study, see Section 5). A HTL program is com-
posed by a number of main commands which allow programmers to describe the
desired behaviour of almost any program. These commands are communicator,
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1 module IO s t a r t readWrite{
2 task t r e ad
3 input ( ) s t a t e ( )
4 output ( c doub le p h1 , c doub le p h2 , c boo l p V1 , c boo l p V2 )
5 func t i on f r e ad ;
6 ( . . . )
7
8 mode readWrite per iod 500{
9 invoke t r e ad

10 input ( )
11 output ( ( h1 , 3 ) , (h2 , 3 ) , ( v1 , 1 ) , ( v2 , 1 ) ) ;
12 ( . . . )
13 }
14 }

Listing 1.1. 3TS Simulink code snippet

module, task, port, mode, invoke and switch. Briefly, a communicator is a typed
variable which can be accessed any time during the execution; modules have to
be declared after communicators and their bodies are composed by ports, tasks
and modes. At least one (initial) mode must be declared. The task command,
as the name indicates, is used to declare tasks, taking as arguments possible
input/output ports and a Worst Case Execution Time (WCET) estimation.
Similarly to a communicator, a port is a typed variable accessed during program
execution, but in this case declared inside a module. The set of modes declared
inside a module defines the module’s behaviour. Through the modes declaration
it is possible to know which tasks will be executed, and at which moment. The
invocations are responsible for dictating when the tasks should be executed, and
define the LET of each task. Finally, the switch command, which takes as input
a condition and a mode identifier, is used to change the current execution mode.

HTL favours a layered approach to the development of programs. Tasks can
be organized in refinements that allow programmers to provide details gradually,
and also allow for a more finely grained task structure. A concrete task refines
an abstract task if it has the same frequency as the abstract task and it is able to
provide a time behaviour that is at least as good as the behaviour of the abstract
task. The notion of refinement correctness is then expressed in terms of time
safety. The refined task must be time-indistinguishable from the abstract task;
a concrete HTL program is schedulable if it contains only time-safe refinements
of the tasks of a schedulable abstract HTL program.

Uppaal. The Uppaal tool is a modelling application developed at the universi-
ties of Uppsala and Aalborg, based on networks of timed automata [2]. The
tool offers simulation and verification functionality based on model checking of
formulas of a subset of the TCTL logic [1]. Uppaal is particularly suitable for
modeling and analysing the timed behaviour of a set of tasks; properties like two
given tasks t1, t2 do not reach the states A and B simultaneously are typical of
the kind of analyses that can be performed with Uppaal.

Since the model checking engine is independent from the GUI, both visual and
textual representations of timed automata can be used for the verification tasks.
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This is particularly interesting when Uppaal is used in cooperation with other
tools. Timing requirements (target properties to be checked) can be specified
using the editing facilities of the GUI, or separately in a file. This last approach
is used by the toolchain introduced in this paper.

2 The HTL2XTA Toolchain

The purpose of the verification methodology proposed in this paper is to extend
the verification capabilities provided by the HTL platform. Given a HTL pro-
gram and the schedulability analysis provided by the regular HTL toolchain [7],
the methodology consists in the following two steps:

1. From a HTL program, the HTL2XTA translator produces two files: one
(.xta) contains a model of the program (timed automata); the other (.q)
a set of automatically inferred properties (timed temporal logic formulas).
The translation algorithm has a recursive structure and requires only two
depth-first traversals of the AST: the first one produces the model and the
second one infers the properties.

2. Both these files are fed to the Uppaal model checker; the GUI or the model
checker engine (verifyta) can be used to check if the properties are satisfied.

We remark that the automatically generated properties correspond to relatively
simple timing requirements; formulas for more complex requirements, such as
“task X must not execute at the same time as task Y ”, or “if task X executes,
then after T time units task Y must also execute” are not automatically gen-
erated, but can of course be manually incorporated in the .q file after the first
step above. Writing the appropriate TCTL formulas must of course take into
consideration the requirements and the generated model. We now turn to an
exploration of the involved translation mechanisms, which will be detailed in
the next two sections.

Model Translation. With the classic state space explosion limitation of model
checking [3] in mind, and given the central role of the models in the verifica-
tion process, it was decided to avoid translation schemes that would result in
the construction of very complex models. Therefore, and given that the HTL
platform already performs a scheduling analysis, the translation abstracts away
from the physical execution of tasks, unlike, say, the approach described in [13].
As such, we consider that the notion of LET is sufficient to allow the remaining
interesting timing properties to be checked. A network of timed automata is then
obtained from a HTL program as follows:

– Each task is modeled as a single automaton with its own LET, calculated
from the concrete ports and the communicators given in the task’s declara-
tion. The lower bound of the LET corresponds to the instant in which the
last variable reading is performed, and the upper bound to the instant in
which the first variable writing is performed.
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– For each module in the HTL program a timed automaton is created. Note
that each mode in a module represents the execution of a set of tasks, and
that, at any moment, each module can only be in one operation mode, thus
there is no need to have more than one automaton for each module. When-
ever the (module) automaton performs an execution cycle, it will synchronize
with the automata representing the tasks invoked in the specified mode. The
level of abstraction adopted completely ignores the type of communicator as
well as the initialization driver.

Since HTL is a hierarchical coordination language, a very relevant aspect is the
number of refinements in the program (directly related to program hierarchies),
which can naturally increase the complexity of the model substantially. By de-
fault, the translation process reflects faithfully the refinement present in the
HTL programs. However in some cases this could make the model exploration
impracticable, and for this reason the translator allows for the construction of
models to take the desired level of refinement as input.

Inference of Properties. Listing 1.2 shows examples of automatically produced
timing properties. The automatically inferred properties are all related with
some HTL feature, like the modes’ periods, the LET of each task, the tasks in-
voked in each mode, and the program refinement. To allow for traceability, each
property is annotated with a textual description of the feature to check, a refer-
ence to the position of the respective feature in the HTL file, and the expected
verification result. The inferred properties can and should be manually comple-
mented with information extracted from the established temporal requirements.
The automata corresponding to a given module and tasks, as well as the states
corresponding to task invocations and LETs, are identified by clearly defined
labels, which facilitates writing properties manually.

1 /∗ Deadlock Free −> true ∗/
2 A [ ] not deadlock
3
4 /∗ P1 mode readWrite period 500 @ Line 19 −> true ∗/
5 A [ ] sP 3TS IO . readWrite imply ( ( not sP 3TS IO . t>500) && ( not sP 3TS IO . t

<0) )
6
7 /∗ P2 mode readWrite period 500 @ Line 19 −> true ∗/
8 sP 3TS IO . readWrite −−> ( sP 3TS IO . Ready && ( sP 3TS IO . t==0 | |

sP 3TS IO . t==500) )
9

10 /∗ P1 Let of t w r i t e = [400;500] @ Line 21 −> true ∗/
11 A [ ] ( IO readWr i t e t wr i t e . Let imply ( not IO readWr i t e t wr i t e . tt <400 &&

not IO readWr i t e t wr i t e . tt >500) )

Listing 1.2. Example of annotated properties

3 Model Translation

Some aspects of HTL are purely ignored by the translation process, either be-
cause they do not bring any relevant information, or because the abstraction level
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of the model is not sufficient to cope with it. The translation process is syntax-
oriented and based on the abstract syntax tree (AST) of the HTL language,
which was built using a HTL grammar. It supports all of the HTL language,
however there is information that is not analysed or translated by the tool.

Let us consider the definition of the function T that takes as input a HTL
program and returns a network of timed automata (NTA). Naturally, this func-
tion is defined recursively over the structure of the AST. An auxiliary function
A is used for task invocation analysis, that takes as argument a HTL program
and returns relevant information to build the NTA.

Translation of Mode Switch. Consider the abstract representation of a switch
instruction as the tuple (n, s, p), where n is the name of the mode for which the
change of execution is pretended, s the name of the function (in the functional
code) that evaluates whether the change should take place, and p the decla-
ration position in the HTL file. Let Prog denote the set of all programs, then
we have ∀switch ∈ Prog, Tswitch (n, s, p) = ∅. Note that the non-determinism of
Uppaal will be important to guarantee that the modes are alternated during the
execution. The translation itself is not affected by any mode switches.

Translation of Types and Initialization Drivers. Let ct be a type and ci the
declaration of the initialization driver. We have ∀dt ∈ Prog , Tdt(ct , ci) = ∅.
Neither the type nor the initial value (initialization driver) of a declaration have
any impact on the application of the translation process. This information does
not contribute to the temporal analysis.

Translation of Task Declarations. Consider the abstract representation of a
task as the tuple (n, ip, s, op, f, w, p), where n is the name of the task, ip the
list of input ports, s the list of internal states, op the list of output ports, f
the name of the function which implements the task, w the task’s WCET,
and finally p the task declaration position in the HTL file. We have ∀task ∈
Prog , Ttask (n, ip, s, op, f, w, p) = ∅. Analogously to the previous situations, task
declarations do not have any impact on the translation.

Translation of Communicator Declarations. Consider the abstract representa-
tion of a communicator as the tuple (n, dt , pd , p), where n is the communicator’s
name, dt the communicator’s type with ct , ci as initialization driver, pd the
communicator’s period and p the communicator’s declaration position in the
HTL file, then ∀communicator ∈ Prog , Tcommunicator(n, dt , pd , p) = ∅.

Once more the translator ignores the declaration. In order to evaluate the
LET (see below) the following clause is defined for the auxiliary function A:
∀communicator ∈ Prog , Acommunicator(com , dt , pd , p) = pd , even if the commu-
nicator com does not have a direct representation in the model given the ab-
straction level adopted.

Translation of Ports Declaration. Let the abstract representation of a port be
the tuple (n, dt , p), where n is the ports’s name, dt the port’s type with ct ,
ci the initialization driver and p the port’s declaration position in the HTL
file, then ∀port ∈ Prog , Tport(n, dt , p) = ∅. The port’s declaration is ignored in
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Fig. 1. taskTA automata on the left and instantiation on the right

the translation, and moreover no task invocation analysis is performed. In task
invocations ports are just names.

LET Transposition

This translation is based on an implementation of the concept of LET, based on
the timed automata taskTA, taskTA S, taskTA R and taskTA SR. These four
automata result from the use of concrete ports in the task invocations: taskTA
represents the task invocations where only communicators are used, taskTA S
(S for send) those where a single concrete port is used as output, taskTA R
(R for receive) those where a single concrete port is used as input, and finally
taskTA SR where two concrete ports are used, as input and as output.

In the following, a task invocation will be seen in abstract terms as the tu-
ple (n, ip, op, s, pos) where n is the invoked task’s name, ip is the input port’s
(variables) mapping, op the output port’s (variable) mapping, s the name of the
task’s parent, and finally pos is the task’s declaration position in the HTL file.

TaskTA. Let Port be the set of all concrete ports, cp be one concrete port, and
taskTA(r, t, p, li) be a timed automaton where r is a release urgent synchroniza-
tion, t is a termination urgent synchronization, p the task’s LET period and li
the exact moment where the last variable is read. Then we have

∀cp ∈ Port , ∀invoke ∈ Prog , cp /∈ ip, cp /∈ op,⇒
Tinvoke(n, ip, op, s, pos) = taskTA(r, t, p, li)

Each task invocation in which no concrete ports are used either in the input
or in the output variables, gives rise to an automaton taskTA (see Figure 1). The
urgent synchronization channels r and t are calculated in the system declaration.
For each task instantiation the channel r has an unique name, produced by an
enumeration r1, r2, r3, . . . Similarly, the channel t has an unique name for each
set of mode automata, produced by an enumeration t1, t2, t3, . . .

The instant at which the last input variable li is read is calculated as a product
of the maximum value of each instance of input communicator and the period
(in the case of non-existence of input variable, this instant is considered to be
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Fig. 2. taskTA S automaton on the left and taskTA R on the right

zero). The LET’s period p is the subtraction between the instant where the
first output port is written (in case of non-existence, the value is the respective
mode’s period) and li .

TaskTA S. Let taskTA S(r, t, dc, p, li) be a timed automaton where r is the
release urgent synchronization, t a termination urgent synchronization, dc the
urgent synchronization of a direct communication (directCom), p the task’s LET
period and li the instant where the last input variable is read, then

∀cp ∈ Port , ∀invoke ∈ Prog , cp /∈ ip, cp ∈ op,⇒
Tinvoke(n, ip, op, s, pos) = taskTA S(r, t, dc, p, li)

For each task invocation, the existence of a concrete port in the set of output
variables and non-existence in the set of input variables originates the instanti-
ation of a taskTA S automaton (Figure 2, left). This automaton is very similar
to taskTA – the difference is just the inclusion of direct communication.

TaskTA R. Let taskTA R(r, t, dc, p, li) be a timed automaton with r, t, dc, p,
and li the same as in the previous case, then

∀cp ∈ Port , ∀invoke ∈ Prog , cp ∈ ip, cp /∈ op,⇒
Tinvoke(n, ip, op, s, pos) = taskTA R(r, t, dc, p, li)

For each task invocation, the existence of a concrete port in the set of input
variables and non-existence in the set of output variables originates the instanti-
ation of taskTA R automaton (Figure 2, right). This automaton is slightly more
complex than taskTA S since it considers two alternative paths for the initial-
ization of the task’s LET. The first one encodes the direct communication done
before the reading of the last communicator (with no impact on the LET’s start)
and the later encodes awaiting of the port reading after all communicators have
been read (the LET’s start becomes dynamic). In this last case, the start of the
LET depends on a direct communication with another task in the same mode.
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Modules and Modes. Consider a module abstracted as a tuple (n, h,mi , bm, pos),
where n is the module’s name, h a list of hosts, mi the initial mode, bmu the
module’s body and pos the module’s declaration position in the HTL file.

Let moduleTA(ref , rl , tl) be a timed automaton with ref the refinement’s ur-
gent synchronization channel (if it exists), rl the set of all release urgent syn-
chronization channels coming from the invocations of module tasks, and finally
tl the set of all termination urgent synchronization channels coming from the
invocations of module tasks, then

∀module ∈ Prog , Tmodule(n, h,mi , bm , pos) = moduleTA(ref , rl , tl)

For each module a timed automaton is dynamically created. Unlike tasks
automata, where the instantiation of the different default automata is done by
just matching the input parameters, here a single automaton is attributed to each
module, instantiated by passing as parameters the synchronization channels used
by the module’s task invocations.

Consider now a mode abstracted as the tuple (n, p, refP , bmo, pos), where n
is the mode’s name, p is the period, refP is the refinement program for that
mode (if it exists), bmo the mode’s body, and pos the mode’s declaration posi-
tion in the HTL file. Let subModule(e, t) be a subset of the timed automaton’s
moduleTA declaration where e is the set of states (with invariants) and t the set
of transitions (with guards, updates and synchronizations), then we have

∀mode ∈ module, ∃subModule(e, t) ∈ moduleTA,
Tmode(n, p, refP , bmo, pos) = subModule(e, t)

4 Inference of Properties

This section presents the definition of a function P which accepts a HTL program
and returns the specification of properties to verify. Naturally, this function is
again defined recursively over the AST structure of the HTL language.

Absence of Block. Let Prog be the set of all programs and df be the absence of
blocking property description, then we have PProg = df . The application of this
method to any program always produces the same absence of blocking property
(A � not deadlock ).

Modes Period. Let the tuple (n, p, refP , bmo, pos) be the abstraction of a mode,
where n is the mode’s name, p the period, refP the refinement program for
that mode (if it exists), bmo the mode’s body and pos the mode’s declaration
position in the HTL file. In the following vm denotes the property specifications
of a mode’s period. We have

∀mode ∈ Prog , Pmode(n, p, refP , bmo, pos) = vm(p1, p2)
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We also have, with moduleTA a module automaton and NTA a set of timed
automata,

∀mode ∈ Prog , ∃moduleTA ∈ NTA,
p1 = A � moduleTA.n ⇒ ((¬ moduleTA.t > p) ∧ (¬ moduleTA.t < 0)),
p2 = moduleTA.n ⇒ (moduleTA.Ready

∧ (moduleTA.t == 0 ∨ moduleTA.t == p)

The first property p1 states that whenever the control state is the mode state,
the module’s (automaton) local clock is lower than the mode’s period, and not
negative. The second property p2 on the other hand states that whenever the
mode’s state is reached, the state Ready is also reached, which implies that the
local clock is either zero or exactly equal to the period’s value. The combination
of both properties allows the restriction of a mode’s period to the interval [0, p],
and guarantees that the period’s maximum value is reached.

Task Invocations. Let (n, ip, op, s, pos) be a task invocation, where n is the task’s
name, ip the input port’s (variables) mapping, op the output port’s (variable)
mapping, s the name of the parent task and finally pos the task’s declaration
position in the HTL file. In the following vi denotes the specification of properties
in a mode’s task invocation. We have

∀invoke ∈ Prog , Pinvoke(n, ip, op, s, pos) = vi(p1, p2)

Let taskTAi be the automaton of task i, taskTA the set of task automata,
taskStatei the task i invocation’s state, modeState the mode’s state where the
invocation is done, moduleTA a module automaton and NTA a set of timed
automata, then

∀i, ∃moduleTA ∈ NTA, ∃taskTAi ∈ TaskTA,
p1 = A � (moduleTA.taskStastei ⇒ (¬ taskTAi.Idle))

∧ (moduleTA.Ready ⇒ taskTAi.Idle),
p2 = A � (taskTAi.Let ∧ taskTA.tt ! = 0) ⇒ moduleTA.modeState

The property p1 states that for all executions, every time an invocation’s state
is equal to a control state, that task’s automaton cannot be in the Idle state.
Moreover, when the respective moduleTA’s control state is equal to Ready, the
task’s automaton must be in the Idle state. The second property specifies that
whenever a task’s automaton Let state is the control state and the local clock tt
is different from zero, the execution of the module’s automaton must be in the
state representing the mode in which the tasks are invoked.

Tasks LET. Considering a task invocation vlet in a correct mode, its properties
are specified as

∀invoke∈ Prog, Pinvoke(n, ip, op, s, pos)= vlet(p1, p2, p3), ∀i, ∃moduleTA∈ NTA,
p1 = A � (taskTAi.Let ⇒ (¬ taskTAi.tt < 0 ∧ ¬ taskTAi.tt > p)),
p2 = A � moduleTA.modeState ⇒ (taskTAi.Lst IN ∧ taskTAi.tt == 0),
p3 = A � moduleTA.modeState ⇒ (taskTAi.Let ∧ taskTAi.tt == p)
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Fig. 3. P 3TS IO automaton (automatic instantiation of taskTA)

The LET’s validation is done via three distinct properties. Property p1 spec-
ifies that whenever a task’s Let is reached, the automaton’s local clock tt must
lie between 0 and the period. Property p2 specifies that every time the mode’s
state is reached, the Lst IN state is also reached, necessarily with the local clock
tt set to zero. Finally, property p3 specifies that every time the mode’s state is
reached, the Let state is inevitably reached, with the clock tt set to the maximum
value of the task’s period.

5 Case Studies

We consider here the main case study used for illustration purposes by the HTL
team: the three-tank system. A HTL program implements the controller of a
physical system that includes three interconnected tanks with two pumps (for
tanks 1 and 3), three taps (one for each tank) and two interconnection taps. The
controller supervises the taps in order to maintain the liquid at a specific level.

Description of the Problem. The controller is implemented as a program that
contains three modules; two of them (T1 and T2) specify the timing for the
controllers of tanks T1 and T2, and the third module specifies the timing for
the communications (IO) controller. Each controller module contains one mode
which invokes one task and which is refined by a program into a P or PI con-
troller. We assume that in addition to height measuring sensors there exist also
sensors that detect perturbation in a tank (this determines the switch between P
and PI). The IO module contains one mode named readWrite and invokes three
tasks: t read reads sensor values and updates communicators h1, h2, v1 and v2;
t write reads communicators u1 and u2 and sends commands to the pumps;
t ref reads target values and updates communicators h1 ref and h2 ref.

Generated Model (excerpt). The HTL program is translated into a network con-
sisting of nine timed automata, of which four are default automata that are in-
stantiated by each task invocation depending on the modules and ports declared;
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Table 1. Results

File Levels HTL Model Verifications States

3TS-simulink.htl
0 75 263 62/62 7’566
1 75 199 30/30 666

3TS.htl
0 90 271 72/72 18’731
1 90 207 40/40 1’123

3TS-FE2.htl
0 134 336 106/106 280’997
1 134 208 42/42 1’580

3TS-PhD.htl
0 111 329 98/98 172’531
1 111 201 34/34 1’096

steer-by-wire.htl
0 873 1043 617/0 N/A
1 873 690 394/0 N/A

flatten 3TS.htl 0 60 203 31/31 411

the remaining five represent the modules and respective execution modes. Tak-
ing as example the IO module, in which three tasks (t read, t write and t ref)
and no ports are used, it is translated as three timed automata, with the de-
fault taskTA automaton instantiated for each task. An example is shown below,
extracted from the (.xta) file produced by the tool. Task invocations are repre-
sented by signals RreadWrite t read, RreadWrite t write and RreadWrite t ref.

Properties. In abstract terms the automatically inferred properties can be seen
as divided in four classes: Absence of Block, Modes Period, Task Invocations
and Tasks’ LET. We give below an excerpt from the (.q) file generated for the
3TS Simulink program, that shows two classes of properties : Absence of Block
for the first property shown, and Modes Period for the second. The properties
are annotated with a descriptive string and the expected verification result.

//Deadlock Free −> t rue
A[ ] not deadlock

//P1 mode readWrite period 500 @ Line 19 −> t rue
A[ ] sP 3TS IO . readWrite imply ( ( not sP 3TS IO . t >500) && ( not sP 3TS IO .

t <0) )

In some situations, small modifications in the code can have serious effects in
the program and affect the verification of properties. In these cases the solution
is to analyse and manually specify properties appropriate to each scenario.

Verification. In this case study the HTL2XTA translator for all levels of refine-
ment (switch -L 0) has generated 62 properties automatically, which were all
successfully checked (using verifyta version 4.0.10). 291794 states were explored
and the maximum number of states consumed by a single property was 7566.
Some properties were trivially verified. These numbers contribute to an increased
confidence degree on the 3TS Simulink’s HTL specification. In spite of the large
number of properties and states, this goal is achieved in reasonable time.

Other Case Studies. Using the current version of the translator it was possible
to successfully generate models and properties for several HTL programs from [6,
10], and the HTL website. Table 1 summarizes relevant information about the
results, specifically the number of applied levels (0=all, 1=main program), the
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Fig. 4. A misbehaved HTL program and the corresponding Uppaal automata

number of lines in the HTL file, the number of lines in the model’s specification
file, the number of specified properties versus the number of properties successfully
verified, and the number of states explored. The values in the table concern the
Uppaal verification, given several different models translated from HTL to XTA.

The proposed toolchain was able to cope with all except one program, the
more complex steer-by-wire example, for which the verification process does not
terminate in reasonable time. Clearly, this is due to the use of all the advanced
features of HTL (including a large and complex coordination layer).

6 Towards Correctness

The correctness of the proposed approach has not yet been established; we give
here some preliminary remarks. The desired correctness property can be formu-
lated as follows, where p is a HTL program, and MC corresponds to execution
of the Model Checker.

If MC(T (p)) = Error then there exists an execution that derives to a timed
error execution, following the operational semantics of HTL [5].

Although we have not proven such a correctness result, we give here an example
to give the reader an intuition of why the approach should in principle be correct.

The example is shown in Figure 4. The period of the last task’s (t1) output
is 25 and the first input is 0; the mode’s period is 50, so it is trivial to conclude
that this system is schedulable. As such, this program is validated by the HTL
toolchain. However, this is not satisfactory, since with these values the LET of
this task is specified as [0;25]. Due to the period of the communicator c0 this
task must not execute between instants 0 and 9, and the standard HTL toolchain
contains no mechanism to specify or prove situations like this.

It is obvious that in such a small example this problem could be easily detected
and corrected by simply changing the instant when the c0 communicator is used
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from 0 to 1. But in more complex systems it is hard to obtain any insight about
this kind of temporal behaviours.

Considering again the above example, it is straightforward to see that the
HTL2XTA translator preserves the bad temporal requirement in the timed au-
tomata model. Checking the property A[]M m t1.Let imply (not(M m t1.tt <
10)), which can be manually inserted in Uppaal and specifies that task t1 must
never occur in an instant inferior to 10, will produce a counter-example.

7 Conclusion and Future Work

The HTL language was created in an academic context, and its transfer to the
industrial context remains a challenge. This work is a contribution towards that
goal. The tool is available online1 and runs only on the Linux platform. The
HTL2XTA translator was developed in Ocaml, following the traditional compiler
design process (but we rely on the HTL compiler for type checking).

We envision two natural improvements of our current methodology. First, the
translation methodology has not yet been formally verified (i.e. it has not been
proved that the translation preserves the timed semantics of HTL programs).
The proof of the theorem sketched in Section 6 is a heavyweight task that must
be carefully carried out.

Secondly, the current version of the translator is unable to deal with large-scale
HTL programs, and moreover there are still some features of HTL syntax that
are not covered by the current version. The translation of the currently covered
HTL features can be improved in order to lower the size of the resulting NTA.
As future work we plan to analyse these possibilities, and also to extend HTL
with annotations to introduce supplementary behaviour rules. For instance this
may provide insight about the behaviour of programs in the presence of switch
cases. The impact of such annotations in the model and their influence on the
design of the translator will of course have to be carefully considered.

Moreover, in the short term, the toolchain could be improved with a script
that provides an automatic analysis of the logfile generated by Uppaal. Such a
script could establish conveniently which timing requirements have been checked
and which have not, and create a final report based on this information.

Finally, we are interested in transferring our work to the context of the
SPARK/Ada language, widely used in the development of safety-critical systems.
The Giotto in Ada [8] initiative should make this process quite straightforward.
We also believe that our translation mechanisms may in principle be applied to
other (more exploratory) concurrency models, but this remains an open issue.
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Abstract. Interoperability remains a fundamental challenge when con-
necting heterogeneous systems which encounter and spontaneously com-

municate with one another in pervasive computing environments. This

challenge is exasperated by the highly heterogeneous technologies em-

ployed by each of the interacting parties, i.e., in terms of hardware, op-

erating system, middleware protocols, and application protocols. This

paper introduces Connect, a software framework which aims to resolve

this interoperability challenge in a fundamentally different way. Con-

nect dynamically discovers information about the running systems, uses

learning to build a richer view of a system’s behaviour and then uses

synthesis techniques to generate a connector to achieve interoperabil-

ity between heterogeneous systems. Here, we introduce the key elements

of Connect and describe its application to a distributed marketplace

application involving heterogeneous technologies.

1 Introduction

A fundamental requirement of distributed systems is to ensure interoperability
between the communicating elements; systems that have been implemented in-
dependently of one another must be able to connect, understand and exchange
data with one another. This is particularly true in highly dynamic application
domains (e.g. mobile and pervasive computing) where systems typically only
encounter one another at runtime. Middleware technologies have traditionally
resolved many of the interoperability problems arising in these situations, such
as operating system and programming language heterogeneity. Where two ap-
plications conform to a particular middleware standard, e.g. CORBA [12] and
Web Services [3] [5], they are guaranteed to interoperate. However, the next
generation of distributed computing applications are characterized by two im-
portant properties that force a rethink of how interoperability problems should
be tackled:
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– Extreme heterogeneity. Complex pervasive systems are composed of technol-
ogy dependent islands, i.e. domain specific systems that employ heteroge-
neous communication and middleware protocols. For example, Grid applica-
tions, mobile ad-hoc networks, Enterprise systems, and sensor networks all
use their own protocols such that they cannot interoperate with one another.

– Spontaneous Communication. Connections between systems are not made
until runtime (and are made between systems that were not aware of one
another beforehand).

With such characteristics, requiring all applications to be developed upon a
common middleware technology, e.g. CORBA or Web Services, is unsuitable
in practice. Rather, new approaches are required that allow systems developed
upon heterogeneous technologies to interoperate with one another at runtime.
In this paper, we present the Connect

1 architectural framework that aims to
resolve this interoperability challenge in a fundamentally different way. Rather
than create a middleware solution that is destined to be yet another legacy plat-
form that adds to the interoperability problem, we propose the novel approach
of generating the required middleware at runtime i.e. we synthesize the neces-
sary software to connect two end-systems. For example, if a client application
developed using SOAP [13] encounters a CORBA server then the framework gen-
erates a Connector that resolves the heterogeneity of the i) data exchanged, ii)
application behaviour e.g. sequence of operations called, and iii) the lower level
middleware and network communication protocols. In this paper we identify the
requirements that need to be satisfied to guarantee interoperability, namely in-
teroperability at the discovery, behavioral and data level. We then outline the
key elements of the Connect framework that underpin a runtime solution to
achieving such interoperability, and that are further detailed in the companion
papers [14][19][2][1][10]:

– Discovering the functionality of networked systems and applications adver-
tised by legacy discovery protocols e.g. Service Location Protocol (SLP) and
Simple Service Discovery Protocol (SSDP). Then, transforming this to a
rich intermediary description used to syntactically and semantically match
heterogeneous services.

– Using learning algorithms to dynamically determine the interaction behaviour
of a networked system from its intermediary representation and producing
a model of this behaviour in the form of a labelled transition system (LTS)
[14].

– Dynamically synthesising a software mediator using code generation tech-
niques (from the independent LTS models of each system) that will con-
nect and coordinate the interoperability between heterogeneous end systems
[19][2].

We highlight the potential of this Connect framework to achieve interoper-
ability within a case study (a distributed marketplace application) that exhibits
1 http://connect-forever.eu/
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high levels of heterogeneity. Further exploration of maintaining dependability
requirements when connecting systems is provided in [10]; while further infor-
mation regarding the underlying formal theory of the Connect framework is
found in [1].

The remainder of the paper is structured as follows. In Section 2 we highlight
the interoperability challenges and requirements within a distributed market-
place application. We then examine the state of the art in interoperability solu-
tions in Section 3 to highlight their deficiencies compared to the requirements.
In Section 4 we present an overview of the Connect architecture and its under-
lying principles. In section 5 we describe how Connect resolves interoperability
within the marketplace case study, and finally in section 6 we draw conclusions
and identify a roadmap for future research in this field.

2 Motivating Scenario: The Distributed Marketplace

Consider a stadium where fans from various countries have gathered together
to watch a game. The specific application we focus on in this section is that
of a distributed marketplace. Here, merchants publicise their wares, and con-
sumers can search the market, and order from a merchant. Both merchants
and consumers use mobile devices with wireless networks deployed in the sta-
dium. Merchants publish product info which the consumers can browse through.
When a consumer requests a product, the merchant gets a notification of the
amount ordered and the location of the consumer, to which he can respond with
a yes/no. If yes, then when he is close enough to the consumer, both of them get
a proximity notification by means of their mobile device (ring/buzz).

Table 1. Potential Implementations of Consumers and Merchants

Country Discovery Middleware Application Data Currency

Germany SLP Tuple Space GetInfo EUR

U.K. SLP SOAP GetInfo GBP

France SSDP SOAP GetInfo EUR

Italy SSDP SOAP GetLocation+ GetPrice+ GetQuantity EUR

Spain SLP SOAP GetInfo EUR

Table 1 highlights how stadiums from different countries implement the appli-
cation using heterogeneous technology. Importantly, if a client from one country
attempts to dynamically interoperate with a merchant in a different country it
will fail in each case. We now examine the dimensions of heterogeneity which
explain why such interoperation fails:

1. Heterogeneous discovery protocols are used by the consumer to locate
a merchant, and by the merchant to advertise his services. In Table 1, SLP
and SSDP are employed; in situations where the consumer and merchant
differ in this aspect, the two will be unable to discover one another and the
first step fails.
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Fig. 1. Representing price in a) XML, b) tuple data, and c) heterogeneous XML

2. Consumers and merchants use heterogeneous middleware protocols to
implement their functional interactions. In Table 1, a tuple space middleware
and the SOAP RPC protocol [13] are used; these are different communication
paradigms: the tuple space follows a shared space abstraction to write tuples
to and read from, whereas RPC is a synchronous invocation of a remote
operation. Hence, the two cannot interoperate directly.

3. Application level heterogeneity. Interoperability challenges at the appli-
cation level arise due to the different ways that application developers imple-
ment the functionality. As a specific example, we assume that the merchant
implements methods for the consumer to obtain information about his wares
in one of two ways this would lead to different sequences of messages between
the consumer and merchant: A single GetInfo() remote call, or three sepa-
rate remote calls: GetLocation(), GetPrice(), and GetQuantity().

4. Data-representation Heterogeneity. Implementations may represent data
differently. Data representation heterogeneity is typically manifested at two
levels. The simplest form of data interoperability is at the syntactic level where
two different systems may use very different formats to express the same infor-
mation. The French system may represent the price of the merchant’s product
using XML (Figure 1a), while the German tuple space may serialize a Java
Object (Figure 1b). Further, even if two systems share a common language
to express data, different dialects may still raise interoperability issues. Con-
sider Figure 1c (the Spanish system) against Figure 1a; they (intuitively) carry
the same meaning. Any system that recognizes the first structure will also be
able to parse the second one, but it will fail to recognize the similarity be-
tween them unless it realizes that price ≡ cost, that value ≡ amount, that
currency ≡ denomination (where ≡ denotes equivalence). The deeper prob-
lem of data heterogeneity is the semantic interoperability whereby all systems
should have the same interpretation of data.

Summary of requirements. This scenario illustrates four dimensions where
systems may be heterogeneous: i) the discovery protocol, ii) the interaction pro-
tocol, iii) application behaviour, and iv) data representation and meaning. A
universal interoperability solution must consider all four in order to achieve in-
teroperability.
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3 Beyond State of the Art Interoperability Solutions

Achieving interoperability between independently developed systems has been
one of the fundamental goals of middleware researchers and developers; and
prior efforts have largely concentrated on solutions where conformance to one or
other standard is required e.g. as illustrated by the significant standards work
produced by the OMG for CORBA middleware [12], and by the W3C for Web
Services based middleware [3][5]. These attempt to make the world conform to
a common standard, and this approach has been effective in many areas e.g.
routing of network messages in the Internet. To some extent CORBA and Web
Services have been successful in connecting systems in Enterprise applications to
handle hardware platform, operating system and programming language hetero-
geneity. However, in the more general sense of achieving universal interoperabil-
ity and dynamic interoperability between spontaneous communicating systems
they have failed. Within the field of distributed software systems, any approach
that assumes a common middleware or standard is destined to fail due to the
following reasons:

– A one size fits all standard/middleware cannot cope with the extreme het-
erogeneity of distributed systems e.g. from small scale sensor applications
through to large scale Internet applications.

– New distributed systems and application emerge fast, while standards de-
velopment is a slow, incremental process. Hence, it is likely that new tech-
nologies will appear that will make a pre-existing interoperability standard
obsolete, c.f. CORBA versus Web Services (neither can talk to the other).

– Legacy platforms remain useful. Indeed, CORBA applications remain widely
in use today. However, new standards do not typically embrace this legacy
issue; this in turn leads to immediate interoperability problems.

One approach to resolving the heterogeneity of middleware solutions comes in
the form of interoperability platforms. ReMMoC [11], Universal Interoperable
Core [22] and WSIF [6] are client side middleware which employ similar patterns
to increase interoperability with heterogeneous service side protocols. First, the
interoperability platform presents an API for developing applications with. Sec-
ondly, it provides a substitution mechanism where the implementation of the
protocol to be translated to, is deployed locally by the middleware to allow com-
munication directly with the legacy peers (which are simply legacy applications
and their middleware). Thirdly, the API calls are translated to the substituted
middleware protocol. For the particular use case, where you want a client applica-
tion to interoperate with everyone else, interoperability platforms are a powerful
approach. However, these solutions rely upon a design time choice to develop
upon the interoperability platforms. Therefore, they are unsuited to other in-
teroperability cases e.g. when two applications developed upon different legacy
middleware want to interoperate spontaneously at runtime.

Software bridges offer another interoperability solution to enable communi-
cation between different middleware environments. Clients in one middleware
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domain can interoperate with servers in another middleware domain where the
bridge acts as a one-to-one mapping between domains; it will take messages from
a client in one format and then marshal this to the format of the server mid-
dleware; the response is then mapped to the original message format. While a
recognised solution to interoperability, bridging is infeasible in the long term as
the number of middleware systems grow i.e. due to the effort required to build
direct bridges between all of them. Enterprise Service Buses (ESB) can be seen
as a special type of software bridge; they specify a service-oriented middleware
with a message-oriented abstraction layer atop different messaging protocols
(e.g., SOAP, JMS, SMTP). Rather than provide a direct one-to-one mapping
between two messaging protocols, a service bus offers an intermediary message
bus. Each service (e.g. a legacy database, JMS queue, Web Service etc.) maps its
own message onto the bus using a piece of code, to connect and map, deployed
on the peer device. The bus then transmits the intermediary messages to the
corresponding endpoints that reverse the translation from the intermediary to
the local message type. Hence traditional bridges offer 1-1 mapping; ESBs offer
an N-1-M mapping. Example ESBs are Artix [23] and IBM Websphere Message
Broker [24]. ESBs offer a solution to the problem of middleware heterogeneity;
however, it focuses on the messaging abstraction only and the assumption is that
all messaging services can be mapped to the intermediary abstraction (which is
a general subset of messaging protocols). This decision is enacted at design or
deployment time, as the endpoint must deploy code to connect to a particular
message bus with an appropriate translator and hence is unsuitable for dynamic
interoperation between two legacy platforms.

INDISS [4], uMiddle [18], OSDA [15], PKUAS [9] and SeDiM [8] are exam-
ples of transparent interoperability solutions which attempt to ensure legacy
solutions unaware of the heterogeneous middleware are still able to interoperate.
Here, protocol specific messages, behaviour and data are captured by the inter-
operability framework and then translated to an intermediary representaion; a
subsequent mapper then translates from the intermediary representation to the
specific legacy middleware protocol to interoperate with. The use of an inter-
mediary means that one middleware can be mapped to any other by developing
these two elements only (i.e. a direct mapping to every other protocol is not
required). Another difference to bridging is that the peers are unaware of the
translators (and no software is required to connect to them, as opposed to con-
necting to bridges).

The interoperation solutions proposed above concentrate on the middleware
level. They support interoperation by abstract protocols and language specifica-
tions. But, by and large they ignore the data dimension. To this extent a number
of efforts, which are generically labelled as Semantic Web Services [16][21][7], at-
tempt to enrich the Web services description languages with a description of the
semantics of the data exchanged. The result of these efforts are a set of languages
that describe both the orchestration of the services’ operations, in the sense of
the possible sequences of messages that the services can exchange as well as the
meanings of these messages with respect to some reference ontology. However,
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Fig. 2. Actors in the Connect architecture

such approaches assume a common middleware standard and do not address all
of the heterogeneity problems previously described.

The state of the art investigation shows two important things; first, there
is a clear disconnect between the main stream middleware work and the work
on application, data, and semantic interoperability; second, none of the current
solutions addresses all of the four requirements of dynamic pervasive systems as
highlighted in the scenario in refScenario. Hence, these results show that there
is significant potential for Connect to extend beyond the state of the art in
interoperability middleware.

4 The Connect Architectural Framework

The Connect architecture provides the underlying principles and software ar-
chitecture framework to enact the necessary mechanisms to achieve universal
interoperability between heterogeneous systems. Figure 2 presents a high-level
overview of the following actors involved within the Connect architecture and
how they interact with one another:

– Networked systems are systems that manifest the will to connect to other
systems for fulfilling some intent identified by their users and the applications
executing upon them.

– Enablers are networked entities that incorporate all the intelligence and
logic offered by Connect for enabling connection between heterogeneous
networked systems. In this paper, we focus on how the discovery, learning
and synthesis enablers co-ordinate to produce a Connector as shown in
Figure 2, while the companion papers discuss the enablers in more detail
[14][19][2][10].

– Connectors are the synthesized software connectors produced by the action
of enablers to connect networked systems.

4.1 Discovery and Learning of Networked Systems

Networked systems use discovery protocols to advertise their will to connect
(i.e. their intent); service advertisements are used to describe the services that
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Fig. 3. Networked System Model

a system provides, while service lookup requests document the services that are
required. It is the role of the discovery enabler to capture this information from
the legacy network protocols in use and to create an initial picture of the network
systems wishing to connect with one another.

The outputs of this enabler are models of networked system as shown in
Figure 3. It is important to note that only a subset of this description is made
available by the networked system; the learning enabler utilises an active learning
algorithm to learn the co-ordination and interaction patterns of the application
[14]. Much of the information about the middleware level is not explicit in the dis-
covery process, but pointers within the discovery descriptions (e.g. this is a SOAP
service) can be used to build the model from pre-defined, constant middleware
models (e.g. a model of the SOAP protocol). The model builds upon discovery
protocol descriptions that convey both syntactic information and semantic in-
formation about the externalized networked system. This semantic information
is necessary in open environments, where semantics cannot be assumed to be
inherently carried in a commonly agreed syntax. Typically, ontologies are used
in open environments for providing a common vocabulary on which semantic
descriptions of networked systems can be based.

The architecture of the discovery enabler is illustrated in Figure 4. This soft-
ware framework is deployed upon a third party node within the network and
consists of three core elements:

– Discovery protocol plug-ins. Discovery protocols e.g. SLP, UPnP, LDAP, Jini,
etc. are heterogeneous in terms of their behaviour and message format; fur-
ther they differ in the data representation used to describe services. To re-
solve this, individual plug-ins for each protocol receive and send messages
in the legacy format; the plug-in also translates the advertisements and re-
quests into a common description format used by the Connect networked
system model.

– The Model repository stores networked system models of all Connect ready
systems (this is a system which advertises its intent and whose behaviour is
learnable). These remains alive for the lifetime of the request-for a system
advertising its services this will normally match the length of its lease as
presented by the legacy protocol and, for a system’s request, this is the
length of time before the legacy protocol lookup request times out.
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Fig. 4. The Discovery Enabler

– The Functional Matcher actively matches potential requests with advertise-
ments i.e. matching the required and provided interface types of a network
system. Simple semantic matchers can be plugged into to match descriptions
of the same type, or richer semantic matchers can be employed.

Learning of networked systems is performed just after discovery and is necessary
due to the fact that the retrieved descriptions of networked systems are incom-
plete. (as described above) Connect learning attempts to infer the complete
interaction behaviour and employs methods based on monitoring and model-
based testing of the networked systems to elicit their interaction behaviour [14].
Learning attempts to extrapolate from observed behaviour to generic behaviour.
The outcome of learning is a complete, as far as possible, instantiated networked
system model. The learning enabler is built upon the Learnlib tool[20]; this takes
as input the interface descriptions of the networked systems (e.g. in WSDL-S)
and then executes a learning algorithm which interacts directly with the service
to be learned in order to infer the correct behaviour. The enabler outputs a
complete LTS model to represent this behaviour of the network system.

4.2 Synthesis of Connectors

The Connector Synthesis is a two-step process that encompasses the construc-
tion of a mediation LTS and its interpretation at runtime. The needed media-
tion LTS defines the behaviour that will let the networked systems synchronize
and interact. It results from the analysis [19] of both the networked systems’
behaviours and the ontology, and specifies all the needed message translations
from one side to the other. In the following scenario in Section 5 for instance,
when receiving a getInfo request coming from the customer side, the mediation
LTS will properly request the merchant side (e.g. using getLocation, getPrice,
getQuantity) and then aggregate and return the data to the customer. The me-
diation LTS resolves the application-level and data-level interoperability.

The resulting mediation LTS (see Figure 9) remains an abstract specifica-
tion that does not include enough middleware-level information to be directly
executed. Instead, as shown on Figure 5, the mediation LTS is seen as an orches-
tration of middleware invocations and is dynamically interpreted by an engine,
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Fig. 5. A Software Connector

which receives, translates and forwards messages from the two sides. In our ex-
ample, when the mediation engine is notified of a getInfo tuple was released
by the client, it triggers the emission of three SOAP requests and triggers the
generation of one Lime tuple containing the requested information.

As shown in Figure 5, the missing middleware-level knowledge is hard-coded
into reusable plug-ins denoted as Listener and Actuator. According to a given
middleware protocol, a listener receives data packets and outputs application
messages whereas an actuator composes network messages. In our marketplace
example, the proper invocation of the Lime infrastructure and the emission and
reception of SOAP messages are handled by those ad-hoc listeners and actuators.
The use of such plug-ins finally ensures the middleware-level interoperability. In
addition, when a new middleware is released, such plug-ins can be separately
generated from the networked system models. By contrast with code-generation,
the choice of interpretation eases the monitoring and dependability verification
of runtime Connectors. Although the Connect framework also addresses these
two issues, they are not presented here for the sake of conciseness.

5 Connect in Action

To demonstrate the potential of the Connect architecture we consider a sin-
gle case within the distributed marketplace scenario where two heterogeneous
end-systems encounter one another. The client consumer employs SLP as the
discovery protocol and the Lime tuple space middleware [17] as the interaction
protocol (the German system from Table 1). The service merchant employs SSDP
as the discovery protocol and SOAP as the interaction protocol (the French sys-
tem from Table 1). We apply the Connect architecture to build a Connector
that allows the consumer to interact with the client. In this section we document
the outputs of the enablers to illustrate how the architecture co-ordinates to pro-
duce a Connector to overcome the interaction and application heterogeneity
between the two systems.

The discovery enabler first monitors the running systems, and receives SLP
lookup requests that describe the German application’s requirements. It also
receives the notification messages from the French application in SSDP that
advertise the provided interface. The discovery enabler plug-ins transform these
messages and produce a WSDL description for both networked systems. A partial
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Fig. 6. WSDL of the SOAP merchant (left) and the Lime consumer (right)

Fig. 7. Behaviour Model of merchant produced by learning enabler

view of these is given in Figure 6, and show the abstract operations provided by
the application. In the client consumer application, these operations are bound
to the concrete Lime protocol (e.g. the SearchProducts operation is bound
to an out operation followed by a rd), and in the Merchant application the
operations are bound to SOAP (e.g. the getInfo operation is bound to a SOAP
RPC request). The WSDL also serves to highlight the heterogeneity of the two
interfaces; they offer the same functionality, but do so with different behaviour.
The next step in the Connect architecture is to learn the behaviours of the two
systems.

The learning enabler receives the WSDL documents from the discovery en-
abler and then interacts with deployed instances of the Lime merchant and the
SOAP merchant implementations in order to create the behaviour models for
both the consumer and the merchant in this case. The interactions possible in
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Fig. 8. Behaviour Model of Consumer produced by learning enabler. Messages with a
bar are emitted while others are received

Fig. 9. Model of the textscConnector mediator between Lime and SOAP

these systems are produced as LTS models and are illustrated for the SOAP
merchant in Figure 7 and for the Lime Consumer in Figure 8. Here we can see
that a merchant receives a BuyProduct SOAP message and either responds with
a yes or no BuyResponse SOAP message. If yes, the merchant moves towards the
consumer and when close sends the LocatedNear SOAP message. In the con-
sumer case, a ProductPurchaseRequest is sent as a Lime out message (along
with a SubscribeForResponse reactsTo message to be informed when there is a
response in the tuple space). When the merchant replies, a VendorNotification
is received by the consumer and they read this reponse from the tuple space us-
ing a Lime rd message (GetVendorResponse). If the response is yes, then the
consumer subscribes for the buzz message which is then read when the merchant
is near.

The final step in the Connect process is to create the Connector that
will mediate between the consumer’s request and the merchant’s response. To
complete this the two LTS models are passed to the synthesis enabler. This
performs two tasks:
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– Behaviour matching. An ontology is provided for the domain that
states where sequences of operations are equivalent e.g. that the
ProductPurchaseRequest and the SubscribeForResponses in the Lime

implemented application are the same as the BuyProduct SOAP request.
Further information about how the ontology-based behavioural matching is
given in the companion paper [2].

– Model synthesis. The enabler produces an LTS that will mediate between
the two systems; this LTS is shown in Figure 9. Here you can see how the in-
teroperation is co-ordinated; when the Lime requests are received these then
produce a BuyProduct SOAP request, which eventually leads to a response
that is converted into a response that can be read from the tuple space.
A more detailed version of the mediator (and in particular how it operates
on the more detailed LTS models of this scenario) and its behaviour and
outputs is again provided in the companion paper [19].

6 Conclusions and Future Work

In this paper we have shown that in spite of the major research and industrial ef-
forts to solve the problem of interoperability, current solutions demonstrably fail
to meet the needs of modern distributed applications especially those that em-
brace dynamicity and high levels of heterogeneity. An important observations is
that there is a significant disconnect between middleware solutions and semantic
interoperability solutions, which in turn severely hampers progress in this area.
We have introduced the Connect architecture as a fundamentally different way
to address the interoperability problem; this intrinsically supports middleware
and application level interoperability and embraces learning and synthesis. The
initial experiment with the architecture provides early evidence of the validity
of the proposed approach and we believe that as the architecture matures it will
provide further novel and rich contributions to the field of interoperability.

Future work will continue to explore a broader range of issues in the het-
erogeneity space. Much of this will focus on the important requirements that
have been introduced in the companion papers, and their integration into the
Connect software architecture. These include:

– Non-functional properties. That is creating Connectors that conform to
the non-functional requirements of both interacting parties in the same way
they meet the functional requirements currently.

– Dynamic monitoring of Connectors will be further investigated to ensure
that all requirements are maintained over time. In[19] we illustrate a first
integration of synthesis and monitoring.

– Dependability. Ensuring that the deployed Connectors are dependable,
trustworthy and secure; this is especially important given the nature of the
pervasive computing environments where these solutions will be deployed.
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Abstract. Most communication with real-life systems involves data val-
ues being relevant to the communication context and thus influencing the

observable behavior of the communication endpoints. When applying

methods from the realm of automata learning, it is necessary to handle

such data-occurrences. In this paper, we consider how the techniques of

automata learning can be adapted to the problem of learning interaction

models in which data parameters are an essential element. Especially, we

will focus on how test-drivers for real-word systems can be generated au-

tomatically. Our main contribution is an analysis of (1) the requirements

on information contained in models produced by the learning enabler in
the Connect project and (2) the resulting preconditions for generating

test-drivers automatically.

1 Introduction

Interoperability remains a fundamental challenge when connecting heterogeneous
systems which encounter and spontaneously communicate with one another in
pervasive computing environments. In this paper, we consider how the techniques
of automata learning can be adapted to the problem of learning interaction
models in which data parameters are an essential element. Especially, we will
discuss how test-drivers for real-word systems can be generated automatically.
Our main contribution is an analysis of (1) the requirements on information
contained in models produced by the learning enabler in the Connect project
and (2) the resulting preconditions for generating test-drivers automatically.

The Connect Integrated Project [15] aims at overcoming the interoperability
barrier by synthesizing on the fly the Connectors via which networked systems
communicate. Connectors are implemented through a comprehensive dynamic
process [6] based on (i) extracting knowledge from, (ii) learning about and (iii)
reasoning about, the interaction behavior of networked systems, together with
(iv) synthesizing new interaction behaviors out of the ones exhibited by the
systems to be made interoperable, and further (v) generating and deploying
corresponding Connector implementations.
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One of the challenges in the Connect project is to develop techniques for
learning models of exploratory interaction with the component, while analyzing
the messages exchanged between the component and its environment. The chosen
approach in Connect is based on existing techniques for learning the temporal
ordering between a finite set of interaction primitives. Such techniques have
been developed for the problem of regular inference (i.e., automata learning),
in which a regular set, represented as a finite automaton, is to be constructed
from a set of observations of accepted and unaccepted strings. The most efficient
such techniques use the setup of query learning (aka. active learning), where
information is obtained by posing a sequence of membership query, each asking
how the automaton would respond to a particular input string.

Related Work: Previous work on automata learning has assumed the set of
interaction primitives to be an unstructured finite set [5,18,22], implying that
the alphabet must be made finite, e.g., by suppressing parameters of messages.

The influence of data on control flow is taken into account by model-based
test generation tools, such as ConformiQ Qtronic [13]. Recent contributions
began transferring automata learning methods to systems that comprise com-
plex parameterized interface alphabets [23] and to systems with (bounded) non-
determinic behavior [3].

The automata we will propose have (some) similar properties to the ones that
are constructed in [10], like e.g. both contain information about causal relations
between parameters. Only, our approach (based on active learning) will construct
successively the smallest representation while the approach in [10] will construct
the universe (cf. [17,25]) of possible interaction sequences.

Outline: The remainder of the paper is structured as follows. In the next section,
we recapitulate the technique of query learning for unstructured Mealy machine
models. Section 3 describes the challenges involved in finding a framework to
handle data from the special perspective of the Connect project. Section 4
discusses the prototypical application of techniques to overcome these challenges
along a case study.

2 Query Learning

2.1 The L∗
M

Learning Algorithm

Query learning (or active learning) attempts to construct a deterministic finite
representation, e.g., a Mealy machine, that matches the behavior of a given
target system on the basis of observations of the target system and perhaps
some further information on its internal structure. Here, we only summarize the
basic aspects of our realization L∗

M for Mealy machines [18], which is based on
Angluin’s learning algorithm L∗ for finite state acceptors [5]. A more elaborate
version of this summary and an extended discussion of the practical aspects of
active learning is given in [24].
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Definition 1. A Mealy machine is defined as a tuple Sys = 〈Q,q0,Σ,Ω,δ,λ〉
where

– Q is a finite nonempty set of states (be n = |Q| the size of Sys),
– q0 ∈ Q is the initial state,
– Σ is a finite input alphabet,
– Ω is a finite output alphabet,
– δ : Q×Σ → Q is the transition function, and
– λ : Q×Σ → Ω is the output function.

Intuitively, a Mealy machine evolves through states q ∈ Q, and whenever one
applies an input symbol (or action) a ∈ Σ, the machine moves to a new state
according to δ(q,a) and produces an output according to λ(q,a)1. We write

q
i/o−→ q′ to denote that on input symbol i the automaton moves from state q to

state q′ producing output symbol o.
Query learning is also referred to as active learning as it constructs Mealy

machine models by actively querying the target system. It poses membership
queries that test whether certain strings (potential runs) are contained in the
target system’s language (its set of runs), and equivalence queries that compare
intermediately constructed hypothesis automata for equivalence with the target
system. Learning terminates successfully as soon as an equivalence query signals
success.

In its basic form, active learning starts with a hypothesis automaton with only
one state and refines this automaton on the basis of query results iterating the
three main steps shown in Fig. 1: refining the hypothesis, conformance testing,
and analyzing counterexamples, until a state-minimal deterministic (hypothesis)
automaton consistent with the target system is produced. Key to achieving this
result is the Nerode-like dual characterization of states:

– by a set, S ⊂ Σ∗, of access sequences. This characterization of state is too
fine, as different words s1,s2 ∈ S may lead to the same state in the target
system. L∗

M will construct such a set S, containing access sequences to all
states of the target automaton. It will also maintain a second set, SA, which
together with S will cover all transitions of the target system (SA will during
the course of learning always be SA = (S ·Σ)\ S).

– by an ordered set, D ⊂ Σ∗, of distinguishing sequences. L∗
M realizes the char-

acterization of hypothetical states q simply in terms of vectors row(s) =
〈r1, . . . ,rk〉 (with ri ∈ Ω), characterizing states by means of subsequent
outputs: For rows(s), let ri = λ(δ(q0,s),di).

The set S will be initialized as {ε}, containing only the access sequence to the
initial state; SA will accordingly be initialized as Σ, covering all transitions orig-
inating in the initial state. The ordered set D will be initialized as Σ, allowing to
identify a state by the output that is produced along the transitions originating
in this state. The learning procedure then proceeds as shown in Fig. 1 by:
1 In the remainder of this paper, we will use an extended version of the transition

function: δ′ : Q×Σ∗ → Q with δ′(q,aw) = δ′(δ(q,a),w)), where q,q′ ∈ Σ, symbols a ∈ Σ,
and w ∈ Σ∗. The same holds for the output function.
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Fig. 1. Structure of Active Learning Algorithms (modeled in XPDD [16])

Refining the Hypothesis: This first step again iterates two phases. The first phase
checks whether the constructed automaton is closed under the one-step transi-
tions, i.e., each transition from each state of the hypothesis automaton ends in
a well defined state of this very automaton. This is the case if for every r ∈ S ·Σ
there exists a s ∈ S with row(s) = row(r). Otherwise, S will be extended by the
corresponding r until closedness is established (and SA will be extended accord-
ingly). This extension is guaranteed to result in a unique fixpoint, independent
of the order in which the rows are processed.

The second phase then checks whether two access sequences s1,s2 ∈ S with
the same bit vector, row(s1) = row(s2), have also the same outgoing transitions,
a necessary precondition for them to represent the same state. This condition,
which is called consistency, can be formalized as follows:

∀s1,s2 ∈ S ∀a ∈ Σ . row(s1) = row(s2)
?⇒ row(s1 ·a) = row(s2 ·a).

It is easy to see that detected inconsistencies can be removed by elaborating
the set D of distinguishing futures in a way that makes some of the difference
observed on a distinguishing transition visible before that transition: one simply
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needs to prefix the distinguishing future that separates the two target states on
the distinguishing transition by the label of this very transition.

Unfortunately, such additions to D may break the previously achieved com-
pleteness, which requires to re-iterate the completion procedure. This, in turn,
may lead to new violations of consistency. However, successive iteration of these
two steps is guaranteed to result in a unique, well-defined, closed, and complete
hypothesis automaton whose states are characterized by the bit vectors. In more
detail:

– every state q ∈ Q of the hypothesis automaton is reachable by at least one
word s ∈ S, i.e., row(s) corresponds to q,

– there exists a transition δ(q,a) = q′ iff there exists s ∈ S with s reaching q (or
with row(s) corresponding to q) and row(s ·a) corresponding to q′,

– The ouput function can be constructed from the row()-vectors as well. As D
is initialized as Sigma, the values for all λ(q,a), where a ∈ Σ, are contained
in the row(s) vector corresponding to q.

Conformance Testing & Counterexamples: After closedness and consistency have
been established, an equivalence query checks whether the language of the hy-
pothesis automaton coincides with the language of the target automaton. If this
is true, the learning procedure successfully terminates. Otherwise, the confor-
mance test returns a counterexample, i.e., a word which distinguishes the hy-
pothesis from the target automaton. All prefixes of a counterexample will be
added to S (SA will be extended accordingly). This will lead to inconsistency,
which in turn will lead to a new distinguishing suffix [18].

The correctness argument for the whole approach follows a straightforward
pattern.

1. The state construction guarantees that the number of states of the hypothesis
automaton can never exceed the number of states of the smallest (minimal)
automaton, behaviorally equivalent to the target system.

2. The treatment of counterexamples guarantees that at least one additional
state is added to the hypothesis automaton each round. Thus, due to 1),
such treatments can happen only finitely often.

3. The conformance testing (or equivalence query) provides new counter exam-
ples as long as the language of the hypothesis automaton does not match
the desired result.

Put together, this guarantees that the learning procedure terminates after at
most n rounds with a minimal automaton, behaviorally equivalent to the target
system, where n is the number of states of this automaton.

2.2 Practical Aspects in Active Learning

Automata learning can be considered a key technology for dealing with black box
systems, i.e., systems that can be observed, but for which no or little knowledge
about the internal structure or even their intent is available. Active automata
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Fig. 2. Test-driver and Alphabet Generation (modeled in XPDD [16])

learning is characterized by its specific means of observation, i.e., its proactive
way of posing membership queries and equivalence queries. Thus it requires
some effort to realize this query-based interaction for the considered application
contexts. The general requirements are shown in Fig. 2.

Reset: Active learning requires membership queries to be independent. Whereas
this is no problem for simulated systems, this may be quite problematic in
practice. Solutions range here from reset strategies via homing sequences
[21] or snapshots of the system state to the generation of independent fresh
system scenarios. Indeed, in certain situations, executing each membership
query with a separate independent user scenario may be the best one can do.

Abstraction: Learning systems which comprise parameterized interface
alphabets will usually require abstraction: The learning algorithm will invoke
primitives from the input alphabet on the system under test. Usually these
primitives are complex actions comprising parameters over infinite domains.
The system under test will react by producing complex and parametrized
outputs. To work on infinite alphabets, a sensible abstraction will be needed.
Usually these abstractions are hand-tailored [2,1,12,19], but there also ex-
ist some approaches to automate abstraction and refinement of the input
alphabet [7,8,11].

Interfacing Systems: While real systems require certain actual actions to be
taken in the course of interaction, a learning algorithm will formulate a test
case that is to be executed on the system in an abstract language (as words
that are build from an abstract interface alphabet). It will also expect the
reaction of the system to be encoded into words over an output alphabet. To
connect a learning algorithm and a real system, a test-driver is needed, which
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translates input words into sequences of real actions (e.g., method calls) and
real outputs (e.g., return values) into output words.

As shown in Fig. 2, a test-driver can be generated from an interface description of
the system under test (SUT), an instance pool, and a reset strategy. Sometimes,
by considering a learning purpose, uninteresting parts of the SUT can be hidden
from the learning algorithm. The interface description will be used to generate
code to instrument the SUT. The instances that shall be assumed for data values
in the communication with the SUT and the purpose allow the formulation of a
mapping between abstract interface symbols and concrete actions on the SUT.
Finally, the reset strategy will ensure that all tests on the SUT will be executed
under the same initial conditions.

The primary focus of this paper are the preconditions for an automatic gen-
eration of test-drivers that allow the production of models, which are sensible
in the context of Connect. We therefore will make quite strong assumptions
about already present means of abstraction, knowing that these assumptions
have to (and can) be lowered subsequently.

3 Connect Learning Challenges

3.1 Connect Model Requirements

To better understand the requirements connected with learning relevant (in the
context of the Connect project) behavioral models for networked systems, let
us first describe the communication, which we assume to happen between a pair
of networked systems that are explicitly designed and developed to interact with
each other properly. Figure 3 schematically shows the scenario: Two components
communicate via protocol messages (1),(5). The components together realize
some protocol. Both components are actual implementations of their specified
interfaces. Without giving a formal definition, we can imagine both parties to
comprise a control part (2), and a data part (3). The control part can be imagined
as a labeled transition system with actual blocks of code labeling the transactions
(4). Each code block in the components of Fig. 3 would consist of

– an entry point for one interface method,
– conditions over parameters and local variables,
– assignments and operations on local variables,
– a return statement.

The data parts may be best described as a set of local variables. We will refer
to such a set of local variables as a parameter structure.

To infer the behavior of one component (e.g., the right one from Fig. 3), the
part of the other component has to be taken by a learning algorithm, which
will be equipped with the interface alphabet of the component to be learned.
Obviously, it will not be possible to present a solution to the problem of gener-
ating a model that captures all the behavior defining the component. This task
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=

Fig. 3. Communicating Components

would correspond to reverse engineering the component on the basis of its be-
havioral profile. Fortunately, the models required in the Connect project are
of a different kind.

While, usually, models produced by active learning are used in model based
verification or some other domain that requires complete models of the system
under test (e.g., to prove absence of faults), in Connect, the inferred mod-
els will be used to explain how to interact with the system. This special focus
allows us, to apply goal-oriented learning techniques (and the goal here is gath-
ering enough information to interact with a component successfully): From the
Connect perspective, complete models are rather uninteresting and would even
make the synthesis of Connector models more expensive. This may have a posi-
tive impact on the costs of producing models. However, to achieve this (capturing
how to interact successfully), two kinds of information will have to be captured
by the models:

Effects of Primitives: The learned models will only be useful for Connector
synthesis within a given semantic context (cf. [14]). Most networked systems
have well-defined purposes (or effects), e.g., electronic commerce systems. A
subset of the offered communication primitives, when certain preconditions
are met, will lead to successful conclusion of transactions directly relating to
the respective purpose. There may, e.g., in a vending system, be a “purchase”
communication primitive, that, when providing additional information like
a product-identifier, will conclude the process of buying a desired product.
Other communication primitives may not directly lead to a successful con-
clusion of a business transaction, but may, e.g., be prerequisites for commu-
nication primitives serving the immediate purpose of the given system. A
vending system may, e.g., have a communication primitive that results in
the delivery of a list of products-identifiers, which is a prerequisite for the
“purchase” primitive.

It will be necessary to capture in the produced models, at which points
in model what effects are achieved (e.g., when a seat is actually booked
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in a system). But, these effects will in general not be observable in the
communication with a system; the information about effects of primitives
rather has to be provided as an additional input to the learning algorithm.

Preconditions of Primitives: (or Data Causalities) Many systems of interest
for the Connect project operate on communication primitives which con-
tain data values relevant to the communication context and having a direct
impact on the exposed behavior. One example would be session identifiers or
sequence numbers which are negotiated between the communication partici-
pants and included in every message. The models will have to make explicit
causal relations between data parameters that are used in the communica-
tion (e.g, that always the exact session identifier that was returned when
opening a new session has to be used in subsequent calls).

Information about causal relations between data parameters is in the scope
of active learning. Using sensible interface alphabets will enable inferring
data-related behavior.2 While in classical automata learning these causal
relations would implicitly be encoded in the state-space, there exist already
methods to make explicit such preconditions in the model [7,8].

Without formalizing, this will lead to models of the following kind. The learned
models will have transitions, like the one in Fig. 4, which

– are labeled with statements, the left component in Fig. 3 would execute,
– expose the causal influences of parameter values in form of preconditions,

resembling the conditions in the component from the right side of Fig. 3,
– are annotated with corresponding effects.

←

Fig. 4. Transition in Inferred Model

Models comprising preconditions and effects for a given primitive will make
it possible to generate sequences of communication primitives that (i) fulfill
preconditions successively and (ii) finally conclude a process reaching a special
effect. This can be directly used in code synthesis. Also, reachability of the effects
can be checked in the learned models: if a given effect cannot be reached this
may be an indication that the learning process hasn’t yet explored enough parts
of the system. On the other hand, if all effects are reachable the learning process
may be terminated safely, making sure only relevant parts of the system are
being explored.
2 Active learning classifies states and transitions by the output that is produced by a

system. We assume here that as classifying output the information about success or

failure of the invocation of a primitive can be used.
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3.2 Example

Let us introduce a small example to illustrate the discussed ideas. Imagine a
system for booking seats in events. A user of this system has to provide his
credentials and can then browse through a list of venues. For each venue a list
of available seats can be accessed. Finally, from these lists of seats a single seat
can be booked, which will be confirmed in a corresponding receipt.

Table 1. Interface Descriptions

Interface 1 Interface 2
- session ← openSession(user,pwd)
venue[] ← getVenues(user,pwd) venue[] ← getVenues(session)
seat[] ← getSeats(user,pwd,venue) seat[] ← getSeats(session,venue)
receipt ← bookSeat(user,pwd,seat) receipt ← bookSeat(session,venue,seat)

For this system we will define two slightly different interfaces. The signatures of
the interfaces’ methods are given in Table 1. The differences between the two
interfaces are:

1. In Interface 1 credentials have to provided in all invocations, while in Inter-
face 2 the credentials are only used once to create a session identifier. This
identifier will then be used in subsequent invocations.

2. Assuming that the methods of the interfaces will be called from top to bottom
in order to actually book a seat, calling the first method of Interface 1
corresponds to calling the first two methods of Interface 2.

3. While in Interface 1 to book a seat, only the identifier for this seat has to
be provided, in Interface 2 the identifier of the corresponding venue has to
be provided as well.

We now want to connect a front-end of the system, which uses Interface 1, to a
back-end using Interface 2. While the actual construction of a Connector for
the two parties is out of the scope of this paper, we will consider here the general
requirements on the inferred models of the two networked components that can
be derived from this example. Naturally, there will arise a number of other prob-
lems when generating a Connector, like transforming data parameters from one
format into another, or actually instrumenting the components, etc. However,
these problems do not directly lead to requirements on the obtained models.

In the message sequence chart in Figure 5, it is shown how the two implementa-
tions can be connected. The first column of the figure shows the synchronization
of the two implementations on the shared effects. The second column shows the
communication between the component using Interface 1 and the Connector,
while the fourth column shows the communication between the Connector and
the second implementation using Interface 1. In the third column, the data-flow
between the two implementations is visualized. Here, it is interesting to observe
that there exist parameters which do not exist in both interfaces (e.g., session).
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Fig. 5. Message Sequence Chart for Connected Implementations

We refer to those parameters as control-parameters as they are only used to
control one party and need not to be passed to the other party. The model that
is to be constructed by regular inference is now expected to expose exactly this
kind of causal relations between the formal parameters of the different primitives
(that is has to be same session identifier in all the calls).

4 Experimental Results

We now present experimental results highlighting various aspects of the concepts
described above. Basis for the experiments was a Web-service realizing the seat
booking system and using the interface from the right half of Table 1. For the
interface description WSDL-S [4] was used, which allows

1. annotating primitives with effects,
2. annotating parameters with (abstract) data types.

Technically, this is realized by references into an ontology. A common ontology
can then be used to link several heterogeneous systems with the same intention
on a semantic level.

We generated Java proxy-classes for the Web-service. Using standard Java
APIs, the proxy classes were inspected for methods, which are used as learning
alphabet. Also, the WSDL-S document was analyzed for data types and effects.
Using the information about data types, a parameter structure was generated:
The return values of method invocations were stored in the local parameter
structure of the test-driver for usage in future invocations of the target system.
The type and name of the output symbol determined the parameter, a returned
(output-)value will be stored in. The resulting parameter structure is shown in
Table 2. Input-values for method invocations were either
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Table 2. Parameter Structure and Effects

Symbol Output-Parameters Store as Effect
openSession(user,pwd) Session Identifier session -
getVenues(session) List of Venues venues GetVenues
getSeats(session,venue) List of Seats seats GetSeats
bookSeat(session,venue,seat) Receipt receipt BookSeat

– predetermined values, e.g., for user and pass in the openSession primitive,
– references to parameters, e.g, for session in all primitives, or
– simple expressions over parameters, e.g., !session (not session) and

(in)venues (denoting a venue from a list of venues).

The abstract interface alphabet was generated over all possible combinations of
data and primitives. The resulting abstract input alphabet is shown in Table 3.
The corresponding test-driver (cf. Section 2.2) invokes methods on the WSDL
proxy according to the alphabet symbol currently processed.

Table 3. Abstract Input Alphabet

Interface Symbol Input-Parameters
openSession(u,p) u=’test’,p=’test’
getVenues(si) si=session

si=!session
getSeats(si,v) si=session, v=(in)venues

...
si=!session, v=(!in)venues

bookSeat(si,v,s) si=session, v=(in)venues, s=(in)seats
...
si=!session, v=(!in)venues, s=(!in)seats

All data values used in this examples were sequences of characters. The !-
function was realized by adding some characters to the corresponding sequence.
The (in)-function was realized by picking the first element of a list, which would
also ensure that two subsequent applications of (in) return the same value. The
(!in)-function was realized by constructing a value, which was not contained in
the corresponding list.

To distuingish (i.e., classify) states in active learning, some kind of output is
needed from the system under test. As the returned values in this example are
stored in the parameter structure and thus are treated symbolically, we used
the WSDL ’fault’ returns as classifiers: In WSDL, every interface method can
return with a normal or with a fault answer. In Java, this fault case corresponds
to an exception being thrown. The test-driver would simply catch and evaluate
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Fig. 6. Behavioral Model of the Seat Booking System

these exceptions. In the example, three effects were annotated to the normal
return of the interface methods (cf. Table 2). The behavior of the Web-service
was learned using LearnLib [20], the automata learning framework developed at
TU Dortmund. The resulting model with 5 states is shown in Figure 6.

In this experiment, the test-driver was put together manually from

– automatically generated instrumentation code,
– manually constructed and analyzed information from the WSDL-S description,
– manually provided fixed values,
– manually implemented functions on data parameters.

To fully automate the generation of adequate test-drivers, the single steps will
subsequently have to be automated (where possible) and the information that
is required additionally in order to learn such networked systems will have to
be provided from the Connect framework [6] (e.g., by means of the method
proposed in [10] for determining relations between the types of parameters).

5 Conclusion

In this paper we have discussed the requirements on information that is to be
contained in models produced by the learning enabler (cf. [9]) in the Connect

project: causal relations between data parameters and effects of primitives. Bas-
ing on these requirements we have given ideas of (1) what kind of information the
corresponding models will comprise, and (2) what the preconditions for produc-
ing these models are. Namely: semantically rich annotated interface descriptions.
Finally, we have presented the (promising) results from a prototypical applica-
tion of a parameter structure and semi-automatic test-driver generation. Future
work will include automatic analysis and reasoning of/on semantically rich in-
terface descriptions in order to generate parameter structures automatically and
a more sophisticated way of realizing functions on data values.
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Abstract. On the fly synthesis of mediators is a revolutionary approach
to the seamless networking of today’s and future digital systems that

increasingly need be connected. The resulting emergent mediators (or

Connectors) adapt the interaction protocols run by the connected sys-

tems to let them communicate. However, although the mediator concept

has been studied and used quite extensively to cope with many hetero-

geneity dimensions, a remaining key challenge is to support on-the-fly

synthesis of mediators. Towards this end, this paper introduces a theory

of mediators for the ubiquitous networking environment. The proposed

formal model: (i) precisely characterizes the problem of interoperability

between networked systems, and (ii) paves the way for automated rea-

soning about protocol matching (interoperability) and related mediator

synthesis.

1 Introduction

Today’s ubiquitous networked environments embed networked devices from a
multitude of application domains, e.g., home automation, consumer electron-
ics, mobile and personal computing domains to name a few. Middleware then
positions itself as a core architectural paradigm to enable the heterogeneous net-
worked systems to actually interact together. Middleware provides upper layer
interoperability, bridging the gap between application programs and the lower-
level hardware and software infrastructure in order to coordinate how appli-
cation components are connected and how they interoperate, especially in the
networked environment. However, ubiquitous networking has introduced new
challenges for middleware. Devices need to dynamically detect services available
in the ubiquitous networked environment and adapt their own communication
protocols to interoperate with them, since networked applications are imple-
mented on top of diverse middleware. As discussed in companion paper [5], a
number of systems have been introduced to provide middleware protocols inter-
operability. However, these address only interoperability at the middleware-layer.
Interoperability between networked software systems further concerns the sys-
tems’ interfaces and behaviors at the application-layer, which calls for supporting
mediators.
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The mediator concept was initially introduced to cope with the integration of
heterogeneous data sources [23,22], and as design pattern [4]. However, with the
significant development of Web technologies and given abilities to communicate
openly for networked systems, many heterogeneity dimensions shall now be me-
diated. Heterogeneity effectively spans [19]: terminology, representation format
and transfer protocols, functionality, and application-layer protocols. The first
heterogeneity dimension is addressed by data level mediation, while the second
relies on a combination of data level and protocol mediations. Functional me-
diation then depends on the reasoning about logical relationships between the
functional descriptions of networked systems, similar to the notion of behav-
ioral subtyping [14]. Protocol mediation is further concerned with behavioral
mismatches that may occur during interactions. Other approaches that share
the same formal settings as protocol mediation have been proposed quite some
time ago to solve mismatches in the field of supervisory control theory of dis-
crete event systems [12] and, more recently, in the field of software architectures
to address communication problems by proposing ad hoc wrappers [18]. How-
ever, while the concept of mediator has received a great deal of attention over
the last two decades, on-the-fly synthesis of mediators, or emergent mediation
for short, which is central to seamless interactions in the ubiquitous networked
environment, remains a key challenge.

Towards enabling emergent mediation, this paper sets the underlying theory
from which protocol matching (interoperability) and mediation may be formally
reasoned upon. The work is part of the Connect

1 European research project,
which investigates the development, from design to prototype implementation,
of an overall framework for the seamless networking of heterogeneous networked
systems [8,5]. The contribution of this paper is specifically a theory of mediators
to precisely characterize:

(i) The interaction protocols that are functionally matching but behaviorally
mismatching. Note that we assume given the specification of protocols,
either as part of the advertisement of networked systems using some dis-
covery protocol or based on some learning technique like the one discussed
in companion paper [7].

(ii) The interoperability notion between protocols based on functional match-
ing. Note that in a first step, we restrict ourselves to interoperability
between pairs of protocols and we further do not address data-level hetero-
geneity, which is being extensively addressed elsewhere [16].

(iii) The behavior of mediators to achieve interoperability under functional
matching despite behavioral mismatch.

The paper is organized as follows. We first set the principles of our approach, fur-
ther describing the terminology we use and giving an illustrative scenario (Sec-
tion 2). Then, we introduce a formalization for protocols, which paves the way
for automated reasoning about protocols functional matching and for the auto-
mated synthesis of mediators (Section 3). Finally, we position our contribution

1 http://connect-forever.eu/
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with respect to related work (Section 4) and we conclude with perspectives for
future work (Section 5).

2 Eternal Interoperability through Emergent Mediation

The focus of this paper is the protocol interoperability problem and our goal is
to find an automated solution to solve it dynamically. In the following, we give
the necessary definitions that set the context of the work.

2.1 Definitions

With the term protocols, we refer to application-layer interaction protocols (or
application-layer observable protocols). That is, a protocol is the behavior of
a system in terms of the sequence of messages visible at the interface level,
which it exchanges with other systems. We further focus on compatible or func-
tionally matching application-layer interaction protocols. Functional matching
means that protocols can potentially communicate by performing complemen-
tary sequences of actions. “Potentially” means that communication may not be
achieved because: (i) the languages of the two protocols are different, although
semantically equivalent, (ii) the sequence of actions performed by a protocol is
different from the sequence of actions of the other one because of interleaved
actions related to third parties communications (i.e., other systems, the environ-
ment). In the former case, (i), it is necessary to properly perform a translation
of the two languages. In the latter case, (ii), it is necessary to provide an ab-
straction of the two sequences that results in sequences containing only relevant
actions to the communication. Communication is then possible if the two ab-
stracted sequences are complementary, i.e., are the same sequences of actions
while having opposite send/receive “type” for all actions.

With interoperability, we mean the property referring to the ability of hetero-
geneous application-layer interaction protocols that functionally match to coor-
dinate where the coordination is expressed as synchronization, i.e., two systems
succeed in coordinating if they are able to synchronize.

As said before, we want to approach the protocol interoperability problem
in an automated fashion. The solution we propose here, is to automatically
synthesize mediators (also referred to as mediating connectors or Connectors
in our work) that allow the protocols to interoperate by solving their behavioral
mismatches. A mediator is then a protocol that is elicited according to the
automated mediation paradigm.

2.2 Towards Emergent Mediators

The interoperability problem we specifically want to attack concerns automated
and on-the-fly mediation between behaviorally mismatching, yet functionally
matching application-layer interaction protocols. Starting from two protocols,
the first condition we check is if they share some complementary sequence of
actions.

Figure 1 depicts the main elements of our methodology:
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Fig. 1. An overview of our approach

(i) Two application-layer protocols P and Q whose representation is given in
terms of Labeled Transition Systems (LTS s) [11], where the initial and final
states on the LTSs define the sequences of actions (traces) that characterize
the coordination policies of the protocols.

(ii) Two ontologies OP and OQ describing the meaning of P and Q’s actions,
respectively.

(iii) Two ontology mapping functions defined from OP and from OQ to a com-
mon ontology. The intersection OPQ on the common ontology identifies
the “common language” between P and Q. For simplicity, and without loss
of generality, we consider protocols P and Q that have disjoint languages
and that are minimal where we recall that every finite LTS has a unique
minimal representative LTS.

(iv) Then, starting from P and Q, and based on the ontology mapping, we build
two abstractions AP and AQ by the relabeling of P and Q respectively,
where the actions not belonging to the common language OPQ are hidden
by means of silent actions (τs);

(v) After, we check the compatibility of the protocols by looking if there exist
complementary traces in the set of traces TP and TQ generated by AP

and AQ respectively. If this is the case, then we are able to synthesize a
mediator that makes it possible for the protocols to coordinate.

(vi) Finally, given two protocols P and Q, and an environment E, the mediator
M that we synthesize is such that when building the parallel composition
P ||Q||E||M , P and Q are able to coordinate by reaching their final states.

2.3 The Popcorn Scenario

To better illustrate protocol mediation, and to make the theory more concrete,
we consider a scenario called Distributed Marketplace or Popcorn scenario that
we describe in the following and that is detailed in [1]. Consider an event held
within a stadium populated by heterogeneous authorized merchants and con-
sumers. During the event, consumers (respectively merchants) may want to buy
(respectively sell) some product by exploiting the applications on their devices.
Consider further a consumer application implemented using Lime tuple space



240 P. Inverardi, V. Issarny, and R. Spalazzese

Rdg(Browse)

TupleList(Browse)

Rdg(GetInfo)

TupleList(Info)

Out(Request)

reactsTo(Response) Notification(Response)

In(Response)

Tuple(No) Tuple(Yes)

reactsTo(Proximity)

Notification(Proximity)

Tuple(Proximity) In(Proximity)

Tuple(No)

Tuple(Proximity)

FINAL STATE

Fig. 2. The LTS of the tuple space consumer

and a merchant application implemented using UPnP. Figures 2 and 3 give their
respective behavioral representation in terms of LTS.

Informally, the consumer application (Fig. 2) behaves as follows: first, it
browses the tuple space to retrieve the list of all merchants. Once it gets it,
it looks for details about the merchants that sell a specific product (popcorn
in our case) with a certain price (for example, less than a threshold) within
some distance (for example, within a given range). Then, the application writes
into the tuple space a request of a given quantity of the product to the chosen
merchant and waits for a response. If the request can be satisfied, the consumer
receives a positive response and waits for a signal of proximity that the merchant
application will send when close enough. Otherwise, the consumer receives a neg-
ative response (e.g, because the merchant has no sufficient quantity of product
to satisfy the request). In both cases, the consumer can either send a new request
or restart from the beginning, i.e., from browsing the tuple space.

The behavior of the merchant application (Fig. 3) can be described as follows:
it gets authorization from the event organizers, it receives queries from consumers
and sends answers to them advertising its information. Then, the application
receives more requests of information from the consumers and answers them
providing the required information. Further, it receives requests of ordering of
products from consumers and answers a consumer either: positively sending a
proximity message when it is physically close to the consumer, or negatively in
case it is not able to satisfy the request.

Even though these two applications have some complementary behaviors (pro-
tocols are functionally matching), they are very different and they are not able
to interoperate (because of protocol behavioral mismatches). Note that the mer-
chant needs first to be authenticated by a third party. In addition, mediating the
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Fig. 3. The LTSs of the UPnP merchant

protocols of the consumer and merchant to achieve interoperability, is far from
trivial, especially if one wants to achieve this automatically. This is such an auto-
mated support that we aim at in our work, where first results of our approach are
presented in [17], which presents a high level description of the theory.

3 A Formalization of Protocols

As discussed in Section 2, the “application-layer interaction protocol” is the be-
havior of a system in terms of the actions it exchanges with its environment, i.e.,
other application-layer interaction protocols. We further exploit LTS to charac-
terize such behavior.

3.1 Protocols as LTS

LTSs constitute a widely used model for concurrent computation and are often
used as a semantic model for formal behavioral languages such as process alge-
bras. Let Act be the set of observable actions (input/output actions), we get the
following definition for LTS:

Definition 1 (LTS)
A LTS P is a quadruple (S, L, D, s0) where:
- S is a finite set of states;
- L ⊆ Act

⋃{τ} is a finite set of labels (that denote observable actions) called the
alphabet of P. τ is the silent action. Labels with an overbar in L denote output
actions while the ones without overbar denote input actions. We also use the
usual convention that for all l ∈ L, l = l.
- D ⊆ S × L × S is a transition relation;
- s0 ∈ S is the initial state.
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We then denote with {L ⋃{τ}}∗ the set containing all words on the alphabet L.
We also make use of the usual following notation to denote transitions:

si
l−→ sj ⇔ (si, l, sj) ∈ D

We consider an extended version of LTS, where the set of the LTS’ final states is
explicit. An extended LTS is then a quintuple (S, L, D, F, s0) where the quadru-
ple (S, L, D, s0) is a LTS and F ⊆ S. From now on, we use the terms LTS and
extended LTS interchangeably, to denote the latter one. The initial state to-
gether with the final states, define the boundaries of the protocol’s coordination
policies. A coordination policy is indeed defined as any trace that starts from the
initial state and ends into a final state. We get the following formal definition of
traces/coordination policy:

Definition 2 (Trace)
Let P = (S, L, D, F, s0).
A trace t = l1, l2, . . . , ln ∈ L∗ is such that:
∃(s0

l1−→ s1
l2−→ s2 . . . sm

ln−→ sn) where {s1, s2, . . . , sm, sn} ∈ S ∧ sn ∈ F .
We also use the usual compact notation s0

t⇒ sn to denote a trace, where t is
the concatenation of actions of the trace.

We adopt the notion of parallel composition à la CSP [6]. We recall that the
semantics of the parallel composition is that processes P and Q need to synchro-
nize on common actions while can proceed independently when engaged in non
common actions.

Definition 3 (Parallel composition of protocols)
Let P = (SP , LP , DP , FP , s0P ) and Q = (SQ, LQ, DQ, FQ, s0Q).
The parallel composition between P and Q is defined as:
the LTS P ||Q = (SP ×SQ, LP∪LQ, D, FP ∪FQ, (s0P , s0Q)) where the transition
relation D is defined as follows:

P
m−→ P ′

P ||Q m−→ P ′||Q m �∈ LQ

Q
m−→ Q′

P ||Q m−→ P ||Q′ m �∈ LP

P
m−→ P ′; Q m−→ Q′

P ||Q τ−→ P ′||Q′ m ∈ LP

⋂
LQ

Note that when we build the parallel composition of protocols P and Q with the
environment E and the mediator M , the composed protocol is restricted to the
languages of P and Q thus forcing them to synchronize.
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3.2 Abstract Protocol

Given the definition of enriched LTS associated with two interaction protocols
run by networked systems, we want to identify whether such two protocols are
functionally matching and, if so, to synthesize the mediator that enables them to
interoperate, despite language differences, third parties communications, and be-
havioral mismatches. With functional matching we mean that given two systems
with respective interaction protocols P and Q, ontologies OP and OQ describing
their actions, ontology mapping functions of P and Q, and their common ontol-
ogy OPQ, there exist at least two complementary traces that allow P and Q to
coordinate. That is, sequences of actions of one protocol can synchronize with
sequences of actions in the other. This can happen by properly taking into ac-
count translation of the languages and communication with third parties. Thus,
at a given level of abstraction, we expect to find a common protocol that rep-
resents their potential interactions. This leads us to formally analyze such alike
protocols to find, if it exists, a suitable mediator that allows the interoperability
that otherwise would not be possible.

In order to find the protocols’ abstractions, we exploit the information con-
tained in the ontology mapping to suitably relabel the protocols. The relabeling
function allows us to substitute (sequences of) actions of the original language
into action(s) on the common language thanks to the ontology mapping. Af-
ter the relabeling operation on the LTSs, we obtain new LTSs labeled only by
common actions and τs, that is more abstract than before, e.g., sequences of
actions may have been compressed into single actions. In the following, we give
the formal definitions concerning the abstract protocol. With respect to the
popcorn scenario, Figure 4 summarizes the ontological information of the con-
sumer (first column) and of the merchant (third column). The second column
shows the common language mapping where Figures 2 and 3 illustrate the two
protocols. Thanks to the ontology mapping, labels of consumer and merchant’s
protocols (expressed on two different ontologies) are mapped onto labels of the
common ontology (more abstract). We specialize the usual ontology mapping
definition [9,10] by considering pairs of elements made by more than one label.
We use the specialized ontology mapping on protocols’ ontology where the vo-
cabularies are represented by the languages of the protocols. That is, we consider
P = (SP , LP , DP , FP , s0P ), OP = (L∗

P , AP ) the ontology of P , and O = (L∗, A)
another ontology. maps : L∗

P → L∗ is the ontology mapping function that maps
P ’s ontology into the ontology O.

By applying this ontology mapping, we relabel protocols with words of their
common language (ontology) and τs for the thirds parties languages. To identify
which is the common language, we first map each protocol’s ontology into an-
other one, resulting from ontology mediation, and then by intersection we find
their common language.

Figure 5 depicts the abstraction of protocols. We consider two protocols P and
Q with respective ontologies OP and OQ and ontology mapping functions mapsP

and mapsQ. We first use the mapping functions to map OP and OQ into a target
ontology where COP and COQ represent the codomain sets of mapsP and mapsQ

respectively. The subsets of DP and DQ of OP and OQ, respectively, represent
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the portion of the domains of mapsP and mapsQ respectively corresponding to
COP and COQ. Note that we consider protocols such that for each element of the
codomain corresponds only one element of the domain. The common language
between P and Q is defined as the intersection OPQ of COP and COQ. The
relabeled (abstracted) protocols, AP and AQ of P and Q respectively, are built
as follows: (i) the chunks (states and transitions) of P and Q labeled by words of
DP and DQ, respectively are substituted by building a single transition labeled
with words of OPQ ; (ii) all the other transitions labeled with actions belonging
to the thirds parties language, are relabeled with τs . Having P , Q, OP , OQ,
mapsP , and mapsQ, the relabeling function is applied after the computation of
COP , COQ, DP , DQ, and OPQ. The relabeling function on P takes as input
P, DP , OPQ, {OP \ DP } and gives as result an abstracted LTS AP (it applies
similarly for Q). More formally, having P , Q, OP , OQ, mapsP , mapsQ, COP ,
COQ, DP , DQ, and OPQ the relabeling function is defined as follows:
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(a) Consumer (b) Merchant

Fig. 6. Abstracted LTSs of consumer and merchant protocols

Definition 4 (Relabeling function)
Through the function relabels : (P, DP , OPQ) → AP , AP is built as follow:
each chunk of P labeled with a trace t belonging to DP is substituted by one
transition with label w ∈ OPQ and each transition labeled with a word belonging
to {OP \ DP } is maintained and relabeled with a τ .

In the popcorn scenario, the only label that is not abstracted in the common
language is the authorization that represents a third party coordination. The con-
sumer and merchant’s abstracted LTSs are shown in Figure 6. The subsequent
step is to check whether the two abstracted protocols share a complementary co-
ordination policy, i.e., whether the abstracted protocols may indeed synchronize,
which we check over protocol traces as discussed next.

3.3 Towards Automated Matching and Mediator Synthesis

The formalization described so far is needed to: (1) characterize the protocols and
(2) abstract them into protocols on the same alphabet. As illustrated previously,
to establish whether two protocols P and Q can interoperate we have to check
the existence of portions of their respective abstracted protocols (AP and AQ)
that can interoperate. That is, AP and AQ have to share complementary policies.
To establish this, we use the functional matching relation between AP and AQ.
This relation succeeds if AP and AQ have complementary traces. More formally:

Definition 5 (Functional matching)
Let P = (SP , LP , DP , FP , s0P ) and Q = (SQ, LQ, DQ, FQ, s0Q).
Let AP and AQ be the abstracted protocols of P and Q, respectively.
Let TAP and TAQ be the set of all the traces of AP and AQ, respectively.
Let C be a coordination policy denoted by final state fC
P and Q have a functional matching under ontology mapping mapsP and mapsQ

with respect to policy C iff: fC ∈ mapsP (FP ), fC ∈ mapsQ(FQ), Let TCAP =
{s0P

t⇒ fC ∈ TAP} and TCAQ = {s0Q

t⇒ fC ∈ TAQ}, then TCAP =s/r TCAQ

where the equality of sets of traces over send-receive (noted s/r) denotes equality
modulo complementary send-receive actions.

The functional matching relation defines necessary conditions that must hold
in order for a set of networked systems to interoperate through a mediator. In
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Fig. 7. Mediating connector for the popcorn scenario (MT and MC)

our case, till now, the set is made by two networked systems and the matching
condition is that they have complementary traces regarding a given coordination
policy. Note that these traces are computed on the abstracted protocols and
might contain τ actions that represent third parties synchronization.

Then, given given two protocols P and Q that functionally match, we want
to synthesize a mediator M such that the parallel composition P ||M ||Q, allows
P and Q to evolve to their final states. An action of P and Q can belong either
to the common language or the third parties language, i.e., the environment. We
build the mediator in such a way such that it lets P and Q evolve independently
for the portion of the behavior to be exchanged with the environment (denoted
by τ action in the asbracted protocols) until they reach a “synchronization state”
from which they can synchronize on complementary actions. Note that the syn-
chronization cannot be direct since the mediator needs to perform a suitable
translation according to the ontology mapping, e.g. α1 = Rdg(Browse) in one
protocol and α1 = MSEARCH in the other.

The mediator is made of two separate components: MC and MT . MC speaks
only the common language and MT speaks only the third parties language. MC

is a LTS built starting from the common language between P and Q whose aim
is to solve the protocol-level mismatches occurring among their dual interactions
(complementary sequences of actions) by translating and coordinating between
them. MT , if it exists, is built starting from the third parties language of P and
Q and represents the environment. The aim of MT is to let the protocols evolve,
from the initial state or from a state where a previous synchronization is ended, to
the states where they can synchronize again. Formalization of mediator synthesis
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given the specification of functional matching is part of our current work, while
we summarize below the principles of our approach using the popcorn scenario.

In our illustration, we assume to have with the behavioral specification of
consumer and merchant applications as LTSs (Figures 2 and 3), their coordi-
nation policies (thanks to the initial and final states on LTSs), their respective
ontologies describing their actions, and the ontology mapping that defines the
common language between consumer and merchant, i.e., represents their possible
interactions (Figure 4). The first step is to abstract the protocols exploiting the
ontology mapping. Following the theory, the abstracted protocols for the pop-
corn scenario are illustrated in Figure 6. The second step is to check whether they
share some coordination policies. In this scenario we recall that the merchant is
able to simulate the consumer. Then the coordination policies that they share
are exactly the consumer’s ones. Then, with the application of the theory to the
scenario, we obtain the connector of Figure 7. In this case only the merchant
have third parties language actions and then the mediator is made by the part
that translates and coordinates regarding the common language and the part
that simulates the environment.

4 Related Work

A number of solutions to automated protocol mediation have recently emerged,
leveraging the rich capabilities of Web services and Semantic Web technologies
[21,20,15,24]. They differ with respect to: (a) a priori exposure of the process
models associated with the protocols that are executed by networked resources,
(b) knowledge assumed about the protocols run by the interacting parties, (c)
matching relationship that is enforced. However, most solutions are discussed
informally, making it difficult to assess their respective advantages and draw-
backs.

What is needed is a new and formal foundation for mediating connectors from
which protocol matching and associated mediation may be rigorously defined
and assessed. These relationships may be automatically reasoned upon, thus
paving the way for on the fly synthesis of mediating connectors. To the best
of our knowledge, such an effort has not been addressed in the Web services
and Semantic Web area although proposed algorithms for automated mediation
manipulates formally grounded process models.

However a work very close to our is [25] that proposes a theory to characterize
and solve the interoperability problem of augmented interfaces of applications.
The authors formally defines the checks of applications compatibility and the
concept of adapters. The latter can be used to bridge the differences discovered
while checking the applications that have functional matching but are protocol
incompatible. Furthermore they provide a theory for the automated generation
of adapters based on interface mapping constraints. The main disadvantages
of this work are that the approach is semi-automatic because of the interface
mapping. Additionally, applications are assumed to agree on the ordering of
messages, thus not solving ordering mismatches.
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A recent work [3] addresses the interoperability problem between services and
provide experimentation on real Web2.0 social applications. The paper deals
with the integration of a new service implementation, to substitute a previ-
ous one with the same functionalities. The new implementation does not still
guarantee behavioral compatibility despite complying with the same API of the
previous one. They hence propose a technique to dynamically detect and fix
interoperability problems based on a catalogue of inconsistencies and their re-
spective adapters. This is similar to our proposal to use ontology mapping to
discover mismatches and mediator to solve them. Our work differs with respect
to theirs because we aim at automatically synthesizing the mediator. Instead,
their approach is not fully automatic since although they discover and select
mismatches dynamically, the identification of mismatches and of the opportune
adapters is made by the engineer.

References [13,2] are related to our work since they identify and classify basic
types of mismatches that can possibly occur when compatible but mismatching
processes try to interoperate. Moreover, they provide support to the developers
by assisting them while identifying protocol mismatches and composing media-
tors. In [13], the authors also take into consideration more complex mediators
obtained by composition of basic ones. The main difference between these two
works and ours is the semi-automation issue. Indeed, they require the developer
intervention for detecting the mismatches, configuring the mediators, composing
basic mediators while, thanks to formal methods, we are able to automatically
derive the mediator under some conditions.

5 Conclusion

In this paper, we have formally investigated the interoperability of protocols that
are observable at the interface level. Key issue is to solve behavioral mismatches
among the protocols although they are functionally matching. We have specif-
ically introduced a theory towards interoperability as a means to: (1) clearly
define the problem, (2) show the feasibility of the automated reasoning about
protocols, i.e., to check their functional matching and to detect their behavioral
mismatches, (3) show the feasibility of the automated synthesis of abstract medi-
ators under certain conditions to dynamically overcome behavioral mismatches
of functionally matching protocols. Our theoretical framework is a first step to-
wards the automatic synthesis of actual mediators and we believe that it is very
important to devote investigation to this goal. Significant part of our current
work is on leveraging practically the proposed theory in particular dealing with
automated reasoning about protocol matching and further automated protocol
mediation. Our current work is further concerned with the integration with com-
plementary work ongoing within the Connect project so as to develop an overall
framework enabling the dynamic synthesis of emergent connectors among net-
worked systems. Relevant effort includes the study of: learning techniques to dy-
namically discover the protocols that are run in the environment, dependability
assurance, data-level mediation, as well as algorithms and run-time techniques
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towards efficient synthesis. Such effort is presented in the Connect companion
papers of the Isola’2010 conference, and detail about overall Connect results
may be found from the project Web site at http://connect-forever.eu/.
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Abstract. Interoperability is a key and challenging requirement in to-
day’s and future systems, which are often characterized by an extreme

level of heterogeneity. To build an interoperability solution between the

networked systems populating the environment, both their functional

and non-functional requirements have to be met.

Because of the continuous evolution of such systems, mechanisms that

are fixed a-priori are inadequate to achieve interoperability. In such chal-

lenging settings, on-the-fly approaches are best suited.

This paper presents, as an interoperability solution, an approach that

integrates an automated technique for the synthesis of mediator pro-

tocols with a monitoring mechanism. The former aims to provide in-

teroperability taking care of functional characteristics of the networked

systems, whereas the latter makes it possible to assess the non-functional

characteristics of the connected system.

1 Introduction

The realization of the Ubiquitous Computing vision [18] is still nowadays chal-
lenged by the often extreme level of heterogeneity in the system’s underlying
infrastructures, which in turns impacts on the ability to seamlessly interoperate.

Interoperability is a primary requirement in such systems, and, in order to
achieve it, two aspects have to be considered: functional interoperability and non-
functional interoperability. The first one solely refers to functional properties
and aims at allowing the Networked Systems (NSs) to communicate. Instead,
non-functional interoperability refers to the assessment and achievement of the
non-functional characteristics which qualify the communication (how it should
be provided). Indeed, while building an interoperability solution, both functional
and non-functional properties of the connected system under-construction must
be taken into account and ensured.

The fast pace at which technology evolves at all the abstraction layers ad-
ditionally hampers the interoperability achievement between NSs in the digital
environment. Interoperability should be “future-proof”, i.e., NSs should be able
to interoperate in spite of technological evolution and contextual changes.
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To face emerging functional and non-functional requirements in such heteroge-
nous and evolving setting, relying on interoperability mechanisms that are fixed
a-priori, can be proved to be inadequate, and on-the-fly approaches would be
best suited.

Overcoming the interoperability barriers in the Ubiquitous Computing sys-
tems is at the heart of Connect [13]. The Connect Integrated Project aims
at dropping the interoperability barrier by adopting a revolutionary approach to
the seamless and eternal networking of systems, that is, by synthesizing on-the-
fly the Connectors (or mediators) via which NSs communicate. The synthesis
process is based on a formal foundation for Connectors, which allows learning,
reasoning about, and adapting the interaction behavior of NSs at run-time. Syn-
thesized connectors are concrete emergent system entities that are dependable,
unobtrusive, and evolvable, while not compromising the quality of Connected
systems.

In this paper, as an excerpt of the Connect solution, we present an integrated
approach to on-the-fly interoperability that combines automated mediator syn-
thesis and monitoring. The former (based on a theory of mediator synthesis
presented in [11]) aims at providing functional interoperability, whereas the lat-
ter takes care of non-functional interoperability.

One of the Connect underlying principle is to make minimal assumptions
on the NSs. In particular, the project considers that NSs information, needed to
compute an interoperability solution, is either declaratively provided by them or
derived from them exploiting learning techniques. However, for the purpose of
this paper, we assume NSs to come with their behavioral description and a set
of policies describing their non-functional constraints, which may involve perfor-
mance, dependability, security and trust requirements. In order to achieve a com-
plete Connection, the functional interoperability is pursued by construction
through synthesis, whereas non-functional interoperability is addressed by suit-
ably combining differing analysis, verification and enforcement techniques. An
overview of the approaches under development in Connect for non-functional
interoperability is given in [3]. In particular, we foresee to apply some approaches
at synthesis time (see, e.g., the companion Connect paper by Di Giandomenico
and coauthors [8]), in synergy with mediator construction. However, some opera-
tional constraints expressed as policies cannot be assessed statically at synthesis
time. This paper focuses on this problem: we overview here the approach through
which we combine the mediator synthesis with a runtime checking mechanism,
implemented through monitoring.

Several other works in the literature relate to ours, both concerning the au-
tomated synthesis of mediators [19,17], and monitoring [12,5], especially in the
context of service-oriented systems. The emphasis of this work however is on the
combination of the two aspects and the approach we follow is mostly independent
of specific technological frameworks.

The paper is organized as follows. We give an illustrative scenario and we
present our approach at a high level (Section 2). Then, we recall our automated
synthesis of mediators and we describe the integration with the monitoring of
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mediators (Sections 3 and 4 respectively). Finally, we conclude with perspectives
for future work (Section 5).

2 Approach Description

This section outlines our approach by introducing a running example first, and
then we explain the principles of our approach applied to that example.

2.1 Running Example

Let us consider a Photo-Sharing system in a stadium; the system allows specta-
tors to exchange pictures of the most significant happenings, e.g., goals in the
case of football games. The spectators can be producers (respectively consumers)
of pictures and hence they can upload (respectively search, download) pictures.

Different kind of interaction may be envisioned for the Photo-Sharing, in-
cluding centralized and peer-to-peer ones. In a centralized implementation, the
stadium would offer the Photo-Sharing service and the spectators’ smartphones
run service clients to upload, search, and download pictures; typical supporting
middleware solution would be RPC-based, e.g., using a service-oriented middle-
ware. In a peer-to-peer implementation, the spectators’ smartphones would run
a peer-to-peer application for photo exchanges (implementing the upload, search
and download functionalities), for which a distributed shared memory à la tuple
space would be the middleware of choice.

Fig. 1. High-level view of the Photo-Sharing NSs

The behavior of the producers consists in uploading the photo, and the behav-
ior of the consumer lies in searching and then downloading photos of interest.

Considering the shared memory implementation, the Photo-Sharing producer
writes first the metadata and then the file associated with the given photo into
the shared memory; while the consumer seeks the list of metadata descriptors
matching a given metadata template into the shared memory and then itera-
tively reads the files of interest. With respect to the RPC implementation, the
producer and consumer exchange photos calling the proper services on the server
and receiving the corresponding replies. The producer calls the upload opera-
tion with both metadata and file as parameters. The consumer, instead, calls
the search operation with a certain metadata and receives as reply the list of el-
ements matching the request. Then iteratively the consumer calls the download
of selected pictures specified thanks to their identifier ID and receives as reply
the corresponding files.
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We consider, as a running example, the case in which an NS (NS1) running a
shared-memory-based photo producer protocol is in a stadium and the stadium
is equipped with the shared-memory infrastructure. Another NS (NS2) run-
ning an RPC-based photo consumer protocol accesses the stadium and wants
to share pictures. Although apparently simple, this scenario presents substan-
tial challenges to interoperability. In fact, despite the different implementations,
the intents of the producers and consumers are compliant being upload and
download pictures respectively. While there is an obvious behavioral (or proto-
col) mismatch between the RPC-based and the shared-memory implementations
from the application down to the middleware layers. This type of mismatch can
be addressed by emergent mediators, synthesized on the fly [11]. However, this
does not solve the problem entirely because constraints on non-functional prop-
erties are still not taken into account. Our proposal to manage these aspects is
outlined in the following.

2.2 On-the-Fly Connector Synthesis and Monitoring

The networked systems1 populating the open environment, e.g. the Photo-Sharing
producers and consumers, are characterized by: intent, behavioral description,
ontological description, and by constraints (expectations) about non-functional
properties. The above characterization could be either declaratively advertised
by the NSs or inferred exploiting learning techniques [10,4].

The NSs constraints or requirements on the non-functional properties charac-
terize “how” the interoperable connection should be provided. These constraints
need to be expressed in a format that allows their automated interpretation and
processing. In principle, different NSs could use many different languages to rep-
resent this information; in this paper we take the simplifying assumption that
a mapping from such languages to a common Connect reference model exists
and thus they are expressed in the same language.

To give an example of a NSs requirement, the photo-sharing consumer may
require that the time it takes to get a list of photos that match a query be less
than x ms.

We recall that a necessary condition for the networked systems to communi-
cate is to be compatible. That is, to make sense for the NSs to communicate,
they have to expose complementary (provided/required) intents. From a func-
tional point of view, despite the complementarity of intents, the RPC-based
consumer and the shared-memory-based producer cannot interoperate (commu-
nicate) directly with each other because their concrete protocols are different.
In order to bridge this difference, a suitable functional mediator is synthesized
on-the-fly [11]. The synthesis process happens at the time when the intention
to communicate is manifested by either party. The goal of the synthesis process
is to realize the “functional interoperability” by producing a protocol mediator
that allows the two NSs to communicate dealing only with functional aspects.

1 For the sake of simplicity, we explain the mediation process assuming only two NSs;

in general, the same principles can be extended to scenarios with more NSs.
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Fig. 2. An overview to mediators synthesis approach

In order to ensure that the functional mediator satisfies the non-functional
constraints, we propose to couple the synthesized mediator with a suitable mon-
itoring system whereby the non-functional constraints imposed by each NS can
be checked at runtime. In this way, the monitoring is used to make sure that the
connected system (i.e., the result of assembling the two NSs with the synthesized
mediator) satisfies the expectations, in terms of non-functional characteristics,
of both sides of the connection.

Thus, our approach addresses: 1) functional interoperability pursued by-
construction at synthesis time (i.e.,a-priori), and 2) non-functional interoper-
ability, that is compliance to non-functional constraints, continuously assessed
at execution time (a-posteriori), by passive monitoring. Figure 2, whose elements
are explained in the following, summarizes the main ingredients of our approach
whose theory is presented in the companion paper [11].

We call affordance [9] the description of the functionality that is offered/re-
quested by a networked system, i.e., to provide/require pictures in our Photo-
Sharing scenario. In other words, an affordance is a high-level action-possibility
(or functionality or capability) that characterizes the intended and/or possible
interactions between the networked system and its environment.

We specialize this notion of affordance, to characterize our networked systems
as mentioned in the beginning of this section.

More precisely, we consider that an affordance includes: (i) an intent (I1, I2

in Figure 2), that is used to perform a first check about the NSs compatibility in
terms of complementarity of intents, i.e., provided/required functionalities; (ii)
a protocol (PR1, PR2 in Figure 2), run by the system to carry on its capability,
which is used to perform another check about protocol/behavioral compatibility;
(iii) middleware and applications’ ontologies ( OMW and O1, O2 respectively in
Figure 2), describing protocol’s actions exploited during the protocol translation
done before the check of protocol compatibility; (iv) a set of policies (P1, P2 in
Figure 2) that qualify the conditions that are required for the NS to function



256 A. Bertolino et al.

correctly. The policies are used to express constraints on the operational condi-
tions under which a connection may take place.

In Connect certain types of policies, namely security policies, are not just
checked but also enforced (see [7] for details). Other non-functional properties,
such as those related to performance and reliability, business rules are assessed
by passive observation on the live system and thus we can deal with them.

Our approach to the automated synthesis of mediators is briefly recalled in
the next section, while monitoring integrated with the synthesis is the topic of
Section 4.

3 Automated Synthesis of Mediators

In this section we introduce the necessary information about our synthesis
approach to explain the integration with the monitoring. We summarize the
automated synthesis of mediators that builds on the early theory of application-
layer mediators presented in [16] and deals with the interoperability of both
application- and middleware-layer. Additional details can be found in the com-
panion paper on the theory of mediators [11] and in [1].

Given two NSs affordances, first we check (from a functional standpoint) that
they have compliant intents, i.e. if they amount on the same capability (provid-
ed/required respectively).

Having checked the intent compliance, our goal is to synthesize a media-
tor to solve the mismatches occurring between the protocols. We use Labeled
Transition Systems (LTSs) [14] to represent the protocols associated with the
behavioral description of affordances.

Let Act be the set of observable input/output actions and τ be the silent
action (we use the usual convention that the output actions are denoted by an
overbar while the input actions have no overbar). An extended LTS, which makes
final states explicit, is a quintuple (S, L, D, F, s0) where: (i) S is a finite set of
states, (ii) L ⊆ Act

⋃{τ} is a finite set of labels called the alphabet of the LTS,

Fig. 3. Heterogeneous protocols in pervasive photo sharing
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(iii) D ⊆ S × L × S is a transition relation, (iv) F ∈ S is the set of final states,
and (v) s0 ∈ S is the initial state.

As an illustration, Figure 3 depicts the LTSs of the affordance protocols
associated with the Photo-Sharing scenario that we informally introduced in
Section 2.1.

In particular, an action of Act is specifically structured as: MW< AP, IN,
OUT >, where MW denotes the middleware function that is called to interact
with the peer system through the application function AP that is parameterized
by input and output parameters, IN and OUT respectively.

Given the two LTSs, PR1 and PR2, characterizing the behaviors of func-
tionally matching affordances, they are translated into LTSs PR′

1 and PR′
2 for

the sake of comparison. The translated protocols are defined in a middleware-
agnostic way over common application actions following application ontology
alignment.

The translation of protocols in particular relies on the alignment of application
layer functions into common application-specific ontologies (O in Figure 2) and
on the translation of middleware functions from reference middleware ontology
(OMW in Figure 2) into primitive send/receive actions [1].

Once PR′
1 and PR′

2 have been produced, we check their compatibility (also
referred to as mediated matching) according to the set of traces T1 and T2 as-
sociated with PR′

1 and PR′
2, respectively. If the two protocols are compatible,

then we are able to synthesize a mediator M that is such that when building
the parallel composition PR1||PR2||M, PR1 and PR2 are able to coordinate
by reaching their final states.

Figure 4 shows the mediator protocols synthesized by our approach for the
Photo-Sharing example.

Fig. 4. Mediator protocol in pervasive photo sharing
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4 Automated Monitoring of Mediators

The synthesis procedure described in the previous section yields a mediator
that is able to bridge behavioral mismatches between NSs. However, affordance
descriptions includes policies, which are used to express non-functional require-
ments imposed by the NS, or declarations of non-functional characteristics, guar-
anteed by the NS. In the Photo-Sharing example, a client may require that the
time to obtain a list of photos that match a query must be less than X time
units. This is an example of latency property. Similarly, the client may declare
that it will never invoke the search operation more than three times in a minute
(i.e., it guarantees it will generate a bounded workload).

In order to ensure that the Connected system as a whole satisfies the require-
ments imposed by each NS participating in the connection, we adopt a runtime
checking approach, supported by a dedicated monitoring infrastructure. This
infrastructure (shown in Figure 5) is structured according to a generic, flexible
architecture that decouples business-level (or high-level) event specification from
the underlying observation and detection mechanisms. From a technical perspec-
tive, this decoupling is achieved by delegating to a probe, paired with mediator,
the task of collecting low-level (i.e., primitive) event occurrences, which happen
when a transition on the mediator LTS is taken. Primitive event occurrences are
collected from the probes through a message-oriented backbone. The detection
of complex events, defined as combinations of primitive events, is done using a
Complex Event Recognizer [15]. Finally, complex event occurrences are notified
to the interested consumers, again using the message-oriented backbone.

The monitoring manager is responsible for converting non-functional con-
straints coming from affordance specifications into directives to derive the
probe(s), to instruct the Complex Event Recognizer, and to configure the routing

consumers

out ports
(topics)

Probe

Synthesised Protocol Mediator

CONNECTor

Networked Networked

non-functional
constraint specification

Fig. 5. Connect monitoring infrastructure
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of monitoring information over the monitoring bus (i.e., from the probes to the
event recognizer and then to the consumers interested in specific complex events).

As an example, in this paper we consider a constraint that defines the accept-
able latency for operations used by the RPC photo-sharing client. As already
mentioned, other properties can be checked using the same framework, as long
as they can be translated onto the complex event specification language used in
the Connect monitoring system.

We assume that latency constraints are expressed in terms of operations be-
longing to the interface of the NS. For example, the already mentioned constraint
imposed by the RPC client on the time it takes to get a list of photos that match
a query, can be expressed as:

Δ(Call(SearchPhotos,-,-),ReceiveReply(SearchPhotos,-,-) < X

which means “the time elapsed from calling the operation SearchPhotos to the
receiving a reply for that invocation must be less than X time units”.

This policy is expressed in terms of high-level functionalities (i.e., operations
included in the public interface of the NS) and using the RPC middleware primi-
tives (in this example, Call, ReceiveReply). It must be processed in order to derive
a specification that is used to configure the monitoring system so that the policy
can be checked.

In order to do so, the policy is converted into its corresponding formulation
in terms of complementary actions performed by the mediator. In this example,
Call(SearchPhotos,-,-) translates to ReceiveCall(SearchPhotos,-,-) and analogously
ReceiveReply(SearchPhotos,-,-) translates to Reply(SearchPhotos,-,-). The resulting
constraint on the behavior of the mediator is therefore:

Δ(ReceiveCall(SearchPhotos,-,-),Reply(SearchPhotos,-,-) < X ′

Although in general, X ′ = X+Xn, where Xn is the delay due to the network, for
the sake of simplicity, here we assume that this delay is negligible (i.e., Xn = 0)
and therefore X ′ = X .

In real-life scenarios, Xn is typically not negligible, so a client policy that
requires the delay to be less than X (observed on the client) translates into
a requirement that the delay observed on the mediator be less than X − Xn.
This is a general problem entailed by observing latency (or other time-related
properties) in networked settings. However, this is beyond the scope this paper
and we do not discuss it further.

Finally, the expression obtained for the constraint on the mediator is trans-
lated into a language that is readily understood by the event-correlation engine.
The example in Listing 1.1 shows the latency constraint expressed the specifica-
tion language used by Drools Fusion [6], an open source rule engine with complex
event processing capabilities.

The rule PhotoSearchLatency matches a ReceiveCall event followed by a Reply
event (lines 4 and 8 respectively), ensuring that both refer to the same session
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1 rule ”PhotoSearchLatency ”

2 when
3 // t h i s i s the complementary o f Ca l l
4 $ c a l l : Rece iv eCa l l (

5 operat ion == ”SearchPhotos” ;

6 $ s e s s i on : s e s s i o n i d )

7 from entry−point ”PhotoSharingMediator”

8 $rep ly : Reply (

9 s e s s i o n i d == $se s s i on ;

10 operat ion == ”SearchPhotos” ;

11 this after [1200ms ] $ c a l l )

12 from entry−point ”PhotoSharingMediator”

13 then
14 // i n j e c t alarm on the monitoring bus
15 end

Listing 1.1. Sample rule for checking a latency policy

(lines 6 and 9) and that the latter happens no earlier than 1200 ms2 after the
former (line 11). If all these conditions are verified, an alarm is injected into the
monitoring bus (line 14) so that the subscribers for that kind of complex event
can be notified.

5 Conclusion

The high degree of heterogeneity in the current digital system’s underlying in-
frastructures thwarts the realization of the long-standing Ubiquitous Computing
vision. Interoperability is a key requirement in such systems, where both func-
tional and non-functional aspects expressed by Networked Systems have to be
met while making them able to work together.

The continuous evolution characterizing the Ubiquitous environment, asks for
on-the-fly approaches rather than relying on interoperability mechanisms fixed
a-priori that are not adequate to completely address the problem.

In order to achieve a complete Connection (functional and non-functional
interoperability), this paper presented a combined interoperability approach.
It is made by the integration of an automated technique for the synthesis of
mediators with a monitoring mechanism. The mediators provide functional in-
teroperability and the monitors make it possible to assess the non-functional
characteristics of the connected system at runtime that cannot be assessed stat-
ically at synthesis time.

As future work, we plan to investigate the following aspects that are important
in the larger Connect picture [2].

We need to propose a language to express non-functional constraints and
properties.
2 In this example, we assume 1200 ms is the concrete value for X ′.
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We need to provide reaction policies or reaction policy patterns that can be
undertaken when something wrong is detected by the monitoring. Examples are:
to use predictive approaches that try to prevent the wrong behaviors; to adapt
the Connect architectural infrastructure, if possible, for improving the provided
connection; eventually, to notify the Networked Systems about the unexpected
behavior, and let them directly handle the problem.

As a long-term goal, we will work towards including reasoning about non-
functional properties into the synthesis process [8].
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Abstract. The Connect project aims to enable the seamless compo-

sition of heterogeneous networked systems. In this context, Verification

and Validation (V&V) techniques are sought to ensure that the Con-

nected system satisfies dependability requirements. Stochastic model

checking and state-based stochastic methods are two appealing V&V

approaches to accomplish this task. In this paper, we report on the ap-

plication of the two approaches in a typical Connect scenario. Specif-

ically, we make clear (i) how the two approaches can be employed to

enhance the confidence in the correctness of the analysis, and (ii) how

the complementarity of these approaches can be fruitfully exploited to

extend the analysis.

1 Introduction

The Connect project [14] aims at dropping the barriers that prevent hetero-
geneous networked systems from being Connected, by enabling their seamless
composition in spite of technological evolution. To achieve this aim, Connect

intends to dynamically synthesise the Connectors that allow the networked sys-
tems to communicate. The resulting emergent Connectors compose and adapt
interaction protocols run by the Connected systems.

In addition to functional properties, Connectors generally need to satisfy
non-functional properties as well. Therefore, an evaluation to assess whether the
Connector specification is adequate to satisfy the dependability requirements
is highly desirable. Indeed, Verification and Validation (V&V) techniques are
sought in Connect to ensure that networked systems, as well as the generated
bridging Connectors, satisfy specified levels of accomplishment for dependabil-
ity requirements, according to pertinent dependability metrics. Note that, in
Connect, dependability is used as a term inclusive of several non-functional
properties [4], e.g., including also performance aspects.

In Connect we are interested in quantitative, or probabilistic, dependability
evaluation. To this purpose, as indicated in [1], the two main approaches are
modelling and (evaluation) testing. Since evaluation testing assumes that a test
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suite is run on the system under test, which in the Connect vision is not a
priori available, for the analysis we focus on modelling.

Modelling is composed of two phases: (i) building a model for the system from
the elementary stochastic processes that represent the behaviour of the compo-
nents of the system and their interactions (these elementary stochastic processes
relate to failures, to repair, service restoration and possibly to system duty cycle
or phases of activity); (ii) processing the model to obtain the expressions and
the values of the dependability measures of the system.

Research in dependability analysis has developed a variety of modelling tech-
niques, each of which focuses on particular levels of abstraction and/or system
characteristics. As reported in [18], important classes of model representation in-
clude combinatorial methods (such as Reliability Block Diagrams), model check-
ing, and state-based stochastic methods. We are not interested in combinatorial
methods, which are simpler approaches and do not easily capture certain fea-
tures, such as stochastic dependence and imperfect fault coverage. Therefore, in
the context of Connect, we consider as evaluation techniques:

– Stochastic model checking, which is a formal verification technique for the
analysis of stochastic systems. It is based on the construction of a proba-
bilistic model from a precise, high-level description of a system’s behaviour.

– State-based stochastic methods, which use state-space mathematical models
expressed with probabilistic assumptions about time durations and tran-
sition behaviours. They allow explicit modelling of complex relationships
(e.g., concerning failure and repair processes), and their transition structure
encodes important sequencing information.

In this paper, these two approaches are applied to a Connect scenario to per-
form various dependability analyses, thus showing their complementarity in as-
sessing dependability properties. First, both approaches are used to validate two
basic dependability properties. Next, extra properties are checked by the ap-
propriate approach, selected according with its ability to cope with the specific
type of analysis. Indeed, the different formalisms and tools implied by the two
methods allow: (i) on the one hand, to complement the analysis from the point
of view of a number of aspects, such as level of abstraction/scalability/accuracy,
for which the two approaches may show different abilities to cope with; and (ii)
on the other hand, through the inner diversity, provide cross-validation to en-
hance confidence in the correctness of the analysis itself. The rest of the paper
is structured as follows. Section 2 introduces the tools implementing the ap-
proaches, and properties supported by the tools. A Connect scenario, namely,
a model of a distributed market scenario, is presented in Section 3, and analysed
in Section 4. We conclude the paper in Section 5.

2 Analysis and Verification Tools

In this section, we present a brief description of PRISM and Möbius, which
implement stochastic model checking and state-based stochastic methods re-
spectively.
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2.1 PRISM

PRISM [12] is a popular probabilistic model checker, which can handle discrete
and continuous time Markov chain models (DTMCs and CTMCs), as well as
Markov decision processes (MDPs). DTMC and MDP models may be verified
against probabilistic temporal logic formulae given in terms of PCTL (Probabilis-
tic Computational Tree Logic) [11,6], as well as cost/reward-based properties,
and LTL (Linear Temporal Logic) formulae [19]. CTMCs may be verified against
CSL (Continuous Stochastic Logic) [2,3] formulae. Both states and transitions
in a system can be associated with rewards, which allow for the checking of both
instantaneous and cumulative properties.

So far PRISM has been applied to numerous probabilistic models, such as net-
work protocols, security protocols, randomised distributed algorithms, biological
processes, etc.

Modelling formalism. As Connected systems evolve in a manner where
a system stays in a state for a certain period of time and then moves to a
successor state, we model such systems using CTMCs because they preserve the
memoryless property. For CTMCs, the memoryless property not only requires
that the probability of firing a transition totally depends on the current state, but
also asks the probability to be independent of the elapsed time so far. The only
continuous probability distribution exhibiting this property is the exponential
distribution, which associates a rate to each transition in CTMCs. The rate can
be understood as the average number of times we can execute the transition per
unit of time. The probability of executing a transition from the current state
within t time units is 1 − e−λ·t. The rates associated with all transitions in a
CTMC can be stored in a transition rate matrix R, where each entry represents
a rate between a pair of states. A transition can only occur from state s to state
s′ if R(s, s′) > 0. If more than one transition can be executed in state s, the
successor state is determined by the first transition being taken. Let S be the set
of states in a CTMC. The amount of time for which the system stays in s before
any transition occurs is governed by an exponential distribution with rate E(s)

such that E(s)
def
=

∑
s′∈S R(s, s′). The probability of going to successor state s′

from state s is calculated as follows.

P(s, s′) =

⎧⎨
⎩

R(s, s′)/E(s) if E(s) �= 0,
1 if E(s) = 0 and s = s′,
0 otherwise.

(1)

Properties of interest. Using formula (1), we can compute the probability
of reaching a set of target states through all paths. Steady-state behaviour is
another interesting property for CTMC models. The steady-state probability
for a state s is the probability of being in s in the long run, which can be used
to infer the percentage of time that the model spends in s in the long run.

In addition to path and steady-state probabilities, we consider two additional
types of reward for instantaneous and cumulative rewards separately. Every
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transition is associated with an instantaneous reward and every state has a
cumulative reward. The former is the actual reward obtained when the system
executes a transition, and the latter is the coefficient, at which the reward is
computed in a state, for the amount of time spent in that state. We can define
the expected reward of reaching a set of target states F through paths. The
reward for a path that does not pass any target state is set to ∞. Thus, the
expected reward of reaching a state in F from state s is finite if all non-zero
probability paths starting from s pass a state in F .

2.2 Möbius

Möbius [8] is a popular software tool that provides a comprehensive framework
for model-based dependability and performance evaluation of systems. The main
features of the tool include: (i) multiple high-level modelling formalisms, includ-
ing, among others, Stochastic Activity Networks (SANs) [20] and PEPA fault
trees [10]; (ii) a hierarchical modelling paradigm, allowing one to build com-
plex models by first specifying the behaviour of individual components and then
by combining the components to create a model of the complete system; (iii)
customised measures of system properties; (iv) distributed discrete-event simu-
lation, to evaluate measures using efficient simulation algorithms to repeatedly
execute the system and gather statistical results of the measures; (v) numerical
solution techniques, to obtain exact solutions for Markov models.

Modelling formalism. We model the system with Stochastic Activity Net-
works (SANs). SANs are stochastic extensions of Petri Nets; they have a graph-
ical representation and consist of four primitive objects: places, activities, input
gates and output gates. Places in SANs have the same interpretation as in Petri
Nets, i.e., they hold tokens. The number of tokens in a place is referred to as
the marking of that place, and the marking of the SAN is the set of all place
markings. There are two types of activities: instantaneous and timed. Timed ac-
tivities represent actions that have a duration that impacts the performance of
the modelled system, e.g., message transmission time, recovery time, time to fail.
The duration of each timed activity is expressed via a time distribution function.
Both instantaneous and timed activities may have case probabilities. Each case
probability stands for a possible outcome of the activity, and can be used to
model probabilistic aspects of the system, e.g., probability for a component to
fail. Input gates control the enabling of activities, and output gates define the
state change that will occur when an activity completes.

SAN models can be composed with Join and Rep operators. Join is used
to compose two or more SANs. Rep is a special case of Join, and is used to
construct a model consisting of a number of replicas of a SAN. Models in a
composed system interact via Place Sharing. Place Sharing is a composition
formalism based on the notion of sharing places via an equivalence relation.

Properties of interest. Properties of interest are specified with reward func-
tions. Each reward function is a C++ function that specifies how to measure a
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property on the basis of the marking of the SAN. There are two kinds of reward
functions: rate reward and impulse reward. Rate rewards can be evaluated at any
time instant. Impulse rewards are associated with specific activities and they can
be evaluated only when the associated activity completes. Measurements can be
conducted at specific time instants, over periods of time, or when the system
reaches the steady state.

3 The Distributed Market Scenario

We consider a case study based on a distributed market, where consumers
execute a discovery protocol to gather information on the products sold by mer-
chants. The discovery phase is performed in two steps. In the first step, con-
sumers interoperate with all merchants to gather a list of all available products.
In the second step, consumers select a product type and continue to interoperate
with a subset of merchants (those that sell the selected product type) to gather
additional information on the product.

Since consumers and merchants have heterogeneous devices that execute dif-
ferent protocols, interoperability among them is obtained via a Connector that
bridges the functional mismatches between the protocols. Without loss of gen-
erality, we assume that all merchants have the same protocol P1, and that all
consumers have the same protocol P2 (P2 �= P1).

Figure 1 illustrates the LTSs (Labelled Transition Systems) for consumer,
merchant, Connector and Connected system. For simplicity, in Figure 1(c),
we assume that there are two merchants in the market, one of which sells the
product requested by a consumer. A larger number of merchants is handled by
the Connector in the same way. In the first discovery step, the Connector
receives the consumer’s request rdgBrowse and sends a message mSearch to
all merchants. Each merchant responds with a message resp. Note that the
Connector can handle any order of responses from the merchants. The Con-

nector then sends back to the consumer a message tupleListBrowse. In the
second step, the Connector converts the consumer’s request rdgGetInfo into
two requests httpGet and httpGetResp to the merchant selling the product,
and obtains the responses soapReqGetInfo and soapRespInfo respectively. In
the end, the Connector returns a response tupleListInfo to the consumer.
The LTS for the composed system is illustrated in Figure 1(d). The complete
description of the scenario for a Connected system with one consumer and one
merchant is presented in [13].

Basic dependability properties. In this paper, we consider two basic prop-
erties that will be analysed using both PRISM and Möbius. In Section 4, further
properties will be analysed in order to extend the analysis in accordance with
the capabilities of the approaches.

– Coverage in the first step. We are interested in the percentage of merchants
that can give a response to the Connector in a given time interval during
the first step. This property is affected by the network characteristics in the
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(a) Consumer (b) Merchant

(c) Connector

(d) System

Fig. 1. LTS models for distributed market scenario

market, e.g., the number of consumers, the number of merchants, and the
reliability of the channel. In the rest of the paper, we analyse the result for
the case in which there is one consumer and three merchants. The trans-
mission speed is modelled by different values of the rate associated with the
transitions among consumer, Connector, merchants.

– Latency in the second step. Latency is more interesting in the second step,
as the communication between the Connector and the merchants involves
more message exchanges. Similarly to coverage, we assume there is a single
consumer in addition to three merchants, all of which are selling the re-
quested product. We measure the time spent by the consumer from when it
starts to send rdgGetInfo to the arrival of tupleListInfo.
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4 Dependability Analysis and Verification

In this section, we model the Connect scenario using PRISM and Möbius
respectively, and perform dependability analysis on the models.

4.1 PRISM Models

The LTSs for the scenario in Figure 1 can be translated into the PRISM CTMC
model in a straightforward manner. In detail, each component LTS in Fig-
ure 1(a)-1(b) is translated into a PRISM module in the following way. We define
a variable in each module, whose domain is the set of states in the corresponding
LTS and whose initial value is the initial state of the LTS. Each transition in
the module has the same label as the corresponding one in the LTS. Since the
LTSs do not contain information for rates, we deliberately assign rate R1 = 1 to
all transitions between the consumer and the connector, and assign R2 (which
may vary) to those between the connector and the merchants.

In order to check the basic properties specified in Section 3, we need to add
the timeout mechanism to the model. Two timeouts T1 and T2 are introduced
to model the maximum time for the first step and second step respectively.
However, the deterministic delay in timeout breaks the basic rule of CTMCs:
all delays in a CTMC model respect exponential distributions, and this makes
the model difficult to verify. In this paper, we use an Erlang distribution to
approximate a deterministic delay T by a sequence of transitions, each of which
has an exponential distribution of rate k/T , where k is the number of transitions
in the sequence. The accuracy of the approximation, as well as the verification
time, increases as k increases. In the experiments, we choose k to be T ×10, i.e.,
the rate in the Erlang distribution is 10, which is a reasonable trade-off between
speed and accuracy.

4.2 Stochastic Verification

In this section, we first show the verification results for the basic properties, and
then discuss additional properties that can be verified using CSL. For each prop-
erty, we construct a set of experiments by choosing different values for timeouts
T 1 and T 2, and letting R2 range over values 0.1, 0.5 and 1.0 respectively. This
way, we can illustrate the trend as T 1 (resp. T 2) increases.

Coverage. This property is specified by the following CSL reward formula on
the reward structure Coverage:

R=?[C≤T ], (2)

where C≤T represents the cumulative reward up to time bound T . The structure
Coverage associates the real value m/n to states where, among the total number
n of merchants, m merchants send back their response to the connector within
T 1 time units after they receive the request mSearch. We choose T to be T 1 +
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(a) Coverage (b) Latency

Fig. 2. Verification results

10 to take into account the time for transmitting message rdgBrowse. This
formula calculates the expected cumulative reward within T time units, and the
verification results are shown in Figure 2(a).

Latency. In the second step of the discovery, the connector triggers a timeout
after T 2 units of time when it receives message rdgGetInfo from the consumer.
When the timeout occurs, the connector does not wait for pending responses
from merchants, and returns tupleListInfo to the consumer. To verify this
property, we use formula (2) on the reward structure Latency, which assigns
1/(T 2/k) = 10 to each transition used to approximate the timeout. The results
are depicted in Figure 2(b).

Probability of receiving replies from all merchants in the second step.
In addition to the basic properties, we are also interested in the probability
of receiving responses from all merchants contacted within deadline T 2 in the
second discovery step. This property is formulated as follows:

P=?[F≤T (m = n)], (3)

where T = T 2 + 2, n is the total number of merchants contacted and m is the
number of merchants that reply before the timeout. This formula computes the
probability of all paths that can reach a state satisfying m = n within T units.

In formula (3), T = T 2 + 2 is a reasonable bound to take into account the
transmission time for rdgGetInfo and tupleListInfo, given R1 = 1 for these
two messages. However, it is still possible that it takes longer than 2 units of time
to transmit these messages, which generates a small error in the experimental
results. Steady state probability can be used to overcome this problem. If we
ignore truncation errors, formula (4) gives an accurate value for the required
probability at a cost of longer verification time.
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Fig. 3. Verification results for probability and steady-state probability

S=?[m = n] (4)

In Figure 3, the curves labelled R2 = 0.1, R2 = 0.5 and R2 = 1.0 are probabilities
computed using formula (3), and the others are computed using formula (4)
for the same rates, respectively. Note that the accurate result for the coverage
property can be computed by the steady-state reward formula:

R=?[S] (5)

on the corresponding reward structure. However, the difference between the val-
ues computed by formulae (2) and (5) in this example is negligible.

Maximum probability of receiving replies from all merchants in the
second step. In the second discovery step, a certain number n1 of merchants,
instead of the total number n of merchants, are contacted for the information of
the request product. This number n1 may vary depending on many factors, such
as the traffic in the network. The property considers the maximum probability
of receiving responses from all n1 merchants in the following situation. At the
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beginning of the second step, when the consumer is in state 2 in Figure 1(a),
(formulated as Consumer = 2), the number of merchants that will be contacted
is beyond a certain bound, i.e., n1 ≥ n · a (a ∈ (0, 1]). Let m1 be the number
of responses received before timeout occurs at T 2. The property can be checked
by formula (6):

P=?[F (m1 = n1){n1 ≥ n · a ∧ Consumer = 2}{max}]. (6)

The results for a = 1
3 and n = 3 are illustrated in Figure 4.

4.3 SAN Models

The SAN models of merchant, consumer and Connector are shown in Figure 5.
The model of the Connected system is obtained by composing, via place shar-
ing, the SAN models of consumer, Connector and merchants (the SAN model
of the merchants is obtained by replicating a merchant with the Rep operator).
There is a shared place for each pair of activities that represent send/receive
actions: send activities add tokens in the shared place, while receive activities
remove tokens from the shared place and use the marking of the shared place
as enabling condition. Note that, in general, a send activity may control n > 1
receive activities (e.g., in the case of a message with multicast/broadcast ad-
dresses); in this case, the send activity will add n tokens to the shared place to
allow the simultaneous enabling of the receive activity of n receivers.

Timing aspects for send/receive actions are taken into account in the SAN
models as follows: when n receive activities complete simultaneously after a send
action completes, the receive activities are instantaneous and the send activity
is timed; when n receive activities complete independently after a send action
completes, the receive activities are timed and the send activity is instantaneous.
Timeouts are modelled with timed activities that force the enabling of other
activities.

In the following we describe in detail the behaviour of the model of Con-

nected system during the first step. In the description, we will use the prefixes
C, M[i], and CON to disambiguate the names of local places, activities and gates
of consumer, merchants, and Connector.

Initially, all places in the models have zero tokens, except P0, which con-
tains one token in all models. The consumer starts the communication, because
C.rdgBrowse is the only enabled activity. When C.rdgBrowse completes, one to-
ken is placed in C.P1 and one token in SharedC0. At this point, CON.rdgBrowse
is enabled. When CON.rdgBrowse completes, one token is moved from SharedC0
to CON.P1, and CON.mSearch becomes enabled.

When CON.mSearch completes, the marking changes as follows: n tokens are
placed in SharedM0, because n merchants must be involved in the communi-
cation; n tokens are placed in CON.P2, because the Connector must wait for
one resp from each merchant; one token is placed in CON.start1, because the
Connector has a timeout on the maximum waiting time.
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(a) Consumer (b) Merchant

(c) Connector

Fig. 5. SAN models

Each token in SharedM0 enables the instantaneous activity M[i].mSearch of
a merchant. All such activities complete immediately1 and enable M[i].resp.
Whenever a M[i].resp completes, a token is placed in SharedM1 to enable the in-
stantaneous activity CON.resp of the Connector, which places a token in CON.P3
and CON.Nresps. The number of tokens in CON.Nresps represents the number of
merchants that will participate to the interactions during the second step. This be-
haviour continues until CON.tupleListBrowsebecomes enabled, i.e., either when
CON.timeOut1 completes (one token is placed in CON.stop1), or n responses are
received from the merchants (n tokens are present in CON.P3 and CON.Nresps).

4.4 State-Based Stochastic Analysis

In this section, we present the analysis performed with Möbius: first, we cross-
validate the results obtained by PRISM for coverage and latency; second, we
1 When instantaneous activities and timed activities are enabled at the same time, all

instantaneous activities complete first.
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scale up to large systems with hundreds of merchants; third, we refine the SAN
models to take into account some real-world aspects that have an impact on
coverage and latency, such as traffic patterns and communication failures.

Cross validation. The reward functions are expressed as follows.

Coverage. This property is specified by accumulating over time the following
impulse reward on CON.resp (NMerchants is a parameter of the composed model,
and holds the number of merchants):

double coverage() {

if ( CON->start1->Mark() > 0 ) { return 1.0/NMerchants; }

return 0;

}

Latency. This property is specified by accumulating over time the following rate
reward function:

double latency() {

if ( CON->P4->Mark() > 0 || CON->start2->Mark() > 0

|| CON->stop2->Mark() > 0) { return 1; }

return 0;

}

We were able to successfully reproduce with Möbius the verification results of
PRISM. We used simulation, and the relative difference between the average
results was always below 2%.

Scalability of the models. Connected systems may include an arbitrary
large number of networked systems. Therefore, we investigated the scalability
of the SAN model of the Connected system by analysing large networks. The
developed SAN model of the Connected system is parametric with respect
to the number of merchants: networks with different number of nodes can be
modelled by changing only one model parameter.

We successfully assessed coverage and latency for scenarios with hundreds of
merchants. Figure 6(a) shows the analysis results for latency in scenarios with
at most 100 merchants. The number of batches needed to reach a confidence
level of 95% and a confidence interval of 10% for the considered models was
always below 10K, because the models are relatively simple. Figure 6(b) reports
the average time to complete 10K simulation batches for different number of
merchants on a system with a 2.8GHz Intel Core2 Quad processor.

Latency for different traffic patterns. Connected systems are expected
to be a mix of heterogeneous user applications, each of which may have different
characteristics and requirements. Currently, there is no single traffic distribution
that can efficiently capture the traffic characteristics of all types of networks un-
der every possible situation. A large number of empirical studies have shown that
network traffic is self-similar and that it generally exhibits multiple time-scale
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(a) Latency (b) Analysis Time

Fig. 6. Latency and time required for the analysis for different system size

(a) Latency for different traffic patterns (b) Coverage for different PrxResp

Fig. 7. Latency and coverage in different settings

behaviour [16]. These aspects can be modelled with subexponential distributions,
such as Weibull and Lognormal.

We investigated the effect of different subexponential distributions on latency
by changing the probability distribution function of the timed activities. For a
fair comparison, we have chosen distribution parameters that allow the same
mean value in all cases. The analysis results are shown in Figure 7(a). We can
notice that different traffic patterns lead to different latency profiles.

Coverage in the case of failures. Communication in the real-world can be
subject to failures. Therefore, failure modes need to be accounted for when set-
ting up the system model. Failure modes can pertain the value domain (e.g.,
wrong output), and/or the time domain (e.g., omission). In this section, we as-
sess coverage in the case of omission failure of the multicast search received
by the merchants (M[i].mSearch) and omission failure of the responses sent
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by the merchants (M[i].resp). Figure 7(b) shows the coverage profiles for dif-
ferent probability PrxResp of failures of resp; in the figure, the probability of
failure of M[i].mSearch depends on the timeout value and is derived from the
analysis results reported in [17]; e.g., for T 1 = 10, the probability of failure of
M[i].mSearch is 0.87.

5 Conclusions

We have shown two approaches to analyse dependability properties for a Con-

nect scenario. As can be seen in the previous section, the experimental results
produced by one approach match those by the other approach for a significant
range of properties. Each approach has its own advantages regarding modelling
capability, specification of properties, scalability, etc. For example, bounded until
formula φ1UIφ2, steady state formula S��p[φ] and more complex CSL formulae
can be verified in PRISM without manually augmenting models, while Möbius
can deal with larger sized models and can mix exponential distributions with
other distributions.

During the case study, we also found that the cross validation was particularly
useful to improve the confidence in the correctness of the models. For example, by
analysing the mismatches between results produced by PRISM and Möbius on the
common properties, we were able to remove subtle non-deterministic behaviours
that were erroneously present in the models, and eliminated the mismatches.

In the future, we are planning to apply both approaches to a more complex
case study, and explore further the cross-fertilisation capabilities of PRISM and
Möbius. In particular, we would like to exploit the assume-guarantee reasoning
method [15,9] implemented in PRISM to analyse large models. We were unable to
apply this here because the assume-guarantee approach has only been developed
for Markov decision processes and safety properties at present. In addition, we
are also interested in speeding up our approaches via incremental verification
and analysis, and developing online techniques to provide support for on-the-fly
Connector synthesis [5], such as those based on [7].
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Abstract. Interoperability of heterogeneous networked systems has yet
to reach the maturity required by ubiquitous computing due to the

technology-dependent nature of solutions. The Connect Integrated

Project attempts to develop a novel network infrastructure to allow het-

erogeneous networked systems to freely communicate with one another

by synthesising the required connectors on-the-fly. A key objective of

Connect is to build a comprehensive theory of composable connectors,

by devising an algebra for rigorously characterising complex interaction

protocols in order to support automated reasoning. With this aim in

mind, we formalise a high-level algebra for reasoning about protocol mis-

matches. Basic mismatches can be solved by suitably defined primitives,

while complex mismatches can be settled by composition operators that

build connectors out of simpler ones. The semantics of the algebra is

given in terms of Interface Automata, and an example in the domain of
instant messaging is used to illustrate how the algebra can characterise

the interaction behaviour of a connector for mediating protocols.

1 Introduction

Ubiquitous computing is an emerging paradigm that is rapidly changing the
way we use technology to perform everyday tasks. The widespread availability
of digital systems, together with the introduction of new communication infras-
tructures, make it possible to run and interact with software systems on a vari-
ety of networked devices. However, computing and networking technologies have
yet to reach the maturity required by ubiquitous computing since technology-
dependent limitations reduce the effectiveness of integrating and composing het-
erogeneous networked systems.

The Connect Integrated Project1 attempts to develop a novel networking
infrastructure to allow heterogeneous networked systems to freely communicate
with one another. This would be achieved by the synthesis of emergent con-
nectors on-the-fly. Towards this aim, a key objective of Connect is to build
� This work is partly supported by the Connect European Project No 231167, and
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a comprehensive theory of composable connectors, by devising an algebra that
can model complex interaction behaviours with respect to both functional and
non-functional properties. The algebra will serve as a baseline for automated
reasoning and learning about system interaction behaviours, in addition to au-
tomated synthesis, matching, refinement, composition, evolution, and (possibly
partial) re-use of connectors. This also concerns finding an adequate formalism
to express and quantify, for each connector, the desired Quality of Service levels
for end-to-end properties of the networked systems.

The comprehensive characterisation of such a connector algebra is our long-
term goal. In this paper, as a starting point for developing such an algebra, we
focus only on the functional behaviour of connectors that act as protocol me-
diators. Consequently, our algebra will characterise the behavioural mismatches
that occur during interactions among heterogeneous networked systems. Quanti-
tative aspects of networked systems and connectors are not considered hereafter;
that is left as future work.

As discussed in [14,19] (and references therein), a possible approach to proto-
col mediation involves the categorisation of recurring protocol mismatches that
must be solved by means of mediator patterns. For each type of mismatch, a
pattern can be defined as a solution to the interaction incompatibility. Clearly,
a catalogue of such problems and their related solutions would not solve all pos-
sible mismatches, but combining multiple sub-solutions should facilitate their
solution.

Inspired by the set of basic mediator patterns described in [19], this paper
presents a high-level algebra that reasons about protocol mismatches. Solutions
to basic mismatches are modelled as primitives of the algebra, while complex
mismatches can be solved by combining suitable primitives in a variety of ways.
The semantics of the algebra is given in terms of Interface Automata (IA) of de
Alfaro and Henzinger [11]. Thus, composition of terms in the algebra reduces
to composition of the underlying IA. Some of these compositions are already
defined on IA, but we will also present specific compositions that we conjecture
are necessary for a meaningful connector algebra.

Our choice of using IA for the semantics of the algebra is heavily influenced
by a previous survey of connector notations we conducted as part of Connect

[1]. In that report we surveyed a number of formalisms against eight dimensions
deemed to be of particular interest to the project. These were compositionality,
incrementality, scalability, compositional reasoning, reusability, evolution, ability
to express and reason about non-functional properties, and the existence of a
specialised notation supported by automated tools for architectural analysis.

The choice of formalisms was decided to give a thorough coverage of the space
of connectors. To give an indication: some formalisms were control-oriented [2],
while others were data-flow based [7]; some supported hierarchy [9], whereas
others provided mobility [18]. In the spirit of Connect, we also surveyed quan-
titative extensions of [7]; these included an extension involving discrete proba-
bilities with non-determinism [6], a stochastic extension [4], and an extension
with Quality of Service attributes [5]. Beyond the surveyed approaches, we also
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investigated a number of other formalisms, but space limitations prevents us
from elaborating upon them here.

Summarising the results of our survey and investigations led us to the opinion
that IA are the most suitable formalism for modelling connectors. This was based
on the fact that IA can be extended to support reasoning on non-functional
properties, together with compositionality results implying reuse and evolution
of connectors. IA are by no means complete in satisfying the properties we
require of a connector algebra, but they do give us a good starting point and
seem extensible enough to gain a good coverage of the dimensions of interest.

The remainder of this paper is organised as follows. Section 2 recalls back-
ground notions concerning IA, and offers justification for choosing these devices.
Section 3 describes a scenario that we will use to demonstrate the effectiveness
of our algebra, with models given in terms of IA. Following on, Section 4 intro-
duces the algebra in a formal way and concludes by relating the algebra to the
case study presented in Section 3. Finally, Section 5 summarises our work and
discusses possible future research directions.

2 Semantics for Connectors

As clarified in Section 1, it is our intention to ascribe semantics to our algebra
in terms of Interface Automata (IA) [11]. As we shall see later on, IA do not give
us all of the desired functionality and properties that we require to interpret our
algebra, but they do give us a good starting point.

IA may be seen as finite state machines whose actions are partitioned into
input and output sets. At the syntactic level this classification has no significance,
but examination of the semantics reveals a notion of communication well suited
to components interacting in a heterogeneous environment.

Definition 1. An Interface Automaton is a tuple (V, v0,AI ,AO,→), where:

– V is a set of states
– v0 ∈ V is the designated initial state
– A = AI ∪ AO is the set of actions. AI and AO are disjoint sets referred to

as the input actions and output actions respectively.
– →: V ×A ⇀ V is the transition (partial) function.

For brevity, we write v
a→ v′ iff → (v, a) = v′. The partial transition function

ensures that the automaton is loosely deterministic (there is at most one succes-
sor for each state-action pair). This contrasts with the I/O automaton model of
Lynch and Tuttle [16], where every state must be fully input-enabled.

The automaton behaves in a manner similar to that for finite state machines;
it starts in the initial state and evolves over time according to its transition
function. However, special consideration must be given to the transition types.
Following the finite state case, a transition labelled by an input action may only
be picked when the environment is offering that action. Output actions are non-
blocking, so may be taken at any time if they are enabled in the current state.
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Since outputs are non-blocking, it follows that the environment must be willing
to accept any action it is offered.

Until now, IA have appeared as marginally generalised I/O automata. Their
overarching power becomes apparent when we consider the composition of mul-
tiple IA, and observe how they interact with the environment.

From hereon let C = (V C , vC
0 ,AC

I ,AC
O,→C) and D = (V D, vD

0 ,AD
I ,AD

O ,→D)
be two IA. C and D may only be composed if their action sets are compatible
with each other. Consequently, not every pair of IA can be composed.

Definition 2. IA C and D are said to be composable just if AC
O ∩ AD

O = ∅.
Outputs must be disjoint to prevent synchronisation.

To define the (parallel) composition on composable IA we begin by constructing
the product of the automata. Unfortunately, this can introduce a number of
illegal states, whereby one of the automata is willing to offer an output action
in the common alphabet, but the second is not able to offer the corresponding
input action. This is a consequence of not requiring IA to be fully input-enabled.

Definition 3. The product of C and D is an interface automaton C ⊗ D =
(V C × V D, (vC

0 , vD
0 ),AI ,AO,→), where:

– AI = (AC
I ∪ AD

I ) \ ((AC
I ∩ AD

O) ∪ (AC
O ∩ AD

I ))
– AO = AC

O ∪AD
O

– The transition function is given by

(s, t) a→ (s′, t′) ⇔
⎧⎨
⎩

s
a→C s′ ∧ t

a→D t′ if a ∈ AC ∩AD

s
a→C s′ ∧ t = t′ if a ∈ AC \ AD

t
a→D t′ ∧ s = s′ if a ∈ AD \ AC .

We must now identify the illegal states in the product C ⊗ D, denoted by
Illegal(C,D). The kernel of the illegal states is taken to be the set of states
(p, q) for which there is some a ∈ (AC

I ∩ AD
O ) ∪ (AC

O ∩ AD
I ) such that one of p

and q can make an a-labelled output transition, but the other cannot match it
with the corresponding input transition. The illegal set is then taken to be all
those states in the kernel, plus those that can reach a state in the kernel by a
sequence of transitions labelled by output actions.

Definition 4. The composition of two composable IA C and D, written as C ||
D, is defined to be C ⊗ D after pruning all states in Illegal(C,D), providing the
initial state (vC

0 , vD
0 ) is contained within the remaining automaton. Otherwise,

the composition is undefined.

In the words of de Alfaro and Henzinger [11], the pruning yields an optimistic
notion of composition. The pruning is equivalent to making the assumption
that the environment will not issue inputs that can lead to illegal states. Con-
sequently, composed IA place an assumption on the environment about what
inputs will be issued and when. This is in stark contrast to I/O automata where
the composition must handle any input the environment offers.
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From a system designer’s point-of-view, we are interested in modelling con-
crete connectors by means of a term in our algebra. We could certainly develop
an algebra that addresses this sole goal, however we are looking for something
considerably more high-level. To that extent, and conflating the desiderata from
Section 1, we believe that our algebra should also support abstractions of con-
nectors, or more precisely specifications.

IA have an explicit correspondence with specification theories, which is why
we are using them to express the semantics of our algebra. In [11], de Alfaro
and Henzinger define a refinement relation �2 on IA in terms of alternating
simulation3 [3]. Consequently, we have a test for when a connector can be safely
substituted with another. Since refinement on IA is a congruence with respect to
composition (see next theorem), substitution can be performed compositionally.

Theorem 1. For suitable restrictions on the composability of C, C′ and D, if
C || D is defined and C � C′, then C′ || D is defined and C || D � C′ || D.

Besides parallel composition, a conjunctive operator ∧ can be defined on IA. C∧D
yields the least specified interface automaton that refines both C and D. This
is of direct use in defining a connector that must satisfy multiple specifications.
More verbosely, this means we can build up specifications in a distributed and
compositional manner. This supports the separation of concerns principle, and
again allows for compositional development.

IA can be synthesised in a specification theory by means of a quotienting
operator \, as described in [8]. Given IA D and E , E \D yields the least specified
interface automaton C such that E � C || D. Thus, given a specification of
what a connector should do, together with an implementation of a connector
that implements part of that behaviour, we can synthesise a connector that
when composed with the partial connector fulfils the desired behaviour. The
advantages of such a feature are self-evident.

Applicability to notions of specification was a key justification for adopting IA,
yet another essential reason relates to their extensibility. We would eventually
like to develop an algebra that can handle a number of quantitative extensions,
such as time and probability. A timed-extension of I/O automata has already
been developed [10], and the model completely supports all of the specification
constructs and relations we have mentioned. Furthermore, there is a probabilistic
extension of I/O automata [20], although this is not given in terms of a specifica-
tion theory. Nevertheless, recent work has augmented interactive Markov chains
with specification notions [21], with a bridge between these and probabilistic
I/O automata seeming highly plausible.

Since IA and I/O automata are closely related to each other, we would like to
combine the aforementioned quantitative extensions with the optimistic compo-
sition techniques of IA. Accordingly, IA appear to support many of the features

2 P � Q if, and only if, P is refined by Q. Refinement tends to be one of the most
prevalent relations in any specification theory.

3 The simulation must be alternating as the inputs and outputs of a refining automaton

must be related contravariantly to those of the original.
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we would like of a connector algebra. Section 4 will demonstrate just how effec-
tive they are when we assign semantics to the algebra.

3 Case Study

To illustrate in Section 4 the efficacy with which our algebra can model and
reason about protocol mediators, we present a simple yet challenging example
of universal instant messaging inspired by [14].

Fig. 1. (A) MSN messaging service. (B) XMPP messaging service. (C) CFring client.

Fring4 is an instant messaging program that allows one to exchange text mes-
sages between a predefined set of heterogeneous messaging services. At present,
the service supports connection to the MSN Messenger and XMPP Messenger
services, amongst many others, with the collection of supported services being
static. This contrasts with the evolving world of Connect, where messaging
services to be bridged should not be known a priori. We therefore propose a
generalisation of Fring, let it be called CFring, where connectors between un-
known messaging services are generated on-the-fly. This generalisation will allow
us to express the full power of the algebra.

As the interface automaton in Figure 1.C shows, the CFring service provides
only core functionalities for “abstract” authentication and message exchange.
In particular, when receiving (resp., sending) a message mi (resp., mo), CFring
expects to receive (resp., send) the identity idi (resp., ido) of the sender (resp.,
receiver) as well.

The behavioural models of MSN and XMPP, which are unknown to CFring,
are expressed as IA in Figures 1.A and 1.B. In contrast to the behavioural model
for CFring, both MSN and XMPP when receiving (resp., sending) a message
expect to have provided (resp., provide) the identity of the sender (resp., receiver)
first. Furthermore, unlike the others, MSN expects to receive (resp., send) an
acknowledgement for the message sending (resp., receiving).

4 http://www.fring.com
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It is obvious that the MSN and XMPP services should both be able to inter-
operate with CFring, since they amount to supporting authentication and then
message exchange. This requires “specialising” the CFring communication proto-
col in order to mediate the communication between the other messaging services.
Note that this is far from trivial, especially if one wishes to rigorously charac-
terise the achieved interoperability (e.g., for supporting automated reasoning,
detecting possible mismatches, etc.). Nevertheless, in Section 4 we realise such a
connector that mediates the communication between CFring and MSN/XMPP
as a term of our algebra.

4 Towards a Connector Algebra: Primitives and
Operators

Section 1 briefly mentioned a number of existing connector formalisms that we
had surveyed in [1]. The formalisms vary quite considerably; some support hi-
erarchical development, whereas others have resolute granularity. Some support
mobility, while others assume a fairly static environment. In essence, the for-
malisms have niche environments where they work well, while outside their haven
of assumptions the quality of modelling is often variable.

In Connect, we are interested in generating connectors on-the-fly to bridge
communication inconsistencies at both the application and middleware layers.
For the purposes of this paper, we are concerned with exchanging structured
messages between components, rather than worrying about, say, data transfer
at the transport level.

In [19], the authors attempt to characterise mismatches between functionally
equivalent yet behaviourally different protocols that wish to communicate. For
each type of communication discrepancy they provide a mediating connector that
can handle and resolve the mismatch. This is a high-level approach to analysing
and addressing interoperability issues.

Following this insight, it is our intention to develop a high-level algebra for
reasoning about mismatches. We shall model each basic mismatch solution as
a primitive of our algebra, with semantics given in terms of IA. Complex mis-
matches can be decomposed into combinations of basic ones, and so an algebraic
connector for a complex mismatch can be obtained by composing primitive con-
nectors. For most cases, composition of terms in the algebra will reduce to com-
position of the underlying IA as described in Section 2. However, as we shall see,
we will also require our own specific operators on connectors.

Components wishing to communicate with each other are modelled by arbi-
trary IA, which we assume have disjoint action sets5. We will treat the action
sets associated with IA as sets of message ports that can send (resp., receive) a
signal depending on whether they are an output (resp., input) port. Hence, at
this stage we do not allow for the exchange of data over a domain.

5 Under the aegis of Connect, equivalence of actions is assumed to be specified in an

ontology. This allows us to assume disjoint component actions.
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From hereon let A be a global set of message ports. The primitives of the
connector algebra AP(A) corresponding to the mismatches in [19] are described
below.

1. Extra send. This first mismatch considers a component that generates a
redundant message a. Such a mismatch may be resolved by introducing a
consumer that swallows the superfluous message. We model this by a pa-
rameterised primitive Cons(a).

2. Missing send. This mismatch describes the case in which a component ex-
pects a message a that is not sent by another component. A mismatch of this
type may be resolved by introducing a producer that generates the required
message. This may be modelled by a parameterised primitive Prod(a).

3. Signature mismatch. There are occasions when a message to be exchanged
between two components is functionally compatible yet syntactically incon-
sistent. In the case of Connect, the functional equivalence of the messages
a and b is assumed to be specified in an ontology. Such a mismatch may
be resolved by means of a translating primitive Trans(a, b) that accepts
message a as input and produces message b as output.

4. Split message mismatch. A component may expect to receive a mes-
sage a as a sequence of fragments of a. If message a can be decom-
posed into a1, . . . , an, then the mismatch may be resolved with a primitive
Split(a, [a1, . . . , an]) which accepts message a as input and offers a1, . . . , an

as output in that order.
5. Merge message mismatch. Similar to the previous case, some components

expect to receive a single message a in place of a fragmented version of
a. If messages a1, . . . , an can be composed into a, then the mismatch may
be resolved with a primitive Merge([a1, . . . , an], a) which accepts messages
a1, . . . , an as input in that order, and generates a as output.

6. Ordering mismatch. A component can expect to receive messages
in an order different from the order used by the sending component.
The mismatch can be resolved by introducing an ordering primitive
Order([a1 , . . . , an], π, [a′

1, . . . , a
′
n]), where π is a permutation of {1, . . . , n}.

The primitive accepts inputs from one component in the order a1, . . . , an,
and produces outputs for the other in the order a′

π(1), . . . , a
′
π(n). Note that

port ai is related to port a′
i.

Besides the mismatch primitives above, a further primitive is required to force
the algebra to work in a sensible way. The primitive does not perform any inter-
actions, so is fittingly called NoOp. Equipped with all of the basic primitives, a
term s of the algebra is given by the following grammar:

s ::= s � s | s + s | s ∧ s | s \ s | s⊥ | (s) | p

p ::= NoOp | Cons(a) | Prod(a) | Trans(a, b) | Split(a, [a1, . . . , an]) |
Merge([a1, . . . , an], a) | Order([a1, . . . , an], π, [a′

1, . . . , a
′
n])
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where a, ai, a
′
i, b ∈ A and π is a permutation of {1, . . . , n}. The symbols �,

+, ∧, and \ are binary operators called plugging, alternation, conjunction and
quotienting respectively, and ⊥ is a unary operator called inversion.

The semantics of the algebra AP(A) is given in terms of a function �·� :
AP(A) → IA ∪ {Err}, where IA is the universal set of IA and Err represents
the undefined IA. For any term s, the denotation �s� is defined inductively.

First and foremost, if s is a primitive, then �s� is the corresponding interface
automaton defined in Fig. 2, providing the parameters are well-defined (otherwise
the semantics of the primitive is taken to be Err). The parameters of each
primitive are single or lists of uninterpreted message ports of A. Lists must
have finite length, and message ports in the parameters of a primitive must be
pairwise disjoint. In the case of Merge and Split, we require that a and a1 . . . an

are equated in the ontology. Furthermore, for the case of the Order primitive,
we require that both lists have the same length.

Fig. 2. Semantics of the primitives

If s is a compound term (i.e., consists of operators), then �s� is given by the
mappings below. However, an informal description is in order first. An operator
on terms of the algebra induces a behaviour on the behaviours of the operands.
The operator � connects terms of the algebra on common message ports; this
is equivalent to plugging the corresponding IA into each other, or synchronising
them. On the other hand, the operator + behaves like alternation in regular
expressions; a connector defined in terms of + behaves like one of its operands.
The operators ∧ and \ were both defined in Section 2. Finally, ⊥ acts like the
inverse of its operand by interchanging inputs and outputs.

– s = t � u. If either of �t� or �u� is equal to Err, then �s� = Err. Alter-
natively, if �t� and �u� are not composable or �t� || �u� is not defined, then
�s� = Err. Otherwise, �s� = �t� || �u�.

– s = t + u. If either of �t� or �u� is equal to Err, then �s� = Err. Otherwise,
�t� and �u� are IA C and D. If AC

I ∪AD
I and AC

O ∪AD
O are not disjoint, then
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the alternation is not defined and �s� = Err. For the case when the action
sets do agree, �s� = Determinise(C + D), where C + D is defined to be the
IA (V, v0,AC

I ∪ AD
I ,AC

O ∪AD
O ,→) such that:

• V = V C
·∪ V D

·∪ {v0} i.e., V C , V D and {v0} are pairwise disjoint
• → = →C ∪ →D ∪ {(v0, a, v) : vC

0
a→C v} ∪ {(v0, a, v) : vD

0
a→D v}.

Determinise(C + D) is the deterministic IA equivalent to the possibly non-
deterministic IA C+D. Thus, Determinise is a function on IA which imple-
ments a suitable variant of the algorithm described in [13], that determinises
a finite state automaton.

– s = t ∧ u. If either of �t� or �u� is equal to Err, then �s� = Err. Otherwise,
�t� and �u� are IA C and D. If AC

I ∪AD
I and AC

O ∪AD
O are not disjoint, then

the conjunction does not exist and �s� = Err. For the case when the action
sets do agree, �s� is an IA (V C ×V D, (vC

0 , vD
0 ),AC

I ∪AD
I ,AC

O∩AD
O ,→), where

→ is the smallest relation satisfying the following rules:

1. If p
a→C p′ and q

a→D q′ with a ∈ AC
O ∩ AD

O , then (p, q) a→ (p′, q′)
2. If p

a→C p′ with a ∈ AC
I \ AD

I , then (p, q) a→ (p′, q)
3. If q

a→D q′ with a ∈ AD
I \ AC

I , then (p, q) a→ (p, q′)
4. For a ∈ AC

I ∩ AD
I :

(a) If p
a→C p′ and q � a→D, then (p, q) a→ (p′, q)

(b) If p � a→C and q
a→D q′, then (p, q) a→ (p, q′)

(c) If p
a→C p′ and q

a→D q′, then (p, q) a→ (p′, q′).

– s = t \ u. Based on [8], it follows that quotienting is a derived operator of
the algebra. Thus, �s� = �(t⊥ � u)⊥�.

– s = t⊥. If �t� = Err, then �s� = Err. Otherwise, �s� is equal to �t� with the
input and output sets exchanged in the signature of �t�.

– s = (t). Simply �s� = �t�.

The operators �, +, ∧, \ and ⊥ satisfy a number of axioms, as we briefly
elaborate below.

1. Plugging � is commutative and associative, but is not idempotent. It has
an identity element NoOp, so (AP(A),�,NoOp) is a commutative monoid
(i.e., an abelian semigroup with an identity). Plugging does not distribute
over +, ∧ nor \.

2. Alternation + is commutative, associative, and idempotent. The identity of
+ is also NoOp, so (AP(A),+,NoOp) is a commutative monoid. Alternation
does not distribute over � nor \, however it does distribute over ∧.

3. Conjunction ∧ is commutative, associative, and idempotent. The operator
does not have an identity element in the algebra, and does not distribute
over � nor \, but it does distribute over +.
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4. Quotienting \ is not associative, commutative, nor idempotent. NoOp is a
right-identity element for the operator. Quotienting does not left or right
distribute over �, +, nor ∧.

5. Inversion ⊥ distributes over +, but not �, ∧ nor \. Double inversion of a
term is an identity function on that term.

As we remarked in Section 2, a desirable property of a connector algebra is
its ability to support notions of specification. Consequently, there should be a
concept of refinement on terms, and indeed our algebra does support this.

Definition 5. Let s and t be terms of the algebra, and let � be the alternating
simulation refinement relation defined on IA �s� and �t�. Term t refines term
s, written as s � t, iff the denotation of t refines the denotation of s at the
semantic level or �s� = Err. Formally, s � t ⇔ �s� � �t� ∨ �s� = Err.

Establishing refinement on terms allows us to define equivalence. Semantic equal-
ity of terms is too strong for equivalence of connector behaviours, so we choose
to express it in terms of the weaker refinement relation.

Definition 6. Term s is said to be equivalent to term t, written as s ≡ t, if,
and only if, s � t and t � s.

Our choice of equivalence seems most natural for connector behaviours, as it
allows for seamless substitutivity. However, it is unfortunate that the equivalence
is expressed in terms of the underlying semantics, rather than the syntax of the
terms. Nevertheless, this correspondence with the IA semantics means that the
algebra is trivially both sound and complete, even after equating all incompatible
and undefined terms with Err.

Theorem 2. Let � denote the equivalence of IA (i.e. mutual refinement). For
any terms s and t it holds that s ≡ t ⇔ (�s� � �t�) ∨ (�s� = Err = �t�).

Having defined equivalence and established that the algebra is sound and com-
plete, it is an easy consequence that our axiomatisation is correct. The reason
for � failing to be idempotent is closely related to the reason that �s� || �s� is
not defined in general, because of restrictions on composability.

The formal definition of the semantics, as well as the example of idempotence
failing, has a notable consequence for the algebra. If s and t are well-formed
terms whose semantics are not equal to Err, then it is not the case that the
semantics of s � t, s + t, s ∧ t and s \ t are not equal to Err, because of the
restrictions imposed by these operators. This seems undesirable, but it is a direct
consequence of IA.

This shortcoming might seem unpalatable at first, but we do not believe it to
be a problem; in fact, it is an advantage. In the context of Connect, we are
concerned with generating connectors in a compositional manner. If we take two
connectors, each of which is expressed by a term in the algebra, we can combine
the two terms and observe if the outcome is equal to Err. If it is, then it follows
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that the two connectors do not work with each other. Thus the algebra allows
for compositional reasoning.

Another requirement of Connect is the ability of our algebra to serve as a
baseline for automated connector synthesis, as stated below. This is closely re-
lated to the quotienting operator defined in [8], but requires suitable modification
to be applicable to the algebra.

Connector Synthesis

Instance: Components E and F represented by IA.
Problem: Find a term x ∈ AP(A) such that inv(E) � F || �x� and

inv(F) � E || �x�, where inv inverts input and output actions.

The connector synthesis problem aims to find a connector x expressible in our
algebra that can mediate interoperability incompatibilities between components
represented by arbitrary IA. We require that (i) every interaction exhibited by
inv(F) is allowed by �x� || E , and (ii) every interaction exhibited by inv(E) is
permitted by �x� || F . This allows us to formally characterise interoperability
between components in our algebra.

CFring example. A connector for the scenario described in Section 3 may be
expressed in terms of the algebra AP(A) as the following compound term:

((Trans(aut,handshake) � Cons(handshake ok) � Prod(auth) � Trans(auth ok,aut ok)) �
(Trans(quit,close) � Trans(close ok,quit ok)) �
(Order([mo,ido],(2,1),[mo’,ido’]) � Trans(ido’,desti) � Trans(mo’,messagei) � Cons(acko))�
(Order([desto,messageo],(2,1),[desto’,messageo’]) � Trans(messageo’,mi) �
Trans(desto’,idi) � Prod(acki)))

+

((Trans(aut,log) � Trans(log ok,aut ok)) �
(Trans(quit,out) � Trans(out ok,quit ok)) �
(Order([mo,ido],(2,1),[mo’,ido’]) � Trans(ido’,di) � Trans(mo’,msgi)) �
(Order([do,msgo],(2,1),[do’,msgo’]) � Trans(msgo’,mi) � Trans(do’,idi)))

This expression seems quite complex, but it is worthwhile noticing how it can
easily be decomposed into distinct portions corresponding to the original pro-
tocols. There is close correspondence between the four branches of the CFring
protocol shown in Figure 1.C, and the paths of the MSN and XMPP protocols
shown in Figures 1.A and 1.B, respectively. Each of these branches neatly map
onto a sub-term of the connector expression above. This suggests that connec-
tor terms can be defined by analysis of the corresponding protocols’ transition
systems. Unfortunately, the connector only allows the sending and receiving of
a single message, but we shall elaborate on this observation further in Section 5.

Relating the connector synthesis problem to our example, we built our con-
nector by constructing two sub-connectors x′ and x′′. The term x′ was used
to mediate MSN and CFring. Note how inv(MSN) � �x′� || CFring and
inv(CFring) � �x′� || MSN . Analogously, x′′ mediates XMPP and CFring.
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We combined x′ and x′′ by means of a suitable composition operator (i.e., +),
thus obtaining x. Automating this kind of reasoning represents a specific area
that we wish to explore, in order to develop a comprehensive theory of compos-
able connectors in Connect.

5 Concluding Remarks

In this paper, we formalised an initial high-level connector algebra for reason-
ing about protocol mismatches. Solutions to basic mismatches are modelled as
primitive terms and complex mismatches are solved by combining primitives of
the algebra by means of different composition operators. The semantics of the
terms and operations on them are given by IA, which is a suitable candidate for
expressing the behaviour of connectors that reside within a highly heterogeneous
environment, as we shall remark later.

Our formulation sets the scene for a yet-to-come comprehensive algebra facil-
itating the rigorous characterisation of complex interaction behaviours. Such an
algebra should allow reasoning with respect to both functional and non-functional
properties, in addition to supporting automated reasoning and learning about sys-
tem interaction behaviour, as well as automated synthesis, matching, refinement,
composition, evolution, and (possibly partial) re-use of connectors.

The case study highlights a shortcoming of our current algebra, in that we
cannot construct a connector that exhibits looping behaviours. The form of
our algebra dictates that for any term whose semantics are equivalent to an
IA (as opposed to Err), the structure of the automaton is a directed graph in
which every state is visited at most once. Such a restriction on the behaviour of
the connector is unduly restrictive. This is evident from our case study, where
the connector only supports the sending and receiving of a single message. If the
number of messages to be sent and received is known in advance, then we can
build a connector whose size is related polynomially to the number of messages
to be transmitted. This, however, is inadequate.

In a future version of the algebra, the restriction on looping would need to be
lifted. We already have an idea of how this could be done, by introducing looping
equivalents of the primitives. It also seems likely that we would need a fix-point
operator to encode complex looping behaviours in the algebra, beyond those at
the primitive level. It would be interesting to see whether looping operators make
it easier to model connectors in our algebra or not. Naturally, we would hope so.

This shortcoming of the algebra is not to say that IA are a bad choice of model
for assigning semantics to terms; after all, it is the algebra that is restricting
the behaviour of IA. As a consequence of having chosen IA as the semantic
model, our algebra supports specifications of behaviours, which we claim are
necessary for building scalable connectors. Furthermore, IA support a notion of
refinement which is a congruence with respect to a number of our composition
operators. Accordingly, substitution (e.g., for connector reuse or evolution) can
be performed compositionally. We have also defined a notion of equivalence over
the terms of the algebra and, based on this, we established that the algebra
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is sound and complete. These properties advocate the adoption of IA as the
semantic model for the algebra, based on how closely they align with the key
dimensions of Connect that we specified in Section 1.

Our case study shows that the algebraic term representing a connector maps
intuitively onto the models of the protocols to be mediated. The purpose of the
algebra was to give system designers a high-level tool for specifying and reasoning
about connector behaviours, which is why we favoured the utilisation of high-
level primitives rather than developing yet another low-level process calculus.
It seems that our high-level algebra allows a designer to easily and intuitively
specify complex connectors, although further justification would be required for
this claim based on further case studies.

We have not considered quantitative aspects of connectors as part of our
algebra. As a minimum we would like to support time and probability. Although
we have not introduced such aspects to our algebra yet, we have been looking
at interactive Markov chains [21] and quantitative extensions of I/O automata
[10,20]. Further work in this area involves looking at how these extensions may
be carried across to IA. Besides having a quantitative model for expressing the
semantics of our algebra, we would also need to consider how the syntax of
our algebra would change. Clearly, primitives of the algebra will need to be
annotated with quantitative values, but it will also be necessary to see whether
it is meaningful to combine these values under the operators of the algebra.

In addition to IA, we are looking at modal specifications as a formalism for
connectors [15]. These models are to some extent dissimilar to IA, yet they do
share some common functionality [17]. We would like to compare and contrast
these models with IA so that we can try to combine the best features of both for our
algebra. Besides this future work, it is also our intention to determine whether the
set of identified primitives is complete enough. Increasing the set of basic solutions
should allow us to increase the types of behaviours that our algebra can capture.
Discovery of such primitives is likely to come from analysis of further scenarios.

As broached at the end of Section 4, we need to take a closer look at automated
connector synthesis. This is likely to be a definitive area on which our algebra is
judged as to whether it has made a meaningful contribution to component-based
design. We already have ideas relating to this in terms of rewriting systems [12],
although the details require further fleshing out.

Thus, our preliminary algebra has raised a number of issues that we should
take account of in formalising a comprehensive algebra to meet the demands
imposed by Connect. Moving on from here, we intend to combine the positive
features of our current algebra and refine its limitations in order to develop an
algebra suitable for modelling connectors that reside in a truly heterogeneous
world of ubiquitous devices.
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21. Xu, D.N., Gössler, G., Girault, A.: Probabilistic Contracts for Component-based

Design. In: ATVA 2010 (to appear, 2010)



Certification of Software-Driven Medical Devices

Mark Lawford, Tom Maibaum, and Alan Wassyng

McMaster Centre for Software Certification

Department of Computing and Software

McMaster University, Hamilton, Canada L8S 4K1

{lawford,wassyng}@mcmaster.ca, tom@maibaum.org

Abstract. This track focuses on the issue of certification for modern
medical devices. These devices rely more and more on software and are

paradigmatic examples of safety critical systems. Existing approaches to

software safety and certification are invariably process based; at best,

this gives us only indirect, statistical evidence of safety. Thus, they do

not offer the kinds of product based guarantees expected by engineers in

other classical disciplines as a basis for product certification. This track

focuses on the state of the art and proposals for improvement in this

crucial area of research. The track includes four papers on relevant top-

ics and a panel discussing the crucial scientific issues involved in making

certification judgements.

Keywords: software certification, safety critical systems, safety cases,
assurance cases, formal methods, medical devices.

1 The Certification of Software-Driven Medical Devices
Track

Software certification is in the news. From automotive recalls to radiation device
malfunctions, deaths caused by faulty software have woken people up to the fact
that software embedded in devices of all kinds has the capability of both help-
ing us and killing us. It is quite obvious to many that software is an incredible
enabling technology. It is so good in fact, that there is now almost no new de-
vice/technology on the market that does not depend on software in some way.
We have also been remarkably successful in building huge numbers of software-
enabled devices, with a rather limited number of known serious problems. How-
ever, this is quite misleading, and has resulted in severe over confidence, both
on the part of manufacturers and the public at large. As software and devices
become increasingly complex and safety features get further intertwined with
functional features, the chance of creating serious disasters also dramatically
increases. Every now and again, just to remind us, software faults in critical
applications feature prominently in the world’s news - but establishing software
certification and regulation as the norm is not on most people’s horizon, never
mind establishing real improvements in software certification. [1]

Certifying software based systems for critical applications remains a serious
challenge for the software engineering research community, not just for industry.
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The problems for industry are very serious, due to lack of sufficient engineering
principles to make this possible and due to the focus by regulators and industry
on process based approaches to quality when, typically, classical engineers take
a very product focused approach to quality and certification. Medical devices
have become dependant on software for their operation and have proven to be
an increasing challenge for regulators and manufacturers. This track focuses on
approaches that the formal methods community could recommend to regulators
and to industry to improve the predictability of the certification process for both
the regulator and the manufacturer, as well as the effectiveness of the certification
itself.

Process based certification is common because we have been able to do it and
software engineering research has largely focused on it; it gives us the illusion,
rather than a guarantee, that we have produced a safe system. It is a lot easier
to evaluate a development process than it is to decide on required attributes
in dependable software products and then be able to measure them effectively.
Because process based standards model the products of the process superficially,
if at all, it is impossible to characterise properly the properties of the entity we are
actually interested in, namely the application we have built. Any process-based
definition of quality ends up guaranteeing only that certain steps and activities
were undertaken, but does not offer direct evidence of the presence of desirable
properties. A high quality process is not a reliable indication of a high quality
product. Nevertheless, we believe that it is essential that the product be built
by an organization that has excellent processes and excellent people, because
this is likely to result in good products. It follows that certifying agents will be
interested in these aspects, but they can usually be audited in a straightforward
manner, often by a third-party with no specific knowledge about the products
developed by the audited organization, or its potential problems in relation to
safety. As a result, because process- based approaches are inherently unable to
guarantee what a regulator wants, it is product-focused certification that should
currently be more of a focus - and essential to evaluating the quality of the actual
product. [1]

One approach that exhibits elements of both process based and product fo-
cused certification, is that of the safety case, and its cousin the assurance case.
A safety case provides a structure in which the producer makes claims related
to the safety of the product, and presents an argument as to why the claims are
valid, using evidence related to and/or derived from the product. Latterly, argu-
mentation theory has been proposed as a way of better presenting/structuring
the safety case. This may make the safety case more comprehensible, but there
are some serious issues remaining about the scientific basis for safety (and as-
surance) cases, as well as their objective evaluation by regulatory bodies.

The track consists of four technical papers, followed by a panel discussion on
one of the most important topics we can think of in the current state of software
certification: In general, the formal methods and software engineering communi-
ties have not established an adequate scientific understanding of the coverage ob-
tained through applying various inspection, testing and mathematical verification
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strategies and techniques to a specific problem. One specific consequence of this is
that there appears to be no commonly accepted basis for making a scientific judge-
ment about the adequacy of assurance cases. Judgement is based, more or less com-
pletely, on expert opinion and educated guesses rather than objective, scientific
criteria.

We believe that the technical papers presented in this track are representative
of different levels of formality as well as different points of view as to what are
important problems to tackle in relation to software certification.

The first paper by Michaela Huhn and Axel Zechner, puts forward a proposal
for a framework that uses international standards to derive quality criteria that
can then be used by software developers to build the software/system and the
accompanying assurance case, and by assessors from certification authorities to
evaluate the assurance case. The idea is to take a recommended process based
standard like IEC 62304 for the design of medical device software and use tech-
niques and measures recommended in IEC 61508-3 to populate identified process
activities in the former with proven techniques from the latter. They can thus
build a quality assessment model based on this and apply it to assess both the
software and the assurance case associated with it.

The second paper is by Dominique Mèry and Neeraj Kumar Singh. This pa-
per represents a development paradigm built on ideas from formal methods and
model driven engineering. The development progresses from informal require-
ments, through formal requirements and refinement based verification and vali-
dation steps. The paper also discusses the application of the methodology in the
modelling of a cardiac pacemaker.

The third paper by Sebastian Fischmeister and Akramul Azim examines how
design choices can positively or adversely affect the difficulty in mathematically
analyzing the system, and also the black box predictability of the system. An ex-
ample that involves distributed monitoring of the human cardiovascular system
is used to demonstrate their ideas.

Finally, the fourth paper is by Eunkyoung Jee, Insup Lee, and Oleg Sokolsky.
This paper considers the problem of developing an assurance case for a real time
cardiac pacemaker. It focuses on the construction of an assurance case for real
time software developed using a model driven safety assured process based on
formal modeling, rigorous code generation from the verified model, and subse-
quent validation of the timing characteristics of the developed code. The authors
ultimate goal is to arrive at a commonly accepted assurance case template that
can be applied to a variety of safety critical, software based systems.
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Abstract. Safety regulations for medical device software are stipulated
in numerous international standards. IEC 62304 addresses software life-

cycle processes and identifies core processes, software development ac-

tivities, and tasks that aim for high-integrity software as a prerequisite

for dependability of medical devices controlled by this software. However,

these standards prescribe neither a process model nor particular software

engineering methods to accomplish the normative requirements. Hence,

the manufacturer has to argue in the software development and quality

management plans that the selected methods cover the required tasks

and are appropriate in order to accomplish high-quality artifacts.

We propose a method for assessing quality- and engineering-centric

arguments in dependability cases to assure IEC 62304-compliant soft-

ware development. Our method is based on an activity-based quality

model representing the impact of facts about methods and design arti-
facts on development activities. The impact makes the relation between

characteristics of design artifacts and activities contributing to the soft-

ware safety process explicit. It is derived from state-of-the-art software

engineering knowledge and best practices recommended in current safety

standards like IEC 61508-3.

1 Introduction

Software-controlled medical devices are an emerging market. New applications
are developed, increasing the diversity in the field in several dimensions: Medical
devices range from small systems with restricted functionality like pace makers or
infusion pumps to complex medical imaging for diagnostics or surgery navigation.
We find one of a kind compounds of devices, e.g. in intensive care wards in
specialized medical centres, and the mass market of simple living assistance and
health monitoring systems for elderly and disabled people.

As software has become an integral part in realizing a medical device’s func-
tionality, software dependability is gaining importance. This is an immediate
consequence of regulatory obligations and product liability, but also of the in-
creasing number of software related faults and product recalls [18,4].

Besides hundreds of standards that comprise functional requirements on par-
ticular medical products, there are also a number of standards addressing system
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safety and software development: The process standard for medical devices IEC
62304 [12] is accompanied by standards for quality and risk management, ISO
14971 and ISO 13485, respectively, whereas the medical device product standards
IEC 60601-1 and IEC 61010-1 direct the development at the system level.

Compared to dependability standards addressing other domains, like avionics
RTCA-Do-178B [1] or the IEC 61508 as the fundamental standard for functional
safety of E/E/EP systems [6], the standard for software life-cycles for medical
devices IEC 62304 is more explicit with respect to the goals that shall be achieved
by a certain process activity. But IEC 62304 does not name software engineering
methods and techniques that are considered adequate for the required activities.

Thus, manufacturers have the freedom to tailor the process and to select soft-
ware engineering methods according to their specific needs in the medical device
sector. On the other hand, a lack of concrete technical advice on process and
product qualities leads to uncertainness about the appropriateness of software
development measures on both sides, the manufacturers who have to argue for
their processes in the quality management plan and for the dependability of the
product in the associated safety case when they apply for the approval of a prod-
uct, as well as the certification authorities which have to assess these documents
(see [9,2,3] for a detailed discussion of these difficulties).

Here, we propose an assessment method for quality-centric arguments pro-
vided in the certification procedure of dependable medical device software. The
method adapts our previous work on dependability case arguments in the rail-
way domain [11]. The core of our method is an activity-based quality model
relating facts about artifacts to detailed development activities. The refined list
of activities as well as the concrete software engineering techniques are taken
from the IEC 61508-3 which is recommended in the IEC 62304, annex C.7. By
associating the goals given in IEC 62304 with concrete activities in a meaningful
way, arguments and hence the selection of techniques can be evaluated for suffi-
ciency wrt. the required software safety classification. We refine and extend the
assessment of arguments by checking for coverage and dependencies of artifacts
and activities which reflects requirements that are stated explicitly in IEC 62304.

The paper is structured as follows: In Sec. 2 we sketch the IEC 62304 and
contrast it with the approach taken in the IEC 61508. Section 3 is dedicated to
our assessment method and describes how to derive a quality matrix. The usage
of the quality model is demonstrated in Section 4. In Section 5 we discuss our
approach in the context of related work and conclude.

2 Software Quality Assurance in Safety Standards

2.1 IEC 62304 - Process Requirements for Medical Device Software

IEC 62304 standardizes life-cycle processes of medical device software. For
each subprocess (SW-development, maintenance, risk-management, ..., change)
it identifies key activities, subdivided into tasks, recommended in a safety-related
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software process. IEC 62304 follows a risk-based approach to quality manage-
ment, meaning that the fundamental classification determining the required rigor
of software quality assurance is inferred from the risk that emanates from a med-
ical device or its malfunctioning, respectively. To avoid controversy about the
probability of software defects originating from systematic errors, only the sever-
ity of software induced hazards is considered. The software safety classification
ranges from A - no harm or injury - to C - death or severe injury is possible. The
classification defines the principle level of rigor, and consequently the efforts to
be undertaken, required for all software development and maintenance activities.

IEC 62304 sketches a process-based argumentation towards software safety:
software does not contribute to hazardous failure of the system because its de-
velopment and maintenance follows a systematic safety-oriented process and a
dependable implementation of functional requirements can be guaranteed by
carefully performing the required activities. The development process consists of
the well-known phases (requirement analysis, architecture, design, implementa-
tion and integration) which help to control and cope with the complexity of the
development. For each phase IEC 62304 recommends activities to plan, track,
control and communicate possible problems to prevent the risk of systematic
errors, following a generic risk management paradigm as described in [5].

2.2 IEC 61508-3 - Software Safety in E/E/EP Systems

ISO/IEC 61508 [6] constitutes a generic standard for functional safety of E/E/EP
systems. It provides a generic development approach in order to achieve a ratio-
nal and consistent technical policy for all electrically-based safety-related sys-
tems. Part 3 addresses software. It defines a life-cycle for safety-critical software
considering best practices and recommendations from early phases of require-
ments and development to operation, maintenance and disposal. In contrast to
IEC 62304, IEC 61508-3 complements activities by recommendation lists (see
Fig. 1) of specific artifacts, engineering methods and technologies giving de-
tailed information about which tasks to perform and how to perform them in a
dependable software’s life-cycle.

Fig. 1. Recommendations on Software Architecture Design from IEC 61508-3 CDV
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2.3 Comparison

Both safety standards agree on a process- and quality-oriented line of argu-
mentation and a risk-based approach to quality management. They coincide on
the principal design phases and activities in the development process. However,
IEC 62304 focuses on the principal activities, artifacts and goals. Compared to
IEC 61508-3, it defines the role of artifacts wrt. the preceding and subsequent
process steps more explicitly, but it is less concrete concerning properties of arti-
facts and how they may be achieved by performing specific software engineering
techniques. This observation will shape the quality model and the assessment
wrt. coverage and dependencies of activities (see Sec. 4.1). For illustration, we
compare the statements on software architecture.

IEC 62304 mentions six subactivities for the architectural design step, namely
(1) realization of the requirements, (2) interface design, (3) specification of func-
tional and non-functional SOUP components, (4) specification of the environment
of SOUP (SW of unknown provenance) components, (5) partitioning due to the
risk mitigation strategy, and (6) verification of the architecture. Generic quality
goals are stated like consistency, consideration of dependencies and traceability
for all artifacts, but also exemplified for specific artifacts. For the software archi-
tecture, risk and safety analysis is recommended to be performed on the archi-
tectural design and these analyses shall consider the identified components which
are specified wrt. to their structure and behavior (Annex B), etc.

IEC 61508-3 contains three main objectives for software architecture design,
one of them addresses the design activity itself and is further subdivided into six
parts: (1) selection of techniques and measures to satisfy the safety requirements,
(2) partitioning, (3) software/hardware interaction, (4) unambiguous represen-
tation of the architecture, (5) treatment of safety integrity of data, and (6)
specification of architecture integration tests. Besides generic quality goals, IEC
61508-3 lists input and output documents for architectural design which refer to
process dependencies and concrete characteristics of the architecture, i.e. com-
pleteness and correctness wrt. the requirements, freedom from intrinsic design
faults, simplicity and understandability, predictability of behaviour, verifiable
and testable design, fault tolerance and defense against common cause failure.
Annex A contains a table of 27 recommended software engineering techniques
for architectural design related to software integrity levels (SILs). The upcoming
revised version [7] supports the selection of appropriate techniques even further:
Each technique is ranked wrt. the rigour with which it is considered capable of
achieving a stated characteristic (see Annex C and Fig. 1).

Both standards have strong points and blind spots, i.e. to align the argument
with the principal activities and overall quality goals (IEC 62304) vs. directing
engineers to proven, well-accepted software engineering methods and stressing
their contribution to concrete properties of the required artifacts (IEC 61508-3).

From the view-point of software safety assurance - for medical devices or
in general - a seamless, holistic argumentation has the following cornerstones:
(1) principal goals and activities of a software safety process at the top-level,
(2) achieved by performing a mature, harmonized set of software engineering
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techniques, which lead to (3) high-quality artifacts with defined safety-related
properties and for which (4) evidence is provided in an agreed way.

3 A Quality Model for Argumentations

3.1 A Staged Assessment Process

According to Kelly [15], assessment of software assurance can be thought to con-
sist of, at least, four consecutive steps: (1) Argument Comprehension, (2) Well-
formedness checks, (3) Expressive sufficiency checks, (4) Argument criticism and
defeat. The presented approach addresses all four steps and especially concen-
trates on the latter steps in two parts:

1. Structure and Well-Formedness Analysis
2. Conclusiveness of Argumentation

The first part - Structure and Well-Formedness Analysis - covers the syntac-
tical aspect of assessment. The argumentation, often represented as a quality
assurance plan, is revised for key claims, assumptions and evidence and put into
a unified representation for arguments (here GSN [14]). This representation is
then automatically evaluated for well-formedness of an argumentation.

The second part deals with validation of the arguments regarding conclusive-
ness and coverage. The structured arguments, evidence and facts about develop-
ment artifacts are fed into an activity-based quality model. The model represents
domain knowledge and expert judgement on expressiveness and relevance of argu-
ments which can be derived from best practices, norms and standard for software
engineering. Evaluation, as described in Sec. 4, will then yield possibly flawed ar-
guments, missing evidence and implicit trade-offs.

3.2 Structure and Well-Formedness Analysis

Structured Representation of Quality Arguments. As a first step to-
wards assessment, the line of arguments being presented has to be understood.
Therefore it is inevitable that the basic elements of the argumentation will be
identified: claims, assumptions, strategies, context of the system, and argumen-
tation and evidence. Then, links between those elements have to be captured in
order to represent the structure of the argumentation.

For easier and tool-supported handling of the presented argument the ele-
ments and links shall be represented using a unified structure. We have chosen
the Goal Structuring Notation (GSN) as specified by Kelly in [14]. GSN is a
well-accepted notation for safety-case arguments and provides infrastructure for
claims as Goals, assumptions, strategies, context and evidence as Solutions, and
representation of the links.

To benefit from model-integration, we propose a UML-profile (see Fig. 2)
for GSN. The profile constitutes the types of argumentation elements (Goal,
Solution, etc.) of the GSN with Stereotypes.
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Fig. 2. Basic meta-model for the representation of goal structures

Structural Well-formedness. Next we are able to check for structural cor-
rectness of arguments. For example, a cycle in argumentation is definitely wrong,
or unrelated arguments indicate an unclear line of of argumentation. This knowl-
edge is captured in rules: Each claim (Goal) must be

- either directly backed by evidence (Solution),
- or immediately refined by sub claims decomposing the higher level claim,
- or, GSN-specifically, refined following a Strategy which in turn decompose

into subgoals.
- No other type of element but a Goal may be the root of a goal structure.

The rules concerning the relations between elements are encoded in the profile
itself and have been implemented using the Object Constraint Language (OCL)
resulting in 19 formulas. Details about the profile can be found in [20].

Argumentation Patterns. In [13,10,14] it is proposed to reuse well proven
arguments from the engineering domain as more abstract “argument patterns”.

Fig. 3. Example of an argument pattern: Functional Decomposition
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Argument patterns describe a fragment of an argumentation, where several
place-holders (pattern roles) must be replaced with appropriate arguments or
evidence. An example pattern is “Functional Decomposition” (see Fig. 3).

To assure that a pattern is instantiated correctly, it has to be proven that
there exists a proper embedding from the pattern roles onto the goal structure:
(1) For each pattern role there must exist at least one corresponding instance
in the goal structure. (2) The goal structure respects the pattern relations, i.e.
whenever two pattern roles A and B are related, then from each instance ar-
gument associated with A there exists a path to an instance associated with
B respecting the direction of the relation. We extend the profile for GSN with
concepts for pattern specification, pattern instance, pattern roles and refinement
mapping. Rule checking is also realized via OCL formulae (see [20]).

3.3 Conclusiveness of Argumentation

Completeness, validity and strength of the argumentation have to be inspected
next. Software assurance cases are usually assessed by experienced experts pro-
viding an adept judgement on the line of argument and its foundation on best
practices in software engineering. In part, this knowledge is captured in domain-
specific standards, by defining processes and activities, as shown in Sec. 2.

We seize the argument given by Maibaum and Wassyng in [16] that an as-
sessment procedure should focus on activities and products to be reviewed from
a domain-specific point-of-view relying on profound engineering expertise: Does
the development plan consider all relevant risks for systematic error by including
suitable activities? Are the selected techniques appropriate for their purpose in
activities and safety classification? Do the provided evidence and facts about the
software development artifacts1, support strength and validity of the arguments?

To answer this we developed an activity-based quality model [11]. Our key
ideas of an activity-centric assessment are (1) to associate a claim with those
life-cycle activities it addresses and (2) to evaluate whether facts have either
supportive or prejudicial impact on the activities. Interpreting this impact leads
to a judgement on the compelling power of the lines of argument.

A Quality Model for Quality-Oriented Arguments. The quality model
is inspired from Deissenboeck et al. [8] and presents activities and facts on the
system and the process in a matrix. The first dimension lists facts derived from
evidence provided in the case and other information known in the system context,
from standards or domain specific best practices. Facts characterize evaluable
and measurable properties of artifacts of the development process. The type of a
fact’s value can be quantitative or qualitative. Qualitative means either nominal
values (e.g. existent, non-existent) or ordinal values (e.g. low, high).

Along the second dimension we align detailed activities which are carried out
within the life-cycle: e.g. in the argument ”Functional safety (goal) is supported by

1 Like e.g. investigation of the identified risks, of the software architecture, of test

reports, or other verification results.
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IEC 61508-3 IEC 62304 SW Architecture Activities

properties

(IEC 61508-7)

document & define

structure and compo-

nents 5.3.1

document & define

interfaces between

components 5.3.2

document & verify SW

architecture against re-

quirements 5.3.6

Modelling Lan-

guage

view B/C view B/C view B/C

data / control

flow / logic

× �→ −,	 �→ ++

input/output × �→ −,	 �→ ++ × �→ −,	 �→ ++

function blocks

/ actions

× �→ −,	 �→ ++ × �→ −,	 �→ ++

hierarchy × �→ −,	 �→ ++

states/places × �→ −,	 �→ ++ × �→ −,	 �→ ++

time × �→ 0,	 �→ + × �→ 0,	 �→ +

animation × �→ −,	 �→ ++

automatic

checks

× �→ −,	 �→ ++

Fig. 4. Mapping of IEC 61508 criteria to IEC 62304 with effect relation

a straight architectural design (subgoal)” the subgoal addresses the ”architectural
design” activity qualified as ”straight”’. The performance-degree of activities has
a principal impact on what we regard as a quality. Hence, we will annotate the
required quality level as an attribute of the activity.

The connection between a fact and an activity is called an effect. An effect
describes the impact of an evaluated fact on the activity denoted as entry in the
quality matrix. The fact’s value has to be translated to the effect’s domain, e.g.
by a table. For simplicity, we consider the ordinal scale (e.g. −−,−, 0, +, ++) as
the set of effect values, expressing strength and direction of the effect. A positive
effect value improves, a negative impairs the performance of an activity:

Fact |Value
+/−Strength−→ Activity

The effect relation (translation table) encodes domain knowledge which is made
explicit this way. Fig. 4 depicts an excerpt from our quality model. The column
headers contain activities from IEC 62304, the rows contain relevant properties of
the modelling language2 from IEC 61508-3. The cells hold the effect relationship.

The basic assessment is performed on arguments and evidence presented in the
dependability case only. The qualified activities are taken from the arguments and
arranged along the activity-dimension, evidence along the facts-dimension. Fill-
ing the matrix yields a set of effects on each activity column. The analysis discov-
ers inconsistencies and tacit trade-offs: Uniform negative impact corresponds to
strong counter-evidence that the activity is performed adequately. Mixed direc-
tions of effects indicate implicit rebuttal of arguments. Even a uniform positive
2 Taken from Table A.2 semi-formal methods, properties from part 7 B.2.3.
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effect may be below the quality level required for that activity which alludes to
lack of strength of backing arguments resulting in undercutting defeat. A conclu-
sive argumentation relies on activities supported by uniform impact from evidence
to the required quality level.
Example: We consider a part of an argumentation regarding meaningful back-
ward and forward traceability to create requirement-related test cases. By evalu-
ating the coverage of traceability links on the development documents, the metric
full depth and coverage yields [DECO | 100%Coverage]. Measuring the fan-out3 of
requirements links in the traceability matrix evaluates to [FAN-OUT, 30% req.�
MaxFAN-OUT], meaning that for 30% of the (functional) requirements fan-out
significantly exceeds the recommended maximum. In the quality model, a senior
validator recorded the effect of full-depth coverage and FAN-OUT on Forward
Tracing and Backward Tracing activities. Evaluation results in ”+” on For-
ward/Backward Tracing, but ”−−” on the Create Requirement-related test cases
activity. Mixed effect directions occur: Although requirements are traced forward
and backward along the development, the argumentation is seriously weakened
by the fact of lack of coherence from requirements to implementation units,
probably indicating an inept, poorly testable architecture design.

Representing Engineering Knowledge as Quality Model Criteria. In
[11] we showed how to derive the dimensions of activities and facts using a de-
pendability taxonomy as a guideline. In general, activities are deduced from the
whole life-cycle of a system, including operation, but we examine in detail the
activities (identify, analyse, plan, track and control) of dependability manage-
ment to avoid the risk of systematic errors. Artifacts, i.e. the products of the
development process, modelling language, modelling infrastructure, modelling
strategies (where modelling also includes detailed design or programming, e.g.
C++, UML, written text) and verification strategies serve as input for facts.

As mentioned in Sec. 2, standards regarding functional safety and software
provide a rich source of software engineering knowledge on techniques and meth-
ods which are accepted as appropriate in a specific domain. IEC 62304 com-
prises recommendations on activities to be performed with a certain quality, in
particular to achieve higher levels of dependability (safety classification B,C in
IEC 62304). Hence, we take these activities for the activity dimension of the
quality model. Requirements for certain qualities are stated as a minimum level
of performance for the activities. An argument referring to such an activity is
regarded as conclusive if the facts contributing with their effects to the activity
establish at least the defined quality level.

Example: IEC 62304 declares structural decomposition and behavioural speci-
fications at the architectural design level as mandatory for safety-critical software
to assign a risk mitigation measure and for safety analysis and assurance. Thus,
the sub-activities assign risk mitigation measures and perform safety analysis
and safety assurance are added as parts of the architectural design activity to

3 FAN-OUT measures the dissemination of functional requirements over design com-

ponents.
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the quality model (even if they are not mentioned in the case) and we impose a
requirement that an impact of ++ has to be contributed for these activities from
the facts about the architecture. Consequently, an acceptable argument needs
backing evidence (facts) whose effect evaluates to ++.

We adapted the quality model to EN 50128 and IEC 61508-3 specific views in
a similar manner in [11]: We processed the description of the life-cycle processes
to identify activities. The facts were obtained from the recommendations in the
annexes (e.g. Fig. 1). The resulting quality model for EN 50128 is a matrix of
67 facts by 54 activities; most entries can be evaluated in a check-list manner.
The effect relation was derived from the rating of recommended techniques.

Model Criteria for IEC 62304. The previously described approach cannot
immediately be adapted to IEC 62304 since the standard does not explicitly rec-
ommend any methods or techniques. So what is needed is an alternative source
(1) which provides us with facts related to the goals and activities required by
the standard, (2) for which sound, expert-based ratings for their appropriate-
ness exist and (3) which could be accepted by authors and assessors of software
assurance cases in practice. As already indicated by the discussion in Sec. 2, we
choose IEC 61508-3 to gather facts on techniques. We justify our approach us-
ing the following reasons: Firstly, IEC 61508-3 represents a generic standard for
E/E/EP systems providing recommendations and ratings on techniques, mea-
sures and tools. Secondly, as an international standard, it can be taken as widely
accepted among experts and assessors. Thirdly, a closer look in IEC 62304 An-
nex C.7 reveals that IEC 61508 can be used as a source for appropriate methods
and techniques to realize the activities of the life-cycle processes.

Examination of IEC 62304 yields the list of activities grouped by the cor-
responding phase of the development process (see column heading of Fig. 4).
Since activities and goals of IEC 61508-3 cannot be directly mapped to any in
IEC 62304, we have chosen to map activities and facts via the process phases.
IEC 61508-3 recommends certain measures in annexes B and C for the realization
of each process phase. In most cases the measures (e.g. semi-formal methods)
are refined to concrete techniques (e.g. Time Petri nets). Relevant details of the
methods are explained in part 7 of the standard. From these descriptions we
extract the facts (e.g. hierarchy) and then combine similar concepts (e.g. data
flow, control flow, logic) to one fact. For the mapping of facts to activities we
compare the descriptions of an activity in IEC 62304 to the description of the
fact in the context of the related measure or technique in IEC 61508-3. If in-
tended use and recommendation of a measure matches the goal of the activity,
we have identified an effect relation. This procedure is systematically applied to
the IEC 62304 list of activities.

Example: In sections 5.3.1 & 5.3.2 (IEC 62304) we find the activities: document
& define structure and components and document & define interfaces between
components, both belonging to the software architecture phase. The IEC 61508-
3 recommends in table A.2, e.g., Structured methods, semi-formal methods
... exhibiting facts like systematic partitioning of a system and hierarchy. As
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proposed above we deduce: an appropriate technique for documenting and defin-
ing the structure and components and the documentation of structure must pro-
vide systematic partitioning of a system and hierarchy.

To derive the effect relation we propose to map the level of recommendation
(NR,-,R,HR) of a certain technique to the ordinal values (–,0,+,++). To abstract
from specific techniques in the quality model, a technique is not directly taken
as a fact, but we map the values to the above identified set of key facts about it.
Thereby, we are able to integrate and evaluate “new” technologies not mentioned
in the standards like model-based development on the basis of the existing facts.
In case of a binary fact, presence will be evaluated to the associated value of
the level of recommendation, in case of absence the effect direction is reverted.
Sometimes there is a choice between techniques recommended for an activity,
but the techniques are not equivalent wrt. the facts they support. Then we adjust
the emphasis: a missing fact is assigned the neutral value 0 and for presence the
effects magnitude is lowered.

In addition to recording the effect of facts we also collect the relation between
activities which IEC 62304 states as prerequisites for later activities (see Sec.
2.1). These relations will be evaluated further as explained in Sec. 4.2.

Now we have both missing points: (1) relevant, accredited facts to evaluate
the activities of an argumentation and (2) an approved rating of the facts, with
a potential to evaluate unlisted techniques. In this way, we were able to populate
our quality matrix with facts, activities and the effect relationship.

4 Assessment Procedure

We assume that the underlying quality model has been stated. The assessment
of the conclusiveness of quality management plans and dependability case argu-
ments is carried out in three phases:

1. Prepare the assessment
(a) Go through the argument structure and fill in the facts and performed

activities addressed in the arguments (see (1.) and (2.) in Fig. 5)
(b) Add the requirements according to the view representing the assigned

safety classification (see (3.) in Fig.5)
2. Evaluate the argument wrt. the quality model

(a) Evaluate effects according to an assessment strategy (see (4.) in Fig.5)
3. Review potentially flawed arguments. (see (5.) in Fig.5)

To prepare for the assessment, the quality model has to be populated with ac-
tivities and facts from the argumentation or a view, respectively. The underlying
reference model then yields a set of effects on each activity.

Evidence is naturally deduced from properties gained from the subject of
investigation. The representation of evidence either is itself a value or can be
evaluated to a value. The interpretation of evidence is left to the argument.
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Fig. 5. Illustration of the Assessment

4.1 Using the Quality Model for Assessment

For the analysis, the assessor associates the argument to the concrete activity.
That way, the evaluation of the impact of an activity is traceable to an argument.
The evaluation strategy depends on the purpose of the assessment:

Evaluate Consistency and Strength of Argumentation. The evaluation is
performed only on evidence and arguments presented in the case and it embraces
the validity check of the provided artifacts. This strategy aims at discovering
intrinsic deficiencies in the line of argument as it is provided. Findings may be:

– missing evidence and defective artifacts, e.g. an incomplete test report;
– the techniques are insufficient or neutralize each other, i.e. supportive impact

is missing or below the required quality level, see the example in Sec. 3.3;
– a technique misses a quality fact required for an activity, e.g. a design model

is verified against a partial (=incomplete) specification by model checking.

Evaluate Arguments against Available Evidence. In addition, all available
facts about the system are represented in the quality model and taken into
account. This strategy will additionally find possible counter-evidence that is
recorded in the factual basis but neglected in the dependability case, i.e.

– properties of techniques and artifacts that have a negative impact on certain
activities that have not been considered in the argumentation.

Check Coverage of Activities wrt. a Normative View. Now the quality
model explicitly highlights activities and fact classes recommended by the spe-
cific standard it is derived from and compares them to those addressed in the
case. The comparison may yield
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– activities required by the view, but neglected in the argumentation or not
adequately performed;

– some facts about the system for which the standard recommends a particular
treatment and evidence has to be provided, e.g. using SOUP components
requires a specification of the functional and non-functional enviroment of
that component on the architectural level (IEC 62304 Sec. 5.3.3).

Check Dependencies and Usage of Artifacts wrt. a Normative View.
The quality model, in particular if induced by the IEC 62304, will state depen-
dencies between activities and a proper usage of artifacts. In the quality model
a dependency is reflected by fact classes about artifacts or techniques that have
to be evaluated wrt. their effects on the dependent activities. If this required
impact is missing, it indicates,

– a lack of integration of activities, artifacts or techniques, e.g. abnormal con-
ditions were specified but not decomposed on the architectural design level;

– a lack of completeness wrt. verification requirements, e.g. testing does not
cover all classes of acceptance criteria stated for software components.

The importance of the latter two kinds of assessment is emphasized by the
empirical study on recall data of medical device software [18]: A majority of
failures arose either from incomplete artifacts (e.g. recommended aspects of the
requirements like value ranges, default values, exceptions were not specified) or
from losing sight of these issues during the subsequent phases.

4.2 Argument Review

Negative findings in the evaluation only indicate a possible flaw in the pre-
sentation of arguments. Further interpretation is needed to decide whether the
underlying rationale has to be revised or a better presentation of the arguments
is needed or a recalibration of effects can remedy the problem. Nevertheless, the
evaluation directly points to a cause in terms of facts and activities.

Based on the evaluation, three steps are performed: (1) look for reasons ex-
plaining the impairment, (2) reevaluate arguments, (3) create a report.

The evaluation yields suspicious activities for which the conclusiveness of ev-
idence may be doubted because uniform supportive impact from the facts is
missing. These activities trace to arguments associated with the population of
the quality model. The assessor then looks for additional explanations putting
even strong findings into a perspective: Often, contextual information defines
and constrains the actual system requirements. Claims may be additionally sup-
ported by implicit or explicit assumptions and justifications. Some arguments
may already suffice (e.g. mixed directions in weak effects, cumulative effect of
weak facts) or may be justified by providing new evidence. The assessor reevalu-
ates the adjusted arguments and facts. Results are captured in the review report.
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4.3 Discussion

Assuring high confidence in the software controlling safety-critical systems is
the basis for software certification. Principles such as the need for a rigid safety-
oriented process with extensive verification activities or the documentation of
the safety arguments in quality management plans and safety cases are agreed.
Also the advantages of formal methods in providing conclusive product-specific
evidence are becoming more and more accepted.

However, when instantiating such principles for a product development, i.e.
when manufacturers have to frame a standard-compliant process or an assessor
has to evaluate a software assurance case, the conclusiveness, strength and com-
pleteness of arguments may be challenged: Controversy about the right answers
arises in particular in the following situations: (1) the corresponding standard
does not recommend concrete techniques, artifacts, and quality characteristics
like the IEC 62304, (2) manufacturers and certification authorities do not agree
on a de-facto standard procedure, or (3) the technical state-of-the-art is passing
by the standard’s state and new techniques shall be introduced. Since there exist
hardly any systematic studies on the impact of methods and techniques applied
in industrial software development on software safety, a scientific fundament is
still missing. Moreover, the long standing (simplified) credo of ”more formal
methods will bring more safety” has to be revised as recent work indicates [19].

For medical device software these difficulties are discussed by Maibaum and
Wassyng [16] and Feldmann et al. [9]. An answer heading in the same direction
as ours is given by Manleitner [17] who used the software quality standard ISO
9126 to derive a quality model from the IEC 62304. As our approach, Manleiter’s
quality model goes beyond the analysis of structural or logical fallacies, and
purely process-oriented arguments. Both quality models offer a systematically
constructed, transparent starting point founded on shared software engineering
expertise stipulated in standards for assessing software assurance.

What is intentionally left open is a mapping of software engineering tech-
niques recommended in IEC 61508-3 for the different SILs to the software safety
classification of IEC 62304.

5 Conclusion

We adapted our 2-phase method for the assessment of IEC 62304-compliant
software assurance cases for medical devices. Based on a representation of the
arguments in the Goal Structuring Notation, syntax and well-formedness of the
argumentation can be automatically checked against common, logical and struc-
tural fallacies. To assess the conclusiveness of argumentation, our approach fea-
tures an activity-based quality model describing the effect of facts on activities
relevant to the development of a dependable system. By encoding the impact
of properties of the system, artifacts or techniques on the process activities and
their required qualities, the assessor’s trust in the conclusiveness of an argumen-
tation are made transparent and founded on a software engineering rationale.
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The investigation of IEC 62304 and IEC 61508-3 leads to an integrated view.
We combine in a quality matrix the concrete facts about artifacts and tech-
niques gathered from IEC 61508-3 with the dependencies and goals stated in
IEC 62304. Based on that matrix, the assessment may reveal inconsistent or
missing arguments or even neglected counter-evidence. Negative findings can be
traced back to arguments and facts about the process or the system. One may
object that with the impact relation still a core element depends on experts
judgement. However, this judgement is brought to a statement about concrete
facts and their impact on a detailed development activity with a specified goal.
From that, concrete steps for rebuttal or improvement can be deduced in terms
of a detailment of the justification or additional safety-oriented measures which
we consider a major advantage of our approach.
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Abstract. Formal methods have emerged as a complementary approach
to ensuring quality and correctness of high-confidence medical systems,

overcoming limitations of traditional validation techniques such as sim-

ulation and testing. In this paper, we propose a new methodology to

obtain certification assurance for complex medical systems design, based

on the use of formal methods. The methodology consists of five main

phases: first, informal requirements, resulting in a structured version of

the requirements, where each fragment is classified according to a fixed

taxonomy. In the second phase, informal requirements are represented

in formal modeling language, with a precise semantics, and enriched

with invariants and temporal constraints. The third phase consists of

refinement-based formal verification to test the internal consistency and

correctness of the specifications. The fourth phase is the process of deter-

mining the degree to which a formal model is an accurate representation

of the real world from the perspective of the intended uses of the model

using model-checker. Last phase provides an animation framework for

the formal model with real-time data set instead of toy-data, and offers a
simple way for specifiers to build a domain specific visualization that can

be used by domain experts to check whether a formal specification cor-

responds to their expectations. Furthermore, we show the effectiveness

of this methodology for modeling of a cardiac pacemaker system.

1 Introduction

Since software plays an increasingly important role in medical devices and more
generally in healthcare-related activities, regulatory agencies such as the US
Food and Drug Administration and certification bodies (FDA QSR (Quality
System Regulation) and ISO’s 13485) [1,2] need effective means for ensuring that
the developed software-based healthcare device is safe and reliable. Regulatory
agencies, as well as medical device manufacturers, have been striving for a more
rigorous engineering-based review strategy providing this assurance.

Providing assurance guarantees for medical devices makes formal methods
appealing. Formal model-based methods have been successful in targeted appli-
cations [3,4,5] of medical devices. Over the past decade, there has been consid-
erable progress in the development of formal methods [6] to improve confidence
in complex software-based devices.
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Formal methods are usually used in analysing assumptions, relationships,
and requirements of a system. To apply formal methods for developing high-
confidence medical devices, we consider basic objectives as follows,

– Requirements and metrics for certifiable assurance and safety.
– Establishing a unified theory of medical device development.
– Building a comprehensive and integrated suite of tools for a medical device

that support verification activities, including formal specification, model val-
idation and real-time animation.

– Refinement-based formal development to achieve accurate models, easier
specification for system and reuse of such specification for further designs.

– Evidence-based certification

Only simulation and testing are usual validation techniques [7] for given spec-
ification of any high-confidence medical devices. This is an operational way to
check whether a given system realization conforms to an abstract specification.
By nature, testing can be applied only after a prototype implementation of the
system has been realized. Formal verification, as opposed to testing, works on
models (rather than implementation) and amounts to mathematical proof of cor-
rectness of a system. There are several other approaches that provide higher level
modeling and verification solutions for medical devices. Software verification is a
core technology for formal methods. The role of verification and validation is very
important in the development of safety critical medical devices. Functional test-
ing and environmental modeling start verification from the requirements analysis
stage where design reviews and checklists are used for the validation stage. The
results of the verification and validation process is an important component in
the safety case, which is heavily used to support the certification process.

Although formal methods are part of the standard recommendations [2] for
developing and certifying medical devices, how to integrate formal methods into
the certification process is, in large part, unclear. Especially challenging is how to
demonstrate that the final developed system, behaves safely. This paper describes
formal methods and tools that we have applied to produce evidence for the
certification, based on the Common Criteria (CC) [8], of a medical software
based device. It also describes the most effective aspects of our methodology for
certification and research that could significantly increase the utility of formal
methods in software certification.

Software certification as performed by e.g. the FDA [1,2] does not prove cor-
rectness. If a product receives certification, it simply means that it has met all
the requirements needed for certification. It does not mean that the product is
fault free. Therefore, the manufacturer cannot use certification to avoid assuming
its legal or moral obligations.

We propose a certification model that does focus on correctness. In summary,
we can say that we do not encounter any model addressing product quality in
the same sense that we do, related to correctness and consistency. There are
however many approaches to software certification, that mostly rely on formal
verification or expert reviews to determine the product quality.
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The contribution of our paper is to propose a refinement-based methodology
for medical devices. This methodology provides the solutions for all the require-
ments enumerated above. A refinement-based combined approach of formal ver-
ification, model validation using a model checker and real-time animation [9] is
proposed in this methodology for designing high confidence medical devices [2].
It can help a specifier gain confidence that the model that is being specified,
refined and implemented, does meet the domain requirements. The formal ver-
ification and model validation offer to obtain that challenge of complying with
FDA QSR and ISO’s 13485 quality system directives [1]. According to the FDA
QSR, validation is the “confirmation by examination and provision of objective
evidence that the particular requirements for a specific intended use can be con-
sistently fulfilled.” Verification is “confirmation by examination and provision
of objective evidence that specified requirements have been fulfilled” [2]. An as-
sessment of the proposed methodology is given through a case study, relative to
the development of a cardiac pacemaker [10,11].

Considering related works, C.L. Heitmeyer et. al have presented an approach
for software certification using formal methods [12,13]. They describe how for-
mal methods are used to produce evidence in a certification, based on facts of a
security-critical software system. The evidence includes a top level specification
(TLS) of the security-relevant software behavior, a formal statement of security
requirements, proofs that the specification satisfied properties, and a demon-
stration that the source code, which has been annotated with preconditions and
postconditions, is a refinement of the TLS. A research report [14] is presented
by John Rushby, which is based on certification issues for advanced technology.
Its purpose is to explain the use of formal methods in the specification and ver-
ification of software and hardware requirements, designs, and implementations,
to identify benefits, weaknesses, and difficulties in applying these methods to
digital systems used in critical applications, and to suggest factors for consid-
eration when formal methods are offered in support of certification. Software
certification as performed by e.g. the FDA [1,2] does not prove correctness. If a
product receives certification, it simply means that it has met all the require-
ments needed for certification. It does not mean that the product is fault free.
Therefore, the manufacturer cannot use certification to avoid assuming its legal
or moral obligations. We propose a certification model that does focus on correct-
ness. In summary, we can say that we do not encounter any model that address
product quality in the same sense that we do: related to correctness and consis-
tency. There are however many approaches to software certification, that mostly
rely on formal verification or expert reviews to determine the product quality.
We believe that our approach adds value with its comprehensiveness (to obtain
trustable formal model), its focus on correctness and by establishing a standard
to perform software certification that also includes formal verification and real-
time animation [9] under domain experts review. It uniformly establishes what
to check and how to check it and provides certain evidence of correctness.

Section 2 presents the related work. Section 3 presents a verification and val-
idation methodology for a high confidence medical device. An assessment of the



Trustable Formal Specification for Software Certification 315

proposed methodology is given through a case study, relative to the development
of a cardiac pacemaker in Section 4. Section 5 describes benefits of our proposed
methodology. Finally, section 6 presents concluding remarks.

2 Overview of the Methodology

In recent years, medical devices have grown more complex and providing certi-
fication assurance, is a common crucial issue for certification body [1,2]. Under
consideration of all kind of requirements of certification body, we propose a novel
methodology that addresses the issue of certification for all high-confidence med-
ical devices. Different phases of the methodology are shown in Fig.1 and this is
used in development process of critical system. Our methodology consists of the
following five main phases,

Fig. 1. Trustable verification and validation methodology

Informal Requirements
This phase of our methodology presents informal requirements of a given system.
Software requirements specifications are widely used in restricted form of natural
language. Natural language is convenient because it allows non-technical users
to understand systems requirements. On the other hand, the lack of precise se-
mantics increases the possibility of errors being introduced due to interpretation
mistakes and inherent ambiguity. Under or over specification are also common
problems when using natural language. Software requirement specification con-
sists of the categorization and structuring of the informal requirement fragment
described in the requirements document to produce categorized requirement
fragments. An objective of informal requirements is to provide a precise, yet
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understandable description of the safety-relevant behavior of the system and to
make explicit assumptions on which the safety of the system is based.

Formalization Phase
In our methodology, the required security requirements are formally expressed
as properties of the state-based model that underlies the informal requirements.
The categorized requirement fragments are described through the set of formal
notations in any formal language like Event-B , Z,VDM, etcetera. Formal spec-
ification languages have a mathematical (usually formal logic) basis and employ
a formal notation to express system requirements. The formal specification is
typically a mathematically based description of system behavior, using state ta-
bles or mathematical logic. Using the formal notation, precision and conciseness
of specifications can be achieved. Formal specification will not normally describe
lowest level software, such as mathematical subroutine packages or data struc-
ture manipulation, but will describe the response of the system to events and
inputs to a degree necessary to establish critical properties.

Formal Verification Phase
This phase has a very important role in formal development. To demonstrate
that informal requirements satisfy the safety properties of interest, the informal
requirements and the properties are passed to a theorem prover and the prover
applied to prove formally that the informal requirements satisfy the properties.
A formal notation can be analysed and manipulated using mathematical opera-
tors, mathematical proof procedures can be used to test (and prove) the internal
consistency (including data conservation) and syntactic correctness of the spec-
ifications. Furthermore, the completeness of the specification can be checked in
the sense that all enumerated options and elements have been specified. How-
ever, no specification language can ensure completeness in the sense that all of
the users requirements have been met, because of the informal human-intention
nature of the requirements specifications [15]. Finally, the implementation of the
system will be in a formal language (i.e., the programming language), it is eas-
ier to avoid misconceptions and ambiguities in crossing the divide from formal
specifications to formal implementations. A formal verification phase is done to
ensure that the model is designed correctly, the algorithms have been imple-
mented properly and the model does not contain errors, oversights, or bugs. In
summary, we can say that verification ensures that the specification is complete
and that mistakes have not been made in implementing the model. But veri-
fication does not ensure that the model solves an important problem, meets a
specified set of model requirements and correctly reflects the workings of a real
world process.

Formal Validation Phase
Formal validation phase is the process of determining the degree to which a
model is an accurate representation of the real world from the perspective of
the intended uses of the model that is not covered by formal verification. It
consists of the identification of a subset of the formalized requirement fragments
for an automatic validation analysis. Validation ensures that the model meets



Trustable Formal Specification for Software Certification 317

its intended requirements in terms of the methods employed and the results
obtained. The ultimate goal of model validation is to make the model useful in the
sense that the model addresses the right problem, provides accurate information
about the system being modeled, and to makes the model actually used.

Model checking [16] is a complementary technique to validate the formal
model. Model checkers attempt to make formal techniques easier to use by pro-
viding a high degree of automation at the expense of generality. Inputs to a
model checker are typically a finite state model of a system, along with a set
of properties that are expected to be preserved by the system. Properties to be
verified can usually be categorized as one of the following,

1. Correct sequences of events
2. Proper consequences of activities
3. Simultaneous occurrences of particular events
4. Mutual exclusion of particular events
5. Required precedence of activities

The model checker explores all possible event sequences of the model to de-
termine that system is always holding required safety properties. If properties
hold, the model checker confirms correctness of the system. If a property fails
to hold for some possible event sequences, the tool produces counter-examples,
i.e., traces of event sequences that lead to failure of the property [17,18].

In Fig.1, this phase gives the feedback to the formalization phase in case of any
error is occurring or model is not satisfying expected behavior of the system. The
feedback approach is allowed to modify the formal model and verify it through
formal verification phase and finally validate it using a model checker tool [16,17].
The verification and validation processes are applied continue until not find the
correct formal model according to the expected system behavior.

Real-Time Animation Phase
This phase is the new validation technique to verify the formal system in real-
time environment using real-time data set instead of using toy-data set. This
phase is applied for rigorous testing of the formal model under domain experts.
Real-time animation shows the behaviors of the system using real environment
in early phase of the development without generating the source code. Such kind
of techniques are very useful when a domain experts are also involved in system
development [9].

We give a brief introduction for creating visual animations from formal mod-
els. The main contributions of this phase are: these animations are driven by
real-time datasets instead of “toy world” datasets; the approach allows for sim-
ulation and validation early in the development process. The implementation of
real-time animation is described in the form of a toolchain [9]. Fig.2 depicts the
overall functional architecture that can use the real-time data set to animate
the Event-B model without generating source code of the model in any target
language (C, C++, VHDL etc.). This architecture has six components, which
are described as follows,

• Data acquisition is the process of sampling of real world physical condi-
tions and conversion of the resulting samples into digital numeric values. The
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Fig. 2. Real-time animation architecture

data acquisition hardware can vary from environment to environment (i.e cam-
era, sensor etc.).

• Data preprocessing transforms the data into a format that will be more
easily and effectively processed for the purpose of the user.

• Features extraction unit is a set of algorithms that is used to extract
the parameters or features from the collected data set. Theses parameters or
features are numerical values that are used by animated model at the time of
animation.

• Database stores the feature or parameter values in the database file in any
specific format. This database file of parameters or features can be used in future
to execute the model.

• Macromedia Flash tool is used to create the animated model of the
physical environment and use the Brama plug-in to connect the Flash animation
and the Event-B model.

• Brama provides the elements required to connect your Flash animation and
Event-B model and animating and inspecting a model using Flash animations.

• Event-B is a formal method for system-level modeling and analysis using
set theory modeling notation with incremental refinement approach at different
abstraction levels to verify a given system.

In Fig.1, this phase also gives the feedback to the formalization phase in
case of unexpected behavior of the system. The feedback approach is allowed
to modify the formal model and verify it using any theorem prover tool and
finally validate it using a model checker tool. The verification, validation and
real-time animation processes are applied continue until not find the correct
formal model according to the expected system behavior. In this phase of the
formal development, most of the errors are discovered by the domain experts.

Most simulation researchers agree that animation may be dangerous too, as
the analysts and users tend to concentrate on very short simulation runs so the
problems that occur only in long runs go unnoticed. Of course, good analysts,
who are aware of this danger, will continue the run long enough to create a rare
event until not cover all possible events, which is then displayed to the users.

Each phase of the methodology is supported by a specific tool. In the fol-
lowing sections, we show the effectiveness of the methodology using as grand
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challenge example a cardiac pacemaker specification in term of obtaining a
certification assurance.

3 Case Study: A Cardiac Pacemaker

A challenging problem is offered by Boston Scientific in the area of system spec-
ification of a cardiac pacemaker [19]. They have released a specification that
defines functions and operating characteristics, identifies system environmen-
tal performance parameters, and characterizes anticipated uses. We have used
the same specifications to test the effectiveness of our methodology for obtain-
ing trustable formal model that can help to obtain certification assurances, as
follows.

Informal Requirements
We start by analysing the specification of the cardiac pacemaker described
at [19]. An informal requirement of the cardiac pacemaker is proposed by the
software quality research laboratory at McMaster University as a pilot project for
the Verified Software Initiative [19,20]. We have used this informal requirement
of a cardiac pacemaker for generating the formal specification.

Formalization Phase
Our methodology requires proceeding with the formalization of the categorized
requirement fragment version of the requirements produced as artifact of the
informal analysis phase. The formalization phase presents formal specification
of each requirement fragment identified in the informal requirements documents
using Event-B modeling language [6,17].

In one- and two-electrode pacemaker, pacing and sensing activities are de-
fined abstractly using action-reaction [6] and time patterns [21]. We apply the
actions-reaction and time patterns in modeling to synchronize the sensing and
pacing stimulus functions of the cardiac pacemaker in continuous progressive
time constraint. We present here only summary informations about each refine-
ment of one- and two-electrode pacemakers and omit detailed formalization and
proof details. To find more detailed information see the technical reports [22,23].
The following outline is given about every refinement level to understand the
basic formal notion of the cardiac pacemaker model.

We present a block diagram (see Figure 3) of hierarchical tree structure of
the possible bradycardia operating modes for a pacemaker. The hierarchical tree
structure depicts a stepwise refinement from abstract to concrete model of formal
development for a pacemaker. Each level of refinement introduces new features
of a pacemaker as functional and parametric requirements.

The root node indicates a cardiac pacemaker system. The next two branches
show two classes of pacemaker, namely one-electrode pacemaker and two-electrode
pacemaker. The one-electrode pacemaker branch is divided in two parts to indi-
cate different chambers of the heart, namely atrium and ventricular. Atrium and
ventricular are the right atrium and the right ventricular. The atrium chamber
uses the three operating modes; AOO, AAI and AAT. Similarly, the ventricular
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Fig. 3. Refinement structure of bradycardia operating modes of the pacemaker

chamber uses three operating modes: VOO, VVI and VVT. In the part of two-
electrode pacemaker, there is only one branch for both chambers. Both chambers
of the heart use the five operating modes: DOO, DVI, DDI, VDD and DDD. In
the abstract model, we introduce the bradycardia operating modes of the pace-
maker abstractly with required properties. From first refinement to last refine-
ment, there is only one branch in every operating modes of the pacemaker. In one
and two-electrode pacemaker pacemaker, there are three refinements. First thresh-
old refinement; second hysteresis refinement; and third rate adaptive or rate mod-
ulation refinement. The subsequent refinement models introduce new features or
functional requirements for the resulting system. The triple dots (...) in the hier-
archical tree represents that there is no refinement at that level in particular op-
erating modes (AOO, VOO, DOO etc.). In last refinement level, we have achieved
the additional rate adaptive operating modes (i.e. AOOR, AAIR, VVTR, DOOR,
DDDR etc). These operating modes are different from the previous levels of op-
erating modes. This refinement structure is very helpful to model the functional
requirements of the cardiac pacemaker.

The formal development of the one- and two-electrode cardiac pacemaker
is made up of the following models from abstract to concrete models through
refinement steps.

Abstract Model: Specifies the pacing and sensing under real-time properties
using action-reaction and real-time patterns for defining abstractly initial events
like Pace ON, Pace OFF,Sense ON, Sense OFF and tic events.

Refinement 1: This refinement introduces additional features for filtering the
exact sensing value through the pacemaker’s sensor by introducing standard
threshold constants for both atrial and ventricular chambers, and new events
are introduced as refinement of skip for capturing the sensors value from the
single or both chambers. A pacemaker has a stimulation threshold measuring
unit which measures a stimulation threshold voltage value of a heart and a pulse
generator for delivering stimulation pulses to the heart. The pulse generator is
controlled by a control unit to deliver the stimulation pulses with respective
amplitudes related to the measured threshold value and a safety margin.
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Refinement 2: This refinement introduces a hysteresis operating mode to
prevent constant pacing. The hysteresis is a programmed feature whereby the
pacemaker paces at a faster rate than the sensing rate. For example, pacing at
80 pulses a minute with a hysteresis rate of 55 means that the pacemaker will
be inhibited at all rates down to 55 beats per minute, having been activated
at a rate below 55, the pacemaker then switches on and paces at 80 pulses a
minute [24,25]. The main purpose of hysteresis is to allow the patient to have
his or her own underlying rhythm as much as possible. In this refinement only
new variables are introduced for applying hysteresis operating modes.

Refinement 3: In the final refinement, we describe a rate adapting pacing
technique of the cardiac pacemaker. Rate modulation term is used to describe
the capacity of a pacing system to respond to physiologic needs by increasing
and decreasing pacing rate. The rate modulation mode of the pacemaker can
progressively pace faster than the lower rate, but no more than the upper sensor
rate limit, when it determines that heart rate needs to increase. This typically
occurs with exercise in patients that can not increase their own heart rate. The
amount of rate increase is determined by the pacemaker on the basis of maxi-
mum exertion performed by the patient. This increased pacing rate is sometimes
referred to as the sensor indicated rate. When exertion has stopped, the pace-
maker will progressively decrease the paced rate down to the lower rate. Two
new events are introduced as refinement of skip for increasing and decreasing
the pacing rate using accelerometer.

Formal Verification Phase
Table 1 shows proof statistics for the formal development of the pacemaker us-
ing the RODIN platform [17]. These statistics measure the size of the model,
the proof obligations generated and discharged by the RODIN prover, and those
are interactively proved. The complete development of the cardiac pacemaker
results in 781(100%) proof obligations, in which 674(86%) are proved automati-
cally by the RODIN tool. The remaining 107(14%) proof obligations are proved
interactively using RODIN tool. In Event-B models, many proof obligations
are generated due to the introduction of new functional behaviors and their pa-
rameters (threshold, hysteresis and rate modulation) under real-time constraints.

Table 1. Proof statistics

Model Total number Automatic Interactive
of POs Proof Proof

One-electrode pacemaker
Abstract Model 159 134(84%) 25(16%)
First Refinement 44 40(91%) 4(9%)
Second Refinement 36 24(66%) 12(34%)
Third Refinement 80 80(100%) 0(0%)

Two-electrode pacemaker
Abstract Model 166 125(76%) 41(24%)
First Refinement 211 190(90%) 21(10%)
Second Refinement 18 15(90%) 3(10%)
Third Refinement 67 66(99%) 1(1%)
Total 781 674(86%) 107(14%)

In order to guarantee the cor-
rectness of these functional be-
haviors, we have established
various invariants in stepwise
refinement. Proofs are quite
simple, and achieved with the
help of do case operation.
Guards of some events are very
complex, so for proving invari-
ants and theorems, we simplify
guards using do case. The step-

wise refinement of the cardiac pacemaker helps to achieve a high degree of
automatic proofs.
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Formal Validation Phase
Model analysis, which is done by the ProB tool, consists in exploring traces or
scenarios of our consistent Event-B models. For instance, the ProB [17] may dis-
cover possible deadlocks or system behaviors that are not expressed by generated
proof obligations. “Validation” refers to the activity of gaining confidence that
the developed formal models are consistent with the requirements, expressed in
the requirements document [19]. We have used the ProB tool [17] that supports
automated consistency checking of Event-B machines via model checking [16]
and constraint-based checking [18]. ProB is used to validate the Event-B pace-
maker formal model. This tool assists us to find potential problems, to improve
invariants expressions in our Event-B models, for instance by generating counter-
examples when it discovers an invariant violation. ProB may help in improving
invariant expression by suggesting hints for strengthening the invariant and each
time an invariant is modified, new proof obligations are generated by the RODIN
platform. It is the complementary use of both techniques to develop formal mod-
els of critical devices, where high safety and security are required. More errors
are corrected during the elaboration of the specifications while discharging the
proof obligations and careful cross-reading than during the animations. A model
animation using model checker helps to discover some unexpected behaviors of
the device and this information is used as feedback information to correct the
formal specification (see Fig.1). We have validated all operating modes of the
pacemaker in each refinement of models. The pacemaker specification is devel-
oped and formally proved by the RODIN tool.

ProB was very useful in the development of the pacemaker specification, and
was able to animate all of pacemaker models and able to prove the absence of
error (no counter-example exist). The ProB model checker also discovered several
invariant violations, e.g., related to incorrect responses or unordered pacing and
sensing activities.
Real-Time Animation Phase
This phase shows an implementation of real-time data sets with formal model of
the pacemaker. Fig.4 represents an implementation of the proposed architecture
for the formal model of a cardiac pacemaker case study. According to the ar-
chitecture, data acquisition unit collects the ECG signal and features extraction
are done by the feature extraction or parameter estimation unit. The extracting
features are stored in the database in XML file format. Macromedia Flash tool
helps to design the animated graphics of the heart and pacemaker. In next unit,
Brama plug-in helps to communicate between animated graphics and Event-B
formal model of the cardiac pacemaker. Finally, we have tested a real-time data
set in the formal models without generating the source code with the help of
Brama existing animation tool [9].

One- and two-electrode pacemaker’s pacing and sensing behaviors are vali-
dated through cardiologist experts using real-time data; ECG signal. We found
some unexpected behaviors of the model according to the cardiologist experts
in visualization. We have modified the pacemaker model according cardiologist
experts in this animation phase of our methodology. So, we consider that this
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Fig. 4. Real-time animation of cardiac pacemaker

phase is very important role in development of formal methods and it can help
to obtain the trustable formal model, which can be helpful to obtain the certifi-
cation assurance.

4 Benefits of Using Our Proposed Approach

In our methodology, we have provided an architecture to obtain a trustable
formal model using formal verification, validation and real-time animation (see
Fig.1). Our methodology has the potential for increasing safety of certifying high
confidence medical-critical systems. Specific benefits include improving require-
ments, reducing error introduction, improving error detection, and reducing cost.
Secondly, the proposed architecture of methodology allows us to carry out rig-
orous analyses. Such analyses can verify useful properties such as consistency,
deadlock-freedom, satisfaction of high level requirements, correctness of a pro-
posed system design and expected system behavior according to the domain
experts using real-time environment in early phase of the development without
generating the source code.

Improving Requirements. Using our methodology to capture requirements pro-
vides a simple validation check in early stage of medical-system development.
Requirements expressed in a formal notation can also be analysed early to detect
inconsistency and incompleteness for removing errors that are normally found
later in the development process.

Reducing Error Introduction. Formalized requirements prevent misunderstand-
ings due to ambiguities that lead to error introduction. As development proceeds,
compliance can be continually checked using a formal analysis to ensure that er-
rors have not been introduced. A further advantage of using our methodology at
the requirements level is the ability to derive or refine from these requirements the
code itself, thus ensuring that no error is introduced at this stage. Alternatively
their use at the requirements level allows formal analysis to establish correctness
between requirements and final generated source code of the complex system.

Improving Error Detection. Our methodology can provide exhaustive veri-
fication at whatever levels it is applied, high level requirements or low level
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requirements. Exhaustive verification means that the whole structure is verified
over all possible inputs and states. This can detect errors that would be difficult
or impossible to find using only a test based approach.

Reducing Development Cost. Our methodology is based on formal techniques.
In general, software errors are less expensive to correct the earlier in the de-
velopment lifecycle they are detected in high confidence medical devices. The
effort required to generate formal models is generally more than offset by the
early identification of errors. That is, when formal methods are used early in the
lifecycle, they can reduce the overall cost of the project development. When re-
quirements have been formalized the costs of downstream activities are reduced.
Formal notations also reduce cost by enabling the automation of verification
activities.

5 Conclusion

One valuable byproduct of applying formal methods in software certification is
that the process produces a formal specification of the required software be-
havior. Developing this specification has at least two benefits. First, a formal
specification can be valuable when a new version of the software is developed.
Second, the process of developing a formal specification by itself may expose
errors.

This paper has described methodology to applying formal methods and to
achieve correct model for certification of high confidence medical devices. Build-
ing on existing software certification standards, such as ISO’s 13485 and the
Common Criteria [8], more and improved approaches which use formal methods
in software certification are needed. Applying these new approaches for highly
critical systems should have many benefits; the exposure of errors which might
have not been detected without formal methods.

That guidance, as proposed by NITRD [2], allows adoption of formal meth-
ods into an established set of processes for development and verification of a
high confidence medical device to be an evolutionary refinement rather than an
abrupt change of methodology. Formal methods might be used in a very selective
manner to partially address a small set of objectives, or might be the primary
source of evidence for the satisfaction of many of the objectives concerned with
development and verification.

In this article, we have presented evidence of proposed methodology for mod-
eling of a cardiac pacemaker. Formal development of the cardiac pacemaker and
refinement based hierarchical structure (see Fig.3) of operating modes are pre-
sented in this case study. Most important contribution in certification process is
the introduction of real-time animation using real-time data set. The pacemaker
case study suggests that such an approach can yield a viable model that can be
subjected to useful validation against system-level properties at an early stage in
the development process. Cardiac pacemaker case study shows the usefulness of
this methodology in a high-confidence medical device. This methodology is not
limited to only medical devices but it can be applied to design a highly critical
device for certification assurance.
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Two reliable facts of formal methods have demonstrated by last decades of
research and experience - they are not the “silver bullet” to eliminate all soft-
ware failures, but neither are they beyond the budget constraints of software
developers. In critical system, formal methods are commonly demonstrating the
absence of undesired behaviors and preserving essential properties. A model
checkers, theorem provers and real-time animation make it possible to analyses
of formal specifications in an automated or semi-automated mode, making these
tools for certification use. On the other hand, the ability to generate complete
test cases from formal specifications can result in overall savings, despite the cost
of developing the specification. The process of developing a specification is often
the most valuable phase of a formal verification, and “lightweight formal meth-
ods” approaches make it possible to formally analyse partial specifications and
early requirements definitions. Experience with mandated use of formal tech-
niques and other standards provides empirical evidence that these methods can
be successfully incorporated into the development process for hight confidence
medical devices and other critical systems.
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Abstract. Safety-critical distributed real-time systems, such as net-
worked medical devices, must operate according to their specification,

because incorrect behaviour can have fatal consequences. A system’s de-

sign and architecture influences how difficult it is to provide confidence

that the system follows the specification. In this work, we summarize

and discuss three design choices and the underlying concepts that aim

at increasing predictability and analyzability. We investigate mandatory

resource reservation to guarantee resource availability, separation of re-

source consumptions to better manage resource inter-dependency, and

enumerative reconfiguration. We use the example of a distributed mon-

itoring system for the human cardiovascular system to substantiate our

arguments.

1 Introduction

Networked medical devices are good examples of distributed real-time systems
with safety-critical functionality. They assist medical staff by automatically mea-
suring physiologic parameters such as blood pressure, oxygen level, and heart
rate, or actively influence the patient’s parameters by means of infusion pumps
for analgesia and insulin or breathing support. As a consequence, incorrect be-
haviour of the system can result in fatal outcomes for the patient. As such,
patients must have confidence that the devices operate according to their spec-
ification. One way to establish confidence in the system is by making systems
predictable and analyzable, which permits developers and certification authori-
ties to inspect the system before deployment.

Many researchers have looked into the problem of how to make a system
predictable and analyzable. By predictable, we mean that an external observer,
for example the developer, can predict the system’s behaviour with respect to
input values and their timing without knowing the internal state. This allows
the developer to build a system that implements a specification with strict con-
straints. By analyzable, we mean that the system can be subjected to formal
analysis methods such as model checking which allows the developer to formally
check the correct behaviour of the system.

In this work, we summarize and discuss three design choices made in previous
and related works that aim at raising the predictability and analyzability of real-
time systems. Our contribution is to abstract from these systems and provide
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a general description of the concept underlying the design choices. This allows
developers to quickly understand the choices and adapt the concept for their own
system. The following paragraphs introduce the necessary concepts of resources,
resource reservation, and resource consumption. We then discuss the three design
decisions: mandatory resource reservation (in Section 2), separation of resource
consumptions (in Section 3), and enumerative reconfiguration (in Section 4). We
illustrate all three concepts with an example of a distributed patient monitoring
system for the human cardiovascular system.

Applications require resources to execute. Classical resources include compu-
tation time (i.e., access to a processing unit to execute instructions), memory
(i.e., temporary or permanent data storage), and communication bandwidth (i.e.,
access to a shared medium to transmit information to remote stations). One can
extend this concept to logical resources such as locks or peripherals.

Before an application can use such resources, it must acquire them. A resource
broker mechanism usually provides resources to applications. For some resources,
the system implicitly allocates resources to applications. For example, when
considering computation time, the dispatcher in the operating system decides at
each scheduling point which process is ready to execute. For other resources, the
application must explicitly request them. For example, programs usually make
system calls to request memory during their execution or to statically request
memory at their start time.

Systems can include mechanisms to reserve resources for applications. In
such systems, the developer can specify that the system must provide a cer-
tain amount of resources to an application. For example, the developer might
specify that a station can always receive 50kB/s of communication bandwidth to
guarantee that the station can communicate the video stream of the surgical de-
vice or other patient data. Resource reservation schemes are well studied across
the different resource types and come in great variety. For example, for compu-
tation time there are scheduling algorithms (e.g. [1,2,3]) and for communication
bandwidth there is quality of service (e.g. [4,5]).

For this work, we assume that the resources are reservable, meaning that we
can build a resource reservation policy. For all examples involving networking, we
assume that the system consists of a set of stations (e.g., patient monitors, bio-
metric sensing devices, nurse workstation) and they are interconnected through
a shared bus network.

2 Mandatory Resource Reservation

Using resources without an appropriate reservation scheme can make systems
unpredictable. For example in networks without resource reservation, message
transmission time can be unbounded. In Ethernet [6], developers are unable to
predict the duration it will take to send an updated value from the sensor to
the monitor or an alarm message from the monitor to the nurse station. One
problem causing this is the Ethernet capture effect [7] that results in transient or
short-term unfairness. This effect leads to incorrect behaviour, because Ethernet
was designed to provide fair access to all stations, and during these periods of
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unfairness a single station can monopolize the channel. Thus, the developer is
unable to predict how long it will take to transmit a message and thus is unable
to know whether the system correctly implements a specification that requires
a time bound on the transmission delay.

Bandwidth reservation as a means of resource reservation can solve this prob-
lem. Using bandwidth reservation, the developer can allocate bandwidth for each
station and bound the transmission delay. Several different real-time protocols on
top of Ethernet have demonstrated that this is technically feasible by extending
the drivers in the stations [8,9,10,11] or switches [12,13,14].

Resource reservation can thus increase the predictability of medical device
software. Using resource reservation, developers can rely that sufficient resources
will be available for the application whenever it needs these resources. Therefore,
the application will never have to wait for the system to free up resources.

Resource reservation can be either mandatory (driven by the system) or dis-
cretionary (driven by the applications). Mandatory means that the system guar-
antees the resource reservation for applications, and applications are unable to
alter these reservations. In contrast to this, discretionary resource reservation
allows applications to request more or less resources at run time. For example,
the partitioning scheme specified by ARINC 653 [15] and cyclic executives [3]
implement mandatory resource reservation. Works such as FTT-Ethernet [10]
and RETHER [11] provide discretionary resource reservation, since applications
can choose to request changes for their present reservations.

Mandatory resource reservation fits well for networked medical devices. Since
mandatory resource reservation prohibits applications from changing their reser-
vations, it is easier to provide evidence on the behaviour of such systems than
systems with discretionary resource reservation. Mandatory resource reservation
remains static and provides a complete specification of how the broker will dis-
tribute resources at run time. The resource reservation itself can then become
evidence for establishing confidence in the system’s correctness. Examples of this
type can be a fully specified time-triggered schedule as found in TTP [5], the
dispatch table of a cyclic executive [3], or the tree schedule encoded in a Network
Code program [9].

We now exemplify the concept of mandatory resources reservation by looking
at our previous work on tree schedules [16,9]. We assume a set of network stations
that exchange messages with each other. Stations store messages in queues before
they can transmit them. A message can either contain arbitrary contents or a
specific variable v. Message ordering in queues is local to each station.

We assume that time is given in discrete units, and that time is measured on a
global clock. The communication medium provides an atomic broadcast service,
so either all of the stations or none of them receive a message. All messaging
behaviours for which developers want to give guarantees are known a-priori.

An informal description of a tree schedule is then a tree structure with a root
and a set of leaves where each vertex in the structure specifies a messages to be
transmitted and each edge a possible state transition. Edges contain enabling
conditions. At run time, for each vertex exactly one edge is enabled at any given
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time. Whenever an execution reaches a leaf of the tree, it will loop back to the
root. For a formal definition, we refer the reader to related work [16,9].

Figure 1 shows a tree schedule. Labels on vertices show which variable needs
to be communicated. An assignment of ε means that nobody will transmit. To
simplify the example, we assume that each location has a duration of one time
unit and that the system is already synchronized.

The system executes the tree schedule as follows: First one station transmits v1

followed by a message containing v2. Then, the enabling condition g1 determines
which edge to follow. If ¬g1 holds, then v3 will be transmitted; otherwise, the
system will leave the medium idle for one time unit.

ε

¬g1

g1

g1 := (v1 < vthr ∧ v2 < vthr)∨

(v1 ≥ vthr ∧ v2 ≥ vthr)

v1 v2 v3

Fig. 1. Example of a tree schedule

Tree schedules can still lead to unbounded communication delays, because
the tree schedule itself may encode collisions on the medium and thus force
retransmissions. Developers must choose the right type of communication to
prevent this. Tree schedules can model and execute two different types of traffic:
guaranteed and best effort. Also, developers can increase the level of detail by
either communicating individual variables or using general message passing. The
difference between these types of communication lies within the ownership of the
queues, meaning which stations know the different types of queues.

For example, the communication type of guaranteed variable updates will oc-
cur, if only one station transmits in that state of the tree schedule, and the
transmission is specifically bound to a variable. The update is guaranteed since
no other station will transmit and thus the communication will be free of col-
lisions. On the other hand, best effort messaging will occur, if more than one
station is permitted to transmit data from their send queue in the state of the
tree schedule. If more than one station has a message in its send queue, then
communication problems such as collisions or packets drop might occur. These
different types of communication are visible from the specification of the tree
schedule, and the system also directly executes the tree schedule as it gets en-
coded in the Network Code language [9].

Since the system will execute the tree schedule at run time, developers can
use the tree schedule itself and state-space exploration on the schedule as evi-
dence that the system works correctly. In the later sections, we will demonstrate
the advantages of hard coded enabling decisions. Here, we only argue that the
schedule enables developers to, for example, provide upper bounds on the re-
source allocations for specific applications. For the tree schedule in Figure 1, the
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developer can claim that the variables v1 and v2 will always receive bandwidth
and stations will always receive updated values every three time units.

3 Separation of Resource Consumptions

Another element reducing predictability and analyzability is the high degree of
internal dependencies of resources within programs. A program requires many
different resources and uses them as the program code specifies. Consequently,
consecutive lines in the program code can use different resources. This causes
a dependency between the resources that is hidden in the program. While such
dependencies are of no concern in traditional systems, they become a major
concern for safety-critical systems, because variations in the use of resources in
one line can affect subsequent lines.

1 thread_run ( ) {
f loat ∗d=NULL ;

3 while ( 1 ) {
d = malloc ( s izeof ( f loat )∗ 1 0 ) ; // mem: allocating memory

5 acquireFilteredValues ( d ) ; // cpu: computing
msg_send ( d ) ; // net: communicating

7 free ( d ) ; // mem: deallocating memory
milliSleep ( 1 0 0 ) ; // time: controlling time

9 }}

Listing 1.1. Sample C program for computing a value and transmitting it

Listing 1.1 shows a short example of a program that performs a simple task,
but it is hard to predict the timing behaviour. The program first allocates mem-
ory to read some sensor values. Then, it sends them to another station through
the network, and frees the memory again. The program then delays for 100 mil-
liseconds before it repeats this behaviour. Now, the interesting question is: Does
the program really send a new message every 100 milliseconds?

Unfortunately, several plausible scenarios can prevent the program from send-
ing a message every 100 milliseconds. The scenarios range from memory allo-
cation to preemption, to collisions on the network to the clock granularity. For
example, in Lines 4 and 7, the program executes memory operations. Depend-
ing on the current state of the memory manager, allocating memory might take
more or less time. For example, the memory manager might need to swap out
processes to free a memory frame, it might decide to flush buffered pages, or it
might change the resident set sizes for processes. In Line 8, the exact time of the
delay depends on the clock granularity supported by the operating system and
the actual crystal. The actual duration of the milliSleep() call varies depending on
these factors. Worst of all, the individual effects influence each other, so for ex-
ample, the program might send the message late (see Line 6), because of a delay
in the memory allocation. Individual small modification can cause ripple effects
throughout the system and manifest at parts of the program. This complicates
tracing the effect back to the source.

Industry and academia know this problem and provide approaches for indi-
vidual effects. For example, work on synchronous languages [17] addressed the
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precision problem by reducing reaction intervals to reaction instants. Another
work investigated jitter of conventional sleep functions in operating systems [18].
Other work addresses the problem of predictability of execution at the hardware
level [19]. Industry uses static allocation of memory and other resources to min-
imize the dependencies. The Ravenscar profile [20], RavenSPARK [21] and work
on MISRA-C [22] provide evidence for this.

With the observation that resource dependencies cause problems, we argue
for factoring out the reservation and consumption parts into separate programs.
While overall, the number of inter-dependencies remains the same, encapsulating
them and joining them through a well-defined mechanism makes the program
predictable and more analyzable. The approach mimics divide-and-conquer in
that it splits the whole program into several pieces where each piece has a mini-
mal set of resource dependencies—in the optimal case only dependencies for one
resource—we make the programs easier to understand and analyze. After the
developers specify the pieces, they can join them together for example through
specified timed interactions such as timed interfaces [23] and retain predictability.
For medical system software, this means that the developers write independent
pieces of code with little resource interdependencies and then, for example, join
them through a pipe and filter architecture with well-known temporal behaviour.

Several systems have already tried to lower the resource interdependency by
encapsulating resource use in separate layers. For example, Giotto [24] sepa-
rates the value and execution domain. In this system, the reading and writing
of values is independent of the program execution. Changing one does not nec-
essarily require changes in the other. TTP [5], similar to other communication
protocols, separates the communication from the execution domain. A schedule
defines when nodes send and receive messages which are independent when tasks
running on the nodes produce new values. In PEACOD [25], the authors pro-
vide a framework for specifying resource consumptions for small pieces of code
to provide compositionality and predictable behaviour for multiple resources.

In the following, we show how we separate computation and communication
in the Network Code framework [9] that implements tree schedules. Figure 2
provides the overview of the architecture. Computation tasks on the top imple-
ment the application logic. The communication tasks on the bottom implement
the communication behaviour. Both layers interact through buffers and queues.
The typical data flow is as follows: the computation tasks produce new data and
write it into the buffers. The communication tasks read and encapsulate this
data in messages and transmit them on the communication medium. At the re-
mote station, the communication tasks will receive the messages and write their
contents into the buffers. Finally, the computation tasks at the remote station
will process the new data.

The computation tasks can only use computation and associated resources
such as memory. Computation tasks never directly access the medium. Com-
munication tasks only use the communication medium as a shared resource, all
other resources need to be provided separately.

Building such a system is feasible and robust [26] as the hardware implemen-
tation shows. It isolates the computation part from the communication part in
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resource

Computation tasks

Communication tasks

Comm. medium

Write newly
produced data

Encapsulate data
in messages

Transmit
messages

Receive
messages

Process new
data

Buffers
Write extracted
data

(and other resources)
Computation

Communication

Fig. 2. Overview of the Network Code framework

the program. Since we use tree schedules to specify the communication tasks,
we can verify the communication behaviour on the shared medium and for ex-
ample performing static checks for collisions, buffer underrun, buffer overruns,
sender/receiver pairing, and incorrect messaging lifecycle.

For the example shown in Listing 1.1, the developer will specify a communi-
cation task on the sending station that reads the value of d from the buffers and
transmits it precisely every 100 milliseconds. The receiving stations will run the
matching tasks that receive the transmitted value and store it in the buffers.
On the computation layer, tasks will now only be concerned with memory and
computation resources, which the developer can easily resolve by statically allo-
cating the memory and then performing schedulability analysis for the compu-
tation parts. We acknowledge that such a system still contains jitter caused by,
for instance, hardware effects, however, we argue that the developers can place
more confidence in the system. This increase in confidence originates from the
better handling of the dependencies and using the interaction between the tasks
and the buffers as well as the tree schedule as evidence.

4 Enumerative Reconfiguration

Reconfiguration in systems has been shown to allow developers to build systems
that can adapt to new use cases, increase system survivability [27], and improve
efficiency in the use of system resources [28]. Any mass-produced safety-critical
device benefits from these properties. Medical devices also benefit, as reconfig-
uration enables an integrated clinical environment [29] which improves service
quality and reduces cost. However, the increase in complexity by providing a
reconfiguration mechanism must not compromise the system’s correctness, so an
important question is how to provide the reconfiguration mechanism and still
establish confidence in the system’s correctness.

We want systems to be reconfigurable, but without knowing whether the
system works in a different configuration, the system will be unusable for safety-
critical applications. Reconfigurable systems can either be space constrained
(bounded state-space) or unconstrained (unbounded state-space). In general,
space unconstrained reconfiguration schemes provide more flexibility but are
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unable to provide evidence that the system behaves as it should, which makes
it hard to provide guarantees on the behaviour of the systems. For this reason,
we argue that reconfiguration must be bounded by constraints.

Bounding the reconfiguration space can either use a constraint-based or an
enumerative approach. In the constraint-based approach, the developer specifies
constraints at a high-level within which the system can choose its point of opera-
tion. For example, the developer can specify a range of acceptable data rates for
transmitting the patient’s parameters to the monitor. Then at run time depend-
ing on the actual situation the system will choose a data rate within the range.
The advantage of constraint-based reconfiguration is that it provides a large state
space within which the system can choose the best point of operation for the
current situation. In the enumerative approach, the developer exhaustively lists
all possible configurations and the system picks one configuration at run time. In
the example with the data rates, the developer will, for instance, specify three
possible data rates and the system will select one of the three rates. Systems
with multiple modes of operation usually provide exhaustive lists in which a
mode usually realizes a system’s functionality for a particular configuration.

One advantage of using the enumerative approach instead of the constrained-
based approach is the guarantee that the system supports reconfiguration but
remains analyzable. If system’s state-space is small, then verifying the system
will be tractable. However, the size depends on the constraints and the appli-
cation, and a system with loose constraints can easily run into the state-space
explosion problem. In the enumerative approach, the state space is automatically
constrained by the requirement to list all possible reconfigurations.

Note that fast checks for safe reconfiguration are available [30,31], however,
they only apply to the resource reservation parts and developers still need to
establish confidence in the functional correctness for all possible configurations
once they have sufficient resources.

Several systems support reconfiguration. For example TTP/C [5] supports up
to 30 modes with a safe mode-change protocol. Tree schedules [9] can encode
modes in the structure that can have safe transitions. Endochronous clocked
graphs [32] can encode different modes similarly to tree schedules.

Section 2 demonstrates how we can encode different configurations in tree
schedules. The tree schedule shown in Figure 1 includes two modes of operation:
one where values v1 and v2 agree and the other where the two values disagree.
Similar to this configuration, we can encode the list of configurations in the tree
structure and verify properties as already mentioned in the previous sections.

5 Illustrative Example

We use the following example to summarize and substantiate our point about
the three concepts mentioned in the previous sections. The aim is to integrate
all three concepts into one example and show how one can provide evidence
using formal verification. We go through the following steps of building the sys-
tem: (1) we build the resource reservation scheme using tree schedules, (2) we
provide evidence that the resource reservation works by means of formal verifi-
cation enabled by the separation of resource consumptions and the enumerative
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reconfiguration, and (3) we show the simulation framework for tree schedules in
Matlab Simulink to test tree schedules before deployment.

5.1 Overview

We assume a distributed patient monitoring system in which body sensors trans-
mit physiological parameters to the patient monitor. When the pulmonary vascu-
lar resistance (PVR) of the patient passes a given threshold, the patient monitor
will send an alarm message to the nurse station within bounded time.

PVR [33] is the resistance in the pulmonary vascular bed against which the
right ventricle must eject blood. To calculate the pulmonary vascular resistance,
the patient monitor requires the left atrial pressure (LAP) or the pulmonary
capillary wedge pressure (PCWP), the pulmonary artery pressure (PAP), and
the cardiac output (CO). PCWP provides an indirect estimate of LAP. PCWP
is measured by wedging a catheter into a small pulmonary artery tightly enough
to block flow from behind. LAP can be measured by placing a special catheter
into the right atrium and then pushing through the inter-atrial septum. Since
the patient monitor only requires the LAP or the PCWP, we can create several
modes for the operation of the monitor:

– Configuration 1: The patient monitor uses the PAP, CO, and LAP.
– Configuration 2: The patient monitor uses the PAP, CO, and PCWP.
– Configuration 3: The patient monitor uses the PAP, CO, and LAP. If an

alarm is pending, then the monitor will make a safety check and also acquire
the PCWP, before signaling the nurse alarm. This will lower the number of
false alarms as it eliminates the problem of incorrect LAP measurements.

– Configuration 4: This is similar to configuration 3 but the patient first uses
PAP, CO, and PCWP, and then uses LAP for the fail safe.

We treat calculating the pulmonary vascular resistance as a single transaction.
This means that the system should always complete all data transmissions that
the patient monitor requires before reconfiguring (e.g., changing configuration).
This assumption is important, because we model setting the configuration with
a physical button which the nurse can press with a frequency of at most once
in a fixed amount of time. In addition, the patient monitor must signal the nurse
alarm within a bounded time when the pulmonary vascular resistance exceeds a
specific threshold.

5.2 Developing the Tree Schedule

Based on the specification in Section 5.1, we can develop the tree schedule for the
resource reservation. We assume that communicating one value takes one time
unit, and the inter-arrival time of button pressed events is set accordingly. Fig-
ure 3 shows the tree schedule that implements the specification (or so we claim).
A vertex labeled ε takes zero time and we use it to encode branches with more
than two choices or for early termination of the schedule. The PVR monitoring
station can operate in four configurations. In any of the four configurations, the
monitoring system at first receives the value of the PAP from the circulatory
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system to calculate the PVR. If the received value is out of the normal range
for PAP values (i.e. 10-20 mmHg), the system will enter the safety interlock
state. In the safety interlock state, the system checks the important functions of
the human cardiovascular system such as the patient’s pulse rate while resting
(60-100 beats per minute) to determine the patient’s safety. This assumption is
implicit and not shown in the Figure 3. After receiving the value of CO within the
normal range (4 L/min-8 L/min), the system can either receive LAP (normal
range 6-12 mmHg) or PCWP (normal range 6-12 mmHg) based on the current
configuration. The patient monitor will receive PCWP after PAP, if the system
uses configuration 3. On the other hand, the monitor will receive LAP after the
PAP, if the system runs in the default configuration (i.e., any configuration other
than 1, 2, and 3). The system will enter into the safety interlock state for out
of the normal range of CO, LAP, or PCWP. The system will generate an alarm
and notify the nurse, when the PVR exceeds normal value (> 250 dyn.s/cm5).
The nurse can change the configuration of the monitoring system at any point
in time, but not in the middle of a transaction.

Guards g1 and g2 define the enabling conditions whether the PVR value of
the patient exceeds the defined threshold thr. Guards g3 to g6 are enabling
conditions depending on the configuration setting. We assume configuration 4
to be the default configuration.

For demonstration purposes, we walk through one configuration for which we
assume conf = 4 and PVR ≥ thr. In the root location labeled ε0, only g6 will
be enabled. The tree schedule specifies that the next three messages on the bus
will be PAP, CO, and PCWP. At that point PV R exceeds the threshold thr
(PVR ≥ thr), so g1 is true and the patient monitor will also receive the LAP
measurement. Finally, g1 will again be true and the patient monitor will signal
the nurse alarm before the tree schedule restarts at its root location.

g3 ← (conf = 1)

g1

g1

g1

g5

g4

g3

g6

g2

g2

g2

g2

g1

g2

g1

g2

ε1

ε2

ε4

ε3

ε5

ε6

ε0

LAP

g4 ← (conf = 2)

g5 ← (conf = 3)

g6 ← (conf �= 1) ∧ (conf �= 2) ∧ (conf �= 3)

PAP

PAP

PAP

PAP CO

CO

CO

CO LAP

PCWP

LAP

PCWP

PCWP

Nurse

Nurse

Nurse

g1
Nurse

g2 ← (PVR < thr)

g1 ← (PVR ≥ thr)

Fig. 3. The tree scheduling for the patient monitoring system
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5.3 Verifying the Tree Schedule

To provide evidence that our system meets the specification with respect to
the communication requirements, we provide the following guarantees for our
reservation mechanism. Note that we can verify these properties, because we
separate communication from computation in our framework (see Section 3)
and we can enumerate all configurations (see Section 4).

– P1: In every t time units and in all configurations, the PVR monitoring
system will receive all data necessary to compute and display the new PVR
value.

– P2: When PVR ≥ thr, then the nurse will be notified no later than x time
units in all configurations.

– P3: Calculating PVR is atomic and when the system is in a particular
configuration mode, it is not possible to switch to different modes.

– P4: The system will always make progress and never gets stuck.

Fig. 4. Modeling PVR monitoring system in UPPAAL

To provide evidence that these properties hold in our system, we encode the
tree schedule in a timed automaton and check the properties using UPPAAL.
UPPAAL [34] is a timed-automata based model checker that allows formal ver-
ification of temporal logic properties in finite systems. Figure 4 shows the tree
schedule part of the UPPAAL model. The whole system comprises three dif-
ferent processes: one modeling the tree schedule, one modeling the nurse, and
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one modeling the alarm condition. All three processes run in parallel. The nurse
process can alter the conf variable at most once every time unit. The nurse alarm
will sound, if the variable nurse is set to one. We use channel a to synchronize
the alarm process with the tree schedule process. The alarm process implements
the non-deterministic choice whether an alarm happened or not. In Figure 4, the
clock c constraints state changes (one transmission requires one time unit), the
clock t counts for the cycle, and the clock tall always increases. We use t and tall

for verification purposes only. We can now check the properties defined above
using UPPAAL’s query language:

– P1: A�(P.end → (pap = 1∧ co = 1∧ lap = 1)∨ (pap = 1∧ co = 1∧ pcwp =
1)) ∧ (P.end → (t ≤ 5)): Whenever the system reaches the end, PAP, CO,
and LAP or PCWP have been transmitted. And, the system always reaches
the end withing five time steps.

– P2: A�((adly ≥ 3) ∧ (adly ≤ 4) → ((alarm = 0) ∨ (nurse = 1))): The
system will notify the nurse within three to four time units after an alarm
happened.

– P3: A�((pap conf1 = 1) ∨ (co conf1 = 1) ∨ (lap conf1 = 1)) →
¬((pap conf2 = 1) ∨ (co conf2 = 1) ∨ (pcwp conf2 = 1) ∨ (pap conf3 =
1) ∨ (co conf3 = 1) ∨ (lap conf3 = 1) ∨ (pcwp conf3 = 1) ∨ (pap conf4 =
1)∨(co conf4 = 1)∨(lap conf4 = 1)∨(pcwp conf4 = 1)): When the system
is in configuration 1, the system cannot enter into configuration 2, 3, or 4.
Therefore, The system cannot be switched to different configurations while
it is in a configuration mode.

– P4: A�¬deadlock: The system will always make progress and not deadlock.

Note, compare the complexity involved in checking such properties for general
programs that mix computation and communication in a programming language
like C. We can easily now connect the communication layer with the computation
layer through buffers and a specification when values get read and written in
these buffers (as we have done in [9]). Also note that we generate the schedule
from high-level specifications [35].

5.4 Simulating the System

We use Simulink to simulate our patient monitoring system. We implement the
patient monitor and connect it to a model of a human cardiovascular system [36]
using TrueTime [37]. TrueTime supports simulating network communication for
real-time control systems. The human cardiovascular system implements a heart
model and produces different physiological parameters of the heart.

In our simulation, we implement the tree schedule defined in Section 5.2. Fig-
ure 5(a) provides an overview of the Simulink model and Figure 5(b) shows the
resulting PVR value of a sample run of the simulation. The human cardiovascu-
lar system abstracts the implanted body sensors that report PAP, LAP, CO, and
PCWP to the external PVR monitoring system. The tree schedule runs inside
the network code machine (NCM) implemented on top of TrueTime. We can
implement the tree schedule inside a state machine using the StateChart block.
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Fig. 5. Simulation of tree schedules for the human cardiovascular system example

The human cardiovascular system components connect with the TrueTime
network, and the monitoring system receives the physiological parameters
through the network. The basic elements of TrueTime are the TrueTime send
block, the TrueTime network block, and the Network Code Machine block that
implement the tree schedule. The monitoring system use TrueTime receive blocks
to receive data over the network. If we enter the subsystems of the system model,
we will see the detailed interactions of Matlab, Simulink, and TrueTime elements
for each subsystem. Before starting the simulation, we set the parameters of dif-
ferent elements of the system model such as network type, number of nodes,
data rate and frame size in the TrueTime network block.

6 Conclusion

In this work, we discussed three useful concepts following design decisions that
aim at increasing the predictability and analyzability of real-time systems: re-
source reservation, different types of resource consumptions, and constrained
reconfiguration. Our work on tree schedules created the guiding example for
each of these three mechanisms. Finally, we showed an illustrative example of a
distributed patient monitoring system in which we went through the phases of
specifying, checking, and finally simulating the system.

The mentioned concepts open up many avenues for future work. One can ex-
plore each of the mentioned concepts in more detail for different resource types and
investigate how to join them together into one framework for multiple resources.
Another interesting problem is compositionality of resource consumptions and ev-
idence. This points to the question of how can one place confidence in the whole
system from having evidence that all the individual modules work as specified.
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Abstract. We discuss the construction of an assurance case for the pace-
maker software. The software is developed following a model-based tech-

nique that combined formal modeling of the system, systematic code

generation from the formal model, and measurement of timing behavior

of the implementation. We show how the structure of the assurance case

reflects our development approach.

Keywords: assurance case, pacemaker challenge, model-driven devel-
opment, real-time software.

1 Introduction

We consider the problem of developing an assurance case for the real-time car-
diac pacemaker software, representative of life-critical systems in which many
complex timing constraints are imposed. This work was motivated by the Pace-
maker Grand Challenge, the first certification challenge problem issued by the
Software Certification Consortium (SCC) [1]. Boston Scientific has released into
the public domain the system specification for a previous-generation pacemaker
to have it serve as the basis for a challenge to the formal methods community.
In [2], we proposed a safety-assured approach for the development of pacemaker
software. In this paper, we consider how the features of our development process
are reflected in the structure of the assurance case.

When we develop a real-time system, guaranteeing timing properties on its
implementation is an important but non-trivial issue. It becomes essential if
the real-time system is a safety-critical one in which violation of timing prop-
erties can result in loss of life. We focus on how to systematically implement
time-guaranteed real-time software from a given model and how to convincingly
demonstrate the safety of the software.

Several concepts and approaches can be effectively integrated to contribute
to the development of safety-assured real-time software. The model-driven de-
velopment (MDD) approach is steadily gaining popularity in the development of
embedded software. According to the MDD concept, we create a formal model
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of the real-time system, verify the model, and generate an implementation code
from it. In order to validate the result and check the timing constraints on the
implementation, we perform measurement-based timing analysis on the imple-
mentation and revise the implementation and the model according to the timing
analysis result, repeating the verification process if necessary.

Many safety critical systems, such as avionics systems and medical devices, are
subject to regulatory approval. Once the system is implemented, it is necessary
to present development documentation to the regulators for review. Currently,
this process is lengthy and expensive. Certification costs constitute a significant
fraction of the development costs for regulated systems.

Assurance cases are currently seen to be holding a promise of both reducing
certification costs and improving the quality of certification by tying it to the
evidence. An assurance case is a documented body of evidence that provides
a convincing and valid argument that a specified set of critical claims about a
system’s properties are adequately justified for a given application in a given
environment [3]. Yet, there are few commonly accepted ways of constructing
assurance cases. There is evidence that a poorly structured assurance case can
hamper the evaluation process, rather than help it [4]. Clearly, there is no “one
size fits all” structure, and software developed through different processes is
likely to require different arguments about its safety. The case study put forth in
this paper aims to discover appropriate structures for one development approach,
namely model-driven development.

The contribution of this paper is the construction of an assurance case for real-
time software developed using a model-driven safety-assured process based on for-
mal modeling, rigorous code generation from the verified model, and subsequent
validation of the timing characteristics of the developed code. We believe that
other model-driven development frameworks will be amenable to similarly struc-
tured assurance cases. Our ultimate goal is to arrive at an accepted assurance case
template that can be applied to a variety of safety-critical software-based systems.
Having such a template will simplify regulatory approval of these systems, by mak-
ing the argument easier for the evaluators to follow. While this goal still lies ahead
of us, this work can be seen as the first step in the right direction.

The remainder of the paper is organized as follows: Section 2 explains the back-
ground of the case study. Section 3 presents the overview of our development
process and demonstrates its application to the development of the pacemaker
software. Section 4 presents the assurance case for the pacemaker software in
its relation to the evidence generated during the development. We discuss re-
lated issues in Section 5 and present a review of previous work related to topics
addressed in this paper in Section 6. Section 7 concludes the paper.

2 Pacemaker Operation

2.1 Heart

A human heart has four chambers: right and left atria, and right and left ven-
tricles. De-oxygenated blood from the body is collected in the right atrium and
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then pumped into the lungs via the right ventricle. In the lungs, carbon dioxide
in the blood is replaced with oxygen. This oxygenated blood then passes through
the left atrium and enters the left ventricle, which pumps it out to the rest of
the body.

From an electrical point of view, the heart is a pump made up of muscle
tissue, controlled by an intrinsic electrical system. An electrical stimulus gener-
ated periodically (normally about 60-100 times per minute) by the sinus node,
located in the right atrium, travels through the conduction pathways and causes
the heart’s chambers to contract and pump out blood. The atria are stimulated
and contract shortly before the ventricles are stimulated and contract.

Under some conditions, this intrinsic cardiac system does not work properly
and the heart rate becomes overly fast or slow, or irregular. In these situations,
the body may not receive enough blood, which causes several symptoms such
as low blood pressure, weakness, and fatigue. To avoid these symptoms, a pace-
maker can be used to regulate the heartbeat [5].

2.2 Pacemaker

A cardiac pacemaker is an electronic device implanted into the body to regulate
the heart beat by delivering electrical stimuli over leads with electrodes that are
in contact with the heart. These stimuli are called paces. The pacemaker may
also detect natural cardiac stimulations, called senses. We refer to cardiac paces
and senses collectively as events.

A pacemaker must satisfy three fundamental medical requirements: the rate
at which the cardiac chambers contract must not be too high; the rate at which
the cardiac chambers contract must not be too low; the ventricles must contract
at a particular interval after the atria contract. These general requirements are
concretized by setting specific values or ranges to configurable parameters for
the pacemaker.

The pacemaker can operate in a number of modes, distinguished by which
chambers of the heart are sensed and paced, how sensed events will affect pac-
ing, and whether the pacing rate is adapted to the patient state. In this paper,
we concentrate on the VVI mode, in which the pacemaker senses only ventric-
ular contractions and performs only ventricular pacing. In this mode, pacing is
inhibited if ventricular contractions are sensed.

A pacemaker in the VVI mode operates in a timing cycle that begins with a
paced or sensed ventricular event. The basis of the timing cycle is the lower rate
interval (LRI), which is the maximum amount of time between two consecutive
events in one chamber. If the LRI elapses and no sensed event occurs since the
beginning of the cycle, a pace is delivered and the cycle is reset. At the beginning
of each cycle, there is a ventricular refractory period (VRP), usually 200-350 ms.
Chaotic electrical activity in the heart immediately following a pace may lead
to spurious detection of sensed events that can interfere with future pacing. For
this reason, sensing is disabled during the VRP period. Once the VRP period is
over, a sensed ventricular event inhibits the pacing and resets the LRI, starting
the new timing cycle. Hysteresis pacing can be enabled in the VVI mode, when
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the pacemaker will delay pacing beyond the LRI to give the heart a chance of
resuming normal operation. In that case, the timing cycle is to a larger value,
namely the hysteresis rate interval (HRI). In our implementation, hysteresis
pacing is applied after a ventricular sense is received, and disabled after sending
a pacing signal.

3 Model-Driven Development of Pacemaker Software

3.1 Overall Process

We propose a safety-assured development process for real-time software. The
proposed process follows a model-driven development approach with the em-
phasis on ensuring that the implementation satisfies timing properties that are
satisfied in the model. Fig. 1 shows the overall process.

During the requirements and design phases of the software life cycle, devel-
opers first start from formal modeling with timed automata of the real-time
software. Second, model checking is performed on the timed automata model
with respect to desired properties using a real-time model checker such as Up-

paal. We focus on safety properties, especially timing properties which require
that a certain event should happen no later than a specific delay. Given a verified
formal model, an implementation code is synthesized in the third step.

In the fourth step, we check to see if the same properties checked on the
model are still satisfied by the code running on a target platform. If some timing
properties are not satisfied by the code, we measure how much actual time
deviates from the expected. During the fourth step, we find a timing tolerance
value, Δ, through the measurement-based timing analysis. Guards in the code
are modified with this Δ to make the code satisfy timing properties. Once it
is confirmed that the code satisfies the desired timing properties with the Δ,
changes of the code, i.e., modified guards with the Δ, are reflected to the model
in the fifth step. If the modified model still satisfies all the properties, the overall
process ends. Otherwise, the process is repeated by revising the problematic
model and the code. We describe each step with the pacemaker example in the
following subsections.

3.2 Formal Modeling

We used the Boston Scientific’s system specification for a pacemaker [6]. Be-
cause timing constraints are so prevalent in the specification of the pacemaker,
it is intuitive and straightforward to use timed automata [7] as our modeling
language. Here we use the Uppaal tool [8] to specify a timed automata model
of the pacemaker in VVI mode.

We extracted properties to be satisfied by the VVI mode pacemaker from the
system specification. LRI, HRI, and VRP are considered the most important
timing periods which should be guaranteed by the VVI mode pacemaker. Fig. 2
shows two automata for Ventricle and Heart, representing the controller for ven-
tricular pacing in the VVI mode and a heart model as the environment for model
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Fig. 1. Overall process of a safety-assured development for a real-time pacemaker
software

verification, respectively. Our heart model is the most permissive environment
that is ready to accept a pacing signal whenever it is sent and can choose to
deliver a sensing signal at any time.

The Ventricle automaton shown in Fig. 2(a) represents sensing signals from
the ventricle and emission of ventricular pacing signals to the heart, according
to the LRI, HRI, and VRP timing periods. Values of these intervals are captured
as parameters of the automaton.

Event channels are used to communicate between pacemaker and its environ-
ment. VPace and VSense are channels for sending pacing signals and for receiving
sensed events, respectively. A question mark after the channel name represents
input from the channel, while an exclamation mark denotes output to the chan-
nel. The automaton has two states, WaitRI and WaitVRP, described below.

– WaitRI: The pacemaker starts from this state (denoted by the double circle)
and waits for a ventricular sensing or pacing event. If sensing does not occur
before the RI period ends, the ventricle controller sends a pacing signal to
the heart (Transition 2) and the timer x is reset. The RI value is reset to
LRI and hp is set to false, indicating that hysteresis pacing is not used in
this case. When a ventricular sense occurs, Transition 3 is taken, where the
timer x is reset, hp is set to true and HRI is assigned to RI, which allows a
longer period to elapse before pacing . Once the ventricle is paced or sensed,
current state is changed to WaitVRP.

– WaitVRP: In this state the pacemaker waits for a VRP period to elapse. It
returns to the WaitRI state after a VRP period by setting hpenable to hp
and started to true. hpenable and started are auxiliary variables to be used
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(a) Ventricle controller model

(b) Heart model

Fig. 2. Uppaal model for a pacemaker in VVI mode

in property description for model checking. started is initially false and holds
true after the first visit of WaitVRP.

3.3 Formal Verification

We mapped the timing requirements to the following verification queries in Up-

paal. Below, A� means that the property must hold in every state along every
execution. Notation P.x denotes a variable x defined in the automaton P.

– PropDeadlock: A�(¬deadlock ). This property expresses the deadlock free-
dom in the model.

– PropLRI: A�(¬Ventricle.hpenable ⇒ Ventricle.x ≤ Ventricle.LRI). When hys-
teresis pacing is disabled, the LRI period should not be exceeded between
any two pacing or sensing events.

– PropHRI: A�(Ventricle.hpenable ⇒ Ventricle.x ≤ Ventricle.HRI). When hys-
teresis pacing is enabled, the HRI period is used in place of LRI.

– PropVRP: A�(Ventricle.WaitRI ∧ Ventricle.started ⇒ Ventricle.x ≥
Ventricle.VRP). Except the initial state, the pacemaker can be in the state
WaitRI, where sense signals are accepted, only after the VRP period expires.

When we performed model checking on the model shown in Fig. 2 with the above
four properties, we confirmed that the model satisfied all these properties.

3.4 Code Generation

We implemented the pacemaker software on a hardware reference platform of
the Pacemaker Formal Method Challenge [1], which is based on a Microchip
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8-bit PIC18F4520 MicroController Unit (PIC18 MCU) [9] running at 40 MHz
clock speed. We generated a single-threaded code where the timed automata
models are implemented inside a single loop. The code checks the current enabled
transitions and takes one of them in each iteration.

The code generation algorithms adapts the techniques used in the Times

tool [10] to produce code for the PIC18 MCU board. While the platform is
substantially different from the one supported by Times, the code structure is
essentially the same and we can reuse the correctness properties of the Times

algorithm.

3.5 Validation of the Generated Code

We utilized MPLAB SIM, a software simulator for PIC18 MCU in the MPLAB
Integrated Development Environment (IDE) [9] to execute the code and measure
its timing. We tested the generated code under a variety of testing scenarios
that cover all sequences of sensing and pacing events of length two that are
qualitatively different with respect to the VRP and LRI periods.

Timing analysis of the observed event sequences was used to validate the
code. An iteration of the validation cycle (see Fig. 1) was necessary to obtain
the bounds on event processing delay, update the model to reflect these delays,
repeat the verification, and re-generate the code. Testing of the re-generated code
did not reveal any violations of the timing properties. Details of the validation
process and timing analysis can be found in [2].

4 Assurance Cases

We created an assurance case to demonstrate that the implemented code is
safe to operate, with the intention of providing a guiding example of assurance
cases to be possibly used in the certification process of pacemaker software. The
assurance case went through multiple review cycles within our group until we
were satisfied that no unaddressed arguments result in significant risk to the
pacemaker software.

Fig. 3 shows the top-level goal (G1) that the pacemaker software for the
VVI mode, implemented as described in Section 3, is acceptably safe. The as-
surance case is implemented using the goal-structuring notation (GSN) [11]. It
concentrates on the pacemaker software, assuming that the hardware platform
is reliable (A1). Two context references (C1) and (C2) were added to clarify
the goal statement. The assurance case is intended to be a part of the larger
case that considers the overall system and makes claims about the assumptions
made here.

The element (S1) describes the strategy we are using to argue the goal (G1):
it is achieved by satisfying requirements, assuming that the designer extracted
all the important properties related to the software safety from the system spec-
ification (A2). With this strategy, the goal (G1) is converted into the goal (G2),
to show that the implementation satisfies all the desired safety properties within
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G1

The implemented 
pacemaker software is 
acceptably safe to operate in 
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was implemented by a 
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C2
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paces and senses only in the 
ventricle and pacing is 
inhibited when the pacemaker 
gets sensing S1

Arguement by 
satisfaction of 
requirementsC3

Requirements are 
extracted from the system 
specification provided by 
Boston Scientific

A

A2

The designer extracted all the 
important properties related to 
the software safety from the 
system specification

G2

The implementation satisfies 
all the desired safety 
properties within acceptable 
timing tolerances

S2

Argument by model-
driven development

C4

Timing tolerance is allowable 
timing interval within which 
functionalities or safety of the 
system are not harmed 
significantly

G3

The model satisfies all 
the desired properties

G4

The code generation process 
transforms the model into the 
code correctly

G5

The synthesized code satisfies 
all the desired properties with 
the timing tolerance

A

A1

The hardware platform on 
which this software runs 
is reliable

Fig 4
Fig 5 Fig 6

Fig. 3. The pacemaker assurance case - the pacemaker software is acceptably safe

acceptable timing tolerances. Context reference (C4) clarifies the meaning of
timing tolerances in this context. Arguing by following the model-driven devel-
opment approach (S2), the goal (G2) is supported by three subgoals: the model
satisfies all the desired properties (G3), the code generation process transforms
the model into the code correctly (G4), and the synthesized code satisfies all the
desired properties with timing tolerance (G5).

Fig. 4 presents the argument for goal (G3). The model (M1) is the timed
automata model of the pacemaker shown in Fig. 2. Four desired properties de-
scribed in (C5) are described in Section 3.3. Conformance of the model to each
property is argued by a separate subgoal ((G6)–(G9)), using model checking
results as evidence.

Fig. 5 argues the goal (G4). Two strategies (S4) and (S5) were used to split
the goal (G4). One of the subgoals supporting (G4) is that, in the context of
using the Times tool (C10), the code synthesis of the Times tool for the verified
model is correct (G10). Correctness arguments for the the code synthesis of the
Times tool given in [12] are used as evidence (Ev5) to support (G10). Since we
had to manually modify the code generated by the Times tool to port it on the
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VRP (Ventricular Refractory Period)

Fig. 4. The pacemaker assurance case - The model satisfies all the desired properties

G4

The code generation process 
transforms the model into the 
code correctly

Fig 3

S4

Argument by use of 
a reliable tool set

G10

The code synthesis of the 
Times tool for the verified 
model is correct

Ev5

Correctness 
argument of the 

TIMES code 
synthesis

S5
Argument by 
harmless manual 
modification

C10
We use the TIMES 
tool as a reliable 
tool set

G12

The manual modifications confined 
to platform-specific parts do not harm 
the correctness of the Times code 
generation

Ev7

Code level 
property 

checking result

Ev6

The code 
showing manual 

modifications 
(main.c)
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The manual modifications 
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Fig. 5. The pacemaker assurance case - The code generation process is correct
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pacemaker platform, we have to supplement this argument with the claim that
manual modifications do not alter correctness of the code. Two subgoals, (G11)
and (G12) identify the nature of the modifications, with code review results as
evidence (Ev6), and demonstrate that they do not affect the functionality. In
the latter case, results of code validation are used as evidence (Ev7).

G5

The synthesized code satisfies 
all the desired properties with 
timng tolerance

Fig 3

S6

Argument over all 
desired properties

G13

The code satisfies 
deadlock-freeness property

G14

The code satisfies the 
property PropLRI with 
timing tolerance

G15

The model satisfies the 
property PropHRI with 
timing tolerance

G16

The code satisfies the 
property PropVRP

Ev8

Proof for the 
property 

preservation of 
the TIMES tool

S9

Argument by testing

G19

Software test result for the 
PropVRP showed no 
violation

Ev11

Test result of the 
PropVRP in the 

instrumented 
code

J

J1

The property of the form of 
A[](P) can be checked by 
checking if P is true at the end 
of every loop of the 
check_trans function in main.c

Fig 7 Fig 7

Fig. 6. The pacemaker assurance case - the code satisfies the properties

Fig. 6 addresses the third subgoal of (G2). It argues that the synthesized
code satisfies all the desired properties with the timing tolerance (G5). Again,
the argument is presented as a separate subgoal for each of the properties. The
deadlock freedom property (G13), which does not involve tolerances, is ensured
by the guarantees provided by the Times tool, which is used as evidence (Ev8).
The other three subgoals, (G14)–(G16), are established through the code level
checking based on the justification (J1) that a property in a form of A�(P) can
be checked in the code by checking if P is true at the end of every loop with a set
of test cases. As shown in Fig. 6 and Fig. 7, (G14), (G15), and (G16) are argued
by testing and rephrased by subgoals (G17), (G18), and (G19), respectively.
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Fig. 7. The pacemaker assurance case - the code satisfies PropLRI/PropHRI

Note that the argument structure for the claim (G16) is simpler than the
ones for (G14) and (G15) because the property PropVRP had been satisfied in
the code all the time and no alterations were made to the corresponding guards
in the code and the model. On the other hand, the properties PropLRI and
PropHRI were satisfied in the modified code which involves relaxation in the
corresponding guards (See (G17) and (G18) in Fig. 7). The context information
for the guard relaxation was described in (C11) which can be instantiated with
concrete values.

5 Discussion

Limits of the case study. We begin the construction of the assurance case with
the requirements phase of the development. In a real system, the safety argument
would also cover hazard analysis and offer claims that hazards are appropriately
mitigated by the requirements. We omitted this phase to concentrate on the
model-drive aspect of the development process. This decision also matches the
current setting of the Pacemaker challenge, which begins with the pacemaker re-
quirements by Boston Scientific. It makes sense to assume that the requirements
were properly engineered with respect to hazard.

Similarly, we assume the nominal behavior of the underlying platform. We
thus omit the questions of fault tolerance both in the development process and
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in the assurance case construction. An assurance case for a complete system will
of course have to deal with these issues.

Alternative ways to organize the assurance case. There can be alternative ways
to construct the assurance case. When an assurance case has the same or similar
structures within it, those common structures can be possibly merged and placed
in an upper level. For example, the argument structures for (G14), (G15), and
(G16) are similar and they have a common strategy “Argument by testing” as
found in (S7)–(S9). “Argument by testing” can be placed in an upper level of
(G14)–(G16), accompanied with logically consistent modifications to other parts.

Similarly, “Argument over all desired properties” are also commonly found
under (G3) in Fig. 4 and under (G5) in Fig. 6 because we used the same strat-
egy for arguing the property satisfaction in the code as well as by the model. It is
possible to change the overall structure of the assurance case by placing “Argu-
ment over all desired properties”, found in (S3) and (S6), above “Argument by
model-driven development” (S2) and modifying other parts consistently. Note
that these modifications do not change the logic of the argument, but may affect
the size of the assurance case as we combine common nodes in different branches.

Alternative sources of evidence. In general, argument for a claim can vary and
be supported by different kinds of evidence. For example, in our case study we
relied on testing to establish timing properties of the generated code. If a higher
level of safety is desired, we would resort to more rigorous worst-case execution
time analysis using, for example, the aiT tool [13]. However, this change in
technology affects only one claim, and the overall structure of the assurance case
is not affected.

Ideally, when multiple alternatives can be used as evidence, we should aim
to quantify the level of assurance each alternative brings and match it against
the level of assurance required for the system. However, quantitative comparison
cannot be achieved given today’s state of the art. Even qualitative comparison
of alternatives is difficult in many cases. This is an important direction of future
work for our group.

Significance of the work. We believe that our case study is the first step towards
developing assurance case templates for systems developed through model-driven
processes. Model-drive development typically includes stages of modeling and
model verification, code generation (manual or automatic) with respect to the
model, and validation of the generated code and the whole system. In our ap-
proach, each of these stages correspond to a separate claim (or, in general, a set
of claims) in the assurance case. This structure makes it more intuitive to follow
during the evaluation and provides a clear connection to the evidence obtained
in each phase.

6 Related Work

In [14], the authors considered a practice of using assurance cases in the devel-
opment and approval of medical devices and addressed some of the important
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issues surrounding the possible adoption of assurance cases by the medical de-
vice community. It was mentioned that a set of agreed argumentation patterns
(templates) would be useful to manufacturers and reviewers. They suggested
that creating and publishing a series of FDA-approvable archetypes for different
kinds of medical devices be undertaken to ease the transition of assurance cases
into the medical device community. With the same intention as theirs, we took
a step forward by developing an argumentation template for another medical
device, the pacemaker.

The process of assurance case construction and reuse can become more sys-
tematic through documentation of reusable safety case elements as patterns.
In [15], ‘Safety Case Patterns’ for the reuse of common structures in safety
case arguments were suggested. Assurance case patterns for security have been
studied [16]. Our approach to the assurance case construction presented in this
paper may lead to the development of assurance case patterns for model-driven
development.

There are other case studies for assurance cases. In [17], the authors described
an industrial application of assurance cases to the problem of ensuring that a
transition from a legacy system of the Global Positioning System (GPS) to its
replacement will not compromise mission assurance objectives. The assurance
case demonstrated to the Air Force that the transition posed no major mission
assurance concerns and this conclusion was validated by a successful transition.

7 Conclusion

We presented an approach for the construction of assurance cases for the model-
driven development of safety-critical software. As a case study, we considered
software for a cardiac pacemaker in the VVI mode. The assurance case ties
together all the evidence collected during the development process. Several sim-
plifications were applied in the process of constructing the assurance case, to
keep the size of the case study under control and to concentrate on the aspects
specific to model-driven development.

Future work includes the development of rigorous methods for the evaluation
of assurance cases. For bigger systems, we also plan to study compositional
construction of assurance cases. This will allow us to simplify certification of
component-based systems based on product-line architectures.
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Abstract. This paper presents an approach aimed at simplifying devel-
opment of portable Linux applications, suggesting a method of detecting

compatibility problems between any Linux application and distribution

by means of static analysis of executable files and shared libraries.

In the paper we concern the idea of successful launching of application

in a distribution. A formal model is constructed that describes interfaces

invoked during the program launching. A set of conditions is derived

that should be satisfied by application’s and distribution’s files in order to

make it possible for application to successfully launch in distribution. The

Linux Application Checker tool is described that supports the approach

and allows to detect portability problems of applications at early stage

of development.

Keywords: Software portability, Software maintenance, Linux.

1 Introduction

Nowadays hundreds of Linux distributions exist. Most of them are based on the
same set of components – Linux kernel, GNU utilities and libraries, KDE or
Gnome desktop environment, etc. Many of these components follow the “Re-
lease Early, Release Often” principle, and new versions can be released every
month or even every week. As a result, different distributions provide different
versions of the same components. Unfortunately, though changes between succes-
sive versions can be relatively small, it is not uncommon for developers to break
backward compatibility. In addition, distribution vendors often modify original
code of components in order to fix known issues, to increase performance or to
add some features that would be unique for their distribution. Thus, there are
a lot of differences in functionality of the same components in different Linux
distributions. This significantly complicates the task of development of Linux
applications that could be launched on as many Linux distributions as possible.

Developers of open source applications usually rely on distribution vendors –
most distributions have a maintainer for every application, who is responsible
for correct functionality of the application in the distribution and can modify its
code, if necessary. However, application should be rather popular to be included
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in many distributions; and even for open source programs, increasing portability
allows to save maintainers’ efforts. Finally, sometimes modifications introduced
by distribution developers are criticized by original application authors.

Developers of proprietary software cannot rely on distribution vendors, since
they don’t publish the code and only provide compiled binary files. In this case,
it is application vendor who is responsible for proper functionality of software
product on all supported platforms. However, large amount of existing Linux-
based systems makes systematic testing of application on every platform quite
expensive even for large vendors. Moreover, not only hundreds of different Linux
distributions exist, but many Linuxes run on dozen of hardware architectures.
Many hardware platforms are not broadly accessible, while they are still poten-
tially interesting for application vendors (for example, IBM zSeries platform is
even more interesting for some developers of large enterprise software then the
’usual’ x86).

Very often impossibility of guarantying proper functionality of the product in
many distributions leads to limitation of officially supported systems – usually
to a very few number of distributions that have the major market share, such
as SUSE Enterprise Linux (SLES) or Red Hat Enterprise Linux (RHEL). That
is, vendors do not tend to cover the whole Linux market. But as for end users,
they normally want to have applications for ’Linux’, not for ’RHEL’ or ’SLES’.

Thus, it is desired for application developers to be able to achieve compatibil-
ity of their product with as many Linux distributions as possible. Since manual
testing of applications in every existing system is a very hard task, it is important
to detect as many portability problems as possible without performing runtime
testing. One of the possible approaches that can help here is static analysis of
application binary files. In general, such analysis may not guarantee the full
compatibility of application and distribution, but can allow developers to save
their efforts by decreasing time of problem detection.

The remainder of the paper is structured as follows: Section 2 gives a review
of existing approaches to allow Linux application developers to support as many
distributions as possible. Section 3 introduces a formal approach to analysis
of compatibility of any pair of application and distribution by means of static
analysis of their executable files and shared libraries. Section 4 presents the Linux
Application Checker tool that supports the suggested approach and allows to
detect issues in compatibility between any given application and most popular
Linux distributions. Finally, Section 5 summarizes the main ideas.

2 Existing Approaches

Importance of improving portability of Linux applications is realized by all mem-
bers of the Linux community and all participants of the market – distribution
vendors, developers of open source projects, independent vendors of proprietary
software and end users. Naturally, initiatives and approaches to increasing appli-
cation portability come from different categories of community members. In this
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section we consider the most popular ways for application vendors to achieve
compatibility of their product with existing Linux distributions.

2.1 Using a Testing Farm

The most straightforward way for developers to guarantee compatibility of their
program with some distribution is to thoroughly test the program in this distri-
bution. In order to perform such testing, one should set up a separate machine
(either physical or virtual), install the target distribution there, then install the
program itself and run the tests. During the development process, developers
should have a set of machines with target distributions, where their application
is periodically built and subjected to testing. Such a set of machines is often
referred to as a testing farm.

Large set of target platforms requires large set of machines to be set up. Even
if machines are virtual, this can consume significant resources. Testing farms are
usually served by automated scripts that schedule regularly builds, testing and
other actions. Such infrastructure does not require much efforts for maintenance,
but in general it increases the duration of ’detect problem – fix it – test again’
chain (if compared to the case when developer is able to perform testing directly
on his machine).

In addition, if developers want to cover hardware platform which is not
broadly accessible, then they can find that time of real machines is expensive,
while performance of emulators (if any) is usually poor.

Thus, though runtime testing in all target platforms is a really important
thing, it is desired to detect as many problems as possible before running the
tests inside the testing farm. It is especially important to detect critical issues
whose presence will make the further testing useless.

2.2 OpenSUSE Build Service

An interesting initiative is provided by the OpenSUSE Build Service (OBS) – an
infrastructure that can used by developers to build their applications for different
distributions without direct access to the target systems. Nowadays, the OBS
supports OpenSUSE, Mandriva, Fedora, Debian and Ubuntu; more systems to
be added in future [4]. Though it is clear that periodic build of a large variety of
applications requires significant resources, so it is not cheap to add a new target
distribution.

As for portability, the service allows to handle several kinds of differences
between distributions, such as package format or system file location. However,
many aspects (e.g., differences in the behavior of the same function) are out of its
scope. Surely, developers can integrate execution of automated tests in the build
process – this will allow them to use OBS as a testing farm, whose disadvantages
were discussed above.

Finally, the OBS approach makes sense only for developers of the open source
products, since one have to provide application source code to the service.
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2.3 Creating Standard-Compliant Applications

One more way to create a portable application is to focus on standards for op-
erating systems that specify the set of interfaces that every compliant system
should provide. The advantage of this approach is that standards not only guar-
antee the presence of interfaces, but also specifies all their characteristics that
should be accessible by applications (e.g., behavior of functions). In order to be
able to give such guarantees to its users, every standard usually provides a set of
tests (usually referred to as certification test suite) that perform thorough test-
ing of the standardized interfaces and should be passed by every implementation
in order to confirm its compliance with the standard. Thus, if application uses
only standard interfaces, it is guaranteed that application will demonstrate the
same behavior in all standard-compliant distributions.

In the Linux world, the most famous standards are POSIX and Linux Stan-
dard Base (LSB), that concern Application Programming Interface (API) and
Application Binary Interface (ABI) correspondingly. Both POSIX and LSB take
into account existing systems (UNIX-like systems in case of POSIX and Linux
in case of LSB) and try to standardize only those items that are implemented
in all major distributions and proved to be mature, stable and useful. In those
cases when some interface is provided by all systems but with slightly different
characteristics, both POSIX and LSB try to specify only those aspects that are
common for all implementations; relying on other aspects is not recommended
for developers.

However, no standard can cover all possible interfaces – for example, POSIX
only concerns the core system libraries (specifying about 1.000 of functions) and
utilities. LSB covers more libraries, including some desktop and multimedia ones;
however even its scope is still not broad enough for many programs – LSB 4.0
contains specifications for 57 libraries and about 38.000 functions, but a usual
Linux distribution on a single DVD disc provides about several thousands of
libraries and hundreds of thousands of functions [6]. Finally, trying to specify
the ’common core’ of existing systems often leaves many interface characteristics
unspecified or declared to be ’implementation defined’.

Thus, among the existing methods described above, only the latter approach
allows developers to avoid runtime testing of their applications in every target
distribution. However, the main disadvantage of the approach (small coverage of
existing interfaces) is hard to fix – standardization can be even more complicated
and expensive task than development of tests, since creation of tests is usually
only a part of the standardization process [10].

In this paper we suggest an approach that can be used to detect certain
portability issues without runtime testing, allowing to decrease the time spent on
problem detection. To detect portability problems, a lightweight static analysis
of binary files of application and target distributions is used. The approach
can be also used in cooperative with the standard-oriented method in order to
analyze portability of those application parts that are not covered by existing
standards.
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3 Static Analysis of Interfaces Involved in Interaction
between Distributions and Applications

Let Distros and Apps be the sets of all the Linux distributions and applications
respectively. Below we will consider compatibility aspects of some application
A ∈ Apps and some distribution D ∈ Distros. First, let’s clarify what do we
mean under compatibility.

In general, interaction between two systems is performed by means of inter-
faces – one participant provides interfaces, the other uses them. For example, op-
erating systems provides libraries that export functions, applications load these
libraries and call their functions.

If distribution D provides a set of interfaces Ip and application A uses a set
of interfaces Ir, then in order for successful interaction between A and D to be
possible, the following condition is necessary:

Ir ⊆ Ip (1)

This is a very general criterion – in every particular case one should point out
concrete kinds of interfaces that should be taken into account. Provided that all
possible kinds of interfaces and their properties are taken into account, this is
also a sufficient condition.

For practical usage, it is important to have a way to analyze which interfaces
are provided by distribution and which are used by application. Every interface
may have a large set of different properties, all of which can be divided on two
groups:

1. Properties that can be checked statically, without a need to invoke the in-
terface (e.g., function signature).

2. Properties that require runtime testing (e.g., function behavior).

Surely, this classification is not ultimate – for example, one may claim that
function behavior can be verified statically if its source code is available; and
on the opposite side, even checking function signature in some situations may
require function invocation (e.g., when there is no access to its declaration, but
only to binary library that exports this function).

In this paper, we consider only those interfaces between Linux distributions
and applications for which the condition 1 can be checked statically at a relatively
low cost. Though the resulting set of interfaces is quite limited (in particular, it
doesn’t include any behavioral aspects), satisfaction of the condition 1 for this set
guarantees that the application can be successfully launched in the distribution.
To start with, let’s clarify what we mean under these two words.

In our work, we consider binary applications – that is, applications that consist
of binary executable files and shared libraries (shared objects, in Linux termi-
nology). Any application in our model is a set of binary files, every of which is
either a shared library or an executable file. Similarly, every Linux distribution
is considered to be a set of shared libraries and binary executables.
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Let’s say that the application A successfully launches in distribution D, if
dynamic loader in this distribution is able to form an executable image of the
application in memory and pass the control to the application’s entry point.

In Linux, for executable files and shared objects the Executable and Linking
Format (ELF) is used, described in [1] and [2]. An ELF file can be self-sufficient
in that sense that it may not require any external interfaces to be present in the
system and work directly with hardware (maybe using low-level kernel interfaces,
if direct access to hardware is not allowed). In this case dynamic loader just
loads the file into memory and right after that passes control to its entry point;
however, such files are used rarely and are not interesting for us.

Most programs nowadays use the advantage of dynamic linking, leaving the
task of implementing routine functions for system libraries and concentrating
only on unique features of their own. In this case dynamic loader has to per-
form much more actions to form a memory image for application. The precise
algorithm is quite complex [5], but we are interested only in the following steps
where the process can fail because distribution doesn’t provide interfaces with
required properties:

– Check that ELF files participating in dynamic linking have format acceptable
for the loader – don’t contain unknown ELF sections, have proper target
hardware architecture, etc.

– Resolve dependencies on libraries – detect which shared libraries should be
loaded to satisfy application’s needs.

– Check that all dependencies on versions of binary symbols required for the
loaded files are satisfied.

– Resolve addresses of external binary symbols of every loaded file – for every
such symbol the actual implementation should be found among the loaded
libraries.

After these tasks are complete, a memory image is constructed and dynamic
loader passes control to the entry point of the file being launched. If this point
is reached, we can say that the application has been successfully launched (in
our terms).

Using the terms from the dynamic loading algorithm description, we can make
our representation of Linux applications and distributions more accurate – every
application and every distribution is considered as a set of ELF files, every of
which can provide and require libraries, binary symbols and symbol versions.
Using this representation, in the next sections we will derive a set of conditions
that should be satisfied in order for the application A to be successfully launched
in the distribution D. All these conditions can be checked statically by analyzing
ELF files of application and distribution without a need to actual installation and
launching. Moreover, there is no need to emulate the work of the dynamic loader
– all conditions can be checked in a much more simple way and a lightweight
analyzer can be developed to automate this process.

Now let’s consider every kind of interfaces involved in the dynamic loading
process.
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3.1 ELF Sections

The ELF format evolves quite slowly (if compared to other parts of the Linux
ecosystem). However, from time to time significant additions are introduced and
files that use these additions cannot be used in older systems. The most notable
example of the last years is introduction of the .gnu.hash section aimed to pro-
vide hashing with higher performance than the ’usual’ .hash section. Introduced
in 2006, this change led to the fact that programs compiled in new generation
of distributions (such as RHEL 5 or Fedora 6) failed to run in previous releases
of the same systems (RHEL 4, Fedora 5) [3].

Though such significant changes are introduced very rare, one should remem-
ber about them and check that dynamic loaders in target distributions support
all aspects of the ELF format that are used in the application files. Thus, if
SysSupportedELF (D) is a set of ELF features supported by the distribution
D, and FileReqELF (f) is a set of ELF features used by the file f , then the
following condition should be satisfied in order to launch application A in D:

∀f ∈ A → FileReqELF (f) ⊆ SysSupportedELF (D) (2)

3.2 Shared Libraries

Let SharedLibs be a set of all shared objects in the Linux ecosystem. Every
library lib ∈ SharedLibs is characterized by its soname (a special name visible
to dynamic loader which may or may not be equal to the library file name) and
hardware architecture: lib = (soname, arch). It is the soname that is ’required’
by ELF files; however, when looking for library that provides the requested
soname, dynamic loader takes into account both library’s soname and name of
its file – if any of them matches the requested soname, than the loader picks the
library up to satisfy the request. Thus, if soname of some library differs from its
file name, then this library should be represented in the SharedLibs set by two
entities: (soname, arch) and (filename, arch). Let FileProvLibs(f) to be a set
of SharedLibs elements provided by a file f (this set consists of either one or
two elements).

Every ELF file can have a set of DT NEEDED entries in its dynamic section
that store sonames of libraries required by the file. Let’s designate this set of
required libraries as FileReqLibs(f). This is a subset of our SharedLibs set,
with target hardware architecture of every FileReqLibs(f) element been equal
to target architecture of the file f itself (that can be detected on the basis of
Class and Machine fields of the ELF header, as described in [6]).

For every distribution D, we are interested in the whole set of libraries pro-
vided by it, which is a union of libraries provided by all distribution files:

SysProvLibs(D) =
⋃

f∈D

FileProvLibs(f)

For applications, on the opposite, one should build a set of required libraries
that are not provided by the application itself and thus are expected to be present
in the system:



364 D. Silakov and A. Smachev

AppReqLibs(A) =

=
⋃

f∈A

FileReqLibs(f) \
⋃

f∈A

FileProvLibs(f)

The second necessary condition that should be satisfied in order for the ap-
plication A to be launched in the distribution D is that all libraries required by
A should be provided by D:

AppReqLibs(A) ⊆ SysProvLibs(D) (3)

3.3 Symbol Versions

A specific feature of ELF files in Linux is possibility of assigning a particular
version to any binary symbol – different (from the source code point of view)
functions or global variables can be made visible on the binary level under the
same name but with different versions. This allows to keep backward compat-
ibility with old applications when library developers decide to change function
behavior – the old function implementation in this case becomes frozen and vis-
ible on the binary level with the same name as before. The new implementation
is also visible under this name, but with a different version.

Every version is a simple literal string. Information about versions exported
by file and versions required by it is stored in the appropriate ELF sections.
When loading a file into memory, the system loader compares the set of required
versions with versions provided by libraries loaded as file dependencies. Let’s
designate the latter set as FileLoadedLibs(f, D); it is built using the following
algorithm:

1. Set FileLoadedLibs(f, D) = ∅.
2. Put all FileReqLibs(f) elements to FileLoadedLibs(f, D) and to a tempo-

rary AddedLibs set.
3. For each library l ∈ AddedLibs, calculate dependencies FileReqLibs(l) of

the ELF file that represents the library, calculate its difference with the
FileLoadedLibs(f, D) and union such differences to a new set:

FileIndirectDeps(f, D) =

=
⋃

l∈AddedLibs

FileReqLibs(l) \ FileLoadedLibs(f, D)

4. If FileIndirectDeps(f, D) is not empty, then put all its elements to the
FileLoadedLibs(f, D) set.
Rebuild AddedLibs to be equal to FileIndirectDeps(f, D).
Set FileIndirectDeps(f, D) = ∅ and go to step 3.

5. Otherwise, everything is done and FileLoadedLibs(f, D) is built.

Thus, the FileLoadedLibs(f, D) set consists of libraries directly required by the
file (that is, FileReqLibs(f) ⊆ FileLoadedLibs(f, D)), expanded with libraries
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recursively loaded as dependencies of these libraries in a particular distribution.
Since dependencies of system libraries are specific to a particular distribution,
the FileLoadedLibs set for the same file f can be different on different systems.
That’s why we write that this set is a function of both file f and distribution D.

Let SysProvV ers(f, D) to be a union of versions provided by files from
FileLoadedLibs(f, D). With FileReqV ers(f) standing for versions required by
the file f , we can formulate the following necessary condition that should be
satisfied for the application A to be launched in the distribution D:

∀f ∈ A → FileReqV ers(f) ⊆ SysProvV ers(f, D) (4)

3.4 Binary Symbols

If all previous checks are completed successfully, the dynamic loader proceeds
with resolution of external binary symbols for the files been loaded. Every binary
symbol is unambiguously identified by name and version: s = (name, version).
The resolution process is similar to the one for versions of binary symbols – the
loader takes a set of binary symbols required by file (FileReqSyms(f)) and then
compares it with SysProvSyms(f, D) – a set of symbols provided by libraries
from the FileLoadedLibs(f, D) set. So one more necessary condition for the
successful launch is like the following:

∀f ∈ A → FileReqSyms(f) ⊆ SysProvSyms(f, D) (5)

Strictly speaking, there can be a situation that if f ∈ A is a shared object,
then it is never launched directly, but only loaded along with other files. In
this case some symbols required by it can be provided not by libraries from the
SysProvSyms(f, D) set, but by libraries from SysProvSyms sets for files that
are loaded together with f , since finally all these files are joined to a single im-
age. Build tools in Linux allow programmers to perform such tricks. However,
dependencies of the same library in different systems can vary (and may change
as time goes by), so these tricks are not considered to be a good practice, espe-
cially from portability point of view. In our work, we ignore such possibility and
treat 5 as required condition.

Now let’s consider the fact the sets of required and provided versions are con-
structed automatically during application or library build as unions of versions
of required and provided symbols respectively. That is,

version ∈ FileReqV ers(f) ⇔ ∃s = (name, version) ∈ FileReqSyms(f)

version ∈ SysProvV ers(f) ⇔ ∃s = (name, version) ∈ SysProvSyms(f, D)

So if 5 is satisfied, then 4 is also satisfied, that is, 5 ⇒ 4, and it is actually
enough to only check the condition 5. However, in real systems a number of
required symbols is usually much more greater than number of required versions,
so 4 can be checked much more faster. Thus, it may still make sense to check
4 in order to detect possible problems at early stage, without deep analysis of
binary symbols.
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3.5 Sufficient Requirement

Up to this moment, we have considered the four necessary conditions 2, 3, 4 and
5 that should be met in order for the application A to be successfully launched
in the distribution D. Since we have considered all interfaces involved in the
launching process, then the sufficient condition of the successful launching is a
conjunction of these conditions. As we have shown above, 5 ⇒ 4, so the final
sufficient condition can be formulated as a conjunction of 2, 3 and 5:

∀f ∈ A → FileReqELF (f) ⊆ SysSupportedELF (D)
AppReqLibs(A) ⊆ SysProvLibs(D)

∀f ∈ A → FileReqSyms(f) ⊆ SysProvSyms(f, D)

3.6 Method Value

It is clear that the approach suggested allows to detect only a limited set of
compatibility problems; many kinds of issues (such as runtime function behavior)
are out of its scope. In order to estimate the value of the approach in the real
world, we have performed investigation of issue trackers of several Open Source
projects and calculated percentage of issues that could be avoided if our approach
were applied before the product release. We took into account errors concerning
missing libraries and symbols; errors concerning symbol versions are relatively
rare so they are joined with other symbol-related issues in the ’Failed symbols’
column. Finally, it was found that issues related to the ELF format are very
rare, so we haven’t included them in the table below.

For our analysis, we have selected three popular applications that are broadly
used in all Linux distributions – OpenOffice.org, Firefox and MySQL. In addi-
tion, we have investigated issues reported in the Launchpad software portal that
provides hosting for more than 18,000 of Open Source projects. In our research,
we have considered only critical bugs (either issues with severity set to ’Criti-
cal’ or ’Blocker’, or issues with the highest priority). Results of the analysis are
shown in Table 1. The ’Total issue’ column contains number of all critical bugs
reported for the project; it would be also useful to calculate total number of
bugs that concern portabilty, but this will require detailed investigation of every
issue and is too time-consuming, so we haven’t gathered such statistics.

Table 1. Number of issues in different projects that could be detected using the
approach

Product Total issues Failed symbols Failed libraries Percentage

OpenOffice.org 20,000 190 110 1.5

Firefox 19,000 254 114 1.9

MySQL 6,400 98 20 1.8

Launchpad 42,000 95 60 0.3
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It is clear that large applications that are actively used on almost all Linux
distributions have greater percentage then relatively small projects hosted at
the Launchpad whose target audience is, in general, much more smaller. Some
projects from the Launchpad are not the binary ones, but created using inter-
preted languages (such as Perl or Python). For such programs, our approach is
not applicable. Also note that our investigation only concerned bugs detected by
customers, not by developers – that is, these are primarily bugs in the released
products missed by QA teams.

Thus, using the approach suggested, large applications could decrease the
number of critical issues discovered by customers by 1-2%. At the first glance,
this is not a very high number, but it can be achieved at a very low cost –
for example, the Linux Application Checker tool described below can perform
all necessary analysis fully automatically, so developers will only have to spend
several minutes launching the tool and checking the reports.

4 Linux Application Checker

The approach presented in this paper is implemented into an automated tool
called Linux Application Checker. The tool can be used to analyze application
binary files (in a form which is usually distributed to users) and check conditions
2, 3 and 5 for application and every distribution known to the tool. For every
distribution, a verdict is given if application can be successfully launched there,
and if not, a detailed list of compatibility problems is provided.

Data about distributions is collected by separate automated tools as described
in [6] and is shipped with the tool, so the set of supported distributions is fixed
for every tool version. The data collection process is fully automated and doesn’t
require for distribution to be installed – the analysis is performed on the basis
of distribution installation packages (RPM and Deb packages are supported). In
order to collect information about binary symbols and their versions exported
by distribution libraries, these libraries are analyzed using ’readelf’ and other
tools from GNU Binary Utilities [7]. The same tools are used by the Application
Checker to analyze application binary files on the user side.

The set of supported distributions is constantly updated; as of April, 2010,
the tool contains knowledge about 63 distributions on Intel x86 architecture
and 51 systems on x86-64 one (also known as AMD64). The tool supports five
more hardware architectures: PowerPC, PowerPC64, IA64 (Itanium), S390 and
S390X (IBM zSeries); for every of these platforms, knowledge about two dozens
of distributions is collected (this number is smaller than for x86 and x86-64 due
to the fact that many Linux variations don’t support these platforms).

Finally, since the data collection process is fully automated and all necessary
tools (including the Application Checker itself) are open, it is not hard for users
to add data about any distribution they like.

It is important to note that Application Checker contains knowledge not about
all libraries in every distribution, but only about a limited set of them (about
1,500 for every system). The thing is that according to empirical studies, there
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are a lot of libraries in the Linux ecosystem that are used very rarely (usually
only by their developers), so it is unlikely that they will be required by any
third-party applications [9].

In addition to data necessary to check the conditions 2, 3 and 5, the Appli-
cation Checker also contains information about libraries and functions included
in the latest version of the LSB specification. For LSB-compliant distributions,
these libraries and functions are guaranteed not only to be present in the system,
but to provide all the functionality required by LSB. Thus, if application under
analysis uses only interfaces included in LSB, developers can be sure that the ap-
plication will not only successfully launch, but will also be able to work properly
in all distributions compliant with LSB. For symbols and libraries that were once
considered as LSB candidates but were rejected by the LSB workgroup (usually
due to their deprecated status or known bugs in the existing implementations),
the tool provides developers with appropriate warning messages, suggesting an
alternative, if possible.

While a positive result from the Application Checker does not guarantee that
application will run correctly in all distributions, it can notably reduce the port-
ing and testing costs; the tool it is easy to use, doesn’t require much user actions
and still able to detect a noticeable set of errors. Data from the LSB knowledge
base makes the tool even more valuable, allowing people to combine standard-
oriented development with the approach suggested in this paper.

Nowadays, Linux Application Checker is recommended by the Linux Foun-
dation [8] to all software developers who want to improve cross-distribution
portability of their applications. Moreover, it is possible for application vendors
to apply for LSB certification using Application Checker reports – the tool has
possibility to automatically submit reports to the LSB Certification System.

5 Conclusion

Existence of Linux applications that can be used in any Linux distribution with-
out modifications are greeted with applause by all members of the Linux commu-
nity – distribution vendors (who don’t want to maintain huge sets of patches for
every application in their systems), independent software vendors (who would
like to support as many platforms as possible) and end users (who don’t want
to be bound to a particular distribution just because their favorite software
doesn’t support the other systems). However, large variety of existing distribu-
tions makes it hard to develop and to support a product that would run every-
where, especially for proprietary vendors who cannot rely on any third parties
when solving portability problems.

Development of products compliant with some standard may help in some
respect, but existing standards cover only a small piece of the Linux ecosystem.
So systematic runtime testing on every target platform remains the most popular
approach for guarantying compatibility, but in case of large variety of platforms
it becomes too expensive.

In this paper, we have suggested an approach to detect portability problems of
applications by means of lightweight static analysis, without a need for runtime
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tests. In general, the approach doesn’t guarantee full compatibility of application
and distribution, but it allows to check that the application at least can be
successfully launched in the distribution. Problems concerning impossibility of
launching of application are not rare in the real world.

The approach is based on the formal model of interfaces involved in the pro-
cess of application launching. In the paper we use formalization to derive unam-
biguous conditions (both necessary and sufficient) of this process. Existence of
clearly formulated and unambiguous requirements allows to create automated
tools that can check these requirements.

The Linux Application Checker tool combines two techniques of increasing ap-
plication portability without runtime testing. First, it allows to analyse program
compatibility with different distributions using the approach described in this
paper. Next, it supports development of applications that meet requirements of
the Linux Standard Base specification by checking application compliance with
LSB and suggesting alternatives for libraries and functions that are not included
in the standard.

In our work, we have considered only programs represented as binary exe-
cutable files and shared objects in ELF format. Applications that are written
using interpreted languages (such as Java, Perl or Python) are beyond the scope
of this paper. The approach can be extended to cover interpreted languages, too,
since they also usually have some analogues of libraries exporting sets of func-
tions that are used by applications. However, the concept of successful launch is
not so clear for such applications, since there is no analogue of dynamic loader
that resolves all external dependencies before passing control to the application
itself. It can appear that even if a system doesn’t provide all necessary interfaces,
the application still can function correctly inside it until the missing interface is
invoked. Nevertheless, it can still be desired to require that all interfaces that can
be potentially invoked by the application should be present in the system. Our
approach can be extended to cover this area, but derivation of formal necessary
and sufficient conditions of compatibility will require investigation of interaction
between application and interpreter, and this interaction can be actually specific
to every particular interpreter language.
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Abstract. The paper presents a method for conformance testing of In-
ternet electronic mail protocols. The method is based on formal specifica-

tion of the standards following the approach of the contract specification,

and designing tests as traversal of a state machine. The paper presents

the implementation of the method for the most widely used e-mail proto-

cols SMTP, POP3 and IMAP4 and is illustrated by the results of testing

of popular e-mail servers.

1 Introduction

Emails are fundamental to modern communications between people. Hundreds of
millions of emails float every day around the Internet. Reliability and correctness
of the emailing infrastructure is vital to the modern information society. In this
article we concern two aspects of these questions: (1) reliability of mail transfer in
the Internet and (2) delivery of the email to recipient, typically a human being.

Most of emails in the Internet are transferred by means of SMTP – Simple Mail
Transfer Protocol [1]. It is a text-based protocol with two parties: a client and a
server. Client issues commands and server executes them, returning status code
and other details if needed. SMTP has its own overlay network over TCP/IP
comprised by numerous mail servers and relay agents used to forward emails
between various domains. A feature of SMTP is that each physical server could
operate as both SMTP client and SMTP server: being a server it accepts an
incoming email and becomes a client to forward it to a next hop.

SMTP is used to send messages, but when an SMTP implementation identifies
itself as the final destination of an email it stops forwarding the mail and places it
in an internal implementation-specific storage. To retrieve emails from the stor-
age end-users utilize other protocols: POP3 (Post-Office Protocol, version 3 [2])
or IMAP4 (Internet Mail Access Protocol version 4 [3]). Both protocols are text-
based with distinct roles of clients and servers. Clients get access to the storage
through issuing protocol commands and servers provide required information in
their replies. Typical POP3 and IMAP4 implementations support only one role
at a time - either the server or the client.
� This work was supported by RFBR grant 10-07-00145-a and by Rosnauka grant
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On its way from the originator to the recipient an email is processed by a
number of intermediate mail agents. A typical case is that those servers come
from different vendors thus having different implementations of the email pro-
tocols. The total reliability of emailing infrastructure substantially depends on
the compatibility between implementations as well as functional correctness of
each implementation.

Nowadays protocol conformance testing is the basic method of attesting im-
plementations compatibility. The rationale for this statement bases on the sug-
gestion of good protocol design: if two implementations conform to the protocol
specification then they are compatible, they can correctly communicate with
each other. In this paper we do not consider whether this assumption holds for
the Internet mail protocols, we provide an approach to the conformance testing
of such protocols.

The proposed approach allows to sequentially seamless transform test cases
based tests into model based tests with saving the functionality and workability.
On the first steps only testing approach transformation and testing protocol
model forming take place while further steps allows easily extending of test suite
for certain functionality checking.

2 Related Works and Motivation

Despite of more than twenty-year history of mail protocol service and existence
of dozens of SMTP/POP3/IMAP4 implementations still there are no open and
implementation-agnostic conformance test suites for those protocols. We believe
there are several reasons to explain the absence of such test suites:

1. the mail protocols seems simple;
2. developers focus testing on the aspects of mail server development that are

unrelated to conformance: parameter processing, security, internal storage,
performance, etc.

Let’s consider these reasonings in more detail. First, the simplicity of the mail
protocols is seeming. One can easily see that SMTP, POP3 and IMAP4 manifest
a number of non-trivial issues:

1. mail protocols are underspecified: a large part of functionality is left to im-
plementation developers; specifications prescribe several variants of possible
system behavior;

2. mail protocols are nondeterministic, the standard allows various system be-
havior alternatives including refusal in mail message delivering or connection
tear;

3. mail protocols requirements differ in the level of obligations (MUST, SHOULD,
MAY and others);

4. protocol architecture is extensible, protocols implementation may use
different extensions for supplemental functionality or even overlapping
functionality.
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Listed features demonstrate complexity of the task of conformance test for email
protocols.

Second, developers has to focus testing on another big issue of mail server
development: processing of a large number of settings necessary for practical
use – parameters of routing, authentication, security, mail messages depository,
etc. We studied test suites developed by several open source implementations:
Apache James, Sendmail, Dovecot, Qmail, Postfix. The test suites turned out to
be tightly coupled with the implementations under test (IUT) and non-portable
to servers from other vendors, they utilize implementations features setting
parameters, access to the internal state, execution in the same process with
the implementation. Tests designed for one implementation could not be ap-
plied to other implementations. Moreover, as the analysis showed, these tests
are inappropriate for conformance testing, they are oriented to verification of
implementation-specific settings that are not directly connected with SMTP,
POP3 and IMAP4 standards. The problem is that such approach to testing
doesn’t guarantee servers’ compatibility to the standard. The situation is even
worse: our conformance tests detected a serious functional defect in James server
– cycling at certain conditions – that was overlooked by the James functional
tests.

Also it is necessary to note that there is a special tool developed in Apache
Project – Mail Protocol Tester (MPT) – for verifying correctness of server replies.
The input data for this tool is a script that specifies server stimuli and expected
server replies. The program uses regular expressions for specify expected replies
of IUT. If a reply mismatches the regex program stops and throws the mistake
message. Apache James MPT provides only basic testing facilities and does not
support branching, cycles and parameters usage in tests.

Exact relationship between tests and standard’s requirements allows hard
confidence in terms of a user of mail service. As the example with server James
shows, thorough testing of internal functions of implementation doesn’t guaran-
tee the functional quality of implementation in real environment.

We believe that the problem of conformance testing to the standards of mail
protocols has significant practical importance. The ultimate goal of our research
is to propose new test system architecture and the technique for developing sys-
tem elements which are suitable for specific mail protocols features. In this paper
the new technology for conformance test suite development is presented. This
technology includes several test development steps with steps being constructed
in a way that each step may be final. The novelty of presented method is the abil-
ity of sequentially transformation of testing model in which in each step testers
get workability tests (model, program, depends on step). At the beginning of
test suite development one have to write test cases or take available test cases.
In the further steps the interface model is building, then the addition of states
to already built model is performing. After these steps have executed tester got
test suite with same functionality as after first step. But on this step it is more
easily to extend the test suite by extending the specification. The presented ap-
proach is model-based and focuses solely on conformance and does not consider
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other aspects of email infrastructure validation, such as interoperability testing,
performance testing, reliability testing etc.

As an example of proposed method application an opensource conformance test
suites for basic functions of SMTP, POP3 and IMAP4 protocols was delevoped by
the instrumentality of this method.

The paper is structured as follows: Section 3 gives an overview of the existing
approaches to protocol conformance testing and discusses why model-based test-
ing and UniTESK technology is used in our approach. Section 4 provides a quick
introduction to UniTESK technology that lays in the basis of our approach and
Section 5 introduces the approach used to develop test suite for SMTP, POP3
and IMAP4. In section 6 we present the test suites for SMTP, POP3 and IMAP4
developed so far and Section 7 discusses pros and cons of the proposed approach.
Section 8 summarizes results achieved by now and highlights directions of future
research.

3 Mail Protocol Testing

In the contemporary industry conformance testing of protocol implementations
is mostly based on manual development of test suites consisting of independent
test programs written in specialized or general-purpose programming language.
Such programs are referred to as test cases; they implement stimulus construc-
tion, passing generated test inputs to the IUT, reading and analysis of observed
outputs [4].

Academic researchers and practitioners typically consider test cases as one of
the traditional testing methods [5,6,7] while model based testing is considered
as new method solving many unsolved with traditionally methods problems (for
instance, imprecise coverage of IUT functionality and manually development of
requirements traceability). The method proposed in this paper considers model
based testing as extension of test cases based approach. In the capacity of pro-
posed method demonstration the development of test suites for SMTP, POP3
and IMAP protocols are presented.

Let’s consider requirements for test suite. Test suite for conformance testing
must possess the following properties.

1. Requirements traceability. Tests must correlate with the requirements stated
in the standards. It must be clear for each requirement which test it is covered
by.

2. Variety of settings for implementations features (MUST, SHOULD, MAY
and others). There must be an option to define the set of requirements sup-
ported by an IUT and avoid requirements that IUT does not implement.

3. Completeness of test suite in terms of requirements coverage. Resulting test
suite must cover at least all obligation requirements.

Test cases approach doesn’t provide evident traceability of requirements. Re-
quirements completeness in terms of coverage in such approach is also compli-
cated. Approaches based on TTCN-3 [8] and JUnit [9] require external tools to



Specification Based Conformance Testing for Email Protocols 375

establish connections between tests and requirements such as traceability ma-
trixes. The weakness of such tools is that the requirements are not an integral
part of the tests.

Besides that large number of tests presented as separate programs results
in code redundancy or complex and complicated connections. It is necessary to
use methods permitting decomposition of test suites and providing requirements
traceability.

Required possibilities are given by tools based on formal method approach.
Utilizing of formal specifications allows to:

1. define formal connections between requirements and tests; automatically
backtrace quality of testing in terms of specification coverage;

2. using model repeatedly for checking correctness of implementations behavior;
3. generate test stimuli in terms of model and automatically filter redundant

stimuli.

Also when choosing a method for generating test sequences it is necessary to take
into account features of mail protocols. Particularly because of protocol behavior
is nondeterministic and underspecified, one should choose approaches providing
test sequences generation with a glance of IUT replies. As well when testing mail
protocols it is complicated to make prediction for result or define equivalence
of traces. Automatic verdict generation from specifications postconditions may
solve the problem of verifying correctness of IUT behavior.

There are many instruments and approaches for testing. NModel [10] repre-
sents model system in C# language and provides basic facilities for on-the-fly
testing and coverage maximization. But for on-the-fly testing test developer must
write separate program describing complex traversal strategy.

The previous version of SpecExplorer (2004) [11] was implementing on-the-
fly testing ability but this version is no longer supported. In the last version of
SpecExplorer (2010) [12] on-the-fly testing is not documented. Toolkit Conformiq
Qtronic [13] does not provide on-the-fly testing, instead it generates TTCN-3 test
scripts.

Toolkit UniTESK [14,15] supports formal specifications notation, automated
on-the-fly test stimuli generator (code-level, there is no need to write separate
program) and automated test results analysis. So we decided to use this tech-
nology for this project.

In UniTESK technology formal specifications which formalize requirements as
pre- and post- conditions are used for generation of test sequences. Also for test
sequences generation must be given a certain finite state machine (test state ma-
chine). The test process in UniTESK is automatic traversal of test state machine
in which IUT behavior is automatically verified by test oracles; test oracles are
generated from formal specification. The utilizing of formal specifications allows
automating verification of behavior correctness and estimation of hard confi-
dence; presenting test as state machine makes possible to automatically generate
long and various sequences of test events.

Authors used presented method for developing test suites for protocols SMTP,
POP3 and IMAP4. From tools implementing the UniTESK approach JavaTESK



376 N. Pakulin and A. Tugaenko

[16] was chosen. JavaTESK uses the programming language Java with a number
of extensions for record formal specifications and specify tests.

4 UniTESK Technology Overview

The standard format for Internet protocol standardized documentation is de-
fined by documents RFC (Request for Comment). Requirements in these docu-
ments are stated in English and correspond informal text that describes desirable
system behavior. In the UniTESK technology (Fig. 1) specialized specification
languages – extensions of Java and C – are used for record requirements.

Fig. 1. UniTESK test suite architecture

Recording the informal requirements of standardized documentation in formal
language represents the protocol model. In UniTESK approach the formal model
is constructed in terms of finite state machine. Transitions between states may
be given in explicit or in implicit way. In case of explicit definition of transition
the model contains algorithm for calculating next state and protocol reaction.
Presentation of implicit transition is a predicate which defines restrictions on
acceptable states and protocol reactions.

Specification in JavaTESK usually consists of one or few specification classes
which describe states and transitions of modeling protocol. Protocol transitions
are presented as special methods (specification methods). In addition there is
a possibility to define restrictions on acceptable set of states by means of type
invariants (type restrictions) and state variable invariants.

Definition of implicit transitions realized as pre- and postconditions. In pre-
conditions there are restrictions on acceptable stimulus parameters values and
on states from which stimuli may be given. The IUT may react on stimuli by
changing state, giving a reaction or both. Postconditions define acceptability of
demonstrated behavior.

For modeling IUT behavior one uses the set of data structures which referred
to as abstract states. For verdict pronouncement about the correctness of IUT
behavior UniTESK uses data from model abstract state.
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In UniTESK both stimuli for the IUT and its reactions are described in terms
of model; model is defined by the formal specifications. Correlation between the
model and the IUT is established by an intermediary – mediator – which trans-
lates stimulus parameters from model form to protocol messages, IUT reactions
to model representation and if necessarily transports changes from the IUT state
to the abstract state.

Test scenario defines stimulus sequence applied to IUT. The metamodel of
finite state machine is used as the theoretical basis for constructing scenarios. In
JavaTESK test state machine is defined in scenario class which contains the pro-
cedure for calculating current state and iterator of test stimuli. The JavaTESK
tool contains test engine for constructing test stimuli sequences from test state
machine description.

5 The Proposed Method for Mail Protocols Conformance
Testing

Mail protocols may be in several states. When receiving certain stimulus they
generate and send reactions and jump to another state or leave in current. With
a glance of this fact on the basis of instrument UniTESK the method for test-
ing mail protocols was developed. The proposed method may be considered as
method with sequentially seamless transformation from test cases based test-
ing to the model based testing (if tester already has test cases) or as method
for sequentially model based tests creation. The proposed method contains the
following main steps.

1. Analysis of knowledge domain. Developing of examples and elementary tests.
This step doesn’t give any visible results but it is important for detailed
protocol understanding and helps in implementation of next steps.

2. Creation of requirements catalogue. Requirements catalogue is a database or
a table with description of requirements. Catalogue’s record contains not only
requirement’s description but also requirement’s identifier, type (syntax or
functional), severity, link to the place in the RFC and maybe other attributes.

3. Designing of lite protocol model. Lite protocol model includes information
about commands and about possible reactions to these commands. Experi-
mental test consists of specification, mediator and scenario classes. Specifica-
tion class on this step includes only signatures of methods; all verifications are
making in scenario class. Such test referred to as linear test; applying stimuli
and reading reactions are process in certain order defined in scenario class.

4. Designing of conceptual protocol model. Extracting states of basic protocol.
Creation of test state machines with dedicated states. Expanding experi-
mental test – addition the block which makes transitions between states.
Conceptual model defines behavior of observing system as operations on
some set of abstract components and composing objects. These components
are used only for behavior modeling and may not conform to the model
extraction. Addition of block for making system transitions between states
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turns test from linear to automatic test. In this step construction of stimu-
lus sequence is made from test state machine traversal; applying stimuli and
reading reactions are made only from acceptable states.

5. Requirements formalization. Relocation of verification of IUT responses into
specification class. Checking completeness and consistency of requirements
is made while formalizing requirements. The result of this step is the formal
protocol specification written on one of the special program languages.

6. Enhancement of scenario and specification for covering all requirements. In
this step scenario classes contain only stimuli. The order of stimuli is formed
from state machine traversal and depends on applying stimuli in certain
states conditions. Usually one scenario class is responsible for the certain re-
quirements section. For covering all formal requirements few scenario classes
may be needed.

7. Execution of test suites and analyzing the results. Analysis may show that
not all requirements are covered by generated test suite. If not all require-
ments are covered then step 6 must be repeated until covering all require-
ments from catalogue.

If at the beginning of test suite development tester has test cases or if tester is
experienced in model based tests creation then the first step may be skipped.
Also we note that given order of steps is not singular. So, steps 3 and 4 may be
combined. And step 5 may be performed in parallel with steps 3 and 4. Also a
number of iterations may be executed within the bounds of the described steps
sequence.

6 Method Application for Protocols SMTP, POP3 and
IMAP4 Testing

The first step of test suite development for SMTP, POP3 and IMAP4 implemen-
tations was analysis of knowledge domain and familiarizing the testers with the
protocols. Then the requirements from RFCs were elicited and categorized for
commands and replies, routing, notifications, server settings, mail headers, mail
body, etc. On this basis of the catalogue the lite protocol models were designed;
test state machines sent commands:

1. for SMTP: EHLO, HELO, MAIL, RCPT, DATA, and others;
2. for POP3: USER, PASS, LIST, STAT, RETR, DELE, TOP and others;
3. for IMAP4: tag plus command word LOGIN, EXAMINE, CREATE, DELETE,

RENAME, SELECT and others.

Protocol replies were specified – for SMTP: three digit numeric code – reply
code; for POP3: “+OK” or “-ERR” replies; for IMAP4: non-obligatory tag plus
“OK”, “NO”, “BAD”, “PREAUTH” or “BYE”.

At that step the test suites generationhada formal interface, specification classes
was consisted of only methods’ signatures; all IUTs behavior correctness verifica-
tions were made in scenario classes. Scenario classes consisted of methods applying
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(by means of mediator classes) stimuli to the IUTs, reading servers responses and
returning verdicts about correctness of severs behavior. Mediator classes trans-
formed the IUT stimuli format to model systems format and vice versa.

Then the basic protocol states were introduced. On this step the new blocks
responsible for making model system’s transitions between states were added to
the scenario classes. Specification classes were not changed.

In the next step blocks responsible for verification of IUT behavior correctness
and blocks that make transitions between systems states were relocated from
scenario classes to specification ones. Scenario classes solely applied stimuli to the
IUT. From now certain commands could be passed only from acceptable states
of state machines. The possibility of such verification is achieved by recording
acceptable states in preconditions of specifications. Iterator every time checks
the current state and whether the applying of the next command is allowed in
current state. Also it gives the opportunity to check the fact that servers don’t
send commands from forbidden for such commands states.

7 Discussion

To the lows of the method based on formal specifications one may attribute
the absence of the quick test suites updating ability. To develop new test it is
necessary to thoroughly study requirements, formalize and classify them. Only
after these preparations one may set out to write specification, adaptor and tests.
Due to the preparation stage including specification development the period for
new test development is increasing.

On the other hand, after specification, mediator and scenario classes are imple-
mented one gets not a single test but a set of tests responsible for the corresponding
requirements class. Also it is necessary to note that the lengthy preparatory stage
happens only in case of incomplete formal specification. If formal specification is
available tests may be generated quickly – just by modification of scenario class.
Moreover, if the task is to make complex test then the utilizing of formal specifi-
cation approach gives result more easily and quickly than test cases approach.

The major drawback of the proposed method is availability of an implementa-
tion: at every stage the tests and specifications are being validated against a real
implementation. As a result, this method is not directly applicable for protocols
that do not have existing implementations.

One of important advantages of this method is separating the verdict as-
signement from test sequence generation. The oracle which is generated from
specification postconditions is responsible for verdict assignement. Thanks to
this separation test developer does not need to handle verdicts while testing cor-
rectness of IUT behavior. Having a dedicated place (specification) in which all
checks of IUT behavior correctness are kept helps reusing the oracle in different
test scenarios.

Utilizing of formal specifications allows formulation the exact unambiguous
hard confidence criteria – testing may be completed when all elements of appro-
priate formal specifications are covered. UniTESK provides support to dynam-
ically access covered requirements and allows to define some selecting criterion
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for scenarios – if applying of certain scenario doesn’t increase test coverage then
system misses it and moves to the next scenario.

8 Results and Further Research

For SMTP we elicited 51 basic requirements, 43 of them are related to server
commands and replies (11 of them are mandatory and 4 are optional), 8 re-
lated to routing (all are mandatory). For POP3 we elicited 58 requirements for
basic commands, 5 of them are mandatory and 6 are optional. For IMAP4 43
requirements were elicited for basic commands, 7 of them are mandatory and 2
are optional. The scope of the project was the basic functions of the protocols,
other functions such as notifications messages for delivery failures message, mail
gateways to non-SMTP domains were left out of our project.

All requirements are covered by the developed test suites. The tests were
applied to open source mail servers – Apache James, hMail Server, Postfix and
Dovecot. Generated tests have detected the following disagreements between
protocol implementations and standards [1,2,3]:

– missing required commands;
– protocol rules violation, such as accepting commands in illegal states;
– wrong reply codes to the protocol commands;
– cycling while redirecting mail.

8.1 Further Research

The common characteristic of mail protocols is that mail protocols are extensible.
Certain extensions complement the existing functionality, i.e. add new require-
ments which do not contradict the requirements from basic standard. But there
are also such extensions which radically alter the protocol structure thereby dis-
carding some requirements from the basic standard. For checking such extensions
one should modify test suites in such a way that requirements that are amended
by extensions have not been verified. Otherwise there will be no opportunity
to reach 100% coverage of all obligatory requirements. Since many protocols be
extensible there is a need for tools providing capability for generating test suites
for various extensible protocols’ implementations – both supporting extensions
and supporting only basic standard functionality. The direction of the future
research is to develop such tool based on JavaTESK.

9 Conclusion

The paper presents an approach to specification-based testing of mail protocol.
Novelty of the method is ability to sequentially transform test cases into formal
model and tests using that model as oracle. Furthermore, in each step tester gets
executable test suite which cover the same functionality as tests produced at the
previous step and may add more checks.
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The approach belongs to model-based testing domain, it uses contract spec-
ifications to formalize protocol specification and on-the-fly test sequence gener-
ation. The implementation of the approach is based on UniTESK technology.
Distinctive features of this method are automated test sequences generation on
basis of formal specifications, test coverage calculating which allows constructing
stimuli in optimal way and also the presence of separate component – oracle –
responsible for verdict about IUT behavior correctness returning.

Developed method was applied for testing of long used mail protocols imple-
mentations. In one implementation (Apache James Server) was found a critical
defect – under specific circumstances while redirecting message the server is
resending the mail to itself and the message never reaches the recipient. The
notification to the originator about undeliverable mail is absent. Description of
steps for reproducing defect is reported to Apache Software Foundation.
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Abstract. This paper is a survey of methods for covering arrays gen-
eration. Covering arrays are used in test data generation for program

interfaces with many parameters. The effectiveness and the range of ap-

plication of these methods are analysed. The algorithms used in these

methods are analysed for their time complexity and memory usage. In

this paper combinatorial, recursive, greedy algorithms are observed. Sev-

eral heuristics for reducing the size and the time for construction of cov-

ering arrays are observed.
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1 Introduction

High complexity of modern computer systems and the necessity of the tasks they
perform make the correctness assurance (i.e. verification) of such systems essen-
tial. To have a notion about the quality and the completeness of the verification
one has to do it methodically. For the methodical verification the testing is used.
Testing is a creation of special test cases and an analysis of the behaviour of the
system in these cases. To assure the quality and the completeness of the verifi-
cation it is required to have as many tests as possible. However, full testing is
unrealisable in practice because the amount of cases in which the real world sys-
tems must be verified is infinite. That’s why a finite (often rather small) amount
of test cases is chosen. The test cases are chosen so that by analysing the be-
haviour of the system in these cases the behaviour of the whole system can be
judged. The choice is usually done by dividing the whole space of test cases into
equivalence classes so that the behaviour of the system varied very little inside
the class and varied a lot if the class is changed. Then for each equivalence class
tests are organised. During the execution of the tests the behaviour of the system
is analysed and the verification is done. The quality of testing is estimated as a
test coverage of equivalence classes.

The amount of classes is always chosen to be finite, because the testing is
limited. However, this amount could still be too big for the effective testing of
the particular project. Often the test cases and the scenarios of the system under
test behaviour are classified by some set of factors, properties and parameters
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each of which can take a finite number of possible values. In this case, different
test cases correspond to all possible combinations of values of selected factors.

Examples of factors used in the test case classification:

• successful/unsuccessful execution of some operation
• branching in the code of the component under test, the value of the corre-

sponding factor is the execution of either ’if’ or ’else’ branch
• rules’ alternatives when testing is based on grammars[33], the values in this

case are possible ways to solve the alternative
• categories when testing is based on division on categories[32]

Often (including the cases above) single occurrence of a factor in the resulting
test suite is not enough for a qualitative testing. It is required to check the
interaction of the factors among them selves i.e. their combined influence on
the system. To perform this check it is required to combine the factors to raise
the quality of testing and to reduce the test suite at the same time because full
examination of all combinations for real systems is very costly.

In this paper methods for combining factors which allow to create test suites
covering pairs, threes etc. of factors are surveyed. These methods generate rela-
tively small test suites and increase the quality of testing for systems possessing
following properties:

• there is a sort of cases or influences on the system which has quite a lot of
parameters or factors which have impact on it’s work.

• the possible values of each input parameter can be divided into rather small
finite number of equivalence classes so that all considerable changes in system
behaviour appear only because of change in class of a single parameter.

• it is known that the errors in the system are mainly caused by some combi-
nations of factors defined by the input parameters’ values

When there is no additional information about dependence between system’s
errors and input parameters or other conditions on values of input parameters
these methods effectively create test suites which cover a big variety of cases.
Otherwise the additional information can be used to create smaller aimed tests.
The methods described in this paper were successfully applied for testing differ-
ent type of systems see [31,25,37]. For example, in [25] a system under test has
4 input parameters with 3 possible values each. If we try to make up all possible
combinations of the parameters’ values we will have 34 = 81 tests. It is not many
but it is obvious that the execution of all of them is quite costly.

The empirical researches [11,37] confirm that in these kind of situations the
majority of errors (up to 70%) are mainly related to some combinations of values
of only two factors. In other papers [20] is shown that the combinations of pairs
of factors in testing improve code coverage up to 80%. In other words if the tests
contain all possible combinations of pairs of parameters’ values then the majority
of the errors will be found. The minimum amount of tests in the example given
in [25] is 9 because covering all pairs of the first two parameters takes 3*3=9
tests. A test suite for this example covering all pairs of possible parameters’
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values containing 9 tests can be generated using the techniques described in this
paper. The resulting test suite can be found in [25].

We can try to generate a test suite which would still be rather small but also
would contain all possible threes of parameters’ values. For the example above
at least 27 = 33 tests are required. It is possible to generate such a suite using
the techniques described in this paper. Using in testing a test suite containing
all possible threes of parameters’ values can find even more errors[11,37].

This paper surveys methods for test suites creation containing all pairs, threes
and lager sets of parameters’ values. Section 2 contains definitions for covering
arrays and the main information about them. Section 3 is devoted to the survey
itself. Finally, conclusion summarises the paper.

2 Preliminaries

Test suites covering all pairs, threes etc. of possible values of input parameters
correspond to mathematical term of covering arrays. Consider there are k factors
which have influence on system behaviour. First factor has n1 possible values,
second has n2 values etc. k-th has nk values. Covering array depth t is a Nxk
matrix, where the values of an i-th factor are in i-th column and any combination
of possible values of any t factors occurs in at least one row of the matrix.

It is not essential what are the exact values, therefore they can be designated
by numbers from 0 to ni−1. A set of numbers (t; k, n1...nk) is called a covering
array configuration, and a set of covering arrays corresponding to this configura-
tion is designated CA(t; k, n1...nk). In configuration (t; k, n1...nk) t – is a depth
of a covering array, k – is an amount of parameters and ni – is an amount of pos-
sible values of i-th parameter. All numbers in configuration are called attributes
of a covering array. Covering array of depth t is also called a t-covering array.

Covering array is minimal if there does not exit covering array for the same
configuration containing less amount of rows. The amount of rows in minimal
covering array for configuration (t; k, n1...nk) is designated CAN(t; k, n1...nk).

If the amount of values for all parameters is the same, i.e. n1 = n2 = ... =
nk = n, corresponding covering array is called homogeneous. It’s configuration
is designated as (t; k, n), a set of such covering arrays – CA(t; k, n).

There are more complex cases of covering arrays - variable strength cov-
ering arrays. In such covering arrays occur all pairs of values of parameters
i1, ..., ip2(2 ≤ p2 ≤ k), all threes of parameters j1, ..., jp3(3 ≤ p3 ≤ k) etc. all
t-tuples of parameters l1, ..., lpt(t ≤ pt ≤ k, t ≤ k), where ip, jp, ..., lp are the
numbers of parameters from 1 to k. These numbers designated with different
letters can coincide. For example, if there are 7 parameters we can be interested
in combinations of all pairs for all 7 parameters, threes of 1st, 2nd, 3rd and 4th
parameter, 4-tuples for 3rd, 4th, 5th, 6th and 7th parameter (see Fig. 1).
We will designate variable depth covering array configurations as
(t1; k, n1...nk; t2, j1...jp2 ; ...; tm; l1, ..., lpm). Fig. 1 gives a visual representa-
tion for configuration (2; 7, n1...n7; 3; 1, 2, 3, 4; 4; 3, 4, 5, 6, 7).

When test suite is described using covering arrays every row of covering array
corresponds to a test and the value in j-th column corresponds to the ordinal
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Fig. 1. Graphical representation of a variable depth covering array configuration

number of equivalence class for j-th parameter. This mapping allows us to use
the mathematical theory of covering arrays for test suite creation. Because of
necessity of reducing the size of test suite it is convenient to use minimal or close
to minimal covering arrays.

In general case there is no effective solution for covering array generation
problem. Seroussi and Bshouty in [19] proved that generation of CA(t; k, n) is
NP-complete using a reduction to the problem of graph 3-colouring. Lei and Tai
in [18] proved that generation of CA(2; k, n) is NP-complete using a reduction to
the problem of finding a minimum vertex cover. Thereby generation of covering
array is NP-complete.

The the amount of rows in minimal covering arrays there is an estimation
[40]:CAN(t; k, n) ≤ (t−1)log(k)/log(nt/(nt−1))∗(1+o(1)) when k, which gives
CAN(t; k, n) ≤ (t−1)ntlog(k)∗ (1+o(1)) when nt, k → ∞. The obvious bottom
bound for the amount of rows in minimal covering arrays is CAN(t; k, n) ≤ nt,
which is based on the notion that all possible combinations of t values each of
which can be chosen n different ways must occur in such an array. As we can see
the amount of rows grows logarithmically when k → ∞, which makes the usage
of covering arrays effective for construction of small and qualitative test suites.

The researches on covering arrays are mainly concentrated on finding minimal
covering arrays for different configurations and on creation of effective (polyno-
mial) algorithms for generation of close to minimal covering arrays. There are
many well known algorithms possessing these properties but they either work
only for particular configurations, either for the majority of configurations give
covering arrays far from minimal.

The goal of this paper is to analyse covering arrays generation methods, reveal
their area of application where they give minimal or close to minimal covering
arrays and finally introduce a new combined technique which will effectively
using the most effective known method generate close to minimal covering arrays
for different configurations.

3 Survey of Algorithms for Covering Arrays Generation

In this survey we tried to cover all algorithms found in papers [4,22,27,28]. Several
additional algorithms were also covered: algorithm for covering arrays genera-
tion using initial homogeneous covering array with similar configuration [5] and
algorithm for combining blocks of homogeneous covering arrays and additional
arrays [25]. We also give such characteristics as time complexity and memory
usage which absent for mentioned above survey papers.
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Existing algorithms for covering array generation can be classified as follows:

• Combinatorial (direct) algorithms use the mapping between covering arrays
and other combinatorial schemes (e.g. sets of Latin squares, finite groups
etc.) which allows to create covering array when the corresponding scheme
is simple enough.

• Recursive algorithms construct covering arrays out of other covering arrays
with e.g. smaller number of parameters or smaller depth

• Reduction algorithms generate covering arrays by modifying and reducing
covering arrays with larger values of the attributes.

• Greedy algorithms consider covering array generation as an optimization
problem for minimizing the number of rows in generated array using tech-
niques for local extremum search.

This survey describes known solutions in particular cases of the NP-complete
problem of covering array generation. The goal of this survey is to find effec-
tive algorithms and heuristics for some particular cases because the problem in
general due to it’s NP-completeness most likely does not have an effective (poly-
nomial) solution. Following properties for the methods found will be defined:

• The range of application of an algorithm i.e. for which covering arrays config-
uration attributes this particular method generates minimal or near minimal
covering arrays and has good time complexity estimations.

• Classes of algorithms used. The dependence of these algorithms on other
algorithms or methods

• Algorithm time complexity, memory usage. For recursive and reduction al-
gorithms time complexity will be calculated only for the algorithm itself
(without calculation of time for initial array construction)

• Dependence of the next row on already generated rows or the rows specified
before. The possibility of generation an array row by row which will give a
memory optimization.

• Possibility of addition the semantic constraints reducing the size of an array.
Semantic constraints do not allow forbidden combinations for test values,
which is very convenient for real world systems.

3.1 Homogeneous Covering Arrays Generation Algorithms

3.1.1 Boolean Covering Array Generation Algorithm [28,29,30]
This direct algorithm generates covering array form CA(2; k, 2) for any k ≥ 1.
The algorithm description can be found in [28]. An array constructed is a minimal
covering array. Time complexity is O(k), memory usage is O(k ∗ log2(k)).

3.1.2 Affine Covering Array Generation Algorithm [25,28]
This direct algorithm generates covering array form CA(t; n + 1, n) where n is
a prime power, n = pk, k ≥ 1, and any t ≤ n + 1. If t = 3 and n = 2k an array
from CA(t; n+2, n) can be built. The algorithm description can be found in [28].
An array constructed is a minimal covering array (either for (t; n + 1, n), either
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for (t; n + 2, n)). Time complexity is O(nt), memory usage is O(n), because an
array can be built row by row. However, for the implementation it is required to
simulate the arithmetic of polynomials in Galois Field, i.e. create multiplication
and addition tables. The table creation will consume O((logpn)4) operations,
storing tables in memory will consume O((logpn)3).

3.1.3 Multiplication Covering Array Generation Algorithm [22,28]
This recursive algorithm generates covering array from CA(t; k, n1 ∗ n2) using
covering array A from CA(t; k, n1) and B form CA(t; k, n2). The number of rows
in the final array is equal to multiplication of number of rows in the initial arrays.
Algorithm is not effective when the number of rows is large because in this case
the generated covering arrays are far from minimal. The algorithm description
can be found in [28]. The final covering array may not be minimal even if the
initial covering arrays are minimal. Time complexity is O(k ∗ (1 + N1 + N2)),
where N1 is the number of rows in the first initial array and N2 is a number of
rows in the second initial array. The required memory is the same because the
array may be built row by row but the initial arrays must be kept in memory.

3.1.4 Generating a Homogeneous Covering Array with Strength of
2 Using Recursive Constructions [22,28]
This recursive algorithm generates covering array form CA(2; m∗n+1, n) using
covering array A from CA(2; m, n), where n is a prime power, n = pk, k ≥ 1.
If the number of rows in the initial array is N, then the number of rows in the
final array is N + p2k − pk. Algorithm is effective when the number of rows
in the final array is logarithmically proportional to the number of parameters.
The algorithm description can be found in [28]. The final covering array may
not be minimal even if the initial covering array is minimal. Time complexity is
n2 + (n + 1) ∗ log2(n + 1) + n ∗ m ∗ ((2 ∗ n + 1)(n3n) + n + 1) [28] and required
memory is O(N +((2∗n+1)(n3n)+n+1)+m), where N is the number of rows
in initial array.

3.1.5 Generating a Homogeneous Covering Array with Strength
of More than 2 Using Recursive Constructions(Roux Theorem)
[2,3,4,5,6,9,22]
This recursive algorithm generates a covering array form CA(3; 2 ∗ k, n) using a
covering array A3 from CA(3; k, n) and A2 from CA(2, k, n). If the number of
rows in the first initial array is N3 and the number of rows in the second initial
array is N2 then the number of rows in the final array is N3 + (n − 1) ∗ N2.
When t > 3 the algorithm generates a covering array form CA(t; 2 ∗ k, n) using
t− 1 initial covering arrays respectively from CA(t; k, n), ..., CA(t− 2; k, n) with
number of rows Nt, ..., Nt−2 respectively. The algorithm description can be found
in [4]. The final covering array may not be minimal even if the initial covering
arrays are minimal. Time complexity is O(2 ∗ Nmax ∗ k ∗ (n + Nmax ∗ (t − 3)))
and required memory is O(2 ∗ k ∗ N2

max) (where Nmax is the maximum number
of rows in the initial arrays (Nt)).
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For all the algorithms above there is no possibility of addition semantic con-
straints reducing the size of the array.

3.2 Heterogeneous and Variable Depth Covering Arrays Generation
Methods

3.2.1 Generation Using Initial Homogeneous Covering Array with
Similar Configuration [5]
This reduction algorithm generates a heterogeneous covering array basing on
a close configuration homogeneous covering array e.g. a covering array from
CA(2; 6, 3, 2, 5, 4, 3, 5) basing on initial array from CA(2; 6, 5). Further research
of particular cases in which this method works effectively is required. Several
ideas can be found in [5].

If we have a homogeneous covering array B from CA(t; k, n), which has al-
ready been constructed, where n is chosen to be so that array B contains
all rows of required to generate covering array A from CA(t; k, n1...nk) (e.g.
n = max(n1...nk)), then we can change the values from B which does not fit in
possible values of A with the values which do fit in. And finally, delete all the
unnecessary (e.g doubling) rows.

The resulting array depends on the way the unnecessary values are eliminated
i.e. it is possible to get different covering arrays for the same configuration. The
minimality of the covering array generated using this method cannot be guar-
anteed, however there are techniques to estimate how close to minimal is the
resulting array [5]. Algorithm requires detailed analysis of arrays’ configuration
and unconventional heuristics. Time complexity and memory usage depend on
particular case. The array construction cannot be optimized by addition of se-
mantic constraints while it is possible to introduce the constraints. Also it is not
possible to optimize the memory usage because the whole initial array must be
kept in memory.

3.2.2 Heterogeneous Arrays Depth t=2 Generation Using Combi-
nations of Blocks of Homogeneous Covering Arrays and Additional
Arrays [25]
This recursive algorithm generates covering array A from CA(2; k, n1...nk),
where k > max(n1...nk). Further research is required to generalise this method
for the cases of t>2 and variable depth covering arrays. The algorithm descrip-
tion can be found in [25]. The final covering array may not be minimal. The
examples given in [25] show that the arrays generated by this algorithm are
rather small. An estimation of the final array size is  logn+1(k)! ∗ (n2 − 1) + 1.
Time complexity is n2 + k ∗ log2(k) and required memory is O((n2 ∗ (n+1)+ k∗
( logn+1(k)!∗(n2−1)+1)), where n ≥ max(n1...nk) is the smallest prime degree
integer. It is not possible to optimize the memory usage because the whole array
is generated at once but not row by row. It is not possible to extend the existing
test suite with this method. It is not possible to add semantic constraints.
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3.2.3 Recursive Generation of Covering Arrays with Depth 2
[1,14,22,28]
The Profile of an Array
Let’s mark by * the entries in the covering array, which can be replaced by any
value and the array would still be covering. The profile (d1...dk) of an Nxk array
is a k-tuple in which the entry di is the number of * entries in the i-th column.

This recursive algorithm generates covering arrays depth 2 if the following con-
ditions are satisfied: ∃A ∈ CA(2; k, v1...vk), number of rows is N, with profile
(d1...dk), and ∀i ∈ [1, k]∃Bi ∈ CA(2; li, wi,1...wi, li), number of rows is Mi, with
profile (fi,1...fi, li) and for which wij ≤ vi∀j ∈ [1, li]. Then using this algorithm a
covering array from CA(2; l1+...+lk, w1,1...w1, l1, ..., wk,1...wk,lk), number of rows
isT = N+max(Mi−di), canbegenerated.Thealgorithmdescription canbe found
in [1]. The final covering array may not be minimal. In [35] a method for lowering
a size of the final array is shown. Time complexity is (N + M) ∗L +

∑k
i=1(Mi ∗ li)

and required memory is (N + M) ∗L +maxk
i=1(Mi ∗ li), where N is the number of

rows in the initial array, M = maxk
i=1(Mi − di), L =

∑k
i=1 li. It is not possible to

optimize the memory usage because the whole array is generated at once but not
row by row. It is not possible to add semantic constraints reducing size of the array.

Further we will consider so called greedy algorithms. This type of algorithms
is often used to solve NP-complete problems. The common principle of such algo-
rithms ismaking the locally optimal choice at each stagewith thehopeoffinding the
global optimum[26]. For covering arrays generation algorithms it means choosing
thenext rowcovering asmanyuncovered tuples as possible.Greedyalgorithmsgen-
erate covering arrays for any configuration, they allow extend existing test suites,
they do not depend on other algorithms but can be significantly improved by cross-
ing with other techniques and, moreover, semantic constraints addition is possible.
However, the array constructed is not always minimal and often is far from min-
imal. For the majority of greedy algorithms the following is true: the better the
time complexity the larger the resulting covering array would be. Also greedy al-
gorithms require more memory than others because all uncovered tuples must be
stored. Generated for the same configuration covering arrays may differ from each
other because several values are taken randomly in process of generation[27].

A separate research should be performed to find the classes of covering arrays
configurations for which particular greedy algorithm will be the most efficient.
We will leave this problem out of scope in this paper. We will consider greedy
algorithms are applicable for generation of covering arrays for any configuration.

3.2.4 Algorithm Based on Addition of a New Parameter (IPO) [18]
This greedy algorithm can be effectively applied for extending the existing cov-
ering array from CA(t; k, n1...nk) to array from CA(t; k + p, m1...mk...mk+p),
where ni ≤ mi, i ∈ [1, k], and j : j ∈ [1, k], nj < mj and/or p > 0.

First a covering array depth t for the first t parameters (all combinations) is gen-
erated. Add (m+1)st parameter. Horizontal growth: set the next parameter values
into a new column to cover as many t-tuples as possible. Vertical growth: add rows
to the array to cover the rest t-tuples. Carry on until all parameters are added.
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In [18] the algorithms of horizontal and vertical growth for case when t=2 are
described. When t>2 these algorithms can be simply modified. Time complexity
is: O(t ∗ k6 ∗ dt(dt + k + dt ∗ k)) Total required memory: O(t ∗ k ∗ dt), where
d = max(n1...nk). It is not possible to optimize the memory usage because the
whole array is generated at once but not row by row. It is not possible to add
semantic constraints reducing size of the array in the initial algorithm, but it
can be modified so that the constraints would be considered.

3.2.5 Family of Greedy Algorithms Based on Choosing the Best Row
from Candidates [7,22,23,24,36]
This family of greedy algorithms can be effectively used for extension of an
existing covering array. To implement variable depth covering arrays generation
corresponding heuristics should be introduced (see below). For particular config-
urations the area of application for a heuristic can be found experimentally. For
creation a covering array from scratch see [7,17,21,22,23,24,36]. For extension of
existing arrays – no researches were found.

The array is built row by row until all t-tuples are covered. Each row is
generated N2 times and the row covering most tuples is chosen. Row is generated
by inserting values into parameters in some order. Order is formed by heuristic
PR1 which tells which parameter to be chosen first and heuristic PR2 to solve
the ties. Value for chosen particular parameter is chosen using heuristics V R1

and V R2. Algorithm is repeated N1 times and the best solution is chosen.
The majority of commerce and open source test data generating tools use greedy

algorithms for covering array generation. See Table 1 for the heuristics used.

Table 1. Heuristics used in programming tools for covering array generation

PR1 PR2 V R1 V R2 N1 N2

AETG [7,23] RAND - V IN MAX UC RAND ≤ 50 ≤ 50

TCG [36] MAX N BY ORD V IN MAX UC BY ORD 1 max(n1...nk)

DDA [24] δ BY ORD δ BY ORD 1 1

Jenny[17] RAND - No heuristics, exponential time - 1 1

Symbols used: RAND – the best is chosen randomly, MAX N – the param-
eter having the most possible values is chosen first, δ – the parameter which
is included in some set number (=δ, see [22]) of uncovered t-tuples is chosen
first (or the value covering δ uncovered t-tuples is considered to be the best),
BY ORD – pick the first by order, V IN MAX UC – the value covering in the
most uncovered t-tuples (the values of the previous parameters are already fixed)
is considered to be the best.

Several tools for which no descriptions of heuristics used were found [21]:
CATS, TestCover.com, CaseMaker, Pro-test.

Time complexity depends on heuristics used and can be estimated as: (k ∗
(f(PR1)+ f(PR2)) ∗ d ∗ (f(V R1)+ f(V R2))), where d = max(n1...nk),f(PR1),
f(PR2),f(V R1), f(V R2) – time complexities for corresponding heuristics. Re-
quired memory: O(t ∗ k ∗ dt), where d = max(n1...nk). Covering array can be
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built row by row but it is required to store all already built rows in memory –
no possibility to optimise. Algorithm allows addition of semantic constraints.

Further greedy algorithms based on solving an optimization problem are con-
sidered. The optimization problem for covering arrays generation is defined as
follows: Σ – is a set of feasible solutions, arrays which can contain uncovered
tuples. Cost c(S) associated with each array S ∈ Σ, c(S) – is a number of uncov-
ered tuples. An optimal solution corresponds to a feasible solution with overall
(i.e. global) minimum cost. If c(S)=0, then S is a covering array. For each S ∈ Σ,
a set TS of transformations (or transitions) i.e. changes in array size or array
elements’ values. Each of this transitions can be used to change S into another
feasible solution S’. The set of solutions that can be reached from S by applying
a transformation from TS is called the neighbourhood N(S) of S.

3.2.6 Hill Climbing [22]
This greedy algorithm is only effectively applied for improving (in our case - re-
ducing) of existing covering arrays for any configuration. In this case the existing
covering array must be chosen as the initial feasible solution.Random transitions
are generated for current feasible solution S changing it to S’. If c(S)≤c(S), then
S becomes a current feasible solution. The algorithm can get stuck in a local
minimum so stopping heuristics are required. To increase the chance of forming
a good solution the algorithm should be repeated N1 times.

In general case time complexity is exponential and has exponential memory
usage. It is not possible to optimize the memory usage because the whole array
is generated at once but not row by row. It is not possible to add semantic
constraints reducing size of the array in the initial algorithm.

3.2.7 Tabu Search [8,22]
This greedy algorithm is effective for the same cases as Hill Climbing. In this
case the existing covering array must be chosen as the initial feasible solution.
The algorithm for transition generation for current feasible solution can be found
in [8]. The next feasible solution has to be accepted by tabu constraints. The al-
gorithms stops when covering array is obtained and it is not possible to generate
a smaller covering array for N2 times. The whole process is repeated N1 times.

In general time complexity is exponential. However if lower and upper bounds
of final covering array size are Nmin and Nmax respectively then the time com-
plexity is N1 ∗ k ∗ Nmax ∗ d ∗ (k + logT ) + O(d ∗ k ∗ Nmax ∗ (T + k2)), where
d = max(n1...nk), required memory is O(k∗Nmax∗T ), where T number of stored
arrays for tabu implementation. It is not possible to optimize the memory usage
because the whole array is generated at once but not row by row. Tabu work as
semantic constraints.

3.2.8 Simulated Annealing [6,10,12,22]
This greedy algorithm is effective for the same cases as Hill Climbing. Further
research is required to gather statistics for this algorithm.

This algorithm is a generalization of hill climbing which allows to choose
the next solution with less quality than the current solution with probability
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= e−(c(S)−c(S))/KT , where K is constant, and T is controlling temperature of the
simulation. The temperature is lowered by setting T = αT , where α ∈ R < 1 is
the control decrement. After an stopping condition is met, the current feasible
solution is taken as an approximation to the solution of the problem.

In general case time complexity is exponential. If lower and upper bounds of
final covering array size are Nmin and Nmax respectively then the time complex-
ity is N1 ∗ k + O(k3 ∗Nmax), required memory is O(k ∗Nmax). It is not possible
to optimize the memory usage because the whole array is generated at once but
not row by row. It is not possible to add semantic constraints reducing size of
the array in the initial algorithm.

3.2.9 Great Deluge Algorithm [13,15,22]
This algorithm - great deluge algorithm is a variant thereof called threshold
accepting. This algorithm is similar to simulated annealing but instead of using
probability to decide on a move when the cost is higher, a worse feasible solution
is chosen if the cost is less than the current threshold - water level. As the
algorithm progresses, the water level would be falling in this case rather than
raising as in a profit maximizing problem. Sometimes this method shows faster
convergence than simulated annealing [13,15].

Algorithms based on solving an optimization problem are almost not used
in industrial test data generation tools because of their high memory and time
requirements. However these algorithms generate covering arrays closer to mini-
mal than other greedy algorithms. That’s why they are mainly used for research
purposes. These algorithms are easily generalised for the case of variable depth
covering arrays by defining another cost function.

3.2.10 Genetic Algorithms [16,22]
The main idea of genetic algorithms is to maintain a population of putative
solutions and to evolve the population from one generation to the next by two
operations: mutation makes small local changes in putative solutions, crossover
combines part of one solution and part of another. The new generation survives
if it is considered to be good enough by some criterion.

In case of covering arrays population of putative solutions is a set of arrays
(which may contain uncovered tuples) with fixed size (number of rows) – N. The
size of the population is kept constant, equal to M. On each step of algorithm
crossovers and mutations are happening. Crossover is a selection of two random
arrays and recombination of their rows for obtaining two new arrays having some
properties of both parents. Mutation is a change of two new arrays by some rules
[16]. Then only M best arrays are kept – the ones having the least number of
uncovered tuples.

There were to few researches on application of genetic algorithms to generation
of covering arrays. In paper [16] Stardom published the first of results of such
an application. Time complexity is N1 ∗ M ∗ k2(Nmax + d2), where N1 – is the
number of times algorithm is repeated, d = max(n1...nk), Nmax – the upper
bound of array size, required memory: O(M ∗ k ∗ Nmax). Additional research
must be done to gather some statistics on this method.
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3.3 Survey Results

In the table 2 all methods described above are collected. The configurations for
which the methods work effectively are shown.

Table 2. Algorithms for covering array construction

Algorithm Area of application Algorithm
class

Time complexity and memory usage ME S
C

Homogeneous covering arrays construction

Boolean (2; k, 2) Direct O(k), Memory:k ∗ log2(k) + - -

Affine ( t;n+1,n), n-prime power,

(3;2k+2,2k), k-natural

Direct nt +(n+1)∗ log2(n+1)+O((logp(n))4),

Memory: O(n) + O((logp(n))3)

+ - -

Multipli-
cation

(t; k, n1 ∗ n2) from (t; k, n1), size
N1 and (t; k, n2), size N2

Recursive O(k ∗ (1+N1 +N2)), Memory: O(k ∗ (1+
N1 + N2))

- - -

Homogeneous,
Rec t=2

(2;m*n+1,n) from (2;m,n),size N,
n-prime power

Recursive n2 +(n+1)∗ log2(n+1)+n∗m∗((2∗n+
1)(n3n)+n+1), Memory: O(N +n2+m)

- - -

Roux Theo-
rem

(3;2*k,n) from (3;k,n) and
(2;k,n), (t;2k,n) from (t;k,n)...(t-
2;k,n),t ≥ 4

Recursive O(2 ∗ Ntmax ∗ k ∗ (n + Ntmax ∗ (t −
3))),Memory:O(2 ∗ k ∗ N2

tmax), Ntmax-
number of rows in the largest initial array

- - -

Heterogeneous covering arrays construction

Reduction Further research required Reduction Depends on particular case - + +

Block com-
bining

(2; k, n1...nk), k > max(n1...nk)
Further research required

Recursive n2+k∗log2(k), Memory: O((n2∗(n+1)+
k∗(�logn+1(k)�∗(n2−1)+1)), n ≥ d–the
smallest prime degree integer

- - -

Hetero-
geneous,
Recursive
t=2

(2; l1+...+lk, w11...w1l1,...,wk1
...wklk) from (2; k, v1...vk)
with profile (d1...dk) and
(2; li, wi1...wili) with profile
(fi,1...fi,li), ∀i ∈ [1, k] and
wij ≤ vi∀j ∈ [1, li]

Recursive (N + M) ∗ L +
∑k

i=1
(Mi ∗ li), Mem-

ory: (N + M) ∗ L + maxk
i=1(Mi ∗ li),

L =
∑k

i=1
li, M = maxk

i=1(Mi − di),

Mi-size of initial arrays

- - -

IPO Extension (t; k, n1...nk) to (t; k +
p, m1...mk...mk+p), ni ≤ mi, i ∈
[1, k], ∃j : j ∈ [1, k], nj < mj

and/or p > 0

Greedy O(t ∗ k6 ∗ dt(dt + k + dt ∗ k)), Memory:
O(t ∗ k ∗ dt)

- + +

Methods easily modified for variable depth covering arrays construction

Greedy, Row
by row

Any configurations for which
there are no more effective meth-
ods. Extension of initial arrays to
larger

Greedy (k ∗ (f(PR1) + f(PR2)) ∗ d ∗ (f(V R1) +
f(V R2))), f(PR1), f(PR2), f(V R1),
f(V R2), Memory: O(t ∗ k ∗ dt)

- + +

Hill Climbing Search for minimal covering array OptimizationExponential time and memory - - -

Tabu Search Search for minimal covering array OptimizationN1 ∗ k ∗ Nmax ∗ d ∗ (k + logT ) + O(d ∗
k ∗ Nmax ∗ (T + k2)), Memory: O(k ∗
Nmax ∗ T ),T-number of arrays stored for
tabu implementation

- - +

Simulated
Anneal.

Search for minimal covering array OptimizationNe ∗ k + O(k3 ∗ Nmax), Memory: O(k ∗
Nmax)

- - -

Great Deluge Search for minimal covering array OptimizationNe ∗ k + O(k3 ∗ Nmax), Memory: O(k ∗
Nmax)

- - -

Genetic Search for minimal covering array Genetic Ne ∗M ∗k2(Nmax +d2), Memory: O(M ∗
k ∗ Nmax), M–size of population

- - -

Symbols used: M – is generated array minimal, E – is extension of given array
possible, SC – is addition of semantic constraints possible, d = max(n1...nk)
– for configurations like (t; k, n1...nk, ...), Ne – number of times of algorithms’
relaunch, Nmax – upper bound for number of rows in generated covering array.
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The class of covering arrays configurations for which an effective solution ex-
ists can be extended by combining methods. To find the effective combination
initial covering array configuration should be analysed. Principles for combining
method basing on initial configurations are: use direct algorithms combined with
recursive for the configurations where it is possible. The resulting arrays will be
close to minimal and with good time complexity, use greedy algorithms for ex-
tending covering arrays constructed by direct and recursive algorithms. Use IPO
for horizontal growth and DDA heuristics for vertical, use reduction algorithms
to reduce covering arrays with close configurations constructed by direct and
recursive algorithm. The survey has shown that none of the known industrial
tools is analysing the input configuration for covering array, and hence, is not
using all known techniques for optimal generation. Therefore in known particu-
lar cases the tool either will generate a covering array which is larger either will
generate it consuming more resources. It seems reasonable and possible to create
a tool which would analyse input configuration of a covering array and choose
the most effective method or combination of methods for that particular case.
This kind of tool would be the most effective solution because it would use and
apply in appropriate cases all known methods for covering arrays generation.

4 Conclusion

In this paper the analysis of application area for the algorithms for covering
arrays generation is done. The advantages and disadvantages of the algorithms
were shown as well as time complexity and required memory. The direct, re-
cursive, greedy algorithms were surveyed. Also the heuristics for reducing the
size and the time for construction of covering arrays were surveyed. The area of
application for these heuristics was analysed.

The analysis of known methods for covering arrays generation draw a conclu-
sion that the analysis of a covering array configuration and combining methods
for covering array generation allows to extend the classes of covering array con-
figurations for which the effective solution exists. None of the existing tools for
covering array generation analyses the configuration of the covering array and
uses the advantages of all known algorithms and their heuristics for effective
covering array generation.

One of the promising direction of further research is the analysis of a covering
array configuration and choosing the most effective algorithm or a combination
of algorithms for such a configuration. In this paper the principles for combining
different algorithms for minimising the size of the array are formalized.
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Abstract. During the design iterations of embedded systems, the schedulability
analysis is an important method to verify whether the real-time constraints are
satisfied. In order to achieve a wide acceptance in industrial companies, the anal-
ysis must be as accurate as possible and as fast as possible. The system context
of the tasks has to be considered in order to accomplish an exact analysis. As this
leads to longer analysis times, there is a tradeoff between accuracy and runtime.
This paper introduces a general approach for the description of dependencies be-
tween tasks in distributed hard real-time systems that is able to scale the exactness
and the runtime of the analysis. We will show how this concept can be applied to
a real automotive application.

1 Introduction

In the last years, designing embedded systems has become a great challenge because
more and more applications have to be covered by one system. As a special issue of this
development, many new features are only realizable by the connection of different con-
trollers. New cars, for example, have up to 75 ECUs (electronic control units) connected
by several buses, which leads to a highly networked system with many requirements,
like energy consumption, space or timing behavior.

One specific challenge for the design process are the hard real-time constraints of
many applications such as an engine management system or an ABS (anti-lock braking
system). Therefore it is necessary to verify in each design iteration whether the real-
time constraints of single applications are satisfied or not. A schedulability analysis
can be performed in order to determine the worst-case response times of the tasks in a
system. To achieve a wide acceptance of such real-time analysis techniques by industrial
software developers, tight bounds of the real worst-case response times of the tasks and
short runtimes of the analysis are important.

A possibility to get tight bounds is the consideration of dependencies of chained
tasksets. Previous work considers different kinds of dependencies, like mutual exclusion
of tasks, offsets between task stimulation, task chains or tasks competing for the same
resource. But the integration of many other types of dependencies is still unsolved.
Especially a holistic model as a new abstraction layer for dependencies is missing.
Approximation techniques can be used to achieve low runtimes of the analysis. But this
is in conflict to tight worst-case response time bounds.
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Fig. 1. Design flow of embedded systems

The integration of such real-time analysis techniques into a design process is de-
picted in figure 1. Starting at the specification, the system model is extracted. The
system architecture is then analyzed regarding the different requirements and it is
optimized based on the verification results. In early design iterations many different
solutions should be considered and therefore it is necessary to have fast verification
algorithms. This can be achieved by approximation techniques. In each following it-
eration the system model is refined and the possible design solutions are bounded. So
more and more information about the architecture is available and the verification can
work more accurately. While unfortunately this results in longer analysis runtimes, the
runtime increase is reasonable because less design solutions have to be considered in
consecutive iterations. So it is necessary to have a scalable model which can exploit this
tradeoff between runtime and accuracy.

We present such a new holistic model that integrates different types of dependen-
cies into real-time analysis and enables to adjust the level of detail. We show how this
general model can be integrated into the schedulability analysis of fixed-priority sys-
tems and outline how this approach can be used to approximate the consideration of
dependencies in the system and therefore improve the analysis time.

This paper is organized as follows: In section 2 an overview of the related work is
given. The model and the corresponding real-time analysis are defined in section 3. Sec-
tion 4 defines the limiting event stream model and shows how it can be used to describe
dependencies in a system in a scalable way. The impact of the introduced analysis is
illustrated by a real automotive case-study. The work closes with a conclusion.

2 Related Work

The real-time analysis for distributed systems was introduced by Tindell and Clark [16].
In this holistic schedulability analysis, tasks are considered as independent. This idea
has been improved by the transaction model [15], which allows the description of static
offsets between tasks. Gutierrez et al. [3] extended this work to dynamic offsets so that
the offset can vary from one job of a task to another. Furthermore they have introduced
an idea about mutual exclusion of tasks [4] which bases on offsets between tasks. Since
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Gutierrez et al. have considered simple task chains, Redell has enhanced the idea to tree-
shaped dependencies [13] and Pellizoni et al. applied the transaction model to earliest
deadline first scheduling in [12].

Henia et al. used the SymTA/S approach [14] to extend the idea of the transaction
model in order to introduce timing-correlations between tasks in parallel paths in dis-
tributed systems [5]. This idea has then been improved in [6]. Recently, Rox et al. [7]
have described a correlation between tasks caused by an non-preemptive scheduler.

A scalable and modular approach to analyse real-time systems is the real-time calcu-
lus (RTC) as presented by Wandeler in [17]. Unfortunately it is not possible to describe
dependencies like offsets or mutual exclusion of tasks with the RTC.

Because of the lack of generality or exactness the RTC and the SymTA/S approach
are combined in [10], but the authors do not consider any kind of dependency. An-
other disadvantage of the combination of the models is that the transformation from
one model into the other model leads to inaccuracy.

3 Real-Time Analysis

3.1 Model of Computation

In this section we introduce the model necessary for the real-time analysis discussed in
section 3.2.

Task Model. Γ is a set of tasks mapped onto the same resource Γ = {τ1, ...,τn}. A
task is a tuple τ = (c+,c−,b,d,ρ ,Θ+,Θ̇+) consisting of : c+ the worst-case execution
time, c− the best-case execution time, b the blocking time, d the relative deadline of
the task, ρ the priority of the task, Θ+ the maximum incoming stimulation and Θ̇+ the
maximum outgoing stimulation.

Let τi j be the j-th job/execution of task τi. We assume that each job of a task generates
an event at the end of its execution to notify other tasks. Furthermore we define Γhp,τ as
a taskset including only tasks having a higher priority than task τ .

Event Model. Event streams have been first defined in [2]. Their purpose is to provide
a generalized description for any kind of stimulation. The basic idea is to define an event
function η(Δ t,Θ+) which can calculate for every interval Δ t the maximum number of
events occurring within Δ t (when speaking of an interval, we mean the length of the
interval). The event function needs a properly described model behind it which makes
it easy to extract the information.

The idea of the maximum event streams is to note for each number of events the
minimum interval which can include this number of events. Therefore we get an inter-
val for one event, two events and so on. The interval for one event is infinitely small
and therefore considered to be zero. The result is a sequence of intervals showing a
non-decreasing behavior. This is because the minimum interval for n events cannot be
smaller than the minimum interval for n− 1 events, as the first interval also includes
n−1 events.
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Definition 1. An event stream is a set of event stream elements θ : Θ+ = {θ1,θ2, ...,θn}
and each event stream element θ = (p,a) consists of an offset-interval a and a period
p. The event stream complies to the characteristic of sub-additivity: η(Δ t1 + Δ t2,Θ+)
≤ η(Δ t1,Θ+)+η(Δ t2,Θ+) and is monotonically increasing: ∀Δ t1,Δ t2 : Δ t1 ≤ Δ t2 ⇒
η(Δ t1,Θ+) ≤ η(Δ t2,Θ+)

Each event stream element θ describes a set of intervals {aθ + k · pθ |k ∈ N0} of the
sequence. With an infinite (∞) period it is possible to define a single interval in order
to model irregular behavior. Event tuples having infinity as period are called aperiodic
elements and event tuples having a period less than infinity are called periodic elements.
The event function is defined as follows:

Definition 2. The event function denotes for an event stream Θ+ and an interval Δ t the
maximum number of events1:

η(Δ t,Θ+) = ∑
θ∈Θ+
aθ≤Δ t

⌊
Δ t −aθ

pθ

⌋
+ 1 (1)

As pseudo-inverse function we define the interval function which denotes the minimum
interval in which a given number of events can occur.

Definition 3. The interval function denotes for an event stream Θ+ and a number of n
events the corresponding minimum interval in which these events can occur:

Δ t(n,Θ+) = inf
Δ t≥0

{Δ t|η(Δ t,Θ+) ≥ n} (2)

A detailed definition of the concept and the mathematical foundation of the event
streams can be found in [1].

An event pattern can be described by the event stream model in several ways. For an
efficient implementation of the approach we normalize the event streams as introduced
in [8]. With this normalization, the interval function can be efficiently computed. For a
detailed description on how to transform an event stream to a normalized event stream
and how the interval function can be described efficiently see [8]. In the following we
use definition 4.

Definition 4. A normalized event stream Θ̃+ has the form

{(∞,a1), . . . ,(∞,am),(p,am+1), . . . ,(p,an)} : (1 ≤ m ≤ n∧ai ≤ a j ⇔ i ≤ j∧an −am+1 ≤ p)

which means that the event stream has first an aperiodic part and then a periodic part
where each periodic element has the same period and the events occur within the same
periods. All elements are sorted by their offsets. We also define that N∞

Θ̃+ is the number
of aperiodic elements of an event stream and N p

Θ̃+ is the number of periodic elements of
an event stream. With this definition and the methodologies introduced in [8] and [9] an
efficient real-time analysis for distributed systems is possible. For the rest of the paper
we assume that we use only normalized event streams.

1 Since in this case study we consider a fixed priority non-preemptive scheduler, the floor oper-
ation is used. This is also a bound for preemptive schedulers, but for these, better bounds can
be given.
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3.2 Holistic Real-Time Analysis

Based on previous work we define the real-time analysis with event streams. As de-
scribed in [16], in each global iteration step of the real-time analysis the worst-case
response time and the outgoing stimulation for each task in the system are computed
until a fix-point is found. The real-time analysis with event streams is described in [9].
In that paper the computation of the worst-case response time, the best-case response
time, and the outgoing stimulations are given. Since the paper at hand focuses on the
improvement of the worst-case response time of a task, only that part of the analysis
will be reproduced here.

Based on the worst-case response time analysis in [11] we can define the analysis for
event streams as follows:

Lemma 1. The worst-case response time of a task is bounded by:

r+(τ) = max
k∈[1,...,m]

{r+(k,τ)−Δ t(k,Θ+
τ )} m = min

k∈N

{k|r+(k,τ) ≤ Δ t(k + 1,Θ+
τ )}

r+(k,τ) = min{Δ t|Δ t = bτ + k · c+
τ + ∑

τi∈Γhp,τ

η(Δ t,τi) · c+
τi
} (3)

Proof. The proof is given in [9].

4 Considering Dependencies

The lack of the previously discussed model is that dependencies between stimulations
caused by the system context are not considered during the real-time analysis. Therefore
we will extend the model introduced in section 3 by the limiting event streams. Via this
extension we are able to describe different kinds of dependencies with a single holistic
model.

The idea of this new technique is depicted in figure 2. Four tasks are mapped onto
a resource that is scheduled non-preemptively with fixed-priorities. For each task we
determine the worst-case response time. Assume task τ4 as the analyzed task. If no
correlations between the stimulations are considered the worst-case response time of
the task is computed by equation (3). This means the interference produced by the tasks
τ1 to τ3 is maximal concerning τ4.

Now assume that the stimulations have an offset dependency to each other. In order
to model such a correlation, the stimulations can be considered as vertices in a graph
and the correlation between them as edges. For each maximal clique in the graph of
size 2 or bigger, a set Si is build which contains all stimulations that are represented by
the nodes of the clique. Note that these cliques are usually given as input and are not
being searched for. To consider every possibility which is described by the correlations,
the power set P(Si) of such a previously mentioned set is taken. For each element
M ∈ P(Si) of such a power set a limitation for the number of events that can occur by
the combined stimulations in M is computed.

This very modular concept permits to consider correlations in a scalable way by
choosing only a subset of the power set which should be considered in the analysis. See
the three possibilities in figure 2. In part a) only one limitation over all stimulations is
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Fig. 2. Possible consideration of relations by limiting event streams

used. Out of all stimulations of the corresponding power set P(Si) the second example
uses only those that contain exactly the stimulations of the k-highest priority tasks that
are mapped on the resource, where 2 ≤ k ≤ n and n is the number of tasks mapped
on a resource. The last one c) considers only the pairwise correlations. That way the
developer has the chance to determine the level of detail in the analysis. Next we will
formulate the limiting event streams formally.

Definition 5. The limiting event stream is an event stream that defines the maximum
occurrence of events for a set of event streams. The limiting event stream is defined as
Θ = (Θ+,

−→
Θ ). Θ+ describes the limitation for a set of event streams

−→
Θ . The limiting

event stream fulfills the condition:

η(Δ t,Θ+
Θ ) ≤ ∑

Θ∈−→
Θ Θ

η(Δ t,Θ)

Example 1. If no correlations between event streams are defined, the limiting event
stream is definded by: Θ = (∪Θ∈−→

Θ Θ ,
−→
Θ ).

Example 2. Assume Θ+
A = Θ+

B = {(20,0)} and an offset of 10 t. u. between these two
event streams. The cumulated occurrence of events when the offset is not considered
is described by η(Δ t,Θ+

A ∪Θ+
B ). The cumulated occurrence considering the offset

of the events can be described by the limiting event stream Θ = ({(20,0), (20,10)},
{ΘA,ΘB}). If we consider the event streams as independent, two events occur in an in-
terval Δ t = 5 t. u. (η(Δ t,Θ+

A ∪Θ+
B )). In contrast, in the same interval only one event

occurs if the dependency is considered (η(Δ t,Θ+
Θ )).

Next we define how a limiting event stream can be calculated.

Definition 6. Let Δβ : N → R be a limiting interval function which assigns a minimal
time interval from a given number of events in subject to a relationship of event streams−→
Θ := {Θ1, . . . ,Θn}, then a limitation for a limiting event stream Θ can be determined
by:

Θ+
Θ := ν(

−→
Θ Θ ,Δβ (n))
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Fig. 3. Two possible dependencies in a system

Note that ν(
−→
Θ Θ ,Δβ (n)) and Δβ (n) are abstract functions which have to be concretized

for the different types of dependencies. Next we will show how it is possible to describe
two completely different kinds of dependencies with this new technique.

4.1 Mutual Exclusion

The first dependency we will consider is the mutual exclusion of event streams. Assume
a task is transmitting different messages over a bus as depicted in figure 3 a). The
transmission mode of the task depends on its input data. Only one message type can be
sent in a transmission mode. In this case the message types exclude each other. Such a
behavior can be described by the following lemma.

Lemma 2. Let
−→
Θ Θ be a set of event streams having a mutual exclusion relation to each

other. The limiting interval function is given by:

Δβ (n) = min
Θ∈−→

Θ Θ

{Δ t(n,Θ)} (4)

Proof. Mutual exclusion of event streams means that only one event stream Θ ∈−→
Θ Θ is

active at the time. Since the activation of these event streams is switching arbitrarily in
a time interval it is necessary to determine for each time interval Δ t which event stream
delivers the most events in this interval. Therefore the maximum number of events in
an interval is bounded by η(Δ t,Θ+

Θ ) = maxΘ∈−→
Θ Θ

{η(Δ t,Θ)}. This can be transformed

using equation (2) as follows:

η(Δ t,Θ+
Θ ) = max

Θ∈−→
Θ Θ

{η(Δ t,Θ)}

Δβ (n) = inf
Δ t≥0

{Δ t| max
Θ∈−→

Θ Θ

{η(Δ t,Θ)} ≥ n}

Δβ (n) = min
Θ∈−→

Θ Θ

{ inf
Δ t≥0

{Δ t|η(Δ t,Θ) ≥ n}} = min
Θ∈−→

Θ Θ

{Δ t(n,Θ)}

Therefore the assumption holds. �
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After defining the limiting interval function we will formulate how the concrete limiting
event stream can be derived. Note that mode changes of tasks result in different exe-
cution times and have influence on the outgoing event streams. Therefore the outgoing
event streams of one task are not necessarily identical in their aperiodic behavior. Only
the periodic behavior is the same for all.

Lemma 3. Via lemma 2 the limiting event stream for mutual exclusion for event streams−→
Θ Θ having the same period and equal parameters concerning N∞ and NP can be de-
rived as follows:

ν(
−→
Θ Θ ,Δβ (n)) =

N∞
Θ⋃

i=1

(∞,Δβ (i))∪
N∞

Θ +NP
Θ⋃

i=N∞
Θ +1

(p,Δβ (i)) (5)

where Θ ∈−→
Θ Θ .

Proof. Let the minimum of two event tuples be defined as:

min(θ1,θ2) := (min(pθ1 , pθ2),min(aθ1 ,aθ2))

Furthermore let θi, j be the i-th event tuple of the j-th event stream and Θ ∈ −→
Θ Θ . Ac-

cording to [8] each event stream Θ ∈ −→
Θ Θ can be transformed so that ∀Θi,Θ j ∈ −→

Θ Θ :
|Θi| = |Θ j| holds. From this it follows that

|Θ |⋃
i=1

min
Θ j∈−→

Θ Θ

{
θi, j

}

is a general upper bound for mutual exclusion.
As we consider only event streams produced by the same task, all outgoing event

streams have the same periodic behavior. Therefore in conjunction with [8] all event
streams in

−→
Θ Θ can be transformed so that N p

Θ and N∞
Θ are equal for all Θ ∈ −→

Θ Θ . From
this we can follow:

|Θ |⋃
i=1

min
Θ j∈−→

Θ Θ

{
θi, j

}
=

N∞
Θ⋃

i=1

min
Θ j∈−→

Θ Θ

{
θi, j

}∪
N∞

Θ +P∞
Θ⋃

i=N∞
Θ +1

min
Θ j∈−→

Θ Θ

{
θi, j

}

=
N∞

Θ⋃
i=1

(∞,Δβ (i))∪
N∞

Θ +P∞
Θ⋃

i=N∞
Θ +1

(p,Δβ (i))

Therefore the assumption holds. �

With the lemma stated above it is possible to consider mutual exclusion in distributed
systems.
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4.2 Offsets

In order to show the generality of our new approach we show how static offsets between
tasks can be described by limiting event streams. For simplicity we consider here only
strictly periodic stimulations, which are used in our case study. The methodology can
also be used for arbitrary stimulations.

See figure 3 part b) where two different tasks are depicted each sending a message
on a bus. All sending tasks have an offset to each other in order to prevent a peak load
on the bus. This kind of modeling is often used for CAN bus communications. First of
all we give a definition of the offsets.

Definition 7. When a set of event streams
−→
Θ Θ has an offset based relation to each

other, each event stream has an offset attribute φΘ+ describing an offset to a specific
point in time.

Next we define how the limiting interval function can be derived.

Lemma 4. Let
−→
Θ Θ be a set of event streams having an offset relation to each other.

And let Θ̃+∪ =
⋃

Θ∈−→
Θ Θ

⋃
θ∈Θ (pθ ,aθ +φΘ ) be the normalized union of the offset-shifted

event streams. Then the limiting interval function is given by:

Δβ (n) = min
j=1,...,|Θ̃+∪ |

(Δ t( j +(n−1),Θ̃+
∪ )−Δ t( j,Θ̃+

∪ )) (6)

Proof. Since only static offsets are considered, the union of the offset shifted event
streams describes the cumulated occurrence of the events. From this union we have to
extract the minimum interval for each number of events. So we have to search over all
possible combinations, which can be done by a sliding window approach. From this
consideration it follows:

Δβ (n) = min
j∈N

(Δ t( j +(n−1),Θ̃+
∪ )−Δ t( j,Θ̃+

∪ ))

So we have to show that the bound j = 1, . . . , |Θ̃+∪ | in lemma 4 includes the minimal
interval for a number of events. The following condition holds:

Δ t(q,Θ̃+
∪ )−Δ t(q−N p

Θ̃+∪
,Θ̃+

∪ ) = pΘ̃+∪ : q > |Θ̃+
∪ |

So it follows for j > |Θ̃+∪ | that Δ t( j +n−1,Θ̃+∪ )−Δ t( j +n−1−N p
Θ̃+∪

,Θ̃+∪ ) = pΘ̃+∪
and Δ t( j,Θ̃+∪ )−Δ t( j−N p

Θ̃+∪
,Θ̃+∪ ) = pΘ̃+∪ holds. From this we can follow:

Δ t( j + n−1,Θ̃+
∪ )−Δ t( j,Θ̃+

∪ )
= Δ t( j + n−1,Θ̃+

∪ )−Δ t( j,Θ̃+
∪ )− pΘ̃+∪ + pΘ̃+∪

= (Δ t( j + n−1,Θ̃+
∪ )− pΘ̃+∪ )− (Δ t( j,Θ̃+

∪ )− pΘ̃+∪ )

= (Δ t( j + n−1,Θ̃+
∪ )−Δ t( j + n−1,Θ̃+

∪ )+ Δ t( j + n−1−N p
Θ̃+∪

,Θ̃+
∪ ))−

(Δ t( j,Θ̃+
∪ )−Δ t( j,Θ̃+

∪ )+ Δ t( j−N p
Θ̃+∪

,Θ̃+
∪ ))

= (Δ t( j + n−1−N p
Θ̃+∪

,Θ̃+
∪ ))−Δ t( j−N p

Θ̃+∪
,Θ̃+

∪ )
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So we have shown that a minimum interval must also occur one period earlier and
therefore also in the bound of the search interval. �
After having shown how the limiting interval function can be defined we will now
introduce how the concrete event stream can be derived.

Lemma 5. With the help of the last lemma we can derive the concrete limiting event
stream for an offset-based dependency with j = N∞

Θ̃+∪
by the following equation:

ν(
−→
Θ Θ ,Δβ (n)) =

j⋃
i=1

(∞,Δβ (i))∪
j+N p

Θ̃+∪⋃
i= j+1

(
pΘ̃+∪ ,Δβ (i)

)
(7)

Proof. We have to show that the periodic behavior starts at the assumed value. Assume
the following variables: 1 ≤ j ≤ |Θ̃+∪ |, e = N∞

Θ̃+∪
+m+ kN p

Θ̃+∪
and 1 ≤ m ≤ N p

Θ̃+∪
and the

following equation giving the minimum interval for N∞
Θ̃+∪

+ m events where j is chosen

accordingly:

Δβ (N∞
Θ̃+∪

+ m) = Δ t( j +(N∞
Θ̃+∪

+ m−1),Θ̃+
∪ )−Δ t( j,Θ̃+

∪ )

So we have to show that the following assumption holds for e events :

Δβ (e) = Δβ (N∞
Θ̃+∪

+ m)+ kpΘ̃+∪ (8)

Assume 1 ≤ j1 ≤ |Θ̃+∪ | and Δ t( j1 +(e−1),Θ̃+∪ )−Δ t( j1,Θ̃+∪ ) is the smallest interval
for e events then it follows:

Δ t( j1 +(e−1),Θ̃+
∪ )−Δ t( j1,Θ̃+

∪ )
= Δ t( j1 +(N∞

Θ̃+∪
+ m+ kN p

Θ̃+∪
−1),Θ̃+

∪ )−Δ t( j1,Θ̃+
∪ )

= Δ t( j1 +(N∞
Θ̃+∪

+ m+ kN p
Θ̃+∪

−1),Θ̃+
∪ )−Δ t( j1,Θ̃+

∪ )+

Δ t( j1 +(N∞
Θ̃+∪

+ m−1),Θ̃+
∪ )−Δ t( j1 +(N∞

Θ̃+∪
+ m−1),Θ̃+

∪ )

= Δ t( j1 +(N∞
Θ̃+∪

+ m−1),Θ̃+
∪ )−Δ t( j1,Θ̃+

∪ )+ kpΘ̃+∪

But this cannot be smaller than assumption (8) because kpΘ̃+∪ can not be smaller than

kpΘ̃+∪ and Δ t( j1 +(N∞
Θ̃+∪

+ m−1)−Δ t( j1,Θ̃+∪ ) cannot be smaller than Δ t( j +(N∞
Θ̃+∪

+

m−1),Θ̃+∪ )−Δ t( j,Θ̃+∪ ). So the assumption holds. �
After having derived how static offsets can be described by limiting event streams we
will now describe the worst-case response time analysis with the limiting event streams.

4.3 Worst-Case Response Time Analysis with Limiting Event Streams

In order to use limiting event streams it is necessary to adapt this new concept to the
worst-case response time analysis from section 3.2. For this we have to determine the
worst-case interference of tasks in an interval Δ t when limiting event streams are con-
sidered. Due to space limitation we show only the sketch of the proof.
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Lemma 6. Let τ be the task under analysis and Θ be a limiting event stream and
ΓΘ ,τ,τi

:= {τ j ∈ Γhp,τ |(c+
τ j

> c+
τi
∨ (c+

τ j
= c+

τi
∧ρτ j > ρτi))∧Θ+

τ j
∈ −→

Θ Θ}, then the worst-
case response time is bounded by:

r+(τ) = max
k∈[1,...,m]

{r+(k,τ)−Δ t(k,Θ+
τ )} m = min

k∈N

{k|r+(k,τ) ≤ Δ t(k +1,Θ+
τ )} (9)

r+(k,τ) = min{Δ t|Δ t = bτ +k · c+
τ + ∑

τi∈Γhp,τ

η(Δ t,τi,k,τ) · c+
τi
} (10)

η(Δ t,τi,k,τ) = min(max( min
∀Θ |Θ+

τi
∈−→

Θ Θ

{η(Δ t,τi,k,τ,Θ)},0),η(Δ t,Θ+
τi

)) (11)

η(Δ t,τi,k,τ,Θ ) =

⎧⎪⎪⎨
⎪⎪⎩

η(Δ t,Θ+
Θ )− ∑

τ j∈ΓΘ,τ,τi

η(Δ t,τ j,k,τ) Θ+
τ �∈ −→

Θ Θ

η(Δ t,Θ+
Θ )− ∑

τ j∈ΓΘ,τ,τi

η(Δ t,τ j,k,τ)−k Θ+
τ ∈−→

Θ Θ
(12)

Proof. Compared to (3), (10) differs only in the interference of the higher priority tasks.
Equation (11) describes the number of task activations in a given interval Δ t of higher
priority tasks. It is the minimum of the amount described by the limiting event streams
max( min

∀Θ |Θ+
τi
∈−→

Θ Θ

{η(Δ t,τi,k,τ,Θ )},0) and the amount described by the regular event

stream of the task η(Δ t,Θ+
τi

). If none of the event streams of the higher priority tasks
is part of a limiting event stream, (11) is reduced to the regular event stream

min(max( min
∀Θ |Θ+

τi
∈−→

Θ Θ

{},0),η(Δ t,Θ+
τi

)) = min(max(∞,0),η(Δ t,Θ+
τi

)) = η(Δ t,Θ+
τi

))

resulting in (3) and (10) being identical.
So we have to show that the interference is maximal if limiting event streams are

considered. Let ∑τi∈Γhp,τ η(Δ t,τi,k,τ) ·c+
τi

be the maximum load of higher priority tasks

in an interval Δ t. Since every Θ : Θ+
τi

∈−→
Θ Θ is a valid bound for the number of events in

an interval of a task τi, and η(Δ t,Θ+
τi

) is the regular bound for the maximum stimulation
of a task in an interval Δ t, we can follow:

η(Δ t,τi,k,τ) = min(max(η(Δ t,τi,k,τ,Θ ),0),η(Δ t,Θ+
τi

)) (13)

where η(Δ t,τi,k,τ,Θ ) is the maximum number of events limited by the liminting event
stream Θ for task τi. Since for one limiting event stream the condition η(Δ t,Θ+

Θ ) ≤
∑Θ∈−→

Θ Θ
η(Δ t,Θ) holds we can follow η(Δ t,Θ+

Θ ) = ∑τi|Θ+
τi
∈−→

Θ Θ
η(Δ t,τi,k,τ). From

this it follows: η(Δ t,τi,k,τ,Θ ) = η(Δ t,Θ+
Θ )−∑τ j |Θ+

τ j
∈−→

Θ Θ /Θ+
τi

η(Δ t,τ j,k,τ). This can

be inserted in (13) and we get:

η(Δ t,τi,k,τ) = min(max(η(Δ t,Θ+
Θ )− ∑

τ j |Θ+
τ j
∈−→

Θ Θ /Θ+
τi

η(Δ t,τ j,k,τ),0),η(Δ t,Θ+
τi

))

In order to achieve that the interference of the higher priority tasks Γhp,τ is maximal, the
events must be distributed so that the task with the greatest worst-case execution time is
triggered as often as possible then the task with the second greatest worst-case execution
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time and so on. For tasks having the same worst-case execution time, the order for the
distribution is given by the priority. From this it follows that the task τi is subject to the
maximum interference when the available events η(Δ t,Θ+

Θ ) are first distributed on the

tasks in the taskset ΓΘ ,τ,τi
:= {τ j ∈Γhp,τ |(c+

τ j
> c+

τi
∨(c+

τ j
= c+

τi
∧ρτ j > ρτi))∧Θ+

τ j
∈−→

Θ Θ}
and the remaining events on task τi:

η(Δ t,τi,k,τ) = min(max(η(Δ t,Θ+
Θ )− ∑

τ j∈ΓΘ,τ,τi

η(Δ t,τ j,k,τ),0),η(Δ t,Θ+
τi

))

Since all limting event streams are a bound for the number of events we have to take
the overall minimum and we finally get:

η(Δ t,τi,k,τ) = min(max( min
∀Θ |Θ+

τi
∈−→

Θ Θ

{η(Δ t,Θ+
Θ )− ∑

τ j∈ΓΘ ,τ,τi

η(Δ t,τ j,k,τ)},0),η(Δ t,Θ+
τi

))

Therefore the assumption holds. The proof of equation (12) case two includes only k
jobs, because the task τ under analysis is part of the limitig event stream. The proof for
this case is analog to the last one. �

As initial value for the fix-point iteration in equation (10) we take Δ t(k,Θ+
τ )+c+

τ . Note
that the complexity of the response time analysis is still pseudo-polynominial. The com-
plexity to calculate the limiting event streams depends on the kind of the dependency
which is considered. The analysis, however, is not affected by this problem. So it is
reasonable to find upper bounds for the limiting event streams to improve the runtime
performance.

5 Example and Results

In order to show the impact of the introduced new technique we consider a 500 kBit/s
CAN bus. This automotive application is depicted in figure 4. The system comprises
nine electronic control units transmitting data on the CAN bus. The number of different
messages sent by each ECU is stated as ”Tx” in the illustration. There are 47 messages
in total, which all are transmitted periodically. All stimulations have an initial offset
to each other in order to prevent peak load on the bus and to provide smaller response
times of the messages. These offsets are defined by the designer of the system. Further-
more two pairs of messages (one pair on ECU3 and one pair on ECU6) have a mutual
exclusion dependency.

ECU1

CAN
500 kBit/s

Tx: 15 Tx: 1 Tx: 12 Tx: 4 Tx: 3

Tx: 6 Tx: 2 Tx: 1 Tx: 3

ECU2 ECU3 ECU4 ECU5

ECU6 ECU7 ECU8 ECU9

Fig. 4. Can bus communication of an automotive architecture
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Fig. 5. Absolute worst-case response times of the messages

The system has been analyzed in five different levels of detail. In the first variation
we have analyzed the system without considering any dependencies. As second varia-
tion only the mutual exclusion of the messages has been considered. The third variation
additionally includes the offsets with only one limiting event stream over all message
stimulations from an ECU as depicted in figure 2 part a). The fourth variation increases
the level of detail of the offset consideration by the variation represented in figure 2
part b). The last and therefore the fifth variation increases also the level of detail of the
offset dependencies by the variation c) of figure 2. The results are depicted in figure 5.

As expected, including more dependencies and therefore increasing the level of detail
leads to better worst-case response times of the tasks. The consideration of the mutual
exclusion leads to a nearly constant improvement of the response times of all messages,
which can be seen in figure 5. This does not apply to the consideration of the offset
dependencies. As can be seen for variation 3, the impact on the messages is different.
The next level of detail leads to an improvement of the response times of messages
10 to 47. The last curve describes the highest level of detail and leads to a further
improvement of the response times for messages with a small priority. So it can be seen
that the different possibilities to integrate the dependencies into the analysis lead to
very different results. For a better impression of the improvements we have described
the worst-case response times of message 42 in table 1.

Based on the discussion above we now consider the corresponding runtimes shown
in the table 2. All runs were performed on a machine with a 2.66 GHz Intel processor

Table 1. Worst-Case response times of message 42

Variation 1 Variation 2 Variation 3 Variation 4 Variation 5

10020 μs 9528 μs 3618 μs 3126 μs 2142 μs
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Table 2. Runtimes of the different variations

Variation 1 Variation 2 Variation 3 Variation 4 Variation 5

82 ms 92 ms 301 ms 821 ms 1428 ms

and 4 GB of system memory. The runtime when considering no dependencies is the
shortest. The inclusion of mutual exclusion leads to almost no increase of the runtime.
The inclusion of offsets results in a noteworthy increase of the runtime. The simple
case of consideration of the offset dependency leads to nearly 209 ms of more runtime.
The next improvement gains an additional 520 ms of runtime with the benefit that many
messages have better worst-case response times. The last variation and therefore the
most detailed has a runtime of 1428 ms, but only some messages have a better response
time in this variations.

Variation 3 is best suited for a design space exploration because here the quotient of
the runtime increase and the average reduction of response times is minimal. As men-
tioned in the introduction, another possibility is to start the design process with nearly
no dependency correlation and to increase the level of detail in later design iterations
where more accurate results are necessary.

6 Conclusion

In this paper we have introduced a holistic model to describe task dependencies in
distributed real-time systems. The new approach has been applied to a real automotive
architecture. We have shown for two different dependencies how they can be described
by this new model. We have cut the complexity of the dependencies from the real-time
analysis, which has not been achieved in previous work. Additionally we have shown
how the consideration of dependencies can be approximated very easily by this new
concept.

Finally a case study has been conducted to show the improvements of the approach. It
has been shown that our model works for different kinds of dependencies. Furthermore
we have shown that the introduced new approximation technique can lead to signifi-
cant improvements of the runtimes. In the future we will show how to integrate other
dependencies into this new model.
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Abstract. In multiprocessor systems with many data-intensive tasks,
a bus may be among the most critical resources. Typically, allocation
of bandwidth to one (high-priority) task may lead to a reduction of the
bandwidth of other tasks, and thereby effectively slow down these tasks.
WCET analysis for these types of systems is a major research challenge.
In this paper, we show how the dynamic behavior of a memory bus and
a USB in a realistic printer application can be faithfully modeled using
timed automata. We analyze, using Uppaal, the worst case latency of
scan jobs with uncertain arrival times in a setting where the printer is
concurrently processing an infinite stream of print jobs.

1 Introduction

Modern embedded systems are characterized by distributed implementation plat-
forms that include a heterogeneous mix of several processors, one or more buses
for communication, and a variety of sensing and actuating devices. They have
to operate in dynamic and interactive environments, and need to carry out a
mix of data-intensive computational tasks and event-processing control tasks.
Not only functional correctness is important, but also quantitative properties
related to timeliness, quality-of-service, resource usage and energy consumption.
The complexity of embedded systems and their development trajectories is thus
increasing rapidly. At the same time, development trajectories are expected to
deliver products that are inexpensive and performing, while meeting stringent
time-to-market constraints. The complexity of the designs and the constraints
imposed on the development trajectory dictate a systematic, model-driven design
approach that leverages reuse and is supported by tooling whenever possible.

In multiprocessor systems with many data-intensive tasks, a bus may be
among the most critical resources, and severely degrade the timing predictabil-
ity. The problem is that allocation of bandwidth to one (high-priority) task may
lead to a reduction of the bandwidth of other tasks, and thereby effectively slow
down these tasks. If we do not want this to occur, for instance in the case of
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safety critical systems, then we may use e.g. a time division multiple access
(TDMA) strategy on the buses in order to give each task a guaranteed band-
width. However, for most systems such a solution is too expensive. According to
Williams et al. [1], for the foreseeable future off-chip memory bandwidth will of-
ten be the constraining resource in system performance of multicore computers.
Clearly, WCET analysis for such systems is a major research challenge. Existing
performance analysis techniques are not able to accurately predict WCETs for
systems with this type of highly dynamic resource behavior. Simulation of de-
tailed models certainly provides insight, but fails to provide WCETs in settings
with uncertain job arrival times, dynamic and interactive environments and/or
uncertain processing times.

In this paper, we show how the dynamic behavior of a memory bus and a USB
in a realistic printer application can be faithfully modeled using timed automata.
In addition, we show how to compute WCETs (latencies) for the application
using the model checker Uppaal [2,3,4]. The case study that we describe here
originates from the Octopus [5] project. Octopus is a cooperation between Océ
Technologies, the Embedded Systems Institute and several academic research
groups in the Netherlands. Its objective is the development of new methods
and techniques to support model-driven design space exploration for embedded
systems. Some preliminary work from the Octopus project was reported in [6].
There, we considered a simplified version of an Océ printer architecture. Using
this architecture, we studied the differences among three modeling formalisms
and supporting tools used in the project: Uppaal [2,4,3], Colored Petri Nets [7,8]
and Synchronous Dataflow Graphs [9,10]. In this paper, we present a detailed
model of a realistic printer design which, in particular, includes a description
of the scheduling rules used by the Océ printer controller1. We analyze, using
Uppaal, the worst case latency of scan jobs with uncertain arrival times in a
setting where the printer is concurrently processing an infinite stream of print
jobs.

The purpose of this paper is to show that the Uppaal model checker can han-
dle the complexity of dynamic memory bus behavior in a realistic model of a
complex industrial application. To the best of our knowledge, no other analysis
technique/tool, except maybe the hybrid method of [11], is currently able to
do a performance analysis for this type of systems (involving a dynamic mem-
ory bus and uncertain arrival times). Existing techniques for WCET analysis of
distributed embedded systems, such as Modular Performance Analysis [12,13],
SymTA/S [14] and MAST [15] are not applicable since they lead to overly con-
servative analysis results. In [11], a hybrid method is proposed for analyzing
embedded real-time systems that integrates modular performance analysis and
timed automata. It would be interesting to use our detailed Uppaal models of
the memory bus and USB as part of this hybrid method.

1 For reasons of confidentiality, we have changed resource names, some other details
and all the numerical data in our model. As a consequence, the outcomes of our
analysis do not apply to any design of Océ. However, as part of the project we have
succeeded to carry out a similar analysis for an actual Océ design.
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The structure of this paper is as follows. The next section introduces the
printer case study. In Section 3, the timed automata models are described. The
analysis results is detailed in Section 4. Concluding remarks and discussions of
future work follow in Section 5.

2 Case Study

The hardware architecture analyzed in this paper is depicted in Figure 1. A
user can utilize this machine for copying, scanning or printing. He can either use
paper or digital files. In case of paper, he must first scan it. With digital files,
he can connect to Data Store both remotely and locally via USB. The upload
and download through the USB behave differently depending on the bus usage:
if the transfer is unidirectional, it is faster than when it is bidirectional. A user
has a large variety of image processing (IP) options like zooming, rotation, or
filtering, etc. Depending on these preferences, there are different components
needed to process the files. A datapath is the complete trajectory of an image
data from source (i.e. Scanner) to target (i.e. Printer). The performance of the
various datapaths is of critical importance in the Océ printer design.

Fig. 1. An Océ Printer Architecture

Here we analyze two common datapaths2 (Figures 2a and 2b). Since they are
often used in practice, it is important to see what can happen in the worst case.
In the figures, we can also observe the dependencies among the resources used.
They are of three types. In the first category, two resources end in the same time
(see Scanner - IP1). The second refers to the sequential dependency between two
resources (e.g IP2 - IP3). The last case is the parallel execution between Upload
and Printer.

A user specifies his input in the form of a job. A job is a tuple made of an
input file, a datapath and some image processing settings. We use the term scan
2 The resources marked with * are optional.
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(a) Scan to Email (b) Print From Docbox

Fig. 2. Datapaths

job for a job which uses the Scan to File datapath and print job for a job which
uses the Print from DocBox datapath. In addition, the scan jobs utilize Scan
Memory and print jobs only Print Memory. These memories limit the number
of concurrent images in the system.

The machine uses specific scheduling rules to solve the conflicts that may
occur among the concurrent jobs. We present here the most important ones,
which we have also implemented in our model.

The first rule is files non-overtaking: files that use the same datapath are
processed in the order they enter the system.

The second rule is referred to as bus throttling. Memory bus is shared by all
the resources when they transfer data to memories. Each resource claims differ-
ent percentage of the memory bus, but the maximum bandwidth available is not
enough for all the resources. Further, the execution time of a resource is lim-
ited by the bandwidth it occupies, the internal processing time being negligible.
Therefore, a good bandwidth management is important for improving system’s
performance. When more than one job occupies the system, often incoming jobs
do not have enough bandwidth available to start. In such situations, the Océ
bus throttling rule is applicable. It uses a priority list to solve the bus conflicts
(Figure 3). The resources at the top of the list have the highest priority. If a
resource with high priority needs some bandwidth to process a job, it receives
it. This potentially enforces a reduction of the bandwidth used by other running
resources with lower priority, such that the total bandwidth used does not ex-
ceed a maximum (Algorithm 1). For the case when the resource has low priority,
it gets the difference between the maximum bandwidth allowed and the current
bandwidth used (line 11). Similarly, when one resource with high priority has
finished a job, it releases the bandwidth, which is then redistributed back to
other running resources based on their priority level (Algorithm 2). The band-
width redistribution is reflected in the resource processing speed. As mentioned
above, the speed of a resource directly depends on the bandwidth used. This
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means that, whenever its bandwidth is modified, the expected completion time
for the current job is also changed. From another perspective, this rule induces
dynamic behavior in the Océ machines, which is not easy to predict.

Fig. 3. Resource priority order

bandwidth allocation algorithm 1 void allocateBandwidth(resource r,
bw_claimed)
1: bandwidth(r)=bw_claimed;
2: bandwidth available− = bandwidth(r);
3: if (bandwidth available ≤ 0 then
4: if there are resources with lower priority in the priority list then
5: repeat
6: take the resources from the bottom up
7: adjust their bandwidth
8: until the bandwidth available gets greater or
9: equal to 0 or we arrived at resource r

10: else
11: bandwidth(r)=-bandwidth available;
12: bandwidth available = 0;
13: end if
14: end if

The third rule is ’upload in order’. The USB client is one of the slowest
resources in the system. Therefore often many jobs wait for uploading and they
should be served in order. A list is used for keeping track of the waiting jobs.
There is a strict rule when jobs are added to it. A scan job is inserted after the
scanner has completed it, whereas the jobs which use the Print from Doc Box
datapath are added after IP4 has processed them. The same also happens when
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bandwidth deallocation algorithm 2 void deallocateBandwidth(resource r,
bw_claimed)
1: available_bandwidth+ = bandwidth(r)
2: bandwidth(r)=0;
3: if there are resources with lower priority in the priority list and their bandwidth

used is less than the maximum bandwidth that they can use then
4: repeat
5: take them from top down
6: increase their bandwidth up to their maximum
7: until the bandwidth available gets equal to 0
8: end if

IP2 is shared but in this case we add scan jobs after scanning and print jobs
after downloading.

The next rule modeled refers to the conflicts between the scan and the print
jobs in case of shared resources. Whenever a scan and a print job claim a resource
simultaneously, the print job gets priority.

Finally, we assume that all the resources in the system are non-lazy. This
means that if a resource is available when a job claims it, it should be granted
immediately. This restriction greatly reduces the complexity of the control soft-
ware, and also the state space.

3 Model Description

The timed automata model is structured as follows. Each resource is described
by a specific automaton (Figure 4), except the two memories and the memory
bus, which are simply modeled as shared integer variables. A resource stays in
the IDLE location until is claimed by a job. When a job grabs it, the resource
computes the bandwidth it can use and its processing speed, applying the bus
throttling rule when needed. Then, the resource stays in the RUNNING loca-
tion until either the job is processed or its speed is changed. For the latter case,
the transition between RUNNING and UPDATE_WORK is urgently taken. On
the transition back to the RUNNING state, the current job’s data is updated.
First we under-approximate the clock which monitors the execution time of the
job to the closest integer lower or equal to the clock value (select statement:
i:int[0,max_exec_time] and guard: i≤x && i+1>x ). Then the current job’s un-
processed data is computed. Using this resource template, the model is accurate.
However, the state space is fragmented with every speed change, which is a prob-
lem for scalability. All the resources, except for the Printer and the Scanner, use
this template. The Printer and the Scanner are never interrupted after they
start. Therefore, they do not need the UPDATE_WORK location.

Each job type is modeled as a separate automaton. Figure 5 displays an
automaton representing a simplified version of the Print from DocBox job. We
see there actions specific to both the datapath and memory management. In
addition to these, we also observe the implementation of the upload in order
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UPDATE_WORK

RUNNING

(crt_rate[res_id]!=old_rate) || 
      (crt_rate[res_id]>0 imply 
x <= divide(work,crt_rate[res_id]))

IDLE

old_rate!=crt_rate[res_id]
urg!

start_component?
work=memory_used,
addTask(component_id, work),
recomputeWork(),
old_rate=crt_rate[component_id],
x := 0

i:int[0,max_exec_time]
i<=x && (i+1)>x
update_work(i),
old_rate=crt_rate[res_id],
x=0

(crt_rate[res_id]==old_rate) && 
(crt_rate[res_id]>0 && 
x >= divide(work,crt_rate[res_id]))
end_resource!
removeTask(res_id),
work=0

Fig. 4. Resource Automaton

scheduling rule. For simplicity, the variables regarding job non-overtaking are
not specified.

4 Verification

We considered the following concurrent datapaths:
Scan To Email: Scanner � IP1 � IP2 �IP4 � USB Upload
Print From Docbox: USB Download� IP4� Print� USB Upload, with

dependencies as in Figures 2a and 2b. Our goal was to find the worst case latency
for the files coming from Scanner when they had uncertain arrival time and the
print jobs formed an infinite stream3.

The scheduling rules implemented in our model simplified the analysis. How-
ever, the model was nondeterministic. One cause was the uncertain arrival times
of scan jobs. The other cause was the lack of partial order reduction techniques
implemented in Uppaal: when multiple independent actions occurred simultane-
ously, Uppaal analyzed all the alternatives, and this led to state space explosion.
Therefore, we searched for modalities to simplify the latter type of nondeter-
minism. The solution adopted was to specify priorities among all the channels
3 All the experiments were performed using Uppaal version 4.1.2 on a Sun Fire X4440

server with 16 cores (AMD Opteron 8356, 2.3GHz), with 128 GB of DDR2 RAM.
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x_clock<=delay_h

DONE

ip2_req

x_clock>=delay_h
chan_delay_h!

end_ip2_pj?
print_memory+=download_memory,
x_clock=0!ip2_req

start_ip2_pj!

print_done!
update()

end_up_pj?
updateUploadOrderArray()

printing_finished[page_id]?
print_memory+=ip4_memory

upload_buffer_page_ids[0]==page_id
&& upload_buffer_job_ids[0]==job_id
start_up_pj!

printing_claimed[page_id]!
res_memory=printing_memory

end_ip4_pj?
release_memory_after_ip4(),
upload_buffer_page_ids[lastUploadIndex]=page_id,
upload_buffer_job_ids[lastUploadIndex]=job_id,
lastUploadIndex++

start_ip4_pj!

end_down?

print_memory>=getPrintMemory()
start_down!
setPrintMemory()

Fig. 5. Print from Doc Box Automaton

declared in the system. However, when scan and print jobs accessed shared re-
sources, they used the same channels. Due to this, we declared separate chan-
nels and gave higher priority to the channels employed for the communication
between print jobs and resources.

The property verified was

A[] ((forall (i:int[0,max_scan_jobs-1])
!A1S(i).INIT imply A1S(i).latency_clock<=worst_latency)),

where worst_latency was found manually.
Figure 6 shows the monotonic increase of the worst latency with the increase

of the number of concurrent scan jobs. In these experiments, no print job was
allowed in. As we can see, the increase stops when the machine reaches the
maximum scan job capacity that it can process, 19 in this case. The last point
in the figure shows that, if the system is fully loaded with scan jobs, a user has
to wait more than two times for his outcome comparing to the case when there
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Fig. 6. Worst scan job latency without print jobs in the system

are no other concurrent jobs. In these experiments, the Uppaal running time is
insignificant and bus throttling is not needed.

The analysis results of the worst scan job latency in the presence of print jobs
is listed in Table 1. All these experiments contained 19 scan jobs with uncertain
arrival times and a number of infinite concurrent print jobs indicated in the
first column. Table 1 also shows the Uppaal analysis details. Unfortunately, due
to long Uppaal running time, we could not observe the worst scan job latency
in combinations with high number of infinite print jobs. The current model
configuration allows far more than 20 print jobs present in the system. However,
the important observation which we can make is that the influence of the print
jobs upon the worst case latency of scan jobs is not negligible.

Table 1. Worst scan job latency with print jobs in the system

Infinite Print Peak Mem Running States Worst
Job No Usage(KB) Time(s) Explored Latency(ms)

0 121784 4376.03 723 5341
5 473952 6459.28 349951 6711
10 1107012 15274.40 996693 9843
15 1561524 8934.50 897307 12411
20 - no result in 24 hours - -

During the analysis, we observed that the bus throttling rule had two negative
effects. On one hand, as Table 1 also shows, this bus arbitration rule worsened
the scan job latency by slowing the execution time of the resource required within
their datapath. On the other hand, it increased the analysis time due to many
changes in the speed of some resources which the analysis had to explore.
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Further, we searched for improvements in the bus throttling rule but firstly we
dimensioned the model such that we were able to analyze it fully with Uppaal.
In this sense, the scan memory was reduced by a factor of 2, whereas the print
memory was reduced by a factor of 4. Except for these, nothing else was changed
(the scan jobs had an uncertain arrival time and the print jobs formed an infinite
stream). As a result, fewer jobs occupied the machine at some point in time. The
analysis of this configuration is detailed in Table 2. This model allowed maximum
5 concurrent scan jobs and 13 concurrent print jobs.

When we searched for changes of the bus arbitration rule, we had to take into
account that only the last four resources in the priority list (see Figure 3) could
be interrupted while processing a job. The optimization we found, was to switch
the order between USB upload and USB download. With this simple change, we
obtained the worst latencies showed in Table 3. The improvement was between
4.8% and 7.6%.

Table 2. Worst scan job latency of the dimensioned model

Infinite Print Peak Mem Running States Worst
Job No Usage(KB) Time(s) Explored Latency(ms)

5 195700 2082.01 147806 4941
10 315540 2232.54 294789 6426
12 384896 2315.72 464711 6767
13 434572 2478.34 555770 6940
14 6940

Table 3. Worst scan job latency with the improved bus throttling rule

Infinite Print Peak Mem Running States Worst
Job No Usage(KB) Time(s) Explored Latency(ms)

5 205684 1940.63 153259 4701
10 304464 2074.39 271351 5933
12 339864 2240.14 331047 6274
13 539340 2539.96 921847 6445

To conclude, we analyzed a timed automata model built for an Océ printer ar-
chitecture. The model contained many design details. We searched for the worst
latency of one of the concurrent applications. During the analysis the Uppaal
running time was long, on the order of days. Further, for a better understand-
ing of the system, we dimensioned the model such that we saw the peak value
of the worst latency and searched for optimization of one important scheduling
rule. Currently, we discuss this improvement with the Océ engineers if it can be
implemented in the controller of a printer with similar characteristics.
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5 Conclusions

We have analyzed an Océ printing machine and two of its datapaths. We com-
puted the worst latency of one datapath which has uncertain arrival time and
the other datapath is infinitely often used. Our results show a strong dependency
between the two datapaths.

As usual with model checking, long running time was a key issue within our
case study. In order to be able to do the model checking (within reasonable
time), we had to slightly scale down some of the parameters in the model. Still,
the current version of Uppaal is close to the point where it can handle the com-
plexity of industrial designs. One technical issue that we faced is that although
essentially the behavior of the model is fully deterministic when all the schedul-
ing rules are added, the resulting Uppaal model is not (and suffers from state
space explosion) due to interleaving of internal actions of the various resources.
We resolved this by using the channel and process priorities from Uppaal, but a
better solution would be to extend Uppaal with support for confluence detection
and/or partial order reduction.

We computed the worst latency by repeatedly checking an invariant property.
Using a binary search we managed to find the exact value of certain parameters.
However, this type of parametric analysis requires a lot of time and it would be
most helpful to mechanize it using Uppaal, possibly using multiple processors to
parallelize computations.

A lesson that we have learned is that it is extremely difficult to maintain
correctness of the model in a setting where the object of modeling has such a
high complexity. There was not a single document describing the design. In fact
there was not a single person who was able to answer all our questions: the
knowledge was spread over a large design team. For the engineers it is difficult
to understand the intricacies of our Uppaal model. The syntax of Uppaal is not
sufficiently expressive to describe the design in such a way that a small change in
the design corresponds to a small change in the model. Due to these difficulties,
the Octopus project has decided to develop a high level language for describing
the designs, together with a translation to Uppaal: on one hand this will make
it much easier to communicate with the engineers, and on the other hand it will
reduce the chances of introducing errors in the Uppaal model.
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Abstract. High-end infotainment units for the Automotive domain have to pro-
vide a huge set of features, implemented in complex software on distributed 
embedded system hardware. In order to analyse the computational resources 
necessary for such systems, abstract models can be created which are used as a 
starting point for simulation and static analysis methods. In this paper, a do-
main-specific modeling method and derived analysis methods will be presented. 
A real-world scenario will be shown which could also serve as a challenging 
example for future tools and formal methods. 

Keywords: Domain-specific modeling, timing simulation, resource analysis, 
Automotive, Infotainment. 

1   Introduction 

In the Automotive/Infotainment realm, there is an increasing pressure on improving 
quality while reducing development and per-unit cost. For system designers and soft-
ware architects, this implies that the focus has to move to early design phases during 
the development process. Additionally, performance commitments are required in 
RFQ1 phase, based only on hardware and software specs without the possibility of 
feasibility verification. Usually, target hardware and software implementations will 
not be available at this early phase. Thus, abstract models of the planned system have 
to be used to reason about requirements and design decisions. 

For smaller Automotive-ECUs2, it has already been shown that modeling, analysis 
and simulation methods can be applied successfully in industry (e.g., [1]). For  
infotainment devices, this is not as well-established yet. In this paper, we present a 
modeling methodology based on domain-specific languages and a non-trivial real-
world example model (i.e., a premium-headunit startup scenario). We further show 

                                                           
1 Request for quote phase, where manufacturer request a valid offer from their suppliers. 
2 Electronic Control Unit. 
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how the model can be utilized in various ways to predict resource usage and gain 
design confidence. 

2   Domain-Specific Modeling 

It is an early and most important experience when starting to model real-world sys-
tems that the expressiveness of the model is defined by the features of the available 
language. On the other hand, the right formulation of the problem is already half-way 
to the solution. The model bridges the gap between a given set of requirements and 
the properties and APIs of the target platform which is being used. 

Automotive/infotainment domain experts like system engineers or software archi-
tects should be able to create and extend their models easily and without having to 
learn tool details or wade through syntactic overhead. Furthermore, the models should 
be mergeable, modularized to leverage reuse of model parts and support fine-grained 
version history. Thus, we use domain-specific, textual modeling instead of general-
purpose graphical modeling approaches like SysML and UML. This allows a specific 
and streamlined, but at the same time complete specification of the models. 

As technological basis we are using an Eclipse environment, which hosts the EMF3 
framework with Xtext on top [2]. During the past years, the Xtext toolchain has 
gained a level of maturity which is well applicable for industrial applications; Eclipse 
and EMF are established in industry already. From an EBNF-like definition of a do-
main-specific language (DSL), Xtext is able to generate EMF-based metamodels 
(Ecore models). It also provides a powerful framework for generator development and 
a convenient text editor with many useful features, among them syntax highlighting, 
an outlook view and code completion – all adapted to the domain-specific language 
under development. Among other benefits, the toolchain is available as open-source 
software and offers a friendly community with optional commercial support by com-
panies being active as committers. 

In order to develop the DSL and a couple of generators for various target formats, 
we applied an incremental-iterative approach, where the domain experts and the mod-
eling experts collaborated closely. All sources, i.e., the grammar defining the DSL, 
tool extensions, generators and also all resulting models are managed in a state-of-the-
art source code control system. The resulting DSL and a non-trivial example model 
will be described in the following sections. 

3   The Hbsim DSL for Infotainment System Models 

State-of-the-art automotive infotainment systems exhibit complex behaviour, which is 
due to a huge set of features (e.g., about 30,000 requirements for a current high sys-
tem), a multifaceted system environment (automotive busses, multiseat / multimodal 
user interface) and a heterogeneous, distributed hardware design. This complexity can 
only be handled in a simulation model by abstracting away details along several  
dimensions: 

 

                                                           
3 Eclipse Modeling Framework (see http://www.eclipse.org/modeling/emf). 



426 K. Birken et al. 

• Only system-relevant requirements will be taken into account. 
• Hardware entities (e.g., mass storage devices, CPUs) and basic software layers (e.g., 

operating systems, drivers) will be represented only by their primary parameters. 
• On the software side, we model abstract functional blocks instead of concrete 

software components and processes. 

Table 1. Overview of language elements (i.e., vocabulary) of the hbsim DSL 

hbsim element purpose examples 
cpu processors and controllers CPU1, DSP, … 
resource bandwidth-bounded resource  SD-Card, harddisk, … 
pool allocate&free resources RAM, DMA channels, 

… 
fb functional block, incl. dynamic 

behaviour and dependencies 
tuner, navigation, media, 
browser, GUI, … 

partitioning mapping of functional blocks 
to processors 

browser runs on CPU1 

usecase set of triggers for functional 
blocks 

play mp3, start guidance 

scenario  collection of concurrent use 
cases 

startup lastmode tuner 

 
 

The resulting core DSL we defined for modeling the infotainment systems is named 
hbsim [3]. The main language elements are listed in Table 1. It is focused on specifi-
cation of available hardware, the functional blocks running on that hardware and the 
use cases and scenarios which can be executed. There is a strong focus on dynamic 
aspects and system behaviour, which eventually allows to execute these models either 
statically (with analysis tools) or operational (with simulation tools).  

In order to illustrate our approach, two examples will be shown subsequently. 
Fig. 1 shows a screenshot of a modeled resource (here: NAND flash storage). Each 
resource interface models a special way to access the resource (e.g., raw device ac-
cess, file system, DMA). Each resource interface is defined by its access bandwidth, 
the induced CPU load (e.g., by the device driver) and the context switching time 
(short: cst), which defines a penalty for simultaneous access from multiple clients.  
In general, sufficient accuracy can be gained by this level of abstraction. It is not 
necessary to model resources with more details, e.g., latencies of mechanical parts or 
low-level caches. 

The second example in Fig. 2 demonstrates how the Multimedia application of an 
infotainment system is modeled using the functional block concept. The behaviour of 
each functional block is specified as a sequence of steps. Each step may define CPU 
load needed to accomplish this step, resource accesses (e.g., reading of data from file 
systems) and preconditions for this step. In actual hbsim models, we extended this 
concept by supporting multiple behaviours for each functional block. These behav-
iours may contain control structures (e.g., loops) and trigger other functional blocks 
after their execution. Multiple behaviours per functional block will also be used to 
express concurrent execution, e.g., processes, threads or tasks. 
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Fig. 1. The resource NAND_Flash as modeled using the hbsim DSL (editor screenshot). Each 
resource may offer one or more interfaces, which can be used to read data from that resource. 

 

Fig. 2. Example model (editor screenshot with syntax highlighting): functional block Multime-
dia with startup behaviour. In several steps of execution, read operations from the resource 
NAND_Flash (cf. Fig. 1) have been defined. 

An additional, orthogonal modeling aspect is related to variability requirements. In 
the Automotive domain, there is a lot of variability concepts which should be 1st class 
citizens in our modeling language, among them OEM4 variants on top of a product 
line, market variants, hardware samples, customization variants, and many more. The 
variants can be expressed easily and concise by using feature diagrams [4]. We are 
                                                           
4 Original Equipment Manufacturer, i.e., the car manufacturing companies. 
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using an approach combining feature models and domain models similar to [5]. Vari-
ant points can be inserted at proper locations into the hbsim model. By defining con-
figurations, feature sets can be selected which define slices of the actual model. Each 
slice represents one instance of the model configuration space and can be input for 
subsequent generator steps.  

4   Example: Infotainment Head-Unit Startup 

A real-world example which is relevant and important in Automotive/Infotainment 
systems is the startup process. There are multiple different scenarios depending on the 
wake-up reason and on persistent lastmode conditions. Examples: The infotainment 
system may be woken by a trigger on CAN-bus (e.g., door opened), by the driver 
pressing the On-key while the car is parked, or by a diagnostic session during produc-
tion or in the garage. The system has to fulfil a plethora of timing requirements,  
ranging from safety-relevant, legal aspects of different markets, system-architecture 
requirements on car-level, production issues and usability expectations from the end-
customer (represented by human factors and marketing experts on the OEM side). 

 

Fig. 3. Example model: System startup of a simplified Automotive/Infotainment system. Grey 
boxes represent functional blocks, arrows indicate dependencies between those blocks. The 
diagram has been automatically generated from the hbsim model (backend: graphviz). 
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The resulting model describes the startup behaviour of all relevant functional 
blocks, together with their resource needs and technical dependencies. A typical model 
defines 50-60 functional blocks and various processors and resources (e.g., flash mem-
ory, RAM, harddisk). It additionally incorporates aspects like multi-core/multi-cpu, 
inter-processor communication and partition-based scheduling algorithms.  

Fig. 3 shows a simplified example of this kind of model. In this example, all func-
tional blocks are deployed to a hardware processor named Main CPU. The arrows in 
the diagram indicate different kinds of inter-block dependencies, e.g., triggers (yel-
low, hollow arrowheads), technical preconditions (blue) or resource dependencies 
(red). With hbsim, complex simulation scenarios can be created by combining exist-
ing usecases. In the top of this diagram, it is shown how three usecases (map visible, 
mp3 playing, infrastructure) are combined to the scenario Startup. This represents a 
system startup where the navigation map is visible and mp3 is audible. 

Analysing the dependency structure revealed in the automatically generated graph 
of Fig. 3, one can see that the NAND flash filesystem is a common prerequisite for all 
other functional blocks. We can also see that the HMI (i.e., the graphical user inter-
face) depends on nearly all other functional blocks except the Multimedia application, 
which is needed for audio output only. However, there might be scenarios where the 
HMI is also dependent on the Multimedia application (e.g., for displaying a current 
track screen). 

Thus, with this kind of models defined using the hbsim DSL, the structure and dy-
namic behaviour of infotainment systems can be defined on the appropriate level of 
abstraction. They collect the knowledge of various system and software experts with 
multiple years of domain experience each. The models represent an important part of 
the company’s intellectual property. The hbsim DSL defines a powerful combination 
of executable architecture model and system design properties. 

5   Model-Based Analysis and Simulation 

The abstraction level of the infotainment system models (as described above) is well-
suited for describing all major timing and resource usage aspects of this kind of prod-
uct. By using the Xtext generator framework, the models can be transformed into a 
variety of target formats: 

• graphical representation (based on automatic layout, e.g., graphviz [6]) 
• static analysis (e.g., critical-path, theoretical limits for timing requirements) 
• guidance for automated trace analysis (gaining input for the model details, e.g., 

CPU loads of single steps) 
• input for simulation tools (e.g., discrete-event or task-level simulation) 

Our current main focus is on executing the model on a simulator in order to under-
stand the dynamic behaviour of the system. We apply different simulators depending 
on the accuracy we want to achieve and the simulation performance we need. The 
interpretation of the simulation results is usually done by applying graphical  
tools (e.g., chronSIM by Inchron [7]) and/or extracting information from simulation 
traces automatically. This approach, together with other backends like visualization 
generation and static analysis, provides a new level of understanding for the domain  
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Fig. 4. Typical model/simulate/analyse cycle as applied when working with the model-
ing/simulation toolchain presented here 

experts, architects and developers and helps to fulfil especially the non-functional 
customer’s requirements. 

After the creation of an initial model, the typical usage of the simulation toolchain 
is iterative (as with many other workflows in software development). Fig. 4 depicts 
the typical model/simulate/analyse cycle. It is important to note that the typical cycle 
is accomplished within 1-3 minutes (depending on simulation tool and model size), 
whereas implementing the real change would last at least hours, if the necessary 
changes are possible at all. E.g., even hardware changes can be modeled and simu-
lated easily, but would be expensive to check in a real system. 

Previous examples have shown that hbsim models contain detailed data describing 
cpu loads, resource bandwidths etc. (e.g., example model in Fig. 2). For big models, it 
is tedious and sometimes even not feasible to keep all those values up-to-date manu-
ally. A mechanism is needed which extracts the proper detail values from real system 
traces and injects them into the model. 

Fig. 5 shows the principle of guided automatic analysis, which is a tool for provid-
ing real-world measurements as detail data for the simulation models. Traces from the 
real system are analysed automatically guided by concise information extracted from 
the simulation model. Basically, all resource loads detected in the real-world traces 
are mapped onto the functional blocks and their steps of execution. Thus, the usage of 
each resource is computed for each step. Moreover, correspondences between abstract 
markers in the model and concrete markers in the trace are evaluated by the analysis 
tool. This technique is indispensable for harvesting detail data for the model out of 
real-world traces. It allows keeping the model up-to-date with the real implementa-
tion. We will provide more information about this current subject of research in a 
follow-up publication. 
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Fig. 5. Principle of guided automatic analysis 

6   Example Results 

Based on detailed models of infotainment unit startup scenarios, the methodology 
described above proved to be a valid and useful tool for aiding the system and soft-
ware design. There is a variety of examples which could be described here, among 
them startup in diagnostic mode (needed during production and in the garage), reac-
tion times on CAN messages (e.g., showing the rearview camera picture quickly in a 
park distance control usecase) and early audio usecases. In this section, we explain the 
latter scenario in more detail. 

Typical early audio usecases require the infotainment unit to be able to support au-
dio output very quickly after system wake-up. One relevant example is to provide 
audible warning messages triggered by the park-distance control ECU if the system is 
woken with activated reverse gear. The reaction time should not violate its limit even 
if the startup is loaded with additional compute-intense usecases, e.g., calculation of a 
navigation route. In order to ensure that the system always meets this requirement, we 
modeled this scenario as part of the overall infotainment startup model. 

Fig. 6 shows a part of the simulation result, represented as a system state graph. 
The graph has been generated from the simulation trace output and layouted by the 
graphviz toolset. Each grey box in that graph indicates the execution of one step, 
which is a part of a functional block’s behaviour. The label of each block gives the 
functional block, the behaviour currently active (both in the first line) and the name of 
that step (second line). For each such block, the time in milliseconds when the step 
starts its execution (running) is given as well as the time for the completion of that 
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Fig. 6. Example simulation result, represented as system state change graph. In this example, 
the step EarlyAudioAvailable could be reached only after AudioManagement finished its avail-
able state. Times are in milliseconds. 

step (done). Incoming arrows indicate all preliminaries for each step. The critical path 
is indicated by bold arrows. 

In the example shown in Fig. 6, the target step for the early audio usecase is Early-
AudioAvailable (yellow box) of the functional block WavePlayer. This is completed 
at time 2,373 seconds after wakeup, which is too slow for state-of-the-art infotain-
ment systems. In order to find out why that is too late we analyse the incoming  
arrows. The bold arrow leads us back along the critical path to the state available of 
the functional block AudioManagement. I.e., the WavePlayer component is available 
at 2034 milliseconds and has to wait for 2373-2034=339 more milliseconds until 
AudioManagement can be accessed. If we further follow the critical path backwards, 
we are able to track down the causal chain based on the graphical simulation results. 
Eventually, the system engineer will find valid optimizations, apply them to the 
model and start the cycle again. 

7   Conclusion and Next Steps 

Applying domain-specific modeling of infotainment systems on system level is a 
valuable approach for analysis of timings and resource usage. The method can be 
applied early during the development phase, even as decision-making aid in RFQ 
phases. We also successfully introduced hbsim-based modeling and timing simulation 
as a continuous activity throughout the development process. This ensures that re-
source usage limits and boundary conditions are met. The development process is 
such directed towards the planned implementation as envisioned by system architects 
and designers. Thus, the models represent executable design documentation. 

It has been shown that by this method significantly complex examples can be tack-
led which require a solid system design and domain know-how. The model serves as 
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an expert system where this kind of knowledge is accumulated. By applying various 
kinds of generators, the model can be transformed to useful target formats, among 
them graphical representations and input for simulators. This ensures that the accumu-
lated knowledge is not a black hole, but is actively used and refined instead. 

As the resulting models are defined concisely and completely based on a formally 
defined meta-model, we expect that formal methods and corresponding tools for veri-
fication, validation and timing analysis can be attached seamlessly. Therefore, one of 
our next steps is the application of state-of-the-art formal analysis methods comple-
menting our current simulation approach. 
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Abstract. Timing analysis is an important prerequisite for the design
of embedded real-time systems. In order to get tight and safe bounds for
the timing of a program, precise information about its control flow and
data flow is needed. While actual timings can only be derived from the
machine code, many of the supporting analyses (deriving timing-relevant
data such as points-to and loop bound information) operate much more
effectively on the source code level. At this level, they can use high-
level information that would otherwise be lost during the compilation to
machine code.

During the optimization stage, compilers often apply transformations,
such as loop unrolling, that modify the program’s control flow. Such
transformations can invalidate information derived from the source code.
In our approach, we therefore apply such optimizations already at the
source-code level and transform the analyzed information accordingly.
This way, we can marry the goals of precise timing analysis and optimiz-
ing compilation.

In this article we present our implementation of this concept within
the SATIrE source-to-source analysis and transformation framework.
SATIrE forms the basis for the TuBound timing analyzer. In the ALL-
TIMES EU FP7 project we extended SATIrE to exchange timing-relevant
analysis data with other European timing analysis tools. In this context,
we explain how timing-relevant information from the source code level
can be communicated to a wide variety of tools that apply various forms
of static and dynamic analysis on different levels.

1 Introduction

Many aspects of our lives are controlled by embedded computer systems with
real-time constraints. Embedded real-time systems used in aerospace and
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automotive applications are especially delicate: Since errors in such computer
systems may endanger lives, these systems are deemed safety-critical. Adher-
ence to the specification, both functionally and in non-functional aspects such
as timing, is therefore of the utmost importance. Timing analysis aims to predict
worst-case timing behavior in order to give feedback to developers and provide
information to validation processes.

There are many forms of timing analysis, each having a number of specific advan-
tages and disadvantages. Static analysis predicts timing behavior based on the pro-
gram’s code. This form of analysis is able to cover all possible eventualities; however,
static analyses must typically make some simplifying assumptions that coarsen
the analysis information, suggesting possible program behaviors that cannot be
realized in actual executions. This may lead to overestimations of the worst-case
execution time (WCET). Various kinds of static analysis techniques can reduce
overestimations, but often at considerable costs in analysis time and memory con-
sumption and, thus, scalability. Wilhelm et al. [WEE+08, pp. 39–41] summarize
studies which found that practical static analysis methods overestimate cache miss
penalties by 15–30 %, and up to 50 % on more modern and complex architectures.

In contrast to static approaches, dynamic analysis observes actual executions
of the program and examines dynamically collected information. Such informa-
tion can include things such as traces of paths taken through the program,
relationships between program paths (such as mutual exclusion), numbers of
iterations of loops in the program, and execution times of basic blocks or larger
pieces of code. These data points describe actual executions and are therefore
very precise. However, the major difficulty of dynamic analysis is that one must
ensure that measured data are also safe: The application must be run under
conditions and with input data that are capable of eliciting worst-case behavior.
Finding such input data can be a very difficult task.

In practice, several forms and levels of analysis can be combined: For example,
static analysis may be used in the search for worst-case inputs for subsequent dy-
namic analysis. Dynamically measured (safe) timings of parts of a program may be
combined with statically derived information on worst-case execution frequencies.

This paper provides a high-level overview of past work at Vienna University of
Technology’s Compilers and Languages group. We focus on the combination of anal-
ysis levels: The derivation of symbolic auxiliary information at the source-code level
and its relevance to timing analysis (Section 3); and communication of the results
to tools that perform lower-level timing analysis, usually involving the application
binary (Section 4). As far as information about the program’s control flow is con-
cerned, source-level information may be invalidated by optimizing compilers dur-
ing translation. For this reason, we also discuss how to perform some optimizations
at the source-code level and update the flow information accordingly (Section 5).

2 Static Timing Analysis Techniques

The standard approach to static timing analysis consists of three conceptual
stages (that need not be implemented separately in actual tools): high-level
analysis, low-level analysis, and calculation.
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High-level analysis derives information about the control- and data flow of
the program. In particular, this involves finding static bounds on the number
of iterations of each loop in the program; if it is not known after how many
iterations some loop terminates, the WCET must be conservatively estimated
to be infinite. Other kinds of flow information may include conflicting paths: For
instance, whenever some path π1 is taken at some branch, it may be impossible
to take another path π2 at a subsequent branch.

Low-level analysis is concerned with finding actual timing information for
parts of the program, typically basic blocks. As a very rough approximation,
this may consist simply of adding up individual worst-case instruction timings.
However, this approach gives much too high numbers on modern processor archi-
tectures that feature pipelines and caching mechanisms. Sophisticated low-level
analyzers therefore track models of the pipeline and cache states, which allows
them to compute a safe approximation of the performance gain due to overlapped
execution of instructions as well as cache hits.

Finally, the calculation phase integrates flow information with low-level tim-
ings. The common approach is the implicit path enumeration technique (IPET):
The entire timing analysis problem is formulated as an integer linear program.
Each basic block’s execution frequency is represented by a variable in the ILP
formulation; flow constraints such as loop bounds and mutual exclusions are ex-
pressed as linear inequalities. Basic block timings are encoded in the problem’s
objective function, which is then maximized using an off-the-shelf ILP solver.
The maximal solution gives the worst-case execution time, and the values of the
ILP variables give some information about the worst-case path.

Both high-level and low-level analysis may profit from various kinds of aux-
iliary information: For instance, precise information about pointer targets may
both eliminate false paths due to indirect function calls (high-level) and improve
the prediction of cache effects (low-level). In the following section, we describe
our source-level analyses supporting timing analysis.

3 Source-Level Analyses for Timing Analysis

We use the SATIrE (Static Analysis Tool Integration Engine)1 framework to per-
form high-level parts of timing analysis. SATIrE is a source-level analysis and
transformation framework that has been under development at Vienna Univer-
sity of Technology since 2004.

3.1 The SATIrE Framework

SATIrE allows users to build tools that analyze or transform C (and, to some
extent, C++) programs. Its internal program representation is based on the
object-oriented abstract syntax tree (AST) provided by the ROSE2 source-to-
source transformation system. The AST may carry arbitrary annotations as
1 http://www.complang.tuwien.ac.at/satire/
2 http://www.rosecompiler.org

http://www.complang.tuwien.ac.at/satire/
http://www.rosecompiler.org
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extracted from annotations in the program or computed by program analyzers.
The AST is either built by ROSE, which is based on the C and C++ frontend
by Edison Design Group3, or by a modified version of the Clang frontend4.

Given the AST, there are several ways of analyzing and manipulating the pro-
gram it represents. ROSE includes a number of analyses and transformations,
including a loop optimizer that can perform common operations such as loop un-
rolling. SATIrE includes a component that builds an interprocedural control flow
graph (ICFG) suitable for data-flow analysis. Bindings to the Program Analyzer
Generator (PAG)5 allow the generation of such data-flow analyzers from sim-
ple functional specifications. Another component6 can export and import ASTs
represented as Prolog terms. Prolog’s symbolic processing capabilities provide
excellent tools for the manipulation of tree-shaped data, which makes it a good
match for our purposes.

ASTs that have been transformed or annotated with analysis results (in the
form of comments or #pragma statements) can be unparsed to C source code.
This code can then be passed to any other source-based tool or regular C compiler
for further processing.

3.2 High-Level Analyses Supporting Timing Analysis

SATIrE allows us to implement a number of program analyses supporting the
high-level component of timing analysis. On the source-code level, we can derive
information regarding pointer relationships, including function pointer targets;
information about the possible ranges of the values of integer variables; and,
based on these, tight bounds for the number of iterations of many loops and
loop nests. This section describes our implementations of these analyses.

Points-To Analysis. SATIrE includes a flow-insensitive unification-based anal-
ysis based on Steensgaard’s well-known analysis [Ste96]. The basic analysis per-
forms a single pass over the program, assigning an ‘abstract memory location’ to
each program variable, function, or dynamic memory allocation site. Locations
representing structures have special edges to their members’ locations. All ele-
ments of an array are collapsed into a single summary location. Several distinct
objects may be assigned the same location, as described below.

The effects of pointer assignments are modeled using points-to edges between
locations: There is a points-to edge from location �1 to location �2 if at some
point during some execution of the program, one of the objects represented by �1
may hold a pointer value that points to one of the objects represented by �2.

Each location is constrained to have at most one outgoing points-to edge; if
some location might point to two or more different locations, those locations are
merged into a new combined location. If merged locations pointed to different
3 http://www.edg.com
4 http://clang.llvm.org
5 http://www.absint.de/pag/
6 http://www.complang.tuwien.ac.at/adrian/termite/

http://www.edg.com
http://clang.llvm.org
http://www.absint.de/pag/
http://www.complang.tuwien.ac.at/adrian/termite/
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locations before, those target locations must also be merged recursively. This
merging ensures that the analysis can be implemented in almost-linear time
using a fast Union/Find data structure [Tar75]; however, it is also a source
of imprecision as it may introduce spurious points-to relations that cannot be
realized in any actual run of the program.

In its basic form, the algorithm suffers from imprecision because it is context-
insensitive: If a function that receives a pointer argument is called at several
different sites, the analysis will merge all the objects that may be pointed to at
any call site. We made the analysis context-sensitive by analyzing each function
several times (once for each context), and linking the analysis data according
to the calling structure between contexts. This approach of cloning contexts is
similar to Lattner et al.’s context-sensitive points-to analysis [LLA07].

The points-to analysis supports other source-level analyses in SATIrE. How-
ever, it is also directly relevant to timing: Precise points-to information can help
other tools reduce the number of candidates at indirect call sites; allow better
value analysis by reducing the number of candidates for indirect data accesses;
and allow better modeling of cache effects.

Value Interval Analysis. SATIrE uses a flow-sensitive interval analysis (or
‘value range analysis’) to associate each integer variable with a value interval
for each location in its scope. If at some point a variable is associated with an
interval [a, b], this means that at that point, the variable’s value is definitely
somewhere between a and b. The interval analysis is implemented as an abstract
interpretation [CC77]. The declarative analysis specification is translated to an
executable program by PAG.

In certain cases, the analysis can make use of assert statements in the pro-
gram that were inserted by programmers with domain knowledge, or by some
other program analysis/transformation. The information in a statement like
assert(x >= 0 && x <= 10); can be used by the interval analysis to infer that
at the program point following that statement, the value of variable x must be in
the range [0, 10], regardless of what was known about its value before. SATIrE
includes a component that annotates a program with such assertions capturing
the results of interval analysis; thus, such assertions are well suited for storing
analysis information for later use without full-scale recomputation. These asser-
tions are also useful in testing the analysis itself, and in verifying annotations
provided by users or by other tools [PKK+09].

The analysis is integrated with SATIrE’s points-to analysis. Integer assign-
ments or reads through pointer expressions can therefore be resolved to sets
of possibly referenced variables. This allows us to avoid some conservative as-
sumptions that would be necessary without points-to information: Indirect reads
yield the union of all involved variables’ intervals, indirect writes only affect the
analysis data associated with the possible pointer targets. Similarly, arrays are
modeled as sets of aliased variables.

The interval analysis is inter-procedural, i. e., intervals associated with argument
expressions of function calls are propagated into the corresponding functions. For
programs that use indirect calls through function pointers, the points-to analysis
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is consulted to propagate information to and from all possible targets of the given
call. Using facilities provided by PAG, the interval analysis can be used in a context-
sensitive way with arbitrarily long call strings.

In the context of timing analysis, interval analysis is mostly of interest for
the computation of loop bounds (see below). It some cases, it can also identify
infeasible paths: Branches on the values of function parameters may be resolved
statically (in context-sensitive ways) if the analysis can identify the value ranges
of actual arguments.

Loop Bounds Analysis. To implement the TuBound timing analysis tool,
SATIrE was extended with a component which computes bounds for loops based
on iteration variables [PKST08]. It uses results of the interval analysis and struc-
tural information about the program to build equations or set of inequalities,
which are solved to yield bounds on the number of loop iterations.

The loop analyzer looks for loops preceded by the initialization of an iteration
variable, a loop condition consisting of an inequality involving the variable (or
a set of such inequalities connected by ‘logical or’ operations), and exactly one
increment or decrement of the variable inside the loop with a bounded (but not
necessarily constant) step size. Assuming the loop variable is i, the initialization
expression is Init, the test expression is i < Max , and the minimum step size Step
is known to be positive, we can set up an equation like n = (Max − Init)/Step
to describe the number of loop iterations.

This expression can be evaluated using interval arithmetic to provide an
upper bound. Before numeric evaluation, we also perform a symbolic simplifi-
cation step that attempts to eliminate common subexpressions between Max
and Init. This allows us to handle some loops that involve unknown quan-
tities, such as the common idiom of iterating over an array using a pointer:
for (p = a; p < a + 10; p++). Here, our interval analysis cannot determine
an interval for a; however, none is needed because after simplification, no occur-
rences of a are left in the loop bound expression.

The above analysis works well for single loops, but it can overestimate nested
loops with a triangular or irregular iteration space. We analyze nested loops using
more general flow constraints. This analysis works for counting loops as described
above, but now we require a constant step size. For each (upwards-counting) loop,
we set up a system of inequalities {i ≥ Init, i ≤ Max , (i− Init) mod Step = 0}.

This translation can be performed recursively for nested loops. The set of dis-
tinct integral solutions to the resulting system of inequalities describes the entire
iteration space, i. e., the set of all tuples of values that the iteration variables
of the loops can take. The size of this set gives the number of iterations of the
innermost loop in the nest. The clpfd solver distributed with SWI-Prolog7 allows
efficient computation of the number of solutions without producing them.

Precise data on loop bounds is directly relevant to timing analysis as pro-
grams typically spend most of their time in loops, and an overestimation of loop
trip counts directly translates into an overestimation of the WCET. Automatic

7 http://www.swi-prolog.org

http://www.swi-prolog.org
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analysis, especially of complex irregular loop nests, is both less time-consuming
and less error-prone than manual annotation.

4 Integration of Timing Analysis Tools

This section explains how we integrate the high-level analyses described in the
previous section with other timing analysis tools. Such integration is needed
because actual timing information cannot be derived at the source code level: An
intervening compiler is needed to produce actual machine code. (Compilation to
an abstract machine may suffice if a precise timing model of the abstract machine
on a given physical machine is available [HBH+07].) Such compilers may be, but
need not be, aware of the real-time nature of the software they are compiling.

Here we describe SATIrE’s integration with four other tools with different
approaches to the WCET analysis problem: Compiler integration; dynamic anal-
ysis; static analysis on the binary; flow analysis on a lower-level representation.
All of these connections make heavy use of annotation capabilities provided by
the respective tools.

The integration with CalcWCETC167 was implemented as part of the Austrian
CoSTA project, while the other three integrations were part of the ALL-TIMES
EU FP7 project. We have working research prototypes for each tool integration.

4.1 Integrated Compilation and WCET Calculation

One compiler designed for integrated compilation and WCET calculation is
CalcWCETC167 [Kir01] targeting Infineon’s C167 family of microcontrollers.
This is a modified version of GCC which understands wcetC, an extension of
C that provides a custom syntax to specify flow constraints and loop bounds in
addition to the input program. During code generation, it computes execution
times for each basic block it generates; the flow information and basic block
timings are used to set up an IPET problem, which is solved using standard
techniques. One drawback of this approach is that the compiler is prohibited
from performing optimizations that alter the control flow of the program. Sec-
tion 5 discusses how we can sidestep this problem by performing optimizations
on the source-code level.

CalcWCETC167’s approach to timing analysis relies on good source-level flow
annotations. Without tool support, such annotations must be placed in the pro-
gram by the programmer, which is a tedious and error-prone task. The TuBound
tool implemented using SATIrE is able to leverage its loop bounds analysis to
compute the necessary information for many loops. Its program transformation
capabilities can then be used to insert the annotations in the source code.

4.2 Annotations for Measurement-Based Analysis

RapiTime by Rapita Systems Ltd8 is a dynamic analysis toolkit. It instruments
target applications with measurement code and uses the measurement data to
8 http://www.rapitasystems.com
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profile performance, provide code coverage information, and perform WCET
analysis. As RapiTime uses dynamic analysis to gather information at run-time,
one cannot always be sure that all possible executions of certain parts of the code
have been covered by its analysis. RapiTime therefore provides the possibility
for users to annotate the program’s source code with high-level knowledge about
issues such as points-to relations or flow constraints. SATIrE can compute some
of the relevant information, as detailed below.

In order to compute a worst-case timing for a function call, RapiTime must know
all the possible functions that may be called at that site (in a certain context). Since
embedded system programs often contain indirect calls through function pointers,
this information is typically not immediately available. During the execution of
the system, the code instrumented by RapiTime can record all observed functions
called from a certain site, but as noted above, it may not always be sure that these
were all the possible call targets for that call site. Without this information, it must
make a conservative approximation or reject the program.

SATIrE’s points-to analysis statically computes conservative approximations of
the sets of targets of each indirect function call. This automatic analysis is much
faster and more reliable than manual annotations; this isparticularly true for context-
sensitive annotations. Thus SATIrE’s information can tell RapiTime whether it has
observed all possible call targets during its tests, or which other possible targets it
must take into account. Similarly, RapiTime may observe certain numbers of iter-
ations for loops in the application. SATIrE’s static analysis of loop bounds may
confirm that the observed iterations are indeed the worst case, or provide informa-
tion for appropriate computation of a guaranteed time bound.

Our source-level static analysis thus helps in ensuring the safety of the dynamic
analysis, or in proving that a given dynamic analysis result is indeed safe.

4.3 Annotations for Binary-Level Static Analysis

The aiT family of WCET analysis tools from AbsInt Angewandte Informatik
GmbH9 performs static analysis directly on the application binary. Using ab-
stract interpretation, aiT derives possible value ranges of registers and memory
locations; it also computes upper bounds on the WCET of basic blocks, taking
cache and pipelining effects into account. The overall WCET is computed using
the IPET approach.

While the analyses of aiT and SATIrE compute some similar information, they
have different ways of computing that information. aiT’s value analysis subsumes
its pointer analysis, treating pointer values simply as integers. A value interval
determined for a pointer thus implicitly denotes the set of all objects that could
be addressed by that pointer. In contrast, SATIrE’s points-to analysis is symbolic,
identifying objects by abstract symbols, not by memory addresses. Where a pointer
points to non-adjacent functions or global symbols in the program, aiT’s analysis
will determine that it may also point to any intervening function or object. In such
cases, SATIrE’s symbolic analysis can derive the possibly much more precise result
9 http://www.absint.com
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that the pointer may only reference one of a discrete set of functions or objects, but
not any arbitrary memory address in between. This more precise pointer analysis
may also add precision to SATIrE’s interval analysis in some cases. We express
results using aiT’s existing annotation mechanism.

aiT’s annotation mechanism includes a notion of ‘user-defined registers’, which
are virtual machine registers whose values can be read or written by annotations.
In particular, annotations can be made conditional on a user-defined register’s
value. This allows us to formulate context-sensitive annotations by encoding call
string information in virtual registers. Such annotations may, in turn, tighten
aiT’s timing results computed for certain contexts.

4.4 Integration with Other High-Level Tools

SWEET is a research tool from Mälardalen University’s WCET group10. Its
flow analysis is based on abstract execution [GESL06] and can derive complex
flow constraints relating execution frequencies for different points in the program.
The integration of SWEET and SATIrE involves various issues. First, as SWEET
works on programs represented in the ALF format [GEL+09], it needs translators
to ALF in order to analyze source code. The connection between SATIrE and
SWEET in the ALL-TIMES project therefore included a C-to-ALF compiler.11

One advantage of having control over this translator is that it can output useful
meta-information besides the ALF code.

The translator therefore outputs information mapping ALF code positions
(identified by jump labels) to SATIrE’s internal position identifiers as well as
to source code locations. It also exports information on the call strings used
by SATIrE. Using this information, SATIrE’s context-sensitive analysis results
regarding points-to information and value intervals can also be communicated
to SWEET. In contrast to the other connections described above, SWEET and
SATIrE have similar notions of program objects (ALF allows named, scoped
variables like C does). Thus SATIrE’s analysis information referring to program
variables and pointer relations is directly useful to SWEET. The tight corre-
spondences between program positions as well as variables allow SATIrE to
exchange even flow-sensitive information with SWEET, which is not the case for
the other connections. This tight integration can ease the implementation bur-
den on SWEET’s developers, who at the time of writing do not have a context-
sensitive points-to analysis.

5 Source-Level Optimization and Timing Analysis

As mentioned in Section 4.1, some types of compiler optimizations alter the pro-
gram’s control flow and invalidate flow information annotated at the source-code
level. One prominent example for this is loop unrolling: An unrolled loop will per-
form fewer iterations than expected from the source code, but will accordingly
10 http://www.mrtc.mdh.se/projects/wcet/
11 http://www.complang.tuwien.ac.at/gergo/melmac/
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do more work in each iteration. For a loop unrolled by a factor of k, preserving
the original annotation will result in an overestimation of the WCET by a similar
factor of about k. For this reason, such optimizations must be disabled in the
back-end compiler if source-level annotations are to be used. The CalcWCETC167
compiler disables all loop optimizations that change the control flow.

However, such optimizations are desired because they can often result in con-
siderable speedups. We have therefore combined source-level optimization with
corresponding transformation of source-code annotations. This way, programs
can take advantage of loop optimizations at the source level, while such op-
timizations are still disabled in the back-end. At the same time, annotations
remain correct and tight. The result is usually a reduction in the calculated
WCET.

5.1 Transformation of Flow Information

We consider flow information represented by a variable fe for each edge e in the
program’s control-flow graph. Flow constraints are given as inequalities of linear
expressions involving possibly scaled flow variables, which we write as 〈n · fe〉.
We transform constraints by replacing expressions referring to transformed edges
with other expressions [KPP10]. In general, there are two cases to consider:

– The flow fe at edge e is split into multiple edges e′i. We replace the corre-
sponding scaled flow variable by appropriately scaled variables for the new
edges:

〈n · fe〉 −→ 〈n1 · fe′1〉+ 〈n2 · fe′2〉+ · · ·
– The flow of several edges ei is merged into one edge e′. For each ei, we

perform the following transformations for ≤ or < constraints:

〈n · fei〉 −→
{ 〈nlhs · fe′〉 on the left-hand-side of the constraint
〈nrhs · fe′〉 on the right-hand-side of the constraint

and vice versa for ≥ or > constraints.

In either case, the values of the newly introduced scalar factors depend on the
details of the program transformation.

Transformation of flow annotations is guided by an optimization trace. The
trace, a log of each modification of the control flow, is produced by the loop opti-
mizer. We use it to access data about the original and transformed loops as well
as the flow variables involved. Our implementation of optimization traces and
the transformation rules can handle the correct transformation of annotations
for loop unrolling, loop blocking, loop fusion, and loop interchange.

Example. Figure 1 illustrates the transformation of flow constraints for inter-
changed loops. Note that each occurrence of fl1 is replaced by the flow vari-
able fl2 , scaled appropriately according to the analyzed lower or upper bounds
of iterations of the new outer loop.
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Original program Loop-interchanged program′

for (i = 0; i < 8; ++i) {
// l1
for (j = 0; j < n; ++j) {

// l2
if (even(i))

// then
...

else ...

for (j = 0; j < n; ++j) {
// l1
for (i = 0; i < 8; ++i) {

// l2
if (even(i))

// then
...

else ...

Loop bounds Loop bounds′

〈l1, 8 . . . 8〉 〈l1, 1 . . . 4〉
〈l2, 1 . . . 4〉 〈l2, 8 . . . 8〉

Constraints Constraints′

fl1 ≤ 8
fthen ≤ fl1 · 2
fl1 ≤ fthen · 2

fl2/4 ≤ 8
fthen ≤ fl2/1 · 2
fl2/4 ≤ fthen · 2

Fig. 1. Example: Transformation of annotations after loop interchange [Pra10]

5.2 Experimental Evaluation

We evaluated the impact of source-level loop optimization and annotation trans-
formation on the analyzed WCETs of the programs from the WCET benchmark
suite from Mälardalen University and the DSPstone benchmark suite. On aver-
age, our source-based optimizations succeed in reducing the analyzed WCET by
about 13 % on the Mälardalen benchmarks and by about 21 % on DSPstone.

Figure 2 shows results for the standard WCET analysis benchmarks collected
by Mälardalen University12. In Figure 3 results for the fixed-point version of the
DSPstone benchmarks [ŽVSM94] are shown: Using the benchmarks that could
be fully analyzed (and automatically annotated at the source code level) by
an unassisted TuBound, the diagrams show how the WCET bound is affected
by the source-level loop optimizations. Each value is normalized by the WCET
bound of the program with just the low-level optimizations applied, marked as
the ‘original’ analyzed WCET in the graphs. The WCET bound calculation was
done using the CalcWCETC167 back end of TuBound. The source-level loop op-
timizations use the upper and lower loop bound information found by TuBound.
All low-level optimizations performed by the target compiler do not alter the
control flow any more. The rightmost bar represents the geometric mean of the
scaled execution speed of each of the benchmarks.

The benchmarks show that the potential for optimizations is significant. Un-
surprisingly, the implemented optimizations (loop unrolling, fusion, interchange,
12 http://www.mrtc.mdh.se/projects/wcet/benchmarks.html
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Fig. 2. Tighter analyzed WCETs due to high-level loop optimizations: Mälardalen
benchmarks
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Fig. 3. Tighter analyzed WCETs due to high-level loop optimizations: DSPstone
benchmarks

splitting), perform well on DSP kernels (e. g., matrix2) and show little to no
impact on branch-intensive code (e. g., nsichneu) that lacks tight loops with a
high trip-count.

Outliers like crc show that careful selection of the different optimization
phases is very important. This process, however, can be supported by an au-
tomatic WCET analysis, which can be used to guide the optimizer by judging
the improvement of a program transformation [LM09].
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6 Related Work

Wilhelm et al. [WEE+08] present a thorough discussion of the worst-case execu-
tion time problem and various tools and methods to approach it. Gustafsson et
al. [GLS+08] give a more detailed overview of the ALL-TIMES project and the
tools involved. Schordan [Sch08] presents the SATIrE system in more detail and
considers some challenges of annotating source code with analysis information.

There does not appear to be much previous work that deals specifically with
integration of source code analysis and WCET calculation. This paper sum-
marizes and unifies several threads of work in this area performed at Vienna
University of Technology in between 2006 and 2010 within the ALL-TIMES
and CoSTA projects. Prantl et al. discuss the TuBound tool in much more de-
tail [PSK08, Pra10], while Barany [Bar09] gives more details on the integration
of SATIrE in the ALL-TIMES project.

Schulte [Sch07] as well as Engblom et al. [EEA98] discuss the transformation
of flow annotations along with control-flow altering program optimizations.

Herrmann et al. [HBH+07] use a (conceptual) virtual machine as an interme-
diate step for combining high-level and low-level analysis of programs written
in the functional language Hume: For each target machine, timings of abstract
machine instructions are derived using aiT. Source-level analysis and knowledge
of compiler internals allows their framework to determine the set of abstract ma-
chine instructions that would be generated for each input program. Straightfor-
ward composition of this information with the low-level timings yields a WCET
bound.

7 Conclusions

We have presented our approach to supporting timing analysis on the source code
level using the SATIrE analysis framework. Using this framework, we built the
TuBound tool for WCET analysis, combining source-level analysis, source-level
optimization, and a back-end compiler performing WCET analysis. We have also
implemented connections to several other timing analysis tools of various kinds,
demonstrating that source-level analysis information can be useful for a wide
range of timing-related analyzers that cover different analysis approaches.

Acknowledgements. The authors would like to thank Viktor Pavlu and Alexander
Jordan for many helpful comments on earlier versions of this article. We are
grateful to the anonymous reviewers for their comments that helped us improve
the paper’s focus and presentation.
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Abstract. Code-level timing analysis, such as Worst-Case Execution
Time (WCET) analysis, takes place at the binary level. However, much

information that is important for the analysis, such as constraints on

possible program flows, are easier to derive at the source code level

since this code contains much more information. Therefore, different

source-level analyses can provide valuable support for timing analysis.

However, source-level analysis is not always smoothly applicable in in-

dustrial projects. In this paper we report on the experiences of applying

source-level analysis to industrial code in the ALL-TIMES FP7 project:

the promises, the pitfalls, and the workarounds that were developed. We

also discuss various approaches to how the difficulties that were encoun-

tered can be tackled.

1 Introduction

Today, over 99 percent of all processors are embedded in products or systems.
Many of these embedded systems are real-time systems, i.e., computer systems
that must react within a certain time to events in their environment. Failure of
such systems to meet their timing constraints could endanger human life and
cause substantial economic losses. Thus, improved methods for timing verifica-
tion are of paramount importance.

The purpose of timing analysis is to find out whether the timing constraints
of a system are met. It is usually divided into system-level analysis, dealing with
the combined execution of different programs (“tasks”), and code-level analysis
dealing with the timing of individual tasks. The most important entity to esti-
mate on code level is the worst-case execution time (WCET) of a task. WCET
estimates are needed for many system-level analyses. For these to yield reliable
results, the WCET estimates must be safe meaning that they never will un-
derestimate the true WCETs. Unsafe WCET estimates can also be useful, in
situations like early design phases where they can help dimensioning the system.
� This work was supported by the EU FP7 project ALL-TIMES (Integrating European

Timing Analysis Technology, grant agreement no. 215068).
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WCET analysis assumes that the code is running to completion in isolation,
without being interrupted. The two main kinds of analysis are measurements
and static analysis. In general, measurements cannot give safe estimates and are
thus suitable for less time-critical software. For time-critical software, where the
WCET must be safely estimated, static analysis is preferable. Hybrid analysis
combines elements of static and measurement-based analysis.

Static WCET analysis derives a WCET estimate analysing mathematical
models of the code and the hardware. If the models are correct, then a static
WCET analysis will always derive a safe WCET estimate. The static analysis
is usually divided into three phases: a flow analysis where information about
the possible program execution paths is derived, a low-level analysis where the
execution times for atomic parts of the code, like basic blocks, are decided from
a performance model of the target architecture, and a final calculation where
the flow and timing information is combined to derive a WCET estimate.

The flow analysis must handle a possibly very large number of paths. Thus,
approximations are needed. If the approximations are safe (representations in-
clude at least the possible paths) then a WCET analysis is still safe, although
it might become pessimistic. Flow analysis research has mostly focused on loop
bound analysis [11], since upper bounds on the number of loop iterations must
be known in order to derive finite WCET estimates. Automatic methods to find
these exist, but often some loop bounds must still be bounded manually. Flow
analysis can also identify other types of program flow constraints like infeasi-
ble paths [10]. constraining the number of times different program parts can be
executed together.

To be accurate, flow analysis should be performed on the binary level, for
the code actually being executed. However, much information is often missing in
this code. Therefore, flow analysis is sometimes performed on source code. The
advantage is that there is much more high-level information in the code that
can help obtaining a precise flow analysis. On the backside, the program flows in
source and binary are sometimes not exactly the same, especially if the compiler
applies heavy optimizations. Program flow constraints derived from the source
code can then be unsafe for the program flows of the binary. But there are still
many situations where this is tolerable, for instance when making rough timing
estimates in early design phases. Also, the technique is applicable for safety-
critical applications where safety standards demand that compiler optimizations
are turned off.

In this paper, we report on some practical experiences of source-level flow
analysis in the ALL-TIMES FP7 project. The purpose of this project was to
create methodologies and toolchains for combinations of different timing tools
and techniques, including source-level flow analysis. The techniques were finally
tried out on an industrial project from the automotive area. We ran into a
number of problems when attempting to analyse the source code for the project.
We describe these problems, and the workarounds that we had to make to be
able to proceed. The problems that we encountered seem to be quite general for
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source-level analysis of this kind of code, and we discuss a number of possible
ways to tackle them.

The rest of this article is organized as follows: in Section 2 we give an account
for related work. Section 3 describes the ALL-TIMES project briefly. In Section 4
we describe the target system for which we applied source-level flow analysis.
Section 5 describes how the source-level analysis was used, and which aspects
were tested. Section 6 describes our analysis tool SWEET, which was used in the
case study, and its flow analysis. Section 7 reports on the results and experiences
of the case study. Section 8, finally, wraps up and discusses possible directions
for future work.

2 Related Work

There have been a number of studies of WCET analysis of industrial code.
There are some reports on using commercial, static analysis WCET tools to
analyze code for space applications [13,12,17], and in avionics industry [8,20,15].
In [4,18], time-critical parts of the commercial real-time OS Enea OSE were
analysed. Experiences from WCET analysis of real-time communication software
for automotive was reported in [3]. All these case studies concern analysis of
binary code only. A problem detected in several of them is the need to provide
manual annotations for program flow properties at binary level. This was often
found to be cumbersome and error-prone.

[19] reports on WCET analysis of a number of tasks in the transmission control
of an articulated hauler. This analysis was done on binary level. In a follow-up
study [1], the program flow analysis was done on source level, and the results
passed to the binary level analysis be hand. The experiment was successful in
the sense that almost all program flow constraints on the binary level could
be automatically derived on source level. Compiler optimizations changing the
control structure did not pose any big problems for the translation. What did
pose a problem was the fact that the tasks communicate through data stored
in intricate data structures. Value annotations had to be provided for some
of these values, which proved to be difficult for two reasons: the inability of the
annotation language to express accurately the value fields in the data structures,
and the difficulty to find proper value ranges for data stored and updated by
several tasks. For this case study, there was access to all the source code. The
code was strictly ANSI-C, and parsing did not pose any problems.

There are a number of general-purpose academic or commercial tools for
source-level static analysis. Some examples are ASTRÉE [6], Coverity [2], Poly-
space, and Klocwork. These tools can check for a variety of possible errors such
as possible division by zero, array index out of range, or potential memory leaks
to name a few. A comparative evaluation of Coverity, Polyspace, and Klocwork
is found in [7].

In [2], a number of practical problems for source-level static analysis tools,
when applied to industrial code, were reported. Among the experiences reported
were the need to handle different environments for program development, prob-
lems parsing code accepted by the customers’ compilers, and the need to reduce
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the ratio of false to true positives. Clearly these experiences apply to supporting
source-level analyses for WCET analysis as well, and they are in line with what
we report here.

3 The ALL-TIMES Project

ALL-TIMES (Integrating European Timing Analysis Technology)1 is an FP7
small to-medium focused researchproject (STREP) with six partners: Mälardalen
University (coordinator), Vienna University of Technology, AbsInt Angewandte
Informatik GmbH, Gliwa GmbH, Symtavision GmbH, and Rapita Systems Ltd.
The partners are either research groups, with academic tools applicable to timing
analysis, or vendors of timing analysis tools. The project has brought the following
main results:

– integrated methodologies for timing analysis,
– prototypes of integrated tool chains,
– new/improved code and timing analysis tools,
– new tool connections, including open tool interfaces, and
– a validation of the integrated tool chains.

Fig. 1 shows the different tools, and the different tool connections that have
been created within the project. The connections enable the integrated tool
chains that in turn support the integrated methodologies.

The tools have the following functions: SymTA/S is a system-level timing
analysis tool performing tasks like schedulability analysis. aiT is a static WCET
analysis tool, and RapiTime is a tool for WCET analysis and worst-case per-
formance profiling which uses a hybrid method. T1 is a tool for timing- mea-
surement, -analysis and -visualisation. SWEET is a static WCET analysis tool:
however, only its program flow analysis part has been of concern in ALL-TIMES.
SATIrE, finally, is a source-code program analysis and transformation workbench
built on top of the Rose compiler framework2.

With the new tool connections that have been implemented in the project,
a number of integrated tool chains can be formed. An example is RapiTime
passing estimated WCETs for tasks to SymTA/S through tool connection M.
RapiTime, in turn, may have its analysis enhanced by source-level analyses. For
instance, SATIrE may pass information about possible function pointer values
through tool connection P, and SWEET may provide program flow constraints
through tool connection T. (SWEET must then use SATIrE as a frontend using
tool connection Q, see below.) In all, this constitutes a tool chain involving four
of the tools in the project.

An outspoken goal of ALL-TIMES has been to provide support for timing
analysis in early, explorative design phases. Early indications of timing proper-
ties can help avoiding costly redesigns in situations where a late timing verifica-
tion shows that the timing constraints are not met. For this purpose, a version
1 Website: www.all-times.org
2 www.rosecompiler.org
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Fig. 1. ALL-TIMES integrations between timing analysis tools

of aiT called “TimingExplorer” was implemented. TimingExplorer sacrifices ab-
solute safety of WCET estimates for analysis speed, and has means to do quick
design space exploration varying the hardware configuration. It has the same in-
terfaces as aiT, and can thus take part in various tool chains for providing early
timing estimates. For instance, it can use information from source-level analyses
performed by SATIrE and SWEET.

Another goal of ALL-TIMES has been to provide support for timing analysis
from source-level analyses. Two kinds of program flow information were deemed
to be of high interest: information about possible values of function pointers
in different program points, and traditional program flow information such as
bounds on the number of loop iterations, and infeasible path constraints. These
analyses are provided by SATIrE and SWEET. SATIrE uses the C frontend of
Rose to parse C source code before analysing it: it can then deliver function
pointer sets to aiT and RapiTime using each tool’s native format for manual
source-level annotations. SATIrE also has an experimental loop bounds analysis.
SWEET can compute a number of program flow constraints, ranging from simple
loop bounds to complex infeasible path constraints, and can export these to aiT
and RapiTime using the same annotation formats as SATIrE. SWEET’s flow
analysis analyses the ALF code format (see Section 6). SATIrE can convert
Rose’s internal program representation to ALF through the “melmac” tool, and
can thus act as a C frontend to SWEET. Thus, the source-level analysis of
SWEET always uses SATIrE as a frontend.
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The results of ALL-TIMES were validated using industrial code from the
automotive domain, see Section 4. The validation included an estimation of the
productivity increase brought by the technologies developed in ALL-TIMES.
Two typical timing analysis scenarios were analysed, where for each step the
time to perform it was estimated with and without the support of the ALL-
TIMES technologies, respectively. The results indicate that the improved timing
analysis support brought by ALL-TIMES can have a very significant impact on
the efficiency of the timing analysis process.

4 The Target System

The target system that was used for the final validation in ALL-TIMES is an
automotive embedded control unit. For this unit, the project could obtain access
to the source code. This was crucial for the validation of the source-level tools and
-connections. The unit has a Freescale MPC 564 processor. It has no hardware
trace facilities, and it uses the ETAS ERCOSEK operating system. The source
code consists of ca. 685k lines of code, divided on 1297 C files (.c), 768 C header
files (.h), and 28 assembly files (.a). The C files range in size from less than
1 KB to 1997 KB (22910 lines of code). The source code is compiled with the
Windriver compiler (Diab Data).

In addition to the source code, the project had access to a test environment
including compiler, debugger, and hardware.

5 Source Code Analysis Validation

The source code analyses developed within ALL-TIMES were validated as parts
of larger tool chains, involving also the WCET analysis and system-level tim-
ing analysis tools in the project (see Section 3). The tool chains were validated
using two scenarios, in the following way. The first validation scenario was an
“early design exploration” scenario, where TimingExplorer is used to select an
appropriately upgraded hardware platform for an existing application. For this
purpose, a set of approximate WCETs of the tasks were computed for each inves-
tigated hardware configuration, and they were subsequently sent to SymTA/S for
a schedulability analysis. Computing bounded WCETs require that all loops in
the code are bounded. TimingExplorer does perform an automatic loop bounds
analysis: however, this analysis is done on the binary code, and so, for the tar-
get code of the validator, TimingExplorer was unable to bound 102 loops. The
source-level analysis validation for this scenario was to see how many loops
SWEET could additionally bound by a source-level analysis, and pass the results
to TimingExplorer to avoid the time-consuming process of manually annotating
the loop bounds.

The second scenario was a “late stage verification” scenario, where SATIrE,
SWEET, and RapiTime are used to analyse/measure the code and determine
the WCETs of the tasks in the target system. RapiTime produces traces that
are visualised using one of the so-called “trace-viewers” provided with T1 or
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SymTA/S. SymTA/S also performs a scheduling analysis to verify schedulability
under worst-case conditions.

Here, it was tested how well SATIrE could determine function pointer sets,
which RapiTime needs to cut down the set of possible execution paths when
calling a function that is indirectly referenced through such a pointer. SWEET’s
loop analysis was used in a different way than for the first scenario. RapiTime
measures execution times for program fragments, and combines this informa-
tion into a WCET estimate using program flow constraints. The validator has
no hardware tracing facilities, and thus the code has to be instrumented for
measuring execution times. The instrumentation has to be sparse since other-
wise buffers would overflow and data would be lost. Therefore it is interesting
to identify parts of the code with little variability of the execution time, since
such parts are prime candidates not to instrument. Loops that always execute
the same number of times are likely to have low execution time variability. Since
SWEET can compute both upper and lower iteration bounds for loops, it was
tested how many loops SWEET could find where these bounds were equal (and
thus the loop always executes the same number of times). This information could
help reduce a time-consuming inspection of the code to find those parts of the
code where instrumentation could be reduced.

6 SWEET, and Its Flow Analysis

SWEET3 is a WCET analysis research tool from MDH. It has the standard
WCET analysis tool architecture with a flow analysis, a low-level analysis, and
a final WCET estimate calculation.

The flow analysis of SWEET is the part currently being actively maintained
and developed, and this is the part of SWEET that has been of concern for
the ALL-TIMES project. The analysis is able to produce a number of program
flow constraints, ranging from simple upper and lower loop iteration bounds
to complex infeasible flow constraints. The analysis is context-sensitive as well
as input-sensitive, the latter meaning that the analysis can take restrictions on
input values into account when computing the program flow constraints.

The main analysis method of SWEET is called abstract execution (AE) [10].
AE can be seen as a fully context-sensitive abstract interpretation, where each
loop iteration (or recursive function call) is analysed separately. It is therefore a
“deep” analysis method, based on the semantics of the program. Alternatively,
AE can be seen as a kind of symbolic execution where program variables store
abstract values, and where operators and functions are given their interpretations
in the abstract value domain. Fig. 2 illustrates how AE works for a simple
loop. Note the input-sensitivity: the restricting interval for the initial value of
i will directly influence the resulting iteration bounds for the loop. A simpler,
non-input-sensitive analysis would not be able to bound this loop. The current
implementation of AE in SWEET uses the abstract interval domain for numerical
values, but AE can in principle use any abstract domain.
3 www.mrtc.mdh.se/projects/wcet/sweet.html
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i = INPUT; // i = [1..4]

while (i < 10) {
// point p

...

i=i+2;

}
// point q

(a) Code example

iter i at p i at q

1 [1..4] impossible

2 [3..6] impossible

3 [5..8] impossible

4 [7..9] [10..10]

5 [9..9] [10..11]

6 impossible [10..11]

(b) Analysis

min.
#iter: 3

max.
#iter: 5

(c) Result

Fig. 2. Example of abstract execution

The computed flow constraints are arithmetic constraints on so-called execu-
tion counters, virtual variables that count the number of executions in different
program points. (In Fig. 2, “#iter” is such a counter.) SWEET has a general
method to collect information about possible executions into different kinds of
program flow constraints. The resulting constraints can be directly used in the
final WCET estimate calculation.

The analysis method of SWEET is general and not a priori tied to any lan-
guage or instruction set. To take advantage of this generality, SWEET’s flow
analysis analyses the code format ALF [9]. ALF is an intermediate format de-
signed to be able to faithfully represent code on different levels, from source
to binary level. It therefore contains high-level concepts, such as functions and
function calls, as well as low-level concepts like dynamic jumps. Thus, SWEET
can analyse code both on binary and source level provided that a translator into
ALF is present. As mentioned, the melmac tool is such a translator that maps
the internal format of Rose into ALF, thereby enabling SATIrE to be used as a
C frontend to SWEET.

7 Results and Experiences

We now describe our experiences from doing source-level analysis on the validator
(automotive ECU) code in the ALL-TIMES project. We discuss the problems
encountered for the source-level program flow analysis performed by SWEET.
Most of the problems are common to SATIrE’s analyses as well, and indeed they
should be common to “deep”, semantics-based source-level analyses in general.

The steps necessary to perform SWEET’s flow analysis are basically the fol-
lowing. This scheme should hold for source-level analysis in general:

1. identify the source files that are needed for the analysis,
2. convert the files to a format suitable for the static analyses to be applied,
3. “link” the converted files to enable inter-procedural program analyses,
4. perform the program analyses, and
5. map the results back to the source code, in a format suitable for other tools.
We now describe our experiences for each step in turn.
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7.1 Step 1: Identify Needed Source Files

Academic benchmarks for WCET analysis research tend to consist of small, self-
contained programs where each program to analyse resides in a single source file.
Not so in real projects: they may consist of thousands of files, where the code
that needs to be analysed is scattered over many different files.

The first step is to identify the entry points for the code to analyse. For WCET
analysis, this typically amounts to finding the start functions for the tasks, or
runnables, in the system. If the application uses an operating system, then the
tasks can usually be found from some of its configuration files. This is the method
that we used. It requires knowledge of how the specific operating system used is
configured.

Second, the files containing code that is needed for the analysis are to be
identified. This may sound trivial: a brute force approach that should work
would seemingly be to include all source files in the project. But this requires
knowledge of where the source files are located, which typically has to come
from the build tool (which, if unlucky, may be some set of obscure scripts). A
complication is that some source files may include assembler, or that they are
simply missing (only binaries available): more on the consequences of this in
Section 7.4.

A further complication, which we encountered in the project, is late binding.
Functions with the same name may be defined in different compilation units, and
first at linking time it is selected which of these functions to actually call, by
including the corresponding object file. Late binding seems to be very common
for embedded codes. With late binding, the source code simply does not contain
sufficient information which source files to include, information from the build
tool is needed.

To summarize: Step 1 in general requires information both from the operating
system configuration and the build tool, and a source-level analysis tool must
somehow acquire it.

7.2 Step 2: Converting Source Files

For SWEET’s flow analysis, the conversion is done in two steps: first, the source
files are parsed into the internal format of Rose, and then a translation to ALF
is done by the melmac tool.

SWEET needs to generate flow constraints in the annotation formats of aiT
and RapiTime. Both these annotation formats relate the flow constraints to loca-
tions in the source code. Therefore, in addition to the code conversion, melmac
generates a so-called map file relating code locations in ALF with the corre-
sponding locations in the original source code.

The two first steps presented problems. The Rose compiler framework uses
a commercial C/C++ frontend which is distributed with Rose as a binary, so
it cannot be changed. It turned out that the parser could not process some of
the target system’s source files. We had to rewrite some source files by hand to
get them through the parser. Some source files also contained inlined assembler,
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which the frontend could not process either. We dealt with this mainly by com-
menting out the assembler, although this is not a strictly safe solution. Other
constructs causing problems were compiler specific pragmas, and preprocessor
directives. The problems encountered were very similar to those reported in [2].

It also turned out that Rose itself had problems to handle some features of
the target system’s C code. We had to rely on the Rose developers to for fixing
the problems, which took time.

The morale of this is that an industrial strength source analysis tool, at least
for C, must be able to adapt to the variety of C dialects defined by the C
compilers that are in use. It is hard to accomplish this without being in full
control of the translation chain.

7.3 Step 3: Link the Converted Files

When analysing code that stretches several files or compilation units, a global
namespace has to be created where symbols have an unambiguous meaning. This
process can be seen as a kind of linking [14], but on source-code level.

Source-level linkers exist. One example is cilly, from the CIL framework [5],
which merges a number of C file into one large C file. However, cilly changes the
line numbers of statements in a way that cannot be easily traced. The original line
numbers are required for flow constraint annotations in the annotation format
for aiT, so if they are lost then such annotations cannot be generated. For this
and other reasons, we decided to create or own linker for ALF code instead.

Our ALF linker works similarly to cilly, and merges all the ALF files into one
big file. However, it also maintains the relation between program code locations
in C and ALF files by creating a global map file from the merged ALF files. To
differ between local entities with the same name, the ALF linker has to perform
some “name mangling” to create unique names.

A problem, similar to the late binding problems described in Section 7.1, was
caused by the fact that some header (.h) files contained full function definitions.
Since the C preprocessor’s semantics of including header files is to copy them
verbatim, the result was the creation of several instances of an identical function
with the same name in different C files. The C preprocessor would then be used to
select which copy to include in the end. However, since the C files were translated
into ALF one by one, the result would be several ALF files with identical function
declarations. The ALF linker, righteously, did not accept this. Our solution was
to change the linker to eliminate all identical copies of a function declaration
but one.

7.4 Step 4: Performing the Flow Analysis

The linked ALF file should in principle be ready for analysis. Alas, a successful
flow analysis for real industrial codes typically requires additional information
not present in the available source code. This information must then somehow
be provided, or approximated.
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When analysing the possible program flows of a task, typically some bounds
must be known for inputs that may affect the program flow (see Fig. 2 for an
example). Inputs can be either arguments to the start function of the task, if
any, and values of global variables when the start functions begin executing.

Especially important is to restrict the possible values of input pointers. If
the abstract value of a pointer is TOP (any address), and an assignment is done
using the pointer value as target, then the analysis must assume that the written
value may possibly be written to any data address. This typically destroys the
information needed to identify any interesting program flow constraints.

SWEET provides value annotations for arguments and variables, which allow
the user to provide simple interval bounds for these. Inputs that are not an-
notated will assume the abstract value TOP (any value is possible). However,
the problem remains how to identify the important inputs and find proper value
ranges for these.

Since we had little time to make elaborate annotations in the ALL-TIMES
project, we would mostly let input values default to TOP. We suspect that this
affected the precision of the analysis adversely in many cases.

For systems that allow parallel or pre-emptive execution of tasks accessing
shared data areas, the additional complication arises that during the execution of
a task, a variable can be reassigned a new value by some other task. Such shared
variables must be treated differently in the analysis. If there is no knowledge
about the possible preemption points, then the value of such a variable must
be considered possible to change, due to the actions of some other task in the
system, at any program point. An analysis that does not take this into account
is potentially unsafe. As far as we know, all current WCET analysis tools ignore
this problem.

C has a keyword “volatile”, which is a hint to the compiler that the vari-
able might be changed by some other activity in the system. A variable might
be marked volatile for many other reasons, though, and conversely any “non-
volatile” global variable could potentially be shared between tasks. Analyses that
identify shared data and compute safe value bounds for these are conceivable:
however, we had no time to develop such analyses in the project. SWEET cur-
rently deals with the problem by forcing volatiles to assume the abstract value
TOP throughout the program, but as explained this is potentially unsafe.

The second problem is that vital source code often is missing. For the valida-
tor, the big problem turned out to be that important parts of the code came
from a subcontractor, and we had no access to its source code. Apparently this
is a common situation in the automotive domain, and the trend towards compo-
nentising the software and use third-party code seems to become stronger. This
means that missing source code will be a significant problem for source-level
analysis in the future.

We tackled this problem in two ways. First, we added a mode to SWEET
where it will assume a certain default semantics for unknown entities. Unknown
variables will be set to TOP, which is a safe overapproximation but may lead to
very imprecise results especially of the variable holds pointer values. The default
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semantics for unknown functions is that their return value is TOP, and that
they do not affect any global variables (no side-effects). The latter assumption
is clearly unsafe, but without knowledge of the function a safe analysis will have
to assume that it can set any global variable to anything, which will render the
resulting analysis extremely imprecise.

Second, we extended the annotation language of SWEET to give it some lim-
ited capability to express the semantics of unknown functions. These annotations
allow to specify bounds on return values, and for possible side effects on given
global variables.

Missing code, and uncertainty about the nature of volatile-declared variables,
posed a problem for the source-level validation. As mentioned, TimingExplorer
failed to bound 102 loops, located in 50 different C functions. Of these, only 19
functions could be translated into ALF (mostly due to that the source code was
missing). 24 of the not bounded loops were present in those functions. Two of
these 19 functions refer to unknown entities, and 18 functions refer to volatiles.
Of the total number of functions that could be translated into ALF, about 49%
contained neither undefined entities nor volatiles (and should thus be possible to
analyse with safe results, assuming that no non-volatile globals can be affected
from outside the analysed task).

There were 18 start functions for tasks in the system. Of these 10 referred to
undefined functions, and 16 to undefined data. Nine contained loops for which
we had ALF code, and which TimingExplorer could not bound. For a number
of reasons, we could not obtain any bounds for any of the not bounded loops
by analysing the start functions. This was due to imprecision from unknown
entities (especially unknown pointers), but also presence of volatiles whose safe
treatment required them to be set to TOP, and infinite for(;;); loops that
pose problems for the abstract execution algorithm used by SWEET. Thus, we
resorted to analyzing functions deeper in the call tree, containing (possibly in-
direct) calls to the functons with the interesting loops. This had the advantage
of avoiding to analyse much problematic code. On the other hand, calling con-
text information was lost which would decrease the precision. By analysing these
functions, we were able to bound three of the previously unbounded loops by
a safe analysis (w.r.t. undefined entities and volatiles), and two more by a po-
tentially unsafe analysis making default assumptions about undefined entities,
and treating volatiles as “ordinary” variables. We believe that the low number of
interesting loops that we were able to bound mainly is due to imprecision from
undefined entities, and lack of knowledge about the calling contexts.

7.5 Step 5: Map Results Back to Source Code

The last step is to map flow constraints back to TimingExplorer or RapiTime
using their native source-level annotation formats. Also here, we encountered
some practical problems. One problem is that some precision was lost in the
translation to these formats: for instance, SWEET can generate highly context-
sensitive flow constraints which cannot be expressed to the same degree in them.
Another issue is that SWEET derives loop bounds as bounds on the number of
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times the loop header executes, while both annotations formats use the number
of times that the loop body executes. This forced us to make adjustments in the
generated loop annotations.

8 Conclusions

We have identified a number of problems with source-level program flow analysis.
Some problems are due to important information not being present in the source
code, some to weak language standards (allowing different compilers to define dif-
ferent dialects), and some to missing source code. Most problems should be com-
mon to deep, semantics based source-level analysis in general. Thus, solutions are
important not only for WCET analysis, but also for general source-level analysis.

It is not easy to change industrial practices. However, we can still make a
“wish list”. One thing on the list would be standardised formats for build pro-
cesses, which an analysis tool could read to find the relevant source code to
analyse. On the task level, clean standards for task communication are very de-
sirable. Metadata should be provided, in standardised formats, that describes
the task communication as well as the task entry points. Metadata should also
be available to describe possible value restrictions on inputs to the system, like
values read from sensors.

It should also be possible for third-party code providers to ship metadata
describing the semantics of the delivered code. This metadata could then be
used by an analysis tool when the source code is not provided. Examples of
useful metadata are input-output relations for functions, possible side effects,
and value restrictions for global variables. Function side effects can be expressed
in types, and found by a type-based analysis [16].

The natural place to standardise metadata formats is in component-oriented
frameworks such as AUTOSAR. However, also without them, there are improve-
ments to be done. One interesting option is to develop mixed source/binary-level
analyses, that use the binaries when sources are not available. Using a multilevel
language as ALF for the analysis, which allows translations from both source- and
binary level code, is then clearly an advantage. Analysis tools also need better an-
notation languages to let the user provide precise information when needed.

Finally, note that most problems described above will not appear for a binary
level analysis of a statically linked executable. All the code will then be available,
and all ambiguities will have been resolved by the compiler and linker. This com-
pensates for the disadvantages of binary level analysis to some degree. However,
we think that source-level analysis offers distinct advantages warranting efforts
to make it applicable to real embedded production codes.
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Abstract. In object oriented languages, dynamic memory allocation is
a fundamental concept. When using such a language in hard real-time

systems, it becomes important to bound both the worst-case execution

time and the worst-case memory consumption. In this paper, we present

an analysis to determine the worst-case heap allocations of tasks. The

analysis builds upon techniques that are well established for worst-case

execution time analysis. The difference is that the cost function is not

the execution time of instructions in clock cycles, but the allocation in

bytes. In contrast to worst-case execution time analysis, worst-case heap

allocation analysis is not processor dependent. However, the cost function

depends on the object layout of the runtime system. The analysis is

evaluated with several real-time benchmarks to establish the usefulness

of the analysis, and to compare the memory consumption of different

object layouts.

Keywords: Worst-Case Analysis, Memory Allocation, Real-Time Java.

1 Introduction

In hard real-time systems, failing to deliver results in time may lead to catas-
trophic consequences. Deadlines must be met even in worst-case scenarios. As
such situations cannot be reliably provoked through measurements, hard real-
time systems must be statically analyzed to ensure that all deadlines will be
met. Scheduling analysis determines whether all tasks can meet their deadlines.
The input for this analysis are the worst-case execution times (WCETs) of the
individual tasks and their respective deadlines. However, it is not only important
to consider the tasks’ timing. An application that runs out of memory cannot
deliver its result on time either. Therefore, it is important to bound not only
the WCET, but also the worst-case heap allocations (WCHAs). With the known
WCHAs, the memory management system, be it scoped memory or a real-time
garbage collector (GC), can be correctly dimensioned.
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Allocations are often “hidden” behind syntactic features or in libraries. In
Java, even innocent-looking expressions such as println(”info: ”+i) allocate sev-
eral objects. The expression ”info: ”+i is processed as follows: a StringBuilder
object is allocated, which contains an array to store the actual characters. Then,
”info: ” is appended to that object, potentially allocating a larger character array.
The integer i is also appended to that object; converting a number to its decimal
representation requires another character array. Finally, the StringBuilder is con-
verted to a String, allocating yet another object. In total, two objects and two
to four arrays are allocated. Considering the simplicity of the above expression,
manual analysis of realistic programs is clearly not an option.

Manual analysis is also complicated by the fact that the requested amount
of memory is not always the same as the allocated amount. In object-oriented
languages, objects include some meta-information about the type of an object.
Some real-time GCs (RTGCs) split objects, either to avoid [19] or to overcome
[5] fragmentation issues. Programmers must have intimate knowledge about the
runtime system to find out how much memory is actually allocated.

Knowledge about heap allocations is useful both when using a RTGC and
when using scoped memory. Scoped memory was introduced in the real-time
specification for Java RTSJ [3] to eliminate the need for garbage collection. As
the size of the scoped memory area has to be provided when the area is created,
it is important to know how much memory will be allocated in that scoped
memory. The analysis helps to size the scoped memory area such that allocation
demands can be met even in worst-case scenarios.

RTGCs have gained more acceptance since the RTSJ was formulated, and
the use of scoped memory often can be avoided. Hard real-time GCs require
knowledge about the application for correct operation. A RTGC must be paced
correctly, otherwise it cannot keep up with the allocations from the application.
In such a case the system would fail, either because it runs out of memory or
because tasks are delayed beyond by the GC. The allocation rate alone is not
enough to determine an upper bound for the period of the GC thread [14,15].
However, the allocation rate is a necessary prerequisite for pacing the RTGC.

We propose to use the existing technologies for WCET analysis for the analysis
of heap allocations and provide cost formulas for several object layouts. While
we focus on Java, we believe that the presented ideas could also be applied to
other languages. We evaluate the tightness of our approach by comparing the
analysis results to measurements, and identify idioms that introduce pessimism.

The following section provides an overview of work related to this paper.
Background on WCET analysis is given in Sec. 3. In Sec. 4, we present the
analysis to automatically determine the WCHAs of tasks, which is evaluated in
Sec. 5. Section 6 concludes the paper and provides an outlook on future work.

2 Related Work

An early attempt at automated computation of upper bounds for different per-
formance measures was presented by Wegbreit [21]. The analyses are formulated
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for Lisp and computation takes place on a symbolic level. Aggregation of worst-
case results must be conservative and assume that all program fragments exhibit
their worst-case behavior at the same time. In contrast, our analysis uses a more
powerful approach based on integer linear programming, which allows expressing
cases where the execution of program fragments is not independent.

Unnikrishnan et al. presented analyses for both allocations and live memory
[20], which are to some degree similar to the analyses by Wegbreit. However,
recursion is handled implicitly rather than through explicit equations. The anal-
yses are formulated for a first-order functional language and assume that the
input programs are purely functional. It is not clear whether their findings can
be directly applied to imperative languages such as Java.

Albert et al. [1] developed an analysis framework where a sub-set of Java
bytecodes is transformed to a rule-based procedural representation. Loops are
transformed into recursions, and recurrence equations are generated to charac-
terize the program. The solution to these equations provides parametric bounds
for the memory consumption.

The analysis presented by Braberman et al. [4] computes the memory usage
of “regions” within a program. The memory consumptions of these regions are
combined to derive symbolic bounds on the minimum memory consumption and
the total amount of allocated memory.

A type-based heap-space analysis is proposed by Hofmann and Jost [8]. Pro-
grams are typed with a special type system that is used to establish bounds on
the memory consumption. While this approach seems to work reasonably well
for bounds that depend on the size of the input, it remains unclear whether
bounds that depend on input values can be handled efficiently.

Mann et al. [11] developed a data-flow analysis to determine worst-case allo-
cation rates. They use an instruction “window”, and determine how much data
is potentially allocated within such a window. Clustered allocations, as they are
common at the start of a task’s period, can lead to considerable pessimism when
using an instruction window. Considering the whole execution of a task, as our
analysis does, levels out such allocation spikes.

3 WCET Analysis

WCET analysis, similar to many other program analyses, is performed on a
program abstraction, the control flow graph (CFG). In a CFG the basic blocks
are represented by vertices and the directed edges represent possible control
flows. The cost of an edge is set to the maximum time needed to execute the
basic block it originates from. WCET analysis needs to find the most expensive
execution path between the program’s entry and exit node. In order to bound
the execution time of a task or method, an upper bound for the number of times
loops are executed and for recursion depths has to be known. Additionally, one
aims to exclude infeasible paths, which are never taken but are part of the CFG
abstraction.
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f o r ( i n t i = 2 ; i <= 10; i++) { // ou t e r l oop
f o r ( i n t j = i ; a [ j ] < a [ j − 1 ] ; j−−) {
// @WCA loop <= 9
// @WCA loop <= 45 ou t e r

swap ( a , j , j −1);
}

}
Listing 1.1. Loop bound annotation example

A common technique to find the WCET is implicit path enumeration (IPET)
[13,10]. The problem of finding the most expensive execution path is transformed
to a network flow problem. The variables of the problem correspond to the
execution frequency of CFG edges. Unique start and end vertices are created
with a single outgoing and a single incoming edge with execution frequency one.
For all other vertices, representing basic blocks in the CFG, the flow into the
vertex is equal to the flow out of the vertex. Furthermore, linear constraints
to bound the maximum number of loop iterations and to exclude infeasible
paths are added. Each edge is assigned a constant execution cost. The problem
of finding the WCET now amounts to finding the flow with maximal cost. The
solution to the resulting integer linear programming (ILP) problem can be found
by a standard ILP solver, such as lp solve.1

3.1 Loop and Recursion Bounds

In order to bound the WCET, it is necessary to bound the maximum number of
loop iterations and the maximum depths of recursions. Simple loop bounds can
be automatically extracted from the program source. For this purpose, a data-
flow analysis (DFA) framework providing a loop bound analysis is integrated in
our WCET analysis tool [17].

However, if a bound cannot be determined automatically, programmers must
provide annotations. An example annotation is shown in Listing 1.1. The anno-
tation @WCA loop<=9 tells the analysis that the loop body is executed at most
9 times whenever the loop is entered. The annotation @WCA loop<=45 outer
further restricts the number of times the body is executed by stating that it is
executed at most 45 times whenever the outer loop is entered. The analysis can
therefore compute tight bounds for triangular and other non-rectangular loops.

3.2 Data-Flow Analysis

The data flow analyses are run prior to the WCET calculation, and provide
information to deal with dynamic dispatch (receiver type analysis) and cycles
in the CFG (loop bound analysis). Both analyses are based on the techniques
described in [12], and operate directly on Java bytecode.

1 http://lpsolve.sourceforge.net/5.5/

http://lpsolve.sourceforge.net/5.5/
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Receiver Types. A receiver type analysis computes which types an object may
actually have. This is useful to reduce the pessimism that is introduced to the
WCET/WCHA analysis by virtual method calls. The term receiver refers to the
object which receives a message through the method call.

Our receiver type analysis take call strings into account and is similar to k-
CFA (“kth-order control-flow analysis”) [18]; a detailed description of the analy-
sis can be found in [17]. We acknowledge that techniques like the ones described
in [2] are more efficient than our approach. However, these techniques trade
precision for analysis time; the amount of pessimism introduced by this loss in
precision remains to be evaluated.

Loop Bounds. The loop bound analysis is based on an interval analysis that
computes an upper bound for the values integer variables may hold. It is aug-
mented with information whether a variable is only incremented or decremented.
From the value range of a loop variable and its possible increments/decrements,
it can be deduced how often a loop may be executed. As this analysis is not the
focus of this paper, please refer to [17] for details of the analysis.

A by-product of the loop bound analysis is that it also computes ranges for
array sizes. As the analysis computes ranges for all integer variables, it also
computes ranges for the values that are passed to newarray, anewarray, and mul-
tianewarray. The only necessary change in the analysis was to keep those ranges
available for further processing.

3.3 Execution Time Calculation

In addition to the high-level program analysis described above, the construc-
tion of a low-level timing model is necessary before calculating the WCET. The
low-level analysis provides a bound on the execution time of basic blocks, and
depends on the particular target platform.

Given the results of the low-level and high-level program analysis, an ILP
instance is generated, with variables corresponding to the edges in the CFGs.
The objective function for the ILP problem is obtained by summing up the cost
of all edges. The cost of an edge is the product of the edge’s frequency (a variable)
and the cost of executing the basic block the edge originates from. Finally, the
model is passed to an ILP solver, which calculates the edge’s execution frequency
on the worst-case path, as well as the WCET itself.

4 Heap Allocation Analysis

The WCHA analysis we propose is based on the WCET analysis described in
Sec. 3. Instead of using the execution time as cost function for the analysis, we
use the amount of memory a bytecode allocates. Apart from the cost function,
the problem to be solved for the WCHA is identical to the problem to be solved
for the WCET calculation. This implies that the infrastructure for calculating
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the WCET can be reused for calculating the WCHA. All path information ob-
tained from value and loop bound analysis and the information extracted from
annotations is available to the allocation analysis as well.

Obviously, most bytecodes do not allocate any memory. The amount of mem-
ory a new bytecode allocates is determined by the type it allocates. The size of
instances of that type are known at compile time, and can be obtained by adding
the sizes of all fields for a given class and its superclasses. When allocating arrays,
the allocation size is determined at runtime. The cost functions for bytecodes that
allocate data are detailed in Sec. 4.2. All other bytecodes have zero cost.

Note that we do not take into account the effects of garbage collection. Es-
pecially for multi-threaded applications, modeling the lifetime of data would
require taking into account also the timely behavior of the application and run-
time system, which is beyond the capabilities of the proposed technique.

In our analysis, we assume a “closed world”, i.e., the application must not
change during execution, and features like dynamic class loading are precluded.
This assumption is necessary, because we obviously cannot analyse unknown
code. However, our tool can handle virtual method calls; the cost of a call is the
maximum over all possibly invoked methods.

4.1 Array Size Bounds

To bound the maximum size of allocated arrays, the DFA has been extended to
provide array sizes at the allocation site. During the loop bound analysis, ranges
for all integer values have to be computed. As this also includes values on the
stack, the analysis has been extended to record bounds for array allocations.
When encountering a newarray or anewarray instruction, a mapping between the
allocation site and the value range for the array size is added to an allocation
bound table. For multianewarray instructions, the analysis must record multiple
ranges, to bound every level of the multidimensional array. When computing
the cost of an array allocation, the appropriate mapping is retrieved from the
allocation bound table.

If the analysis does not succeed in computing a bound, annotations have to be
provided by the programmer. An example for an array size annotation would be
arr = new int[n]; // @WCA size<=100, where the array is annotated to occupy
no more than 100 elements.

4.2 Object Layouts

When analyzing the WCET it is also necessary to include low-level details of
the processor in the analysis. Some of the low-level architecture details, such as
caches and branch predictors, are irrelevant for the WCHA analysis. However,
the analysis must take into account the object layout of the underlying JVM.

Figure 1 shows object layout variants that are used in JVMs with RTGCs.
White cells contain user data, while gray cells contain meta-information required
by the runtime system. Black cells denote memory which cannot be used due to
the object layout. The black cells are the result of internal fragmentation.
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handles heapstack

(a) Handles

stack heap

(b) Headers

stack heap

(c) Fixed Blocks

Fig. 1. Comparison of object layouts

In a RTGC, it is necessary to either defragment memory (by relocating ob-
jects) or to avoid unbounded fragmentation. In a handle-based layout (Fig. 1(a)),
a handle in a separate handle area points to the actual object. The handle area
does not need compaction, because the fixed length of the handles eliminates
fragmentation. Object relocation is simple, because only the indirection pointer
in the handle has to be updated. While the cost for an object is similar to a
header-based layout, it has to be taken into account that also the number of
allocated objects has to be bounded in order to fit the handle area.

A layout that incorporates header data (Fig. 1(b)) into the object eliminates
the indirection. However, when relocating objects, forwarding pointers have to
be followed. On average, such a layout speeds up object accesses, but in the
worst case, access times are similar to a handle-based layout due to the indirec-
tion through the forwarding pointer during object relocation. Such a layout also
complicates defragmentation, because all references in the objects and on the
thread stacks have to be updated to point to the new object location.

When using fixed block sizes for all allocations, external fragmentation can
be eliminated, albeit at the expense of internal fragmentation. Such a layout
is shown in Fig. 1(c). Objects that are too large to fit into a single block are
organized as linked list. Arrays are organized as a tree to achieve logarithmic
costs for accesses. Individual accesses may be more expensive than with the other
object layouts. However, when considering the whole system, this is alleviated
by the fact that no defragmentation is necessary.

4.3 Cost Functions

Different object layouts lead to different cost functions for the heap allocation
analysis. Object fields can be allocated packed or at word boundaries. Object
meta-data (e.g., object type, array size, . . . ) can be organized differently to op-
timize for size or for speed. Furthermore, large objects can be split into constant
sized blocks to avoid heap compaction or to make object relocation interruptible.

In the following, F(o) are the fields of an object o, and Fk(o) is the k-th field
of object o (with indices starting at 1). With s(f) we denote the size of a field
f in bytes, and with a(f) the required alignment for the field f . For the total
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memory usage of an object o we write mu(o). To handle alignment requirements,
we define P (n, m) such that it pads the address n to a multiple of m.

P (n, m) =
⌈ n

m

⌉
m

S(n, f) returns the memory usage of an object after adding a field f to that
object at relative address n. For example, S(3, f) would evaluate to 8 for a
4-byte field f that requires alignment to 4-byte boundaries.

S(n, f) = P (n, a(f)) + s(f)

Handle-Based Layout. In a handle-based layout, header data is stored at the
handle site, while the payload is located in the remaining heap space. Together,
the handle and the payload must fit the total available memory. Furthermore,
it is necessary that the handle area is large enough for the handles, and the rest
of the heap is large enough for the object data.

The memory usage of an object can be computed with the following formulas:

muh(o) = s(handle)

mu0
f(o) = 0

muk
f(o) = S(muk−1

f (o),Fk(o)) k > 0

muf(o) = P (mu
|F(o)|
f (o), Afield)

mu(o) = mh(o) + muf (o)

We assume that handles are always aligned, and that any required padding
or unused fields are part of s(handle). Furthermore, the formulas assume that
object fields start at an address that never requires padding. The maximum
alignment for object fields is denoted by Afield. By padding the end of the user
data to such an alignment boundary, we ensure that the next object starts at
this boundary and its first field indeed does not require padding.

The equations for arrays are the same as for objects, except that arrays use
an array handle instead of a handle. The handle types can differ, because the
array handle must accommodate the size of the array and type information may
be treated differently.

When being interested in the overall memory consumption, mu(o) is the ap-
propriate cost function. When considering the handle area and the remaining
heap space separately, muh(o) and muf(o) provide the respective cost functions.

Layout with Header Data. Header data is located in the same place as the
payload. The memory usage can be computed as follows:

mu0(o) = s(header)

muk(o) = S(muk−1(o),Fk(o)) k > 0

mu(o) = P (mu|F(o)|(o), Aheader)
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Again, we assume that objects start appropriately aligned and add padding at
the end of the object as required. The equations for arrays are the same, except
that an array header is used instead of header.

Fixed-Block Layout. In the fixed-block object layout, the header data and
the start of the object are in the same block. If the header data and the payload
exceed the size of a single block, the object is split across several blocks. The
link to the next block may be located at the start or the end of a block, which
leads to slightly different equations for the memory usage computation. With B
we denote the size of a block; we assume that fields never require padding at the
beginning of a block.

Next Pointer at End of Block. If the pointer to the next block is located at the
end of a block, it must be checked whether the field and the next pointer fit the
current block when adding a field to an oject. The function Snext returns a value
greater than B if these two fields do not fit the current block.

Snext(n, f) = S(S(n mod B, f), next)

The function Sblock uses Snext to determine the actual memory usage when
adding field f at position n.

Sblock(n, f) =

{
S(n, f) if Snext(n, f) ≤ B

P (n, B) + S(0, f) if Snext(n, f) > B

Next Pointer at Beginning of Block. If the next pointer is located at the begin-
ning of a block, Snext and Sblock have a slightly different definition:

Snext(n, f) = S(n mod B, f)

Sblock(n, f) =

{
S(n, f) if Snext(n, f) ≤ B

P (n, B) + S(s(next), f) if Snext(n, f) > B

In this flavor of the fixed-block object layout, the next pointer must taken into
account for all blocks. This is especially true for the first block; the next pointer
for this block is considered as part of the object header.

Memory Usage of Objects. The memory usage for objects can be computed with
the following formulas:

mu0(o) = s(header)

muk(o) = Sblock(muk−1(o),Fk(o)) k > 0

mu(o) = P (mu|F(o)|(o), B)

The formulas are the same for both flavors of the fixed-block object layout; the
placement of the next pointer is already taken into account by Sblock.
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Memory Usage of Arrays. Arrays have a special header, that includes the size
of the array and depth of the tree representation. As all fields are the same size
and have the same padding requirements, we do not need to use a recursive
definition for the memory consumption. L(a) captures how many array fields fit
into a single block. N(a) is the number of blocks the array elements occupy. M
is the number of next pointers within an inner node of the tree representation.

L(a) =
⌊

B

s(F1(a))

⌋
N(a) =

⌈ |F(a)|
L(a)

⌉
M =

⌊
B

s(next)

⌋

depth(a) =  logM (N(a))!
mu0(a) = s(array header)

mu(a) =

{
P (mu0(a), B) if |F(a)| = 0

P (mu0(a), B) +
∑depth(a)

i=0 B
⌈

N(a)
Mi

⌉
if |f(a)| > 0

5 Evaluation

To evaluate the heap allocation analysis, three benchmarks and two applications
are analyzed and the memory consumption is compared to measurements of the
five applications on the target JVM.Measurements cannot reliably capture the
the worst-case behavior; comparing the analysis results with measurements only
hints at bounds that might be overly pessimistic.

In order to compare our work with existing memory allocation analyses, we
use the JOlden benchmark suite [6], which was also used in [4,1]. We use the
subset of the benchmarks that does not require recursion and hence can be
analysed by our tool. The benchmarks were modified such that they do not
get their parameters via the command line arguments. We cannot compute a
worst-case bound for unknown input values and hence initialize the appropriate
variables internally. Where the DFA could not find loop bounds, we provided
manual annotations.

The first application we evaluate is based on the demo application presented
in [5].2 It emulates a multi-threaded financial transaction system, which must
react to market changes within a bounded amount of time. For the evaluation,
we chose the methods MarketManager.onMessage() and OrderManager.checkFor-
Trade(), both of which perform core functionality of the respective thread.

The application was adapted in three ways: First, the execution model of our
execution platform is closer to the thread model of safety-critical Java [7], than the
thread model of the RTSJ. The thread management therefore had to be reorga-
nized. Second, our platform does not support the libraries for receiving and trans-
mitting messages. This part had to be rewritten such that messages are read from
and sent to standard in- and output. Third, we used string buffers without auto-
matic resizing where suitable. The reasoning behind this is discussed in Sec. 5.3.
2 We thank Eric Bruno and Greg Bollella for open-sourcing this demo application. It

is available at http://www.ericbruno.com

http://www.ericbruno.com
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Table 1. Analysis and measurement results

Allocated Objects Allocated Words

Benchmark Method Analysed Measured Analysed Measured

MST MST.main() 242 221 501 459

Em3d Em3d.main() 814 805 11627 7298

BH Tree.createTestData() 464 464 1954 1954

Trading MarketManager.onMessage() 8 8 4104 2004

Trading OrderManager.checkForTrade() 35 29 7876 741

CDx Main.run() 197936 22907 590150 73841

The second application used for evaluation was extracted from the CDx bench-
mark for RTSJ [9]. The source code of the original benchmark is freely available.3

We analyze the real-time thread responsible for collisiondetection of airplanes.The
benchmark in its original form is unsuitable for WCET analysis, as it makes heavy
use of hash tables, which have poor worst-case performance. For heap allocation
analysis on the other hand, the benchmark is both challenging and, with a few
modifications, within the capabilities of our tool.

We first adopted the benchmark to meet the requirements of our target plat-
form. The recursive voxel intersection procedure, which needs large amounts of
stack space, was replaced by an efficient iterative version. The number of planes
and other constants were reduced to meet the memory restrictions of our embed-
ded system. For the analysis it was necessary to annotate some loops that use
iterator objects, as these are beyond the capabilities of our data flow analysis.

5.1 Results

The analysis results for the six benchmark methods is shown in Tab. 1. In order
to keep the pessimism within reasonable bounds, we used a modified version of
the Java development kit (JDK) suitable for real-time applications. It requires
to pass a maximum capacity for lists and maps in the constructor, and prohibits
on-demand reallocations, which cannot be handled by the analysis (see Sec. 5.3
for a discussion of the respective issues). Furthermore, the results for the trading
engine application were obtained under the assumption that input messages are
at most 1024 characters long. This is enforced by the input routines, but not a
constraint that is visible at the application level. For unbounded input messages,
the memory consumption of the trading engine would not be boundable.

Table 1 compares the results of the analysis with the results of a measurement;
the numbers in the last two columns of this table refer to the raw amount of
memory allocated by the application, excluding object meta-data. Results that
take into account the overhead of the object layout are discussed in the following
section.

3 http://adam.lille.inria.fr/soleil/rcd/

http://adam.lille.inria.fr/soleil/rcd/
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The figures in Tab. 1 show that the analysis yields relatively tight results for
some benchmarks, while introducing a considerable pessimism for others. One
reason for this pessimism is the fact that the measurement is not guaranteed to
actually trigger the worst case. Some of the pessimism is however introduced by
the analysis itself.

The three benchmarks from the JOlden benchmark suite are relatively simple
and their execution is independent from input data. The analysis can therefore
find reasonably tight bounds. The figures for the object count are tighter than
the figures for the memory consumption because array sizes are overestimated at
a few occasions. The pessimism for the object count is similar to the pessimism
reported in [4] for these benchmarks.

The analysis results for the MarketManager.onMessage() method are off by
a factor of around two. The method parses the input string for a name and
a price and updates the market price of a traded item accordingly. Although
the measurement was performed with a message that was designed to trigger as
much memory allocation as possible, the analysis fails to find tight bounds on
the string variables and assumes that all strings are 1024 characters long.

OrderManager.checkForTrade() shows considerably more pessimism. This is
mainly caused by conversions from numbers to strings. Within these conversions,
the analysis is not able to bound the length of the result string and assumes that
such strings are 1024 characters in size. It is notable that the number of objects
is overestimated by only about 20%, but the number of allocated words by about
an order of magnitude.

The heap allocations reported for the collision detector thread of the CDx

benchmark are relatively high. The main reason for the overestimation is that it
is difficult to find tight bounds for all collection sizes and loops in the benchmark,
and that our tool does not yet support context dependent manual annotations.
On the other hand, the benchmark showed that the analysis scales up for larger
programs, and helped us to identify many problematic language constructs which
complicate the analysis.

5.2 JVM Comparison

To compare the effects of different object layouts, we variated the cost function
for the WCHA analysis as described in Sec. 4.2. The results are shown in Tab. 2.
We assume 4 words for header data, and a blocks size of 8 words. We also include
the number of allocated objects in Tab. 2, as this number is crucial to correctly
dimension the handle area for a handle-based object layout.

As it is the case on our evaluation platform, the Java Optimized Processor
(JOP) [16], fields are always stored at word boundaries and do not require any
further padding. Due to the simple model for alignment requirements, a handle-
based layout and a header-based layout consume the same amount of memory.
The heap has to be large enough to fit the number of words given in the “Han-
dles/Headers” column. Similarly, the total memory consumption of a fixed-block
layout is provided in the “Blocks” column.
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Table 2. Analysis results for different object layouts

Allocated Words

Benchmark Method Objects Raw Handles/Headers Blocks

MST MST.main() 242 501 1469 2040

Em3d Em3d.main() 814 11627 14883 22776

BH Tree.createTestData() 464 1954 3810 5768

Trading MarketManager.onMessage() 8 4104 4136 4768

Trading OrderManager.checkForTrade() 35 7876 8016 9528

CDx Main.run() 197936 590150 1381894 1915336

For the handle-based layout, not only the total amount of memory must fit
the heap, but also the handle area has to be dimensioned correctly. The number
in the “Object Count” column times the handle size has to fit the handle area,
and the rest of the heap has to be large enough to fit the number of words given
in the “Raw” column.

When relating the total amount of allocated memory to the number of allo-
cated objects, the trading engine benchmarks differ considerably from the other
benchmarks. While the former allocate a few relatively large objects (mostly ar-
rays), the latter allocate many small objects. The overhead for the header data is
therefore considerably higher for these benchmarks than for the trading engine
benchmarks.

Using a fixed-block layout increases the memory consumption by 15 to around
50%, when comparing it to a simple header layout. A GC that uses such a layout
must be considerably more efficient in other areas to make up for this increased
memory consumption.

5.3 Programming Style

During the evaluation of the analysis, we encountered several times that rela-
tively simple operations resulted in seemingly excessive memory allocations. A
closer look at these operations revealed that this was due to the automatic resiz-
ing of data structures. Except for a few special cases, the analysis assumed that
such a resizing would always occur. For example, when appending characters to
a StringBuffer, the analysis assumed that the array to hold the actual characters
would be resized for each invocation of append(). Converting a float to a String
was reported to allocate several megabytes of memory, instead of a just few
dozen words. Similar effects were observed for other common data structures of
the Java library, such as ArrayLists.

Such situations can be circumvented in two ways. On the one hand, some
data structures exhibit more analysis-friendly behavior than others. For exam-
ple, adding an element to a LinkedList requires only the allocation of a single
list element. The drawback of this solution is that such data structures do not
always have the desired performance characteristics. On the other hand, it is
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sometimes possible to size the data structure upon allocation such that no resiz-
ing is necessary. However, this solution requires programmers to correctly predict
the sizes of data structures. We believe that further research is necessary to find
a suitable tradeoff between analyzable memory allocation and ease of use for the
respective data structures.

6 Conclusion

Bounds for the WCHAs of real-time tasks are needed to correctly size scoped
memories or to calculate the maximum period of the GC task. We have adapted
technologies from the WCET analysis field to analyze the heap allocations of
tasks. Instructions that allocate memory get a cost equivalent to the the size
of the allocated data structure. All other instructions have zero cost. Analyzing
the program with those costs gives the maximum memory allocation for a task
instead of its maximum execution time.

We have shown that our analysis can find reasonably tight bounds for mod-
erately complex programs. However, more realistic Java programs that are not
explicitly designed for real-time systems are hard to analyze and result in consid-
erable pessimism for the WCHA bounds. As future work we plan to investigate the
right Java based programming style for real-time applications. Furthermore, we
will investigate better analyzable replacements for library elements of the JDK.
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Abstract. In order to ensure that timing constrains are met for a Real-
Time Systems, a bound of the Worst-Case Execution Time (WCET) of
each part of the system must be known. Current WCET computation
methods are applied on whole programs which means that all the source
code should be available. However, more and more, embedded software
uses COTS (Components ...), often afforded only as a binary code. Par-
tialisation is a way to solve this problem.

In general, static WCET analysis uses upper bound on the number
of loop iterations. oRange is our method and its associated tool which
provide mainly loop bound values or equations and other flow facts in-
formation. In this article, we present how we can do partial flow analysis
with oRange in order to obtain component partial results. These par-
tial results can be used, in order to compute the flow analysis in the
context of a full application. Additionally, we show that the partial anal-
ysis enables us to reduce the analysis time while introducing very little
pessimism.

1 Introduction

Critical hard real-time systems are composed of tasks which must imperatively
finish before their deadline. Static WCET analysis is performed by a timing anal-
ysis tool which needs loops upper bounds. Such bounds may be given by manual
annotations of programs or automatic evaluation. All feasible paths through the
program have to be studied in order to extract some flow information which is
used to statically bound the number of times loops are iterated.

Several approaches have been proposed in Flow Analysis about loop bounds
[2,3,7,8,9,10,11,13].

The current WCET computation methods are designed to be used on a whole
program. However, there are some drawbacks to this approach. First, the anal-
yses used for WCET computation usually run in exponential time with respect
to the program size. Second, when the program to analyze depends on exter-
nal components (e.g. Components Off The Shelf (COTS) or libraries) whose
sources are not available, the lack of information about the components pre-
vents the WCET computation if information from the user is requested (and
not provided). Partial analysis becomes then crucial to improve the time needed
to compute WCET and more important the computation of the WCET itself.
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This article presents how partial analysis is possible with oRange, our tool
which calculates upper bounds of loops in C programs. In section 2, we present
the partial analysis . Section 3 compares classical and partial analysis provided
by oRange. Finally, Section 4 gives our conclusions.

2 Partial Analysis

oRange[12] combines a) loop bound expression building of C program as in [7]
with b) abstract interpretation as in many previous works [9,10,11,13]. It is used
by OTAWA1[1] in order to obtain loop bounds expressions total and maxi. For a
loop Li, totali represents the total number of iterations in the overall execution
of the program and maxii represents the maximum number of iterations for each
loop startup.

2.1 Description

A partial result: When partialising a function, we build what we call a partial
result. It is a pair made of a tree representing loop and function calls included in
the partialised function and an abstract store2 which contains the assignments of
the non local variables (global, static variables and parameters being modified by
the function). The tree is a parametric flow fact, it is instantiated with the call
context in the full analysis. The abstract store is used to evaluate the impact of
the function on the rest of the application. These two results are called summaries
of the function.

Usage of a partial result: A partial result can be used to build either a partial
result of another function, or a complete analysis. The pair of the partial result
is combined with the caller context: the abstract store representing the caller
context is instantiated with the tree and composed with the abstract store of
the partial result.

Partial analysis and pessimism: The number of times we cannot determine if a
branch is executed or not is higher in partial analysis because we know less of
the context. Thus, we have to take into account the two possible branches and
usually add indeterministic results. This leads to pessimism, but is only effective
if the loop iteration number depends on at least a variable in an alternative
branch.

2.2 Automatization

It is possible to choose manually functions to be partialised. We can also do
an automatic partialisation. There are two options: a pessimistic option which
1 oRange is integrated in the OTAWA tool chain dedicated to WCET computation.
2 A set which maps each variable of the execution state to an expression which can

depend on the input of the instruction (i.e. preceding instructions).
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improves time computation by choosing to partialise large functions. The second
option partialises only non-pessimistic functions. In order to automatize, we first
select functions regarding the options. Potentially partialised functions are then
classified according to their nesting level.

We define an internal weight which depends on the number of internal function
calls, the weight of the function called, the number of assignments in loops, the
assignments of in and out parameters. We then obtain a total weight depending
on the imbrication level, the frequency of call of the function, the number of
nested loops in the function... During partialisation, the total weight of a function
can be re-evaluated.

Depending on its internal, total weight and the option chosen, functions are
potentially partialisable.

Levels are determined by the imbrication level of inside function calls where
functions are either partialisable themselves or not.

3 Results

In table 1 we present a comparison between classical full and partial analysis on
the debie application (WCET’07 challenge[5]) and its functions/sub functions.
Experiment has been done on a Core2 Duo Processor T7200 2GHz.

Table 1. Classical versus Partial Analysis

Classical Partial
Program LC LN % of B time C % of B time partialisation
class 2 2 100% 15.885s 6 100% 14.529s none
hw_if 3 3 66% 16.037s 16 66% 14.481s none
measure 12 6 25% 26.394s 124 25% 25.062s none
tc_hand 9 4 78% 6m42.573s 127 78% 1mn24.861s 2(2 levels)
harness 2379 43 >11h 50171 87% 46mn50.068s 55 (8 levels)
telem 4 4 50% 15.981s 9 50% 14.677s none
health 85 11 86% 92m12.706s 1344 86% 28.014s 11(8 levels)
debie 2390 1 >11h 50269 88% 47mn3.728s 56 (11 levels)

LC : number of loop calls from any file
LN : number of loops directly into the file
B: number of loops bounded
%B: % of B according to LC

C: number of function calls

Thanks to partialisation, there is a real gain of time computation. Fortunately,
the number of loops bounded is identical or greater.. In termof pessimism, tc_hand
and health could have obtain less accurate loop bounds because of partialisation,
but in these cases loopbounds do not dependonalternative branches for these cases
(see 2.1). In most cases, we think partialisation introduces pessimism.
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4 Conclusion

oRange, which computes flow facts information (especially loop bounds), can be
used to obtain partial results of functions and can use them. The main achieve-
ment of our approach is that partial evaluation may be processed for a function
independently of any call, partial results are then combined with each call con-
text in a complete evaluation. Experimental results show that the computing
time to get the flow facts can be greatly improved. oRange automatic analysis
supports options allowing pessimism reduction.

One of the main usage of partialisation is to obtain COTS summaries and to
be able to use them without analyzing the entire library as we have done in [6].
This study has been partially funded by the European Community under the
Merasa [4] project.
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Abstract. The automotive industry is on the road to multicore and
already included supporting features in their AUTOSAR standard, yet

they could not decide for a multicore resource locking protocol. It is

crucial for the future acceptance and possibilities of multicore systems to

allow for informed decisions on this topic, as it immediately impacts the

inter-core communication performance and thereby the value-cost ratio

of such systems. We present the design of a real-time operating system

simulator that allows to evaluate the different multicore synchronisation

mechanisms of the real-time research community regarding their fitness

for automotive hard real-time applications. You can reuse the key design

idea of this simulator for any simulation based tool for the early timing

evaluation of different real-time mechanisms, e. g. scheduling algorithms.

1 Problem

A challenging application area for multicore systems are hard real-time systems
in cars, e. g. electronic control units for airbags, electronic stability control, and
driver assistance systems. The automotive industry recently released the speci-
fication of a first multiprocessor real-time operating system (RTOS) as part of
the AUTOSAR standard [1]. The concept specifies a partitioned system with
tasks and interrupt service routines statically mapped to cores. Each core runs
a fixed priority scheduler for its particular task set and tasks can be activated
across cores. Transferring data is based on sharing memory between cores.

But how can this be done without deadlocks, priority inversion and unbounded
remote blocking? Traditionally, resource locking protocols are used in real-time
systems to achieve this. In the automotive domain the immediate ceiling priority
protocol (referred to as OSEK Ceiling Priority Protocol) is readily available in
any OSEK or AUTOSAR compliant RTOS. Yet, this works for uniprocessor
systems only.

The responsible AUTOSAR subcommittee, which was then headed by the first
author of this paper, initially planned to introduce a multicore resource locking
protocol for this release of the operating system specification. However, it turned
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out that this goal was too ambitious given the short deadline for AUTOSAR re-
lease 4.0. The requirements document [2] still reflects the ambitious goal, yet the
specification itself clearly changed in this regard after the responsible person for
the topic changed. AUTOSAR release 4.0 lacks a multiprocessor synchroniza-
tion mechanism that is suitable for hard real-time systems — only spin locks are
supported.

One reason for this shortcoming is that it is unclear which resource lock-
ing approach is most suited to fulfil the requirements of the industrial practice.
Clearly, the performance impact plays a central role here. Investigating this im-
pact requires to look at two aspects. First, the blocking behaviour and second the
implementation overhead. The former one depends on the resource locking char-
acteristics of the application in combination with the particular resource locking
protocol. The quantity of the latter additionally depends on the chosen reali-
sation of the resource locking protocol within the RTOS. Naturally, the timing
aspects of the chosen protocol might seriously impact the communication effi-
ciency. Because the main value of multicore systems for the automotive domain
lies in its better cost-performance ratio, the timing behavior of the cross-core
communication is crucial for the adoption of the new hardware concepts.

The automotive industry cannot afford to go through the painful process of
implementing different resource locking protocols, applying them in various prod-
ucts, and making enough experience to differentiate good from bad approaches.
We designed a dedicated simulator to address this problem.

2 The Proposed Simulator

The key design idea that distinguishes our simulator from similar approaches is
to consequently separate the two concerns simulated functionality and simulated
time. In other words, if you specify a new mechanism to be simulated, e. g. a
resource locking concept, you have to specify the algorithm and its temporal
behaviour separately. You might think that this is an unnecessary and cumber-
some complication. But it even reduces your workload, if you use the simulator
for the intended purpose.

When considering the basic functionality of resource locking protocols (or real-
time operating systems as a whole) it becomes quite evident that there are a lot
of fundamental operations that need to be performed regardless of the specific
version. For instance, when deciding which task is to run next, it is in most cases
necessary to pick the task with the highest priority. Various implementations of
the operation identify highest priority task are possible, yet the result is always
the same. However, the timing might be completely different. When you use our
simulator you can simply take a provided library function getHighestPriorityJob
and specify the timing behaviour of the particular implementation you have in
mind without even implementing it (see Listing 1.3 and 1.4 below for examples).
To compare two RTOS A and B with compatible APIs but different implemen-
tations you just bind the corresponding timing functions to the API functions
for each simulation run.
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We believe that the idea to separate simulated functionality and simulated tim-
ing can be widely reused in simulation based tools for the early timing evaluation
of different real-time mechanisms, e. g. scheduling algorithms. As we conjecture
this makes such tools much more usable for different research groups to compare
their approaches on equal terms.

Our simulator allows to define tasks in an abstract language (instead of C
code). The only things to be specified in this language for a given task are the
scheduling relevant calls to API-functions and sections of the task that, from a
scheduling point of view, just consume time. An example that shows this idea
can be seen in Listing 1.1. It defines a task that executes some calculations that
do not influence the scheduling (denoted by the time x; expressions) and locks
a resource RES 1 for 5000 processor cycles.

Listing 1.1. Definition of a task

Task t1 = do {

time 10000;

GetResource RES_1;

time 5000;

ReleaseResource RES_1;

time 3000;

TerminateTask ;

}

Internals of API-calls can be specified with the help of basic functions. These
are the minimal building blocks of the simulator language. Listing 1.2 gives an
example API-call implementation using basic functions, like getHighestPriority-
Job and setState.

Listing 1.2. Definition of an API-call

TerminateTask = do {

setState currentJob SUSPENDED ;

j <- getHighestPriorityJob ;

dispatch j;

}

To compare different protocols, the execution times of the basic functions are
specified via timing functions for each protocol. When the simulator executes a
basic function, it calculates the number of cycles via the corresponding timing
function.

This makes it possible to have different timing functions that simulate differ-
ent implementations, without reimplementing the basic functions. For example,
consider the getHighestPriorityJob function. The priority queue could be imple-
mented as an unsorted list or as a sorted list. In the first case, getting the highest
priority job would take O(n) steps, in the second case it would take O(1) steps.
Examples are given in Listing 1.3 and Listing 1.4.

Listing 1.3. Timing function for linear runtime

linearTimeOfGetHighestPriorityJob

return 10 + 5 * length(readyQueue )
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Listing 1.4. Timing function for constant runtime

constTimeOfGetHighestPriorityJob

return 10

Note that timing functions can use the complete state of the simulated code to
derive the proper execution time for each calling context. This feature is used in
Listing 1.3 to consider the current length of the ready queue.

3 Related Work

A multitude of simulators for different purposes were implemented by research
groups or companies. Naturally we did not investigate all of them and the ones
we investigated were usually different in many important aspects, like timing
granularity and so on. None of them seems to follow our concept of consequently
separating the two concerns simulated timing and simulated functionality. At
least one simulator nevertheless should be mentioned here. RTSSim [3] is closely
comparable with our work, it has an even broader scope regarding its intended
usage. The key differences are that we use an abstract language instead of C,
that we support multicore, and that our approach consequently separates the
two concerns timing and functionality.

4 Conclusion

We presented the design of a novel simulator for the specific purpose of evaluat-
ing multicore resource locking protocols for their fitness to be used by industry
in automotive electronic control units. The key idea to separate functional real-
isation from simulation time is one that, as we believe, is well suited to be used
in many simulation approaches in the field of timing analysis. We hope that the
final simulator as well as the simple idea of separating function and timing will
be (re-)used in the research community.
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Abstract. The Implicit Path Enumeration Technique (IPET) has be-
come widely accepted as a powerful technique to compute upper bounds

on the Worst-Case Execution Time (WCET) of time-critical software

components. While the technique works fine whenever fixed execution

times can be assumed for the atomic program parts, standard IPET does

not consider the context-dependence of execution times. As a result, the

obtained WCET bounds can often be overly pessimistic.

The issue of context-dependence has previously been addressed in the

field of static timing analysis, where context-dependent execution times

of program parts can be extracted from a hardware model. In the case

of measurement-based execution time analysis, however, contexts must

be derived from timed execution traces.

In the present extended abstract we present an overview of our work

on the automatic detection and exploitation of context dependencies

from timed execution traces.

1 Introduction

The well-known IPET approach [3,2] provides a scheme for formulating the prob-
lem of determining a WCET estimate of a software component as an integer
linear programming (ILP) [1] problem. Working on the level of the control flow
graph (CFG), the method introduces variables for the execution count of each
block, as well as for each control flow edge between blocks. These variables are
subject to linear constraints that can exclude some (but not all) infeasible control
flow through the CFG. Assuming the availability of a fixed local upper WCET
bound for each individual block, the determination of an upper bound of the
� The research leading to these results has received funding from the IST FP-7 research

project ”Asynchronous and Dynamic Virtualization through performance ANalysis

to support Concurrency Engineering (ADVANCE)” and the Austrian Science Fund

(Fonds zur Förderung der wissenschaftlichen Forschung) within the research project

“Formal Timing Analysis Suite of Real-Time Systems” (FORTAS-RT) under con-

tract P19230-N13.
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global WCET is reduced to the problem of maximizing the cost-weighted sum
of execution counts over all blocks.

When we want to use IPET in practice, two important problems emerge. Both
of them can be traced back to the fundamental assumption of a fixed local upper
WCET bound for each individual block. They are:

1. How to determine the required local WCET bounds on a real processor that
contains highly unpredictable hardware components, like caches, pipelines,
branch predictors, out-of-order execution, etc.?

2. How to overcome the high pessimism introduced by using a single local
WCET bound for each block, even for those blocks that show a broad spec-
trum of different execution times, the maximum of which possibly occurring
only in very special situations?

As the creation of accurate, precise, and effective formal analyses of the behavior
of modern microprocessors has become a highly complex and time-consuming
task, measurement-based timing analysis (MBTA) has been proposed as a quick,
effective, and easily deployable complementary approach.

MBTA allows for the derivation of empirical local WCET estimates from
an elaborate choice of representative execution traces. Once such local WCET
estimates have been determined for each block, they can be directly used as
block costs in an IPET problem.

2 Context-Dependent Execution Times

We are currently working on a method for extending IPET to distinguish between
different block execution times, based on empirically determined correlations
with the blocks execution history and future.

Figure 1 illustrates the settings of our approach from a bird’s eye view.
Our rationale is that the execution time of a block can show both, backward

and forward dependencies, with respect to the execution traces.
Backward dependency is the more prominent case, where the execution time

of a block depends on the concrete execution history. This is easily exemplified
by the distinction of execution times of a block in the presence of a cold vs.
a warm instruction cache: In a simple setting, a certain block might be absent
from the instruction cache during the first iteration of a loop, but present during
all subsequent iterations. A distinction of execution times of the block can then
be based on whether the loop body is entered via the back edge, or from outside.

Our archetype for a forward dependency concerns the execution time of con-
ditional jumps: The execution time of such a jump can depend on whether the
jump condition is true or false. Because the jump condition controls the subse-
quent flow of control, we observe an apparent dependency of a block’s execution
time on its execution future (a circumstance that might seem counterintuitive
at first thought).

It is infeasible and impractical to consider all possible dependencies of the
execution time of a block on its concrete execution traces. Also, we have to
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Fig. 1. Pieces of information used in the generation of a context-sensitive IPET prob-
lem. The highlighted pieces of information in the center represent our present state

of research: Timed traces are obtained from runs of the software executable on the

target hardware and dependent block execution times are extracted. Considering the
possible flows in the software flow graph, suitable history / future contexts are derived
that separate the different execution times of each block. These contexts can be easily

mapped to graph segments (structural clusters of paths). It is then easy to derive seg-
ment structure constraints that model the control flow through each segment. Also, a
new objective function is derived that consists of the cost-weighted segment execution
frequencies. Adding the usual graph structure constraints, which can be derived auto-
matically from the flow graph, the necessary loop bounds, and possibly additional flow
facts, the context-sensitive IPET problem is derived.

consider a method to integrate such a distinction into IPET. In our approach,
we therefore consider a subset of dependencies that we consider particularly
interesting and apt to allow a reduction of the pessimism introduced by IPET.
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3 Evaluation

To assess our approach, we used the following experimental setup: We analyzed
1000 traces obtained from running a slightly modified version of the bsort100
benchmark from the Mälardalen WCET suite. The modifications of the bench-
mark consisted of reduction of the input array to 15 elements and code refor-
mating for technical reasons. The program was compiled using GCC for the
TriCore 1796 processor without optimization. Our second benchmark was a
core routine of an elevator control application. To generate the input data we
used a mixed approach of systematic block coverage via model checking and a
pseudo random data generation. The traces were recorded using a Lauterbach
Power Trace device.

To estimate the overestimation introduced by IPET, we used the difference be-
tween the IPET result and the longest observed end-to-end execution time over
all generated traces. Comparing the results of our context-sensitive approach
with those of standard IPET, the experiments showed a marginal improvement
for the (tiny) bsort100 benchmark. For the second benchmark, the overestima-
tion was reduced by 8%.

4 Conclusion and Outlook

We have presented our approach towards using context-dependent execution
time measurements to reduce the pessimism in IPET, introducing history / fu-
ture sensitivity. We have also presented first results that show that our approach
can in fact help to reduce IPET pessimism in a experimental setting. The details
of the approach shall be presented in a full paper.

To improve the effectiveness of our approach, we are currently working on the
following two aspects1:

Firstly, the separation of contexts by history / future relies on the availability
of a suitable set of timed execution traces. To this end, we are currently working
on suitable coverage metrics and input-data generation methods.

Secondly, to exploit the full potential of context separation, it will be necessary
to derive additional flow facts that restrict the possible combinations of contexts.
With respect to this aspect, we are currently pursuing a method to extract such
constraints from control flow paths that are known to be infeasible.
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Abstract. Works on compiler verification rarely consider non-functional
properties such as time and memory consumption. This article shows

that there are situations where the functional correctness of a compiler

depends on non-functional properties; non-functional properties that are

imposed by the target architecture, not the application. We demonstrate

that this demands for an extended new notion of compilation correctness.

1 Motivation

Functional compilation correctness is informally most commonly considered se-
mantics preservation between source and target program up to deviations due
to resource limitations of actual hardware. This notion of correctness has been
formalized and made precise in projects on compiler verification such as ProCoS
[4] and Verifix [3]. Along these formalizations, compilation correctness essentially
boils down towards an appropriate simulation relation between the (binary) tar-
get program and the (high-level language) source program up to possible resource
limit violations. While intuitive, this notion of compilation correctness does not
consider compiler-influenced non-functional properties such as performance and
resource utilization, especially time and memory consumption. In fact, the clas-
sical notion of compiler correctness is blind wrt non-functional properties.

In this article, we argue that this classical notion of compiler correctness is of-
ten too close. We demonstrate this with a practically relevant example: The com-
pilation for programmable logic controllers (PLC). PLCs follow the control-loop
paradigm, i.e., PLCs execute programs iteratively within cycles of a predefined
fixed time length. Program portions whose execution has not not been completed
at the end of a cycle are skipped. This introduces timing constraints that are not
imposed by the application but by the PLC hardware, which makes the straight-
forward establishing of a simulation relation as required by the classical notion
of compilation correctness insufficient. Functional compiler correctness depends
in this scenario on adherence to non-functional properties imposed by the tar-
get architecture making them first-class citizens for compiler correctness. In this
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article, we demonstrate this in detail. It shows the need for an enhanced and
extended notion of compiler correctness that in addition to functional properties
also takes non-functional properties into account.

2 Classical Compiler Correctness

The notion of compiler or translation correctness is often defined as refinement of
programming language constructs. In particular each state transition defined by
a source language concept (e.g. a conditional statement) must be implemented in
exactly the same way by the target machine. Although this is not important for
the purpose of this article, it is worth noting that this may forbid some global or
interprocedural optimizations. The detailed definition of the notion of compiler
correctness took in Verifix longer than expected as extensively discussed in [3].
Nowadays, the notion of compiler correctness is based on operational semantics
of the programming language and the target languages, respectively.

For this article, we assume that an operational semantics is given by a state
transition system. A state transition system is a triple (Q, I,→) where Q is
the (possibly infinite) set of states, I ⊆ Q is the set of initial states and →⊆
Q×Q is the state transition relation. An operational semantics of a programming
language L assigns to each program π ∈ L a state transition system �π�. An
execution of π is a finite or infinite sequence of states 〈qi|i ∈ {j|0 ≤ j < k}〉,
k ∈ N ∪ {∞} such that qi−1 → qi for 1 ≤ i < k and q0 ∈ I.

From the viewpoint of a compiler user, only the input/output relation of the
program is of interest. Each program has such an interaction with an environ-
ment which we call observable behaviour. The observable behaviour of a program
consists only of the observable states and state transitions between them induced
by the more fine semantics. Compiler users usually only require that the target
program preserves the observable behaviour of the source program.

q
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0 1
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q’ q’

qq

n

φ φ

I/O I/O

I/O

I/O
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σ

τ
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Fig. 1. Preservation of Observable
Behaviour

Since usually machine resources are limited
while it is easy to write e.g. Java programs
that would consume more than 10TByte
memory, the target programs may exception-
ally stop because of memory overflow. In
Verifix, we therefore came up with the fol-
lowing notion of correctness: Let τ be a
program of the target language with the ob-
servable behaviour (I, Q,→) and σ be a pro-
gram of the source language with observable
behaviour (I ′, Q′,→′). τ preserves the observ-

able behaviour of σ up to resource limitations iff there is a relation φ ⊆ Q × Q′

such that for any finite or infinite sequence q0 → q1 → · · · of τ with q0 ∈
I, q1, q2, . . . ∈ Q there is a finite or infinite sequence of states q′0 → q′1 → · · · of σ
with q′0 ∈ I ′ and qiφq′i for all i except possibly for the last state (if the sequence
of observable states of τ is finite). This means that τ halts with violation of
resource limitations (cf. Fig. 1). The preservation of observable behaviour up to
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resource limitations is transitive and therefore can be applied stepwise for the
different phases in a compiler.

Next we apply this classical notion of compiler correctness to PLCs and discuss
immediate consequences. Surprisingly, the traditional way to look at embedded
systems does not work, i.e., to first ensure functional correctness and to then
consider non-functional constraints such as timing conditions. For PLCs it turns
out that compiler correctness must include timing constraints from the very
beginning as they are imposed by the hardware, not the application.

3 Compiler Correctness for PLCs

Programmable Logic Controllers (abbr. PLCs) are the dominating devices in
today’s industrial automation systems. The programming of PLCs follows the
International Standard IEC 61131-3 that specifies the programming languages.
They are rather popular among engineers because of their predictable timing
behaviour. Fig. 2 shows the behaviour of a PLC. A PLC-program is iterated
infinitely often and implements the control-loop paradigm. At the beginning of
each iteration an input phase reads sensor data into the memory of the PLC.
Then the PLC-program is executed, and at the end of the iteration an output
phase writes some memory cells into actors.

Input P
hase

O
ut

pu
t P

ha
se

Computation

Fig. 2. Execution of pro-

grams in PLCs

At first glance, there seems nothing special in
proving compiler correctness if the target is a PLC.
However, a special feature of PLCs is that the execu-
tion of the PLC-program is stopped if a certain time
limit (specified by the hardware) has been reached
and the next iteration starts again the program.

This behaviour of skipping the execution of pro-
gram portions on reaching the cycle deadline has
implications on the correctness of compilers (as e.g.
compilers for Structured Text into Instruction List).

For compilers for PLCs we thus need an addi-
tional requirement for the notion of correctness:
Let t be the cycle time, τ be a PLC-program of
the target language with the observable behaviour
(I, Q,→) and σ be a PLC-program of the source

language with observable behaviour (I ′, Q′,→′) such that states contain time
and state transitions an increment of time which allows to define the WCET in
terms of elapsed time for possible sequences of state transitions. τ preserves the
observable behaviour of σ up to resource limitations iff

i. the worst-case execution time of τ is at most t and
ii. there is a relation φ ⊆ Q × Q′ such that for any finite or infinite sequence

q0 → q1 → · · · of τ with q0 ∈ I, q1, q2, . . . ∈ Q there is a finite or infinite
sequence of states q′0 → q′1 → · · · of σ with q′0 ∈ I ′ and qiφq′i for all i except
possibly for the last state (if the sequence of observable states of τ is finite).
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Hence, the notion of compiler correctness for compilers for PLCs depends on the
non-functional property execution time. This situation is different to the general
situation in embedded systems when general purpose processors are used. The
functional correctness of a compiler does not depend on the execution time, only
the correctness of the application may depend on execution times. The reason for
this difference is that in PLCs the functional behaviour of the target machine
depends on the execution time while this is not the case for general purpose
processors.

4 Related Work and Conclusions

Correctness of compilers was first considered by McCarthy and Painter [6]. They
discussed the compilation of arithmetic expressions. There are a number of works
using denotational semantics, e.g. [8,9]. Other works use the approach of refining
language constructs, e. g. [4,7,10], or structural operational semantics, e.g. [1].
More recent works [11,5] use a similar notion of correctness as described in this
article (although most of them do not consider resource limitations). Glesner et
al. considered correct compilers for embedded systems [2]. However, we are not
aware of works that consider correct compilation for PLCs as target systems.

In this article we have shown that for PLCs the notion of compiler correct-
ness cannot be based just on a simple simulation relation because the iteration
in cycles stops the execution of the program when the cycle time is reached.
This shows that non-functional properties can play a surprising and essential
role in compiler verification. They are not only needed e.g. to ensure real-time
constraints but also for verifying compilers. The classical notion of compiler
correctness is insufficient to capture this, and we are not aware of any work
that considers non-functional properties quantitatively and integrates them in
a verified (optimizing) compiler. In particular, the rapidly developing fields of
embedded software demand for such work. Similarities of PLCs and synchronous
languages such as Esterel and Lustre need to be further investigated.
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