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Preface 

The 2010 International Conference on Artificial Intelligence and Computational 
Intelligence (AICI 2010) was held October 23–24, 2010 in Sanya, China. The AICI 
2010 received 1,216 submissions from 20 countries and regions. After rigorous 
reviews, 105 high-quality papers were selected for publication in the AICI 2010 
proceedings. The acceptance rate was 8%. 

The aim of AICI 2010 was to bring together researchers working in many different 
areas of artificial intelligence and computational intelligence to foster the exchange of 
new ideas and promote international collaborations. In addition to the large number of 
submitted papers and invited sessions, there were several internationally well-known 
keynote speakers. 

On behalf of the Organizing Committee, we thank Hainan Province Institute of 
Computer and Qiongzhou University for its sponsorship and logistics support. We 
also thank the members of the Organizing Committee and the Program Committee for 
their hard work. We are very grateful to the keynote speakers, invited session 
organizers, session chairs, reviewers, and student helpers. Last but not least, we thank 
all the authors and participants for their great contributions that made this conference 
possible. 

October 2010 Fu Lee Wang
Hepu Deng

Yang Gao
Jingsheng Lei
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Application of RBF Neural Network in Short-Term Load 
Forecasting 

Yongchun Liang 
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Shijiazhuang, China 
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Abstract. A Radius Basic Function (RBF) neural network is proposed for the 
power load forecasting. RBF neural network can meet nonlinear recognition 
and process predition of the dynamic system, and has better adaptability to 
dynamic forecasting and prediction problem in mechnism. The RBF centres are 
determined by the orthogonal least squared (OLS) learning procedure. The 
effectiveness of the model and algorithm with the example of power load 
forecasting have been proved and approximation capability and learning speed 
of RBF neural network is better than BP neural network.  

Keywords: RBF network; Load forecasting; Power system. 

1   Introduction 

Load forecasting is foundation of power system planning and operation. Accurate 
load forecasting provides reasonabelly guide to arange the start- stop of generation 
unit. The process of load forecasting is to analyze the history load data and pre-
estimate the development of load with known power system and meteorological 
information. It is a tradtional research problem in power system [1,2]. 

Load forecasting can be divided into long-term forecasting, medium-term 
forecasting and short-term forecasting. Long-term forecasting is used to provide the 
basic data of source and network and determine the operation mode and annual 
maitenance plan. Medium-term forecasting is used to determine the month 
maitenance plan. Short-term forecasting is used to plan the power generation and 
anlyze real-time security and dispatch the power. This paper focus on the short-term 
forecasting method. 

In recent years, artificial intelligence methods have been used widely in load 
forecasting, such as expert system, artificial neural network, and so on. Artificial 
neural network is considerated to be one of the most future forecasting method. 
Artificial neural networks (ANN) are systems that are inspired by biological neural 
networks. The characteristic feature of an ANN is that it considers the accumulated 
knowledge acquired through training examples and responds to new events in the 
most appropriate manner, on the basis of experiences gained through training. This 
means that ANN have the ability to learn the desired input-output mapping based on 
training examples, without looking for an exact mathematical model. Once an 
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appropriate ANN is properly trained, it will contain a representation of the 
nonlinearity of the desired mapping between the inputs and outputs. The ability of 
ANNs to learn complex nonlinear input/output relationships have motivated 
researchers to apply ANNs for solving model-free nonlinear problems related to 
various fields, including those of power-system engineering. 

Currently, the multilayer feedforward network with a back-propagation (BP) 
training algorithm is the most widely used ANN model for various applications, and 
has also been used for load forecasting.  However, despite its wide applications, BP 
network has a number of deficiencies, such as slow training and local minimum. In 
order to overcomes these defects and improve the diagnosis accuracy, genetic 
algorithm (GA) is used in artificial neural network. GA-BP network can overcome the 
defect of entrapment in local optimum and search the optimum in the whole scope. 
But the training rate is still slow and auto-adaptability is not very good [3,4]. 

The arbitrariness in the design of a neural network trained by a BP algorithm, for 
its number of hidden layers and the number of neurons per hidden layer, is removed 
in the RBF neural network by having only one hidden layer and the number of 
neurons in the hidden layer optimised for a particular system set of input pattern of 
data. RBF neural network can approximate any continuos function with arbitrary 
accuracy. Approximation capability and learning speed of RBF neural network is 
better than BP neural network. 

2   RBF Neural Network 

RBF neural network is proposed by J.Moody and C.Darken. RBF neural network has a 
feed forward structure consisting of three layers, such as an input layer, a nonlinear 
hidden layer and a linear output layer, as shown in Fig.1. The hidden nodes are the 
radial basis function units and the output nodes are simple summations. The number of 
input , output and hidden nodes are ni, nh, no, respectively. This particular architecture 
of RBF neural network has proved to directly improve training and performance of the 
network. Any of the function, namely spline, multiquadratic and Gaussian function, 
may be used as a transfer function for the hidden neurons. The Gaussian RBF, which is 
the most widely used one, has been considered for the proposed load forecasting [5-6]. 

The response of the jth hidden neuron to the input can be expressed as: 
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where jμ is the centre for the jth hidden neuron , jσ  is the spread of the Gaussian 

function and  denotes the Euclidian norm. the output of each node in the output 

layer is defined by  
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where X is the input vector and jiθ represents the weight from the jth hidden node to 

the ith output node. 
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Fig. 1. Structure of RBF neural network 

The performance of an RBF neural network depends on the choice of the values of 
the centers. In the proposed work, the simulation studies have been carried out by 
means of MATLAB’s neural network toolbox, which makes use of the orthogonal least 
squares (OLS) learning procedure for determining the RBF centers. 

The OLS procedure can be implemented by considering a RBF φ with a spread 

σ and introducing an error term ε in (2), which can be rewritten as 

o

n

j
ijijji niXXd

h

≤≤+−=∑
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εθμφ                            (3) 

where id is the desired output of the ith output node, and then maximising the error 

reduction ratio by orthogonal LS principle. 

The task of network learning is to choose appropriate centers and determine the 
corresponding weights based on a given set of training inputs and outputs. The RBF 
network centers are selected from training data { })(,),1( NXX  and it is a problem 

of subset model selection. 
The full model is defined by considering all the training data as candidates for 

centers. In the matrix form (3) can be expressed as 

ED +Θ= φ                                (4) 

where 

[ ]noddD ,,1=                                (5) 
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[ ]Mφφφ 1=                                (7) 
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[ ]noθθ1=Θ                                (9) 

[ ] MjT
jjj N 1)()1( == θθθ                                (10) 

[ ]noE εε1=                                (11) 
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The parameter matrix Θ can be solved by using the LS principle. The regressor 

iφ form a set of basis vectors. These bases are generally correlated. An orthogonal 

transformation can be performed to transfer from the set of iφ into a set of orthogonal 

basis vectors. This can be achieved by decomposing φ into 

WA=φ                                (13) 
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Equation (4) can be rewritten as 
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With OLS solution 
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The standard Gram-Schmidt method may be used to derive A and G . Thus, Θ  can be 
solved from (19). 
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In general, the number of all candidate regressors N can be very large, and an 
adequate modelling may only require hn regressors, where hn may be smaller than N. 

The significant regressors can be selected using the OLS procedure. As the error 
matrix E is orthogonal to W, the error reduction ratio due to mw can be found by 

[ ] ( ) NmDDtracewwgerr T
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mim
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Based on this ratio, the significant regressors can be selected in a forward regression 
procedure. At the mth step, a candidate regressor is selected as the mth regressor of the 
subset network, if it produces the largest value of [ ]merr  from among the rest of the N-
m+1 candidates. The selection is terminated when 

[ ] ρ<−∑
=

hn

m
merr

1

1  (21) 

where ρ is a chosen small tolerance. 

In the context of a neural network, the OLS learning procedure choose the radial 

basis function centres { }Nμμμ ,,, 21  as a subset of training data vectors 

{ })(,),1( NXX  , where Nnh < . The centres are determined one by one in a well-

defined manner, following the Gram-Schimidt orthogonalisation procedure until a 

network of adquate performance is constructed. In case the output of an individual jth 

hidden neuron N
jφ is consistently much less than { }N

jφmax , for j=1 to N, then the jth 

hidden neuron may be ignored or removed. 

3   Load Forecasting Using RBF Neural Network 

In this paper, 12 sets of load data are measured every 2 hours in one day. Otherwise, 
power load is depend on environmental factors. The highest temperature, the lowest 
temperature and the weather characteristic are measured too. When the weather 
information is known, the load data of forecast day can be calculated by RBF neural 
network.  

In proposed RBF neural network, there are 15 input nodes, 25 hidden nodes and 12 
output nodes. All 12 sets of load data and 3 environmental factors are the input vector 
of RBF neural network. The 12 sets of load data of next day are the output vector of 
RBF neural network. The load datas and weather information of 11 days are shown in 
Table 1. The power load and weather features from 2008.7.1 to 2008.7.10 are the input 
training data and the power load from 2008.7.2 to 2008.7.11 are the output training 
data. All the datas have been normalized. 
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Table 1. Power load and weather feathures 

Date Power Load Weather Features 

2008-7-1 

0.2452 0.1466 0.1314 
0.2243 0.5523 0.6642 
0.7015 0.6981 0.6821 
0.6945      0.7549      0.8215 

 

2008-7-2 

0.2217 0.1581 0.1408 
0.2304 0.5134 0.5312 
0.6819 0.7125 0.7265 
0.6847      0.7826      0.8325 

0.2415 0.3027 0 

2008-7-3 

0.2525 0.1627 0.1507 
0.2406 0.5502 0.5636 
0.7051 0.7352 0.7459 
0.7015      0.8064      0.8156 

0.2385 0.3125 0 

2008-7-4 

0.2106 0.1105 0.1243 
0.1978 0.5021 0.5232 
0.6819 0.6952 0.7015 
0.6825      0.7825      0.7895 

0.2216 0.2701 1 

2008-7-5 

0.2115 0.1201 0.1312 
0.2019 0.5532 0.5736 
0.7029 0.7032 0.7189 
0.7019      0.7965      0.8025 

0.2352 0.2506 0.5 

2008-7-6 

0.2335 0.1322 0.1534 
0.2214 0.5623 0.5827 
0.7198 0.7276 0.7359 
0.7506   0.8092   0.8221 

0.2542 0.3125 0 

2008-7-7 

0.2368 0.1432 0.1653 
0.2205 0.5823 0.5971 
0.7136 0.7129 0.7263 
0.7153      0.8091      0.8217 

0.2601 0.3198 0 

2008-7-8 

0.2342 0.1368 0.1602 
0.2131 0.5726 0.5822 
0.7101 0.7098 0.7127 
0.7121      0.7995      0.8126 

0.2579 0.3099 0 

2008-7-9 

0.2113 0.1212 0.1305 
0.1819 0.4952 0.5312 
0.6886 0.6898 0.6999 
0.7323      0.7721      0.7956 

0.2301 0.2867 0.5 

2008-7-10 

0.2005 0.1121 0.1207 
0.1605 0.4556 0.5022 
0.6553 0.6673 0.6798 
0.7023      0.7521      0.7756 

0.2234 0.2799 1 

2008-7-11 

0.2123 0.1257 0.1343 
0.2079 0.5579 0.5716 
0.7059 0.7145 0.7205 
0.7401      0.8019      0.8136 

0.2314 0.2977 0 
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The training process is shown in Fig.2. 

 

Fig. 2. Convergence Curve of RBF network 

The weather features of 2008.7.12 are [0.2317 0.2936 0]. The power loads of 
2008.7.12 calculated by RBF neural network are [0.2352 0.1401 0.1581 0.2249 0.5689 
0.5893 0.7168 0.7237 0.7379 0.7363 0.8112 0.8259]. 

4   Analysis 

The squared difference between the output data of BP network and measured load data 
is shown in Fig.3. 

 

Fig. 3. Error Curve of BP network 
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The squared difference between the output data of RBF network and measured load 
data is shown in Fig.4. 

 

Fig. 4. Error Curve of RBF neural network 

The maximum squared difference of BP network is about 3.8. the maximum square 
difference of RBF network is aoubt 2.2. this proved that RBF network is better than BP 
network for load forecasting. 

5   Conclusion 

By comparing with the BP neural network algorithm, we conclude that our proposed 
model is better and more efficient than the traditional BP network methods. The RBF 
network provides an effective and convenient tool especially for the load forecasting. 
The forecasting accuracy is high. 
 
Acknowledgments. This paper is supported by Natural Science Foundation of Hebei 
Province (Grand No:  E2009000719). 
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Abstract. Images obtained by digital cameras nowadays become larger and 
larger in size. The quality of the obtained images is very excellent, but on the 
other hand, they are hard to be displayed on such embedded systems as mobile 
phones, digital photo frames, etc., which have both very limited memory size 
and very small screen size. In this paper, an efficient large image browser for 
embedded systems is described. A set of approaches based on pixel resampling 
technology are proposed to make large images to be displayed effectively. The 
proposed browser consumes much less memory than many famous image 
browser softwares. Experimental evaluations of the proposed mechanism 
indicate that it is efficient and effective for large image display on embedded 
systems. 

Keywords: large image; browser; embedded systems. 

1   Introduction 

Statistics show that, among all the received information of a human being, more than 
70 percent of them are obtained through the sense of sight. So images and videos are 
two kinds of very important media in people’s daily life, more and more people 
express, share and exchange information through images and videos. According to 
peoples’ increasing requirement and with the incremental development of CMOS 
sensor and VLSI technology, the pixel resolution of digital cameras and digital 
vidicons become more and more high, e.g., a digital camera with a 10Mega-pixels 
CMOS sensor is very common nowadays. The quality of the captured images is 
accordingly very high, but the memory consumption of such images is also very high, 
especially when they are browsed by an image viewer. Suppose we have a full color 
image captured by a 10-mega-pixels digital camera, whose resolution is 3648*2736, 
then it consumes a memory size of about 30M bytes for the image to be fully 
displayed. There is of course no problem for today’s personal computer to display 
such an image, because it can have a memory of more than 1G bytes, with many 
                                                           
*  This work was supported by Foundation of Department of Education of Zhejiang Province 

with Grant No. Y200907573 and partially supported by Zhejiang Province Nature Science 
Foundation of China with Grant No. Y1090881. 
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softwares run on it that can be applied , such as Adobe Photoshop and ACDSee etc. 
But if the hardware platform changes from PC to embedded systems such as the 
widely used mobile phones, digital photo frames, handheld PCs, where image 
browser is also a very important application, problems may occur because the size of 
the internal memory is very limited in such systems, and the screen is much smaller. 
For example, the typical embedded system—an operating system supported mobile 
phone— may have a internal memory size of 32M bytes, a LCD touch screen of the 
size of 4.3 inches with a resolution of 800*480 pixels. As the operating system run on 
the mobile phone also needs to consume memory, the memory left for other 
applications is much more less than 30M bytes. So measures should be taken before 
the large images can be browsed in such memory limited embedded systems. 

Many efforts have been put on image adaptation and related fields from quite 
different aspects, which cover from the coding process to image semantic analysis. 

For instance, the ROI coding scheme and Spatial/SNR scalability in JPEG 2000 [1] 
have provided a functionality of progressive encoding and display. It is useful for fast 
database access as well as for delivering different resolutions to terminals with 
different capabilities.  

Jin Li [2] etc. implemented an interactive large image browser base on the JPEG 
2000 standard. During the browsing process, the user specifies a region of interest 
(ROI) with certain spatial and resolution constraint, the browser only downloads the 
portion of the compressed bit stream that covers the current ROI, and the download is 
performed in a progressive fashion so that a coarse view of the ROI can be rendered 
very quickly and then gradually refined as more and more bit stream arrives. In the 
case of the switch of ROI, e.g., zooming in/out or panning around, the browser uses 
existing compressed bit stream in cache to quickly render a coarse view of the new 
ROI, and in the same time, request a new set of compressed bit stream corresponding 
to the updated view. 

The JPEG 2000 based methods requires the images to be encoded according to the 
JPEG 2000 standard first, but for the images obtained by most of today’s digital 
cameras, the stored image format is just ‘.jpg’ which are encoded according to the 
JPEG standard. Because the conversion of the image format from JPEG to JPEG 2000 
can only be done with a JPEG decoding followed by a JPEG 2000 encoding, there is 
no way to do the conversion directly. With the same memory limitation problem, 
apparently it is impossible to convert the image format from JPEG to JPEG 2000 on 
the embedded system before the images can be browsed. And it is also not convenient 
to require the users to convert the image format on a PC before it can be browsed on 
the embedded system. It can be concluded that the JPEG 2000 based methods is not 
suitable for the browse of large images in an embedded system. 

Xing Xie etc. proposed an attention model based image adaptation approach in [3], 
[4]. Instead of treating an image as a whole, they manipulated each region-of-interest 
in the image separately, which allowed delivery of the most important region to the 
client when the screen size is small. In [5], they further extended the image attention 
model [3] to include a time constraint to calculate an optimal browsing path to 
maximize the information throughput under limited space and time. The main 
problem of the attention model based methods is that they consumed an average of 
more than 8 seconds to browse an image, which is actually a bit longer. 
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In this paper, a resampling based method is proposed and used to browse large 
images in embedded systems. The organization of the paper is as follows. Section 1 is 
an introduction of the whole work, Section 2 gives the framework of the whole 
system, Section 3 shows the detail description of the proposed methods, Section 4 
gives the test results and the conclusion is given in Section 5. 

2   The System Framework 

For most of today’s digital cameras, the captured images are usually stored in the 
format of “JPG” or “RAW”. Those images with a postfix of “JPG” in the file name 
are encoded according to the JPEG standard, so they should be firstly decoded to 
obtain the color information at each pixel position before they can be browsed; while 
the images with a postfix of “RAW” in the file name are not compressed at all,  
the color information at each pixel can be read directly from the file. Thanks to the 
official reference implementation of the JPEG decoder, we need not to decode the 
whole image at one time to obtain the color information of pixels, but each time we 
can only decode one line to obtain the color information of pixels in that line. This is 
really very good news for us, otherwise we can not browse the “JPEG” encoded 
images at all on memory limited embedded systems for the decoding procedure 
consumes too much memory. With this in hand, we can just treat both of these two 
types of images with no differences. 

For an input image, a complete system framework of the proposed approach to 
browse it in an embedded system is shown in Fig. 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The whole framework contains four types of operations: Fit in with the display 

size, Scroll Left/Right, Scroll Up/Down and Zoom In/Out. Among all the operations, 
“Fit in with the display size” is a basic one and also a built-in one; it is needed by all 
other three operations and called automatically whenever needed. “Scroll Left/Right” 
is used to display the content of the image which is in a left/right position compared 
to the current position. Similarly, “Scroll Up/Down” is used to display the content of 
the image which is in an up/down position compared to the current position. The 
“Zoom In/Out” operation can let the user view the image in a finer/coarser manner. 

Operations with resampling 

Input Image

Fit in with the display resolution 

Scroll Left/Right to view the 
image in horizontal direction 

Scroll Up/Down to view the 
image in horizontal direction 

Zoom In/Out to view the detail of the image

Fig. 1. System framework of the resampling based image browsing 
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All the operations, except for the “Fit in” one, are user-interactive. Each time an 
operation is made, a resamping procedure to the original image is needed. 

3   Operations Detail 

Suppose the display resolution is s sW H× , which means that it can display sW  

pixels in the horizontal direction and sH  pixels in the vertical direction. On the other 

hand, we have an image which has a resolution of  W H×  to be browsed. We also 

suppose that bothW and H  are much larger than sW  and sH . Under this condition, 

the detail of the operations for image browsing is as follows. One thing important 
which should be mentioned is that all the operations mentioned before are disabled 
when no image is opened. 

3.1   The Fit in Operation 

The “Fit-in” operation is automatically activated when a new image is browsed. The 
process of fitting in with the display resolution is depicted in Fig.2. 

The image is opened in a binary mode; the lines are read in one by one and only 

those lines which is an integer times of the value / sW W  are preserved for further 

handling. The preserved lines are then resampled every / sH H  pixels. Finally, an 

image with the resolution of s sW H× is obtained and can be displayed on the screen. 

When the image is browsed in this manner, the “Zoom-In” operation is activated 
for the user to view the details of the image. Other operations are still disabled at this 
time. 

3.2   The Zoom In/Out Operation 

In our proposed methodology, the “Zoom-In/Out” operation has very little differences 

with the “Fit-in” operation except that one more parameter rz , which stands for 

“Zoom Ratio”, controls the resampling procedure. The value of rz  is in the range of 

/ sW W  to 1. Each time a “Zoom-In” operation is made, rz  is decreased to one half 

of its original value; on the other hand, when a “Zoom-Out” operation is made, rz  is 

increased to two times of its original value. If the “Zoom- Ratio” equals to 1, the 

“Zoom In” operation is disabled; and when we have a rz of / sW W , it is just the 

“Fit-in” case, the “Zoom Out” operation is disabled. Different from the “Fit-In” 

operation where we extract every / sW W  lines and pixels, we extract every rz  lines 

from the original images and every rz  pixels from each of the extracted line from the 

beginning in the “Zoom-In/Out” operation, the extraction process stops when 
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totally sH lines are extracted with each line containing sW  pixels. When rz  is 

smaller than / sW W , the “Scroll Left/Right” and “Scroll Up/Down” operation are 

activated. 

3.3   The Scroll Left/Right Operation 

As we discussed in the preceding subsection, when the “Zoom Ratio” rz  is smaller 

than / sW W , there are / rW z pixels, which is larger than  sW , that can be extracted 

if we extract the lines every rz  pixels, but the screen can only display sW  pixels in 

 

Open the image in binary 

Read in proper numbers of macro-
blocks for decoding one line of pixels 

Need Decoding?

Decode

Read in 
one line 

Lines++

(Lines* Hs) % H ==0?

Lines=0

N

N

Y

Extract the pixel every W/Ws pixels 

Y

Input 

Output 

Fig. 2. The Fit-in Process when the image is firstly opened 
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the horizontal direction, so the scroll left/right operation is activated for the user to 

view those part that are not displayed. The scroll position, which is defined to be rs , 

is in the range between 0 and s
r

W
W

z
− . With this rs  in hand, the “Scroll Left/Right” 

operation is almost the same with the “Zoom In/Out” operation except that the 

resampling starts from the horizontal position of rs  other than 0, which means the 

pixels at the position of  

, 1 , 2 ,..., ( 1)r r r r r r s rs s z s z s W z+ ⋅ + ⋅ + − ⋅  

are extracted at this time. 

3.4   The Scroll Up/Down Operation 

The Scroll UP/Down operation is very similar to the Scroll Left/Right operation. We 

also define a variable ds , which is in the range between 0 and s
r

H
H

z
− ,  to 

represent the scroll position in the vertical direction; and only the lines at the position 
of  

, 1 , 2 ,..., ( 1)d d r d r d s rs s z s z s H z+ ⋅ + ⋅ + − ⋅  

are extracted. 

 3.5   Zoom In/Out after Scroll 

Suppose somebody wants to view the detail of the image at the center, he can zoom in 
the image as large as possible so that he can view the detail and then drag the scroll 
bar to the position he want, but he can also zoom in the image only to some extent and 
then drag the scroll bar to the position and then zoom in again if he wants. So a zoom 
in/out operation after scroll is also possible, and this time we need not only to change 

the “zoom ratio” rz but also the scroll position rs  and ds . Every time a zoom in 

operation is made, rs  and ds  should be decreased to one half of their original values, 

on the other hand, when a zoom out operation is made, they should be increased to 
two times of their original values. 

4   Experimental Results 

The proposed operations have been implemented with the software of Embedded 
Visual C++ 4.0 under the Operating System of Windows CE 5.0. The Graphical User 
Interface is shown in Fig. 3.5. 

The image opened in Fig.3 has a resolution of 23622*11811 pixels, with each pixel 
occupies 1 bit. The memory consumed by the software is 9982K Bytes. It can be 
displayed in less than 1 second in an embedded system with a CPU run at 400 MHz 
and with a memory size of 64MB. The image should be re-read every time a new  
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operation mentioned above is made, but the re-display time is still less than 1 second. 
With a comparison, we also display the image in other popular image processing 
softwares such as ACDSee and Adobe Photoshop. The results are given in Table 1. 

Table 1. Comparison to other popular softwares 

Software System Memory 
Occupied 

Display 
time 

ACDSee 
5.0 

Windows XP, Pentium D 3.4GHz, 
 1GB Memory 

 
16MB 

 
3.0 s 

PhotoShop 
8.0 

Windows XP, Pentium D 3.4GHz,  
1GB Memory 

 
120MB 

 
<1.0s 

The 
proposed 

WinCE 5.0, PXA 270 400MHz,  
64MB memory 

 
10 MB 

 
<1.0s 

5   Conclusions 

In this paper, an efficient and effective method for displaying very large images is 
proposed. The images are viewed in an interactive manner with several operations 
such as Zoom In/Out, Scroll Left/Right and Scroll Up/Down supplied. For all the 
operations, one basic procedure, the resampling, is needed. The starting positions in 
both the horizontal and the vertical directions, companioned with the zoom ratio are 
used for the decision how the resampling procedure should be made. Experimental 
results show that our framework is very suitable for applications on embedded 
systems. 

The drawback of the proposed method is that aliasing may exist when the down-
sampling ratio is big, e.g., when the image is firstly opened and fit-in with the screen. 

 

Fig. 3. GUI of the implemented software 
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The user can improve this by zooming in the image a bit. Another solution to the 
aliasing problem is that we can perform some smoothing operations to the extracted 
lines and pixels. For instance, we can extract several lines at one time and make a 
linear combination of them to obtain one smoother line, which can decrease the 
influence of the aliasing effect. But this will increase the memory consumption along 
with the display time. A tradeoff should be made then. 
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Abstract. The important step of model-based reasoning is to construct the 
abstraction model of physical world. In this paper, we introduce the concept of 
hierarchical ontology classes within the G-KRA model framework to realize the 
modeling knowledge sharing and reuse. Three kinds of ontology operators are 
defined and the formal process of them working is partly given. We also point out 
that constructing hierarchical ontology classes can be independent of the modeling 
process. Moreover we show how to automatically build up a hierarchical model of 
a world W based on the hierarchical ontology classes which is as well updated 
during the modeling. We expect that this work will rich the way to construct 
hierarchical model of physical world automatically and efficiently. 

Keywords: G-KRA Model Hierarchical Ontology Classes Hierarchical 
Modeling Knowledge Sharing and Reuse. 

1   Introduction 

In resent years, researchers have paid a lot of attention to the abstraction of the physical 
world. The KRA model [1,2,3] is proposed to help both the conceptualization phase of 
a problem and the automatic application of abstraction operators. The extended model, 
called G-KRA model (General KRA model) [4] can represent the world from different 
abstraction granularities. Ontology has been proposed as a specification mechanism to 
enhance knowledge sharing and reuse across different applications [5] and many 
researchers has defined ontology in different ways [6,7,8,9,10].  

In the second section of this paper, we explore the levels included in the KRA model, 
particularly the perception level, the language level and the theory level, so that the 
representing framework is simplified by knowledge sharing and reuse. We introduce the 
concept of hierarchical ontology class. The abstraction operators acting on the ontology 
classes as well as the mappings between them are also defined. In the following section, 
we discuss constructing process of hierarchical ontology classes and formalizing the 
ontology-based hierarchical modeling process of the physical world .We will make a 
short conclusion to present work and next-step research in the last section. 
                                                           
*  Corresponding author. 
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2   Introducing Ontology in the KRA Model 

The KRA model represents the world from four levels: Perception, Structure, Language 
and Theory (see [1] for details). In the G-KRA model, the abstraction model can be 
automatically constructed by using the abstraction objects database and the abstraction 
mapping defined manually. We introduce the concept of ontology and extend the 
abstraction objects database to Ontology Class (OC) which can be defined as 
OC=(E,L,T), such that E={OBJ,ATT,FUNC,REL}. The elements of E and the rest of 
OC mean the same as the ones in [3]. OC exists like database to realize knowledge 
sharing and reuse. There are two kinds of ontology class according to the constructing 
process: Fundamental Ontology Class (FOC), Abstraction Ontology Class (AOC). The 
former is generated based-on the physical world W, whereas the latter through 
operating on another different ontology class. 

The ontology-based KRA model framework can be represented as follows: 
R=(P*,S,L*,T*), in which the three parts of P*,L*,T* represent not the actual contents but 
the mapping to some OC, whereas OBS and S remain for being involved with the real 
world.  

We define three kinds of ontology abstraction operators (sets): fundamental operator 
Ψ, entity operator set Ω={ωE,ωL,ωT} and connection operator set Φ={λE,λL,λT }, to 
create or extend the ontology class. The operation of all the operators can be 
independent of modeling process. Operator Ψ applies to some physical world W and 
FOC, which specifies or updates FOC, that is Ψ(W,FOC1)=FOC2. The arguments of the 
operator set Ω are an existing ontology class and in particular, Ω combines a grouping 
of indistinguishable entity types of an ontology class OC1 into one entity type in an 
ontology class OC2, Ω(OC1)=OC2. The connection operator set also acts on an ontology 
class and it aggregates a set of entity types of OC1 and the relations between them to 
form a new compound entity type of OC2, Φ(OC1)=OC2. 

------------------------------------------------------------------------------------------------------- 
Procedure FundamentalOperatorΨ WORLD W, ONTOLOGY-CLASS FOC 
For every entity e of W 

For every e* of FOC{ 
if SMP(e, e*) and BMP(e, e*) exit;// SMP and BMP are two procedures to do the 

structure matching and behavior matching , see details in [11]; 
type=TYPE(e);//Define a new entity type 
att=ATT(e); //Define the attribute set of e  
func=FUNC(e);//Define the behavior set of e  
rel=REL(e); //Check the entities related to e and construct the relation rel; 
Add (type,att,func,rel) to FOC.E; //Add a new entity type to FOC.E 
Add Language(e) to FOC.L; 
Add Theory(e) to FOC.T;// Add a new reasoning ontology of FOC about e 

} 

Fig. 1. Constructing the Fundamental Ontology Class 
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-------------------------------------------------------------------------------------------------------
Procedure EntityOperatorSetΩ ONTOLOGY-CLASS OC1, ONTOLOGY-CLASS 
OC2 //OC2=Ω(OC1) 

EntityOperatorωE(OC1.E, OC2); 
EntityOperatorωL (OC1.L, OC2); 
EntityOperatorωT (OC1.T, OC2); 

 
Procedure EntityOperatorSetΦ ONTOLOGY-CLASS OC1, ONTOLOGY-CLASS 
OC2//OC2=Φ(OC1) 

EntityOperatorλE (OC1.E, OC2); 
EntityOperatorλL (OC1.L, OC2); 
EntityOperatorλT (OC1.T, OC2); 

 
Procedure EntityOperatorωE ONTOLOGY-CLASS_E E, ONTOLOGY-CLASS OC2 
//The operation process of operator ωE 
Do while there exist(s) unchecked entity(ies) in E{ 
  Entities={}; // The set of indistinguishable entity types. 

For every unchecked entity E1 of E{ 
    Entities={E1}; 

For every unchecked entity E2 of E-{E1}  
if SMP(E1,E2) and BMP(E1,E2) Entities= Entities∪{E2}; 

   } 
//Search the indistinguishable entity types of E. 
 
if |Entities|>1 { 

Replicate E1 to a new entity E*; 
If there is no entity type E* in OC2, add E* to OC2; 
Update RELs of OC2.E using the RELs of E and replace every entity type E′ of 

OC2.E with E* if E′∈Entities; 
Update the entity mapping EM from OC2.E to E; 

   } 
  //If there exit more than one indistinguishable entity types, do the combining. 

    
if |Entities|=1{  

Update OC2.E using E; 
Update the entity mapping EM from OC2.E to E; 

   } 
  //If there is no other entity type indistinguishable with E1, do the updating. 

 } 
------------------------------------------------------------------------------------------------------- 

Fig. 2. Partial Process of Operators sets Ω and Φ 

There are two relationships between ontology classes: entity mapping(EM) and 
connection mapping(CM), which make one(/more) object(/s) of ontology class OC1 
relating to one(and only one) object of OC2. The mapping relationships can be 
constructed during the hierarchical process of ontology classes. 
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3   The Hierarchical Modeling Process of Physical World 

The very important step of model-based reasoning is to construct the model of the real 
world. And the hierarchical model can help to reduce the complexity of the reasoning. 
The ontology-based KRA model framework makes it possible to automatically 
generate such a hierarchical model of the world W. 

3.1   The Hierarchical Process of Ontology Classes 

Fundamental operator Ψ acquires knowledge directly from some world W and it 
perceives all entities in W, including their types, attributes, behaviors, and the relations 
between them. See Fig 1 for details. 

Both entity operator set Ω={ωE,ωL,ωT } and connection operator set Φ={λE,λL ,λT } 
act on an existing ontology class. Fig 2 shows the partial process. We only give the 
algorithm that the first operator ωE of Ω, because λE operates just like ωE only not 
searching a set of indistinguishable entity types but finding out a set of interrelated 
ones. The rest operators, based on the results of ωE and λE , are just the process which 
deals with variables replacing and expressions aggregating of one-order logic.  

We note that while using operator λE, the connection mapping CM from a compound 
entity type to a set of interrelated entities is constructed or updated. Through alternate 
operating of the ontology abstraction operators (sets), the hierarchical ontology classes 
can be built up automatically, Fig 3 shows the process. 

 
Fig. 3. Constructing the Hierarchical Ontology Classes 

3.2   Hierarchical Modeling of Physical World Based-on Ontology Classes 

The hierarchical ontology classes are generated or extended independently of the 
modeling process of the physical world. The more kinds of worlds are input, the more 
knowledge ontology classes can be achieved. Actually, while modeling a world W 
within the simplified G-KRA framework, the ontology classes can also be updated 
dynamically. Fig 4 shows the hierarchical modeling process of physical world based-on 
ontology classes. 

It is noted that the definition of condition C can specify the abstraction degree of the 
hierarchical model. We can set a threshold value like the number of the entity types in 
some ontology class and if the number is lower than the threshold value, the procedure 
should be stopped. Fig 5 shows the hierarchical modeling process of W based-on 
hierarchical ontology classes. 

W FOC 

Ψ 

OC1 OC2  EM/CM

Ω/Φ 

 EM/CM

Ω/Φ 

…….. 
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------------------------------------------------------------------------------------------------------- 
Procedure HierarchicalModeling WORLD W, ONTOLOGY-CLASS-SET 
{FOC,OC1,…,OCn} 
  //Construct fundamental model Rg=(Pg*, Sg, Lg*,Tg*) by using FOC; 
For every entity type e of W { 

if ( ∃ e1∈FOC.E and e1 is indistinguishable with e) 
    Create a mapping Me from Pg* to the entity type e1 of FOC; 

else Add the entity type e to FOC and Create a mapping Me from Pg* to it; 
   } 

//Create the mapping from the entity types of W to the entity types of FOC 
 

For every type of relations r in W { 

if ( ∃ REL1∈FOC.E and REL1 is the same type of relation as r and no mapping on 
REL1) 
    Create a mapping Mr in Pg* to REL1; 

else Add the relation type r to Pg* and Create a mapping Mr in Pg* to it; 
 } 

//Create the mapping from the relation types of W to the relation types of FOC 
   
Manually add new language and theory involved with W to FOC.L and FOC.T if need 
be and create mappings from Lg*, Tg* to FOC.L, FOC.T; 
//Constructing the fundamental model of W 
 
//Generate hierarchical models ROC1,…ROCn, and what abstraction degree of the model 
//is our satisfaction can be specified by a condition C defined in advance. 
i=1; 
do while C is satisfied { 

ROCi=ROCi-1; //define ROC0 as Rg 
Adjust all mappings in ROCi to OCi according to the entity mapping EM or the 

connection mapping CM between ROCi and ROCi-1; 
i=i+1; 

} 
------------------------------------------------------------------------------------------------------- 

Fig. 4. Hierarchical Modeling Process of Physical World Based-On Ontology Classes 
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Fig. 5. Hierarchical Modeling Process of W Based-On Hierarchical Ontology Classes 

4   Conclusion 

This work explores how to use the concept of hierarchical ontology classes to realize 
the modeling knowledge sharing and reuse and then to automatically construct the 
hierarchical model of physical world. The KRA model framework is be simplified by 
replacing actual contents with the mapping to some ontology class. At the same time, 
the hierarchical ontology classes can be built up independently of the modeling process. 
Here we only concern about the static world and will continue to work on the modeling 
of the dynamic world in future. 
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Abstract. Classical model checking is not capable of solving the situation of 
uncertain systems or fault-tolerant systems which occur in the real world 
commonly. The technique of satisfiability degree (SD) for model checking is a 
efficient way to solve this problem. Finite paths transition system (FPTS) for 
calculating satisfiability degree of a LTL logic formula is given. Then, a more 
general situation about discrete-time Markov chains (DTMCs) is discussed. 
Then a case named leader election shows the practicability of satisfiability 
degree for transition system, which cannot be solved by classical model 
checking. 

Keywords: satisfiability degree, transition system, LTL. 

1   Introduction 

Classical logic is related certainty, i.e., any proposition is either true or false, with no 
other intermediate states. However, the real world does not always reflect the classical 
logic since there are many cases with neither absolute true nor absolute false. So 
many studies have used non-classical logic, such as modal logic, intuition logic, fuzzy 
logic, and probabilistic logic. Paper [1] analyzes the satisfiability of a proposition. 
The calculus of satisfiability degree is proposed, which expresses uncertainty, extends 
the concepts of satisfactory and contradictory propositions in propositional logic and 
describes how satisfactory is based on the proportion of interpretations that make the 
proposition true.  

In this paper we want to provide a new sight of model checking to deal with the 
uncertain situation. In the real world, may sometimes the system can not satisfy the 
property totally, but it can support partially. Then classical model checking methods 
have difficulties to describe these cases. The conception of Satisfiability Degree is 
introduced into model checking, to calculate the satisfiability degree of a logic 
formula to express the level about a transition system satisfy the formula.  

The paper is organized as follows: Section 2 introduces the definition of 
satisfiability degree in Propositional Logic. Section 3 discusses the satisfiability 
degree on transition systems, extending to the system FPTS and DTMCs. Section 4 
gives a simple example to show the application of satisfiability degree on transition 
systems, leader election. The conclusions are given in the last section. 
                                                           
* This work is supported by the Funds NSFC 60973049 and 60635020. 
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2   Satisfiability Degree 

Let Ρ be a propositional formula set and Ω the global field for interpreting Ρ, thus any 
formula φ ∈  Ρ and ω ∈  Ω, φ ω  ∈ 0,1 . If φ ∈  Ρ, define a subset Ωφ  Ω such 
that: 

Ωφ  ω | φ ω 1,ω ∈ Ω   (1)

Definition 1 (Satisfiability Degree in propositional logic)  
Given a propositional formula set  and the global interpretation field Ω, the subset is 
defined as above. Then, function f: Ρ 0,1  is called the satisfiability degree on Ω, 
if any formula φ ∈ : f φ d Ωφ / d Ω  (2)

where d(X) is denote as the cardinality of set X. 
The most intuitive method for computing the satisfiability degree is enumeration of 

all the assignments using simulation as a truth table. However the complexity of this 
method is exponential. Three methods are presented to reduce the unnecessary costs 
[1-3]. One is base on the satisfiability degree properties, while another is constructed 
as an Extended Ordered Binary Decision Diagram (XOBDD) [2, 3]. The backtracking 
search algorithm for SAT is used and optimized modification also can help speed up 
the calculation. 

3   Satisfiability Degree for Transition System 

As we know, the concept of satisfiability degree on propositional logic is come up for 
the satisfiable properties of Propositional Logic formulas. Similarly, in field of model 
checking the basic idea is that whether a transition system S is a model of a logic 
formula F must be checked, that is, we want to know whether S can make F satisfiable.  

Definition 2 (Finite paths transition system (FPTS)) 
Finite paths transition system is a seven-triple (S, δ, I, F, AP, L) where 

• S: is a finite set of states; 
• δ S S is a transition relation function; 
• I S is a set of initial states, which means for any s in I, there is no state t in S 

so that δ t s; 
• F S is a set of final states, which means for any s in F, there exist no state t in 

S so that δ s, t; 
• AP is a set of atomic propositions, and L: S 2  is a labeling function.  
• We write δ s , s , if s  can transfer to s  directly,  δ s s   is 
written to show s  can transfer to s  by k steps; so the last conditions is given as 
follows,  
• For any state s in S, there is no k exist so that δ s s, where k ∈ N; 

Definition 3 (Path)  
Let D be an FPTS, a path ρ in D is an sequence s , s , s … , s , since s  is one in I 
,and s  in F, and for any i in N, there exist δ s s   
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Fig. 1. A simple FPTS example 

Figure 1 show an example about FPTS , AP={p, q, t}, and L is given L(s0) = L(s1) 
= L(s2)={p}, L(s3)=L(s4)=L(s6)={q}, L(s5)={t}. Many paths such as {s0, s2, s5, s6} 
and {s0, s1, s4 s5, s6} can be found, but the amount of the paths are finite, and for 
each path it has finite states. 

On FPTS we can give the satisfiability degree definition of a LTL formula easily; 
the definition of  linear-time temporal logic (LTL) can be found in [5]. Then for a 
LTL formula, we may give the definition of Satisfiability Degree on FPTS, to show 
the level FPTS satisfy a LTL formula. 

Definition 4 (SD on FPTS)  
Given an FPTS D=(S, Act, δ, I, F, AP, L), P is a LTL formula set, then the function f : P 0,1  called Satisfiability Degree on D, if for any formula φ ∈  Ρ: 

                f φ |
,                  (3)

Where NP D  means the number of paths in D, and NP D|φ  is denoted as the 
number of paths in D which satisfy the formulaφ.  

Next, the algorithm is provided to compute the SD on FPTS. we may modify the 
classical algorithm DFG (Deep First Search) [6] [8] to make it work. SD= (m, n) is 
denoted where both m and n are integers. We calculate the satisfiability degree by SD 
using m minus n so from the algorithm we will get SD; 

Algorithm 1. Get satisfiability degree of a LTL formula on a FPTS; 
1:  m := 0; 
2:  n := 0; 
3:  path :=null; // path is a stack, also represent a path  
4:  for each s in S 
5:    Ss= {t|δ s, act t, if there exist act in Act} 
6:  for each s in I 
7:     {  
8:     SD sd := SD-Visit(0,s); 
9:     m := m + sd.m; 
10:    n := n + sd.n;  
11:    } 
12:  return (m, n) 
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Algorithm 2. SD-Visit (s, t) 
1:  SD sd(m, n) :=(0, 0); 
2:  Push (path, t); 
3:  if t is in F { 
4:     sd.m := sd.m + CheckLTL(path, φ); 
5:     sd.n := sd.n + 1; } 
6:  else { 
7:      for each u in St {  
8:         SD sd2(m, n) = SD-Visit(t, u); 
9:         sd.m := sd.m + sd2.m; 
10:         sd.n := sd.n + sd2.n; } } 
11:    Pop (path, t); 
12:    return sd; 

Algorithm 3. CheckLTL(path, φ) 
1: if path have not satisfied φ  
2:    return 0; 
3: else return 1; 

It is trivial that n is the total number of all paths in this FPTS and m represents the 
number of paths satisfy the formula. So from the definition, we can easily get the SD 
by m/n. The worst situation may cost no more than O(2n), for n represents the number 
of states in S. And the best situation may cost O(n), when only one path exists.  

Definition 5(DTMCs)  
A (labeled) discrete-time Markov chain (DTMC) is a triple D=(S, P, L) where: 

• S is a finite set of states; 
• P: S S 0,1  is a stochastic matrix; 
• L: S →2AP is a labeling function which assigns to each state s ∈ S the set L(s) of 

atomic propositions that are valid in S 

Definition 6(Paths)  
Let D=(S, P, L) be a DTMC. An infinite path ρ in D is an infinite sequence s , s , s … , s  of states such that for all i>0, P(si,si+1)> 0. 

A finite path σ is a finite prefix of an infinite path. 

 

Fig. 2. A example about DTMCs 
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A DTMCs is given in Figure 2 which is modified from the one in figure1. The 
difference is that The state s2 has a self-circle and s2 can transfer to itself through s5 
and s3. So obviously it can have infinite paths. And every paths has a weight. 

We denote the Ω is the set of all paths in a DTMCs D, and φ is a LTL formula, let 
satisfied set Ωφ={ρ | ρ satisfy φ, ρ in D} a subset of Ω. And characteristic function is 
denoted like this: 

Χφ(ρ)=
1 if ρ ∈ Ωφ0 if ρ ∈ Ω \Ωφ   (4)

Then the definition of satisfiability degree is denote as below: 

Definition 7 (SD on DTMCs) 
Let D=(S, P, L) be a DTMC, ∑ is a LTL formula set, then the function f : ∑ 0,1  
called satisfiability degree on D, if for any formula φ ∈  ∑: 

We have  

                f φ ∑ W ρ Χφ ρρ∈Ω       (5)

We also can write f φ  as f φ|D . 
The form of SD definition for DTMCs is very different from FPTS for the 

probability and infinite situation considered, so in order to compute SD we must 
transfer the infinite situation to finite situation (mainly caused by self-circles). 

The difficulty is how to deal with self-circles. As we know LTL has some operator 
as X, F, G, U, W, R. For such as X, we can just check the next state to get the result, 
another word, and finite step must be finished, but the others we must check more 
states, maybe infinitely. 

      
              (a)                                               (b) 

Fig. 3. Simplification of self-circles 

Considering when just arriving a state sc owning a self-circle and as it happens we 
just right check the formula Fφ, whereφ is a formula. If L(sc) can make φ right, then 
the path  

* scs *, * scscs*,  *sc…sc s* 

all satisfy the formula φ where i can be any positive integer and * represents the 
other states before sc and after s. Vice versa. So if wrong, we can stop checking the 
next sc, and back-track to the previous one. And if right, we just calculate the sum ∑ p 1 p =1, and continue to check the next one. So the situation of figure 3(a) 
can be changed to the figure3 (b) as below. 
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4   Applications 

In this chapter a case called Leader Election [7] is introduced to show how our 
satisfiability degree on transition system works. Without loss of generality, we 
consider four electors select one leader from their selves. The one who will be the 
leader must have more than the half, that is, must be selected by three people 
(including himself). Every person is a candidate while a elector, who has a unique id 
selected from {1,2,3,4}  We have two ways: First, everyone can vote one (including 
himself) randomly, then check the result, if someone has three or more supporters, 
then he win, otherwise we enter the next round and do it again, until someone become 
the leader. Second method, we do the same thing on the first round, but if no one is 
selected, we enter the second round, but the rule is changed, we choose only two 
candidates who have the most supporters (if there exist equal votes, select the one has 
a bigger id for convenience), then vote again, we check if still none have three, vote 
the two one again. All vote process is random. Since every round may cost resource, 
so we cannot make the election round and round, never stop. So we want to know if 
we want have the leader only in two rounds, then which way is better.  

To solve the problem, we may model the two ways as below: 

1u ju 1s is

       

1u ju
1s is

1'u 'ju
1 's

'is

21/ 4 21/ 4 21/ 4 21/ 4

 
 (a) The Model of first way                (b) The Model of second way  

Fig. 4. The models of leader election 

Let D1=(S1,P1,L1) be a DTMCs, described as Figure 4 (a), D2=(S2,P2,L2) be a 
DTMCs, described as Figure 4 (b), where u1,..,uj are the states representing the voting 
situation about unable to get a leader, s1,..,si means getting a leader successfully. Since 
the vote is random, the probability of arriving at u or s is 1/44, the same way for 
u1’,…,uj’, s1’…si’ with 1/42. We will simplify them by calculating the total probability 
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of leader elected on the first round and second round, and combine the states .   
Leader must have at least three tickets, so on the first round, the probability of 

leader elected can calculate as 4 C 4 C C4 1364 

while none elected on the first round  1 1364 5164 
On the second round, while the second way only has two candidates left, the 
probability can calculate as  2 C 2 C2 58 
while none elected on the second round  1 58 38 

So we simplify both D1 and D2 as below: 
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  (a) The Simplification of Fig 4(a)                          (b) The Simplification of Fig 4(b) 

Fig. 5. The Simplification of Fig 4 by combining similar states 
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Then a LTL formula can be used describe the property we concern: we want have 
the leader only in two rounds. The formula is written as follows: 

   φ  F Leader_Elected R 2        (6)

Now the satisfiability degree of φ on D1 and D2 can be computed  f φ|D 0.371, 

      f φ|D 0.701. 

Obviously, f φ|D φ|D , that is, though both D1 and D2 have the ability to 
satisfy φ true, but D2 is more stronger than D1, so we want to have the leader only in 
two rounds, the second way is better than the first, which is told by their satisfiability 
degrees. 

5   Conclusions 

In this paper, the conception of satisfiability degree is introduced into model 
checking, which is extend from based on propositional Logic to the higher-order logic 
mainly LTL through the transition system. We not only give the definition of 
satisfiability degree on transition system but the algorithm of computation on the 
systems including FPTS and DTMCs. This algorithm modifies the DFS algorithm so 
that satisfiability degree can be calculated easily.  The application of satisfiability 
degree on transition system is also shown to check which system can satisfy a 
property better by the example leader election. We show the way how model 
checking can do quantitative analysis and fault-tolerant analysis for sometimes we 
must compromise to the real world if we cannot have the certain result, and then the 
satisfiability degree is a good choice. 
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Abstract. Research on the drag-reducing structure of the haploid interval riblets 
surface is carried out with the numerical simulation, and in view of its flow 
field features, this paper appropriately deals with the computing domain, grids 
and flow parameters during the numerical calculation. By the adoption of 
iSIGHT software, structure parameters generated program of riblets surface, 
hydrodynamic numerical simulation software GAMBIT and FLUENT is 
integrated. With optimized design technology and the numerical simulation 
technology, the optimization design of the bottom angle on the riblets surface is 
made by adopting the two-stage combining optimization method which includes 
overall search based on adaptive simulated annealing algorithm and partial 
optimal search of sequential quadratic programming. The results show that after 
the optimization design, the relative amount of drag reduction of the riblets 
surface reaches 3.506 %. Compared with the initial value, the relative amount 
of drag reduction increases and the drag-reducing effect is remarkable. This 
provides a new direction for the research on drag reduction of riblets surface. 

Keywords: riblets surface, numerical simulation, drag-reducing effect, 
optimization design, iSIGHT. 

1   Introduction 

Widely available in the fluid transport, aviation and maritime areas, turbulent flow 
drag is the main energy source of the pipeline, conventional aircraft, vessels, and the 
working parts which frequently contacts the viscous fluid such as submarines, the 
wings, etc. Drag-reducing of the riblets surface is a turbulent drag reduction 
technology, which would reach quite good drag reduction effect through making a 
certain size of the riblets surface on the outer surface[1-2]. This technology has been 
practically applied abroad, for example, in the Summer Olympic Games of 1984, the 
U.S. rowing team successfully applied films with a riblets surface structure at the 
bottom of the row boats; 70% of the testing Airbus A320 surface were covered with 
the riblets surface structured film, which saved oil by1% ~ 2%; the tests on Learjet 
aircraft in the NASA Langley Center showed that the drag reduction is about 6% by 
using this structured film. 

Symmetric riblets surface has better drag reduction effect, and this has aroused 
great concerns of scholars home and abroad, who then carried out a large number of 
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pilot studies and numerical simulation studies. They have done a lot of valuable 
explorations on the riblets surface shape parameters (height, spacing, and angle) and 
the turbulent characteristics, burst intensity, frequency and band structure of a 
turbulent boundary layer, and etc, some scholars study on the optimization of the 
riblets surface [3-8]. This paper feasibly integrates the numerical simulation with the 
optimization design, carries out the applied research on drag-reducing structure 
optimization design with numerical simulation, and applies to optimized design of the 
bottom angles, so as to verify the feasibility of this method in the optimal design of 
the bottom angle on the riblets surface. This provides a new direction for the design 
and research on the drag reduction of riblets surface. 

2   Numerical Simulations 

2.1   Riblets Surface Structure 

With the choosing subject of the symmetric V-shaped riblets surface structure which 
has been confirmed with the best drag-reducing effect, this paper mainly studies the 
impact of the size of the bottom angle to the drag-reducing effect of the surface, while 
the width of riblets surface interval is same with that of the riblets surface. The 
specific geometric parameters and the structure shape of the riblets surface are shown 
in Figure 1. The basic size parameters are: s-the width of the riblets surface, α-bottom 
angle of riblets surface, a-riblets surface interval. 

 

Fig. 1. Riblets Surface Structure 

2.2   Control Equations 

This paper adopts Reynolds-averaged Navier-Stokes equations and RNG k ε−  
turbulence model. This calculating method can provide more precise numerical 
solution of the flow field, but with large calculating amount. The specific mathematical 
model [9-10] of this method is as follows: 

Continuity equation: 
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(1)

Reynolds-averaged Navier-Stokes equation: 
 
 



 Research on Optimization Design of Bottom Angle of Drag-Reducing Structure 35 

' '( )i i

j i i j

j i j j

p
f

u u
u u u

x x x x
ρ ρ μ ρ∂ ∂∂ ∂= − + −

∂ ∂ ∂ ∂
 

(2)

Turbulent fluctuation kinetic energy equation ( k equation) as follows: 
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(3)

Turbulent energy dissipation rate (ε equation) as follows: 
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 (4)

2.3   Calculation Domain and Grid Generation 

Taking the computer's ability into account, after repeated experiments, the paper 
selects a two-dimensional space with riblets flowed surface as the computational 
domain, the width of the rectangular computational domain is Ly=100*s. the riblets 
surface length is L=20*s. In order to avoid the effects of the entrance and the exit, a 
flat section 30 times size of the riblets surface is retained in both entrance and exit. 
Figure 2 is the final calculation domain. 

In this paper, the computational grid is generated by the method of limited volume 
discretion. In view of its special shape and the existence of cusps on riblets surface, 
this paper uses unstructured triangular grid to fill [11]. In order to improve the 
calculation accuracy and save computing resources, the defined size function method 
is applied in the near wall region to make the grid around the riblets surface turn 
intensive and gradually become sparse outward. Figure 3 is the partial enlarged 
drawings of grid in 60° angle around the riblets surface. 

 

           Fig. 2. Computational Domain                   Fig. 3. Partial Enlarged Drawings of Grid 

2.4   Solution Conditions 

The specific calculation conditions are set as follows: 
Solver: steady-state segregated two-dimensional implicit solver. 
Turbulence equations: RNG k ε− turbulence model. 
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Fluid medium: water, density of 998.2kg/m3, dynamic viscosity coefficient is 
0.001003Pa•s.  

Boundary conditions: the entrance is velocity inlet with flow rate 5m/s, along the 
x-axis; the exit is outflow. 

Discrete equation method: pressure-correction method uses Numerical SIMPLEC 
calculation method [10], and the discrete method of parameters uses the second-order 
accuracy upwind scheme. 

Convergence criteria: the continuity equation residual is set to 1e-4 and 1e-5 for 
others. 

3   Optimization Design 

3.1   Model of Optimization Design 

By comparing the drag of riblets surface and the corresponding smooth surface, this 
paper evaluates the drag-reducing effect by relative drag-reducing amount. The total 
drag of the riblets surface contains viscous drag and pressure drag, while for the 
smooth surface; it only contains viscous drag, and no pressure drag. The relative 
amount of drag reduction is defined as follows: 

1 100%
F F

F
d

−
×=  (5)

F -the total drag of smooth surface; 1F -the total drag of riblets surface. 

The relative amount of drag reduction can clearly express the drag-reducing effect 
of the riblets surface, Therefore the relative amount of drag reduction is selected as 
the objective function. As this paper mainly studies how the size of bottom angle of 
the riblets surface impact the riblets surface, the selected variable is the bottom angle 
(unit:°) of the riblets surface structure. With comprehensive consideration, the 
numerical range of the variables is 30 ~ 150, the eventual mathematical model of the 
optimal design is as follows: 
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 (6)

3.2   Optimization Process 

Per the requirements, the generated program GoucaoCreat.exe of the ridge-like 
surface structure parameters is made. Introduce the file shape.txt into GAMBIT, set 
the model, generate and output the Grid file. FLUENT reads the grid file, gets the 
solution through setting the parameters. iSIGHT analyzes the hydrodynamics report 
file trans.out generated by solution got from FLUENT, and outputs the total drag of 
riblets surface. Through comparison with the total drag of the smooth surface, the 
relative amount of drag reduction is calculated out and output as the objective 
function. The process diagram of the GoucaoCreat.exe program, grid division 
software GAMBIT and FLUENT integrated by iSIGHT is shown in Figure 4. 
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Fig. 4. Optimization Process Chart 

3.3   Optimized Algorithm 

With the problem that the optimized design of bottom angle on the riblets surface has 
only one design variable, in order to avoid sinking in the plight of the partial 
optimized solution, a combined optimized program is developed for the problem. This 
program is carried out in two steps. 

Step one: optimization algorithm more suitable for the overall search is adopted to 
facilitate the search in the overall design space and initially determine the optimal 
design point. This paper applies adaptive simulated annealing algorithm (ASA) as the 
first step of the optimization algorithm.  

Step two: Adopting the numerical optimization techniques, one shortcoming of the 
adaptive simulated annealing algorithm (ASA) is lack of accuracy. In order to solve 
the problem, a numerical optimization algorithm is chosen to be combined with the 
global search optimization algorithm. In this paper, the Sequential Quadratic 
Programming - NLPQL is the optimization method in second step. 

4   Results Analysis 

With optimized design of variables through the combined optimization design 
program of ASA + NLPQL, and the 332 steps of iterative computation, this paper 
ultimately gets the optimal bottom angle of the riblets surface structure. 

Figure 5 and Figure 6 are the optimized historical maps of design variables (riblets 
surface angle α) and the objective function (the relative amount of drag reduction d) 
VS Run Counter. 

 

Fig. 5. Optimized Historical Chart of Bottom Angle 
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Fig. 6. Optimized Historical Chart of Relative Amount of Drag Reduction 

From Fig. 5 and Fig. 6, the following can be getting: during the optimal design 
process, first, use the adaptive simulated annealing algorithm (ASA) to search the 
optimal value in the solution range. At this time, parameters changes within a wider 
range. After determining the initial optimal solution, the sequential quadratic 
programming algorithm is carried out in the second step to find the precise optimal 
solution within the partial optimization vicinity, and the overall optimal solution is 
ultimately obtained. 

 

Fig. 7. Velocity Vector Distribution near Bottom Angle 

From Figure 7, it can be seen as follows: After the optimization design, a stable 
low-speed vortex was formatted; whose up flow direction is the same with the free 
flow. The vortex affects as a roller bearing, and it makes the friction between the free 
flow and riblets surface reduce, which achieves a drag-reducing purposes. 

Table 1 is the contrast of the bottom angle of ridge-shaped surface and the 
corresponding drag characteristics before and after the optimal design. 

From the table above, it can be seen that with optimal design, the bottom angle of 
the riblets surface becomes large, the total drag reduces, the relative amount of drag 
reduction increases, reaching 3.506%, and a very remarkable drag reduction effect is 
achieved. 
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Table 1. Contrast of Relevant Parameters before and after Optimal Design 

Parameters Optimal 
way Angle of 

ridge surface 
α(°) 

Force of 
the smooth 
surface (N) 

Force of the 
ridge surface  

(N) 

Relative 
reduction 

(﹪) 

Run 
counter 

Initial 
value 

60 0.09485 0.0737  

Optimal 
value 

92.3 

0.09492 

0.09159 3.5067 332 

Table2 is the contrast of the drag characteristics between the riblets surface and 
smooth surface before and after the optimal design. 

Table 2. Contrast of Drag Characteristics between Riblets Surface and Smooth Surface before 
and after Optimal Design 

Parameters 
Drag of the smooth surface  (N) Drag of the ridges surface  (N) 

Optimal 
way 

Pressure 
drag 

Viscous 
drag 

total 
drag 

Pressure 
drag 

Viscous 
drag 

Total 
drag 

Initial value 0.03281 0.06204 0.09485 
Optimal value 

0 0.09492 0.09492 
0.02470 0.06690 0.09159 

During the Optimization design process, the computer constantly changes the 
bottom angle of ridge-shaped surface based on the optimization program so as to 
change the flow field characteristics of the surface, thus make the pressure drag and 
turbulence drag of the riblets surface change. As can be seen from Table 2, compared 
with the smooth surface, the riblets surface produces the pressure drag. However, the 
viscous drag of the riblets surface is significantly reduced, and thus causes the 
decrease of the total drag, reaching the drag reduction effect. In addition, before and 
post the optimal design, the pressure drag and viscous drag of the riblets surface 
reduce simultaneously, and the total drag decreases, achieving the optimal design of 
drag-reducing. 

5   Conclusions 

This paper puts forward the optimized design program of the bottom angle drag-
reducing structure on the riblets surface based on iSIGHT software. Making use of 
software integration technology, this system integrates the numerical simulation 
technology and optimized design technology to make optimized design for the bottom 
angle drag-reducing structure on the riblets surface. In the optimized design process, 
considering the specificity of the problems, a combined optimization program is 
developed. Through the comparison of the results before and after optimized design, 
it can be find that after optimized design, the relative amount of drag reduction of the 
riblets surface reaches over 3.5067 %. Compared with the initial value, drag reduction 
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effect is obvious, and achieve the optimal design of the bottom angle on the ridge-
shaped surface. In addition, by analyzing the changing characteristics of the pressure 
drag and viscous drag in the design process, the conclusions can be got as follows: 

(1) The existence of the riblets surface changes the flow field characteristic of near-
wall regions on the flat area, which resulting in the pressure drag and greatly reduces 
the viscous drag at the same time. The increase of pressure drag is not sufficient to 
make up for the decrease of viscous drag, therefore, the total drag reduces and the 
drag-reducing effect is achieved. 

(2) With the optimized design of bottom angle on the riblets surface, the pressure 
drag and the viscous drag reduce simultaneously, then the total drag decreases, and 
the relative amount of drag reduction increases, achieving a remarkable drag-reducing 
effect. 
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Abstract. We investigate Semi-Markov Decision Processes (SMDPs). Two prob-
lems are studied, namely, the time-bounded reachability problem and the long-run
average fraction of time problem. The former aims to compute the maximal (or
minimum) probability to reach a certain set of states within a given time bound.
We obtain a Bellman equation to characterize the maximal time-bounded reach-
ability probability, and suggest two approaches to solve it based on discretization
and randomized techniques respectively. The latter aims to compute the maximal
(or minimum) average amount of time spent in a given set of states during the
long run. We exploit a graph-theoretic decomposition of the given SMDP based
on maximal end components and reduce it to linear programming problems.

1 Introduction

Markov decision processes (MDPs, [9]) provide a mathematical framework for model-
ing decision-making in situations where outcomes are partly random and partly under
the control of a decision maker. In this paper, we consider Semi-Markov Decision Pro-
cesses (SMDPs, [7]), which generalize MDPs by (1) allowing the decision maker to
choose actions whenever the system state changes; (2) modeling the system evolution
in continuous time; and (3) allowing time spent in a particular state to follow an arbi-
trary probability distribution [9].

This paper deals with the analysis of SMDPs. Here, we investigate two important
criteria, which unfortunately received relatively scant attentions so far. They are time-
bounded reachability probabilities and long-run average fraction of time. We elaborate
them as follows:

– The first problem is referred to as the time-bounded reachability problem. Namely,
given an SMDP, the aim is to compute the maximal (or minimum) probability
to reach – under a given class of schedulers – a certain set of state G within T
time units. To solve this problem, we propose a Bellman equation to characterize
the maximal time-bounded reachability probability, and suggest two approaches to
solve it, based on the discretization and the randomized technique respectively. The
dual minimum probability problem can be solved accordingly.
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– The second problem is referred to as the long-run average fraction of time problem.
Namely, given an SMDP, the aim is to compute the maximal (or minimum) average
amount of time – under a given class of schedulers – spent in a given set of states
B during the long run of the SMDP. To solve this problem, we exploit a graph-
theoretic decomposition of the given SMDP based on the notion of maximal end
components and thus reduce it to linear programming problems. The dual minimum
probability problem can be also solved along the same vein.

Related works. Time-bounded reachability problem has been tackled in [2] and recently
in [8] for continuous-time MDPs; a very similar approach has been applied to model
checking continuous stochastic logic (CSL, [1]) for a closely related model akin to
CTMDP, i.e., interactive Markov chains (IMCs) in [12]. In this paper, we generalize
this work to SMDPs. Long-run average fraction of time problem can be considered as
a special case of average reward problem, which has been studied extensively; see e.g.
[6,9]. However, most of studies focus on a unichain model, which is rather restrictive.
In this paper, we extend this to a general SMDP.

2 Preliminarily

Given a set H , let Pr : F(H) → [0, 1] be a probability measure on the measurable
space (H,F(H)), where F(H) is a σ-algebra (a.k.a. σ-field) over H . A semi-Markov
decision process is given by:

Definition 1 (SMDP). A semi-Markov decision process (SMDP) M is a tuple (S, s0,
A, P,Q), where

– S is a finite set of states, with s0 ∈ S the initial state;
– A is a finite set of actions;
– P : S × A × S → [0, 1] is the transition probability function, satisfying that for

each s ∈ S and α ∈ A,
∑

s′∈S P(s, α, s′) ∈ {0, 1}.
– Q : S × A × S → (R≥0 → [0, 1]) is the continuous probability distribution

function. We use Q(s, a, s′, dt) to represent a time-differential.

Typically, Q : S ×A× S → (R≥0 → [0, 1]) returns a cumulative distribution function
(cdf), such that P(s, α, s′) = 0 implies that Q(s, α, s′)(t) = 1. We write Q : S ×
A × S → (R≥0 → [0, 1]) for the corresponding probability density function (pdf).
Namely, Q(s, α, s′)(t) =

∫ t

0 Q(s, α, s′)(τ)dτ ; or Q(s, α, s′, dt) = Q(s, α, s′)(τ)dτ .
Usually A is ranged over by α, β, . . . . With a bit abuse of notations, for each state s,
we write A(s) = {α ∈ A | P(s, α, s′) > 0 for some s′}, i.e., the set of actions which
are enabled from s. Clearly, P(s, α, s′) = 0 for any s′ if α /∈ A(s). We assume w.l.o.g.
that only internal nondeterminism is allowed, i.e., the actions enabled at each state are
pairwise different.

The distribution function H of state s, defined by H(t | s, α) =
∑

s′∈S P(s, α, s′) ·
Q(s, α, s′)(t), denotes the total holding time distribution in s under the action α, re-
gardless of which successor is selected. To avoid the possibility of an infinite number
of decision epochs within finite time (i.e., the zeno behavior), we impose the following
assumption, similar to [9]: There exists ε > 0 and δ > 0 such that H(δ | s, α) ≤ 1− ε,
for all s ∈ S and α ∈ A.



Towards Analysis of Semi-Markov Decision Processes 43

2.1 Semantics

As a stochastic model, in general one is interested in certain events in SMDPs. To
measure the probability of events in an SMDP, we use a path to represent a single
outcome of the associated random experiment. In the continuous-time setting, timed
paths capture the sojourn times in each state which describe the complete trajectory of
the SMDP. They are introduced below. (In the reminder of this paper, paths refer to
timed paths.)

Given an SMDP M, Pathsn(M) = S × (A × R≥0 × S )n is the set of paths of
length n in M; the set of finite paths in M is defined as Paths�(M) =

⋃
n∈N

Pathsn ,
and Pathsω(M) = (S × A × R≥0 )ω is the set of infinite paths in M. Accordingly,
Paths(M) = Paths�(M) ∪ Pathsω(M) denotes the set of all paths in M. When
M is clear from the context, we denote a path σ ∈ Paths(s0 ) if σ starts in state s0.
The same applies to Pathsn (s0 ), Pathsω(s0 ) and Paths�(s0 ), respectively. Typically,

a single path (of length n) σ is denoted s0
α0,t0−−−→ s1

α1,t1−−−→ · · · αn−1,tn−1−−−−−−−→ sn, where
|σ| = n is the length of σ and σ[↓] = sn is the last state of σ. For k ≤ |σ|, σ[k] is
the (k + 1)-th state on σ; σ〈k〉 := tk is the time spent in state sk. If i < j ≤ |σ|,
then σ[i..j] denotes the path-infix si

αi,ti−−−→ si+1 · · · αj−1,tj−1−−−−−−→ sj of σ. Let σ@t be the
state occupied in σ at time t ∈ R≥0, i.e. ρ@t := σ[n] where n is the smallest index

such that
∑n

i=0 σ〈i〉 > t. For infinite path σ = s0
α0,t0−−−→ s1

α1,t1−−−→ · · · , we require
time-divergence, i.e.,

∑
i≥0 ti = ∞.

Our goal is to measure the probabilities of (measurable) sets of paths. To this end, we
first define a σ-algebra of sets of combined transitions [11] which we later use to define
σ-algebras of sets of finite and infinite paths. Intuitively, a combined transition is a tuple
(α, t, s′) which entangles the decision for action α for the time t after which the SMDP
moves to successor state s′. Formally, given an SMDP M = (S, s0, A,P,Q), let Ω =
A × R≥0 × S be the set of combined transitions in M. To define a measurable space
on Ω, note that S and A are finite; hence, the corresponding σ-algebras are defined
as their power sets respectively. And we use the Borel σ-field B(R≥0) to measure the
corresponding subsets of R≥0. Recall that a Cartesian product is a measurable rectangle
if its constituent sets are elements of their respective σ-algebras. We then use 2A ⊗
B(R≥0) ⊗ 2S to denote the set of all measurable rectangles. It generates the desired σ-
algebra � = σ(2A ⊗B(R≥0)⊗ 2S) of sets of combined transitions, which can be used
to infer the σ-algebra F(Pathsn(M)) of sets of paths of length n: F(Pathsn(M))
is generated by the set of measurable rectangles, that is F(Pathsn(M)) = σ({S0 ×
M1 ×· · ·×Mn | S0 ⊆ S ,Mi ∈ �}). The σ-algebra of sets of infinite paths is obtained,
in turn, by applying the standard cylinder set construction. A set Cn of paths of length
n is called a cylinder base; it induces the infinite cylinder Cn = {π ∈ Pathsω(M) |
π[0 ..n] ∈ C n}. A cylinder Cn is measurable if Cn ∈ F(Pathsn (M)); Cn is called
an infinite rectangle if Cn = S0 × A0 × T0 × · · · × An−1 × Tn−1 × Sn and Si ⊆ S,
Ai ⊆ A and Ti ⊆ R≥0. It is a measurable infinite rectangle, if Si ∈ 2S , Ai ∈ 2A and
Ti ∈ B(R≥0). We obtain the desired σ-algebra of sets of infinite paths F(Pathsω(M))
as the minimal σ-algebra generated by the set of measurable cylinders.

Schedulers. As in MDPs, the decision making in SMDPs is specified by schedulers (or
policies). It also defines the semantics of SMDPs, namely, an SMDP and an associated
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scheduler induce a unique probability measure on the measurable spaces (Pathsω(M),
F(Pathsω(M))). A scheduler quantifies the probability of the next action: If state s is
reached via a finite path σ, the scheduler yields a probability distribution over A(σ[↓]).
In the timed setting, the notion of measurable schedulers [11] has to be adopted. A
measurable scheduler can incorporate the complete information from the history that
led into the current state when deciding which of the next actions to take; in particular,
it may yield different decisions depending on the time that has passed or in single states.

Definition 2 (Measurable scheduler). Let M be an SMDP. A mapping D : Paths�

(M) ×A → [0, 1] is a measurable scheduler if the functions D(·, α) : Paths�(M) →
[0 , 1 ] are measurable for any α ∈ A.

We now embark on defining a probability measure on the σ-algebra F(Pathsω(M)).
To this aim, we first define a probability measure μD on the set of combined transi-
tions, i.e., on the measurable space (Ω,�). For all σ ∈ Paths�(M), μD(σ, M) =∑

α∈A

∑
s′∈S D(σ, α)

∫
R≥0

1M (α, t, s′)Q(s, α, s′, dt), where 1M (α, t, s′) is the indi-

cator for the set M ⊆ Ω, that is, 1M (α, t, s′) = 1 if the combined transition (α, t, s′) ∈
M and 0 otherwise.

With the help of μD , we can define the probability measure on the sets of finite paths
inductively as follows: Pr0s0,D : F(Paths0 (M)) → [0 , 1 ] is given as Pr0s0,D(Π) = 1
if s0 ∈ Π ; 0 otherwise. (Note that Paths0 (M) ⊆ S .) And Prn+1

s0,D : F(Pathsn+1 (M))
→ [0 , 1 ] is given as Prn+1

s0,D(Π) =
∫
Pathsn (M) Prn

s0,D(dπ)
∫

Ω 1Π(π · m)μD(π, dm).
Intuitively, it derives the probability Prn+1

s0,D on sets of paths Π of length n + 1 by
multiplying the probability Prn

s0,D(dπ) of a pat π of length n with the probability
μD(π, dm) of a combined transition m such that the concatenation π · m is a path
from the set Π . Hence we obtain measures on all σ-algebras F(Pathsn(M)) of sub-
sets of paths of length n. This extends to a measure on (Pathsω(M),F(Pathsω(M)))
as follows: First, note that any measurable cylinder can be represented by a base of finite
length, i.e., Bn = {σ ∈ Pathsω(M) | σ[0 ..n] ∈ Bn}. Now the measures Prn

s0,D on
F(Pathsn(M)) extend to a unique probability measure Prω

s0,D on F(Pathsω(M)) by
defining Prω

s0,D(Bn) = Prn
s0,D(Bn). The Ionescu-Tulcea extension theorem is appli-

cable due to the inductive definition of the measures Prn
s0,D and assures the extension

to be well defined and unique.

3 Time-Bounded Reachability

In this section, we focus on the problem of computing the maximal time-bounded reach-
ability probability in SMDPs. Namely, given an SMDP M = (S, s0, A,P,Q), a set
of goal states G ⊆ S, a time bound T , we ask: what is the maximal probability to
reach G within T ? Formally, Let ♦[0,T ]G denote a set of infinite paths of M which
reach G within time bound T , starting from the initial state s0. We intend to compute
pmax = supD{Prω

s0,D(♦[0,T ]G)}.
The basic idea to solve this problem is to “encode” the time into the state space,

and then to resort to the reachability problem in MDPs. Generally, given a (continuous-
state) MDP (Ξ, A,P) with a set of goal states Υ ∈ F(Ξ), the maximal reachability
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probability can be computed via the following celebrated Bellman equation [3]: V (ξ) =
maxα∈A

{∫
Ξ
P((ξ), α, dξ′) · V (ξ′)

}
if ξ /∈ Υ ; and 1 otherwise. By instantiating this

equation with Ξ = S × R≥0 and Υ = G × [0, T ], we obtain that

– if s ∈ G and x ≤ T , V (s, x) = 1;
– if s ∈ G and x > T , V (s, x) = 0; and
– if s /∈ G and x ≤ T , V (s, x) =

maxα∈A

{∫
S×R≥0

P((s, x), α, dξ′) · V (ξ′)
}

= maxα∈A

{∑
s′∈S

∫ T−x

0
P(s, α, s′) ·Q(s, s′, α, dt) · V (s′, x + t)

} (1)

We note that in Eq.(1), the time is encoded in an increasing manner; however, it would
be convenient to use countdown, namely, forcing the time x to decrease. In this way,
one restricts the state space to S × [0, T ]. Moreover, as a convention, we write Eq.(1)
in a functional form. We summarize the main result of this section as the following
theorem.

Theorem 1. Let M = (S, A,P,Q) be an SMDP and G ⊆ S be a set of goal states.
Let pmax = supD{Prω

s0,D(♦[0,T ]G)}, i.e. the maximal probability to reach G within
time bound T , starting from the initial state s0. Then pmax = lfp(Ω)(s0, T ) where
Ω : (S × R≥0 → [0, 1]) → (S × R≥0 → [0, 1]) is an operator given as

Ω(F )(s, z) = max
α∈A

{∑
s′∈S

∫ z

0

Q(s, s′, α, dt) ·P(s, α, s′) · F (s′, z − t)

}
(2)

and lfp(Ω) denotes the least fixpoint of the functional Ω.

Computational methods. Our next task is solve the proposed Bellman equation Eq. (2).
A naı̈ve approach is to apply Picard iteration, which is unfortunately, quite inefficient.
Instead, we propose two approaches: one is based on discretization; the other one is
based on randomization.

Discretization. Assume a step size h = 1
N for some N ∈ N. From Eq. (2), we have

F (s, T ) = max
α∈A

{∑
s′∈S

∫ T

0

Q(s, s′, α, dt) · P(s, α, s′) · F (s′, T − t)

}

= max
α∈A

{
N−1∑
i=0

∑
s′∈S

∫ (i+1)·h

i·h
Q(s, s′, α, dt) · P(s, α, s′) · F (s′, T − t)

}

≈ max
α∈A

{
N−1∑
i=0

∑
s′∈S

(∫ (i+1)·h

i·h
Q(s, s′, α, dt) ·P(s, α, s′)

)
· F (s′, T − i · h)

}
.

Hence we can introduce F̃ as an approximation of F :

F̃ (s, T ) = max
α∈A

{
N−1∑
i=0

∑
s′∈S

(∫ (i+1)·h

i·h
Q(s, s′, α, dt) ·P(s, α, s′)

)
·F̃ (s′, T −i·h)

}
,

which can be solved by linear programming [3].
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Unfortunately, due to the diversity of potential distribution functions used in SMDP,
we are not able to derive a plausible error bound between F and F̃ , which we left for
the future work.

Randomization. Inspired by [10], we proposed a random Bellman operator to solve
Eq.(2). Suppose {x1, · · · , xN} are IID draws with respect to Lebesgue measure λ from
the interval [0, T ], we define

Ω̃(F )(s, xi) = max
α∈A

⎧⎨
⎩

1
N

N∑
j=1

P(s, α, s′) · Q(s, α, s′)(xj) · F (s′, xj)

⎫⎬
⎭ . (3)

It turns out that Eq.(3) constitutes an approximation of Eq.(2), which is much easier
to solve [10]. Note that the operator Ω̃N is self-approximating: for any function F ,
one can evaluate Ω̃N (F )(s, x) at any point s ∈ S and x ∈ [0, T ] without requiring
any explicit interpolation of the values of Ω̃N (s, x) at the random sample points x ∈
{x1, · · · , xN}. In particular, since Q is a continuous function, Γ̃N (V ) is a (random)
continuous function of (s, x) and evaluation of this function at any particular point
(s, x) involves nothing more than evaluating the simple formula on the RHS of Eq. (3).

4 Long-Run Average Fraction of Time

In this section, we turn to optimizing another measure, the average amount of time spent
in a set of states. Given an SMDP M = (S, s0, A,P,Q), we fix a scheduler D, and
let σ be a path taken randomly from the set Pathsω(s0 ). For B ⊆ S, let 1B denote
an indicator with 1B(s) = 1 if s ∈ B and 0 otherwise. Then the quantity 1B(σ@x)
is random variable, indicating whether states in B is occupied at time t when starting
in s0. Based on this, we then define a random variable that cumulates the time spent in
some state in B up to time t, starting from state s and normalize it by the time t in order
to obtain a measure of the fraction of time spent in states form B up to time t, namely,
avgMB,t(σ) = 1

t

∫ t

0
1B(σ@x)dx. Since avgMB,t is still a random variable, we can derive

its expectation given the scheduler D (which results in Prω
s0,D). This value corresponds

to the average fraction of time spent in states from B in the time frame up to t. For the
long-run average faction of time, we consider the limit t → ∞, as

lim
t→∞ E(avgMB,t) = lim

t→∞

∫
Pathsω(s0 )

avgMB,t(π)
ω

Pr
s0,D

(dπ). (4)

We want to maximize this quantity w.r.t. measurable schedulers. Namely, to compute
pmax = supD limt→∞ E(avgMB,t). The rest of this section is devoted to solving this
problem. Some standard notions, in particular, the (maximal) end component, can be
found in [5]. Intuitively, they represent sets of state-action pairs (below, each one is
denoted by (C,∇) where C ⊆ S and ∇ ⊆ A) that once entered, can be followed
forever if the scheduler chooses the actions in an appropriate way. Namely, for any
scheduler D, a behavior will end up with probability 1 in an end component. (See [5]
for a formal account.) Given SMDP M = (S, s0, A,P,Q), let MEC(M) be the set of
all maximal end components (MECs) of M. Note that any two MECs are disjoint. One
can identify all of these maximal end components via graph-based analysis [5].
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Lemma 1. Given any SMDP M = (S, s0, A,P,Q) and scheduler D,

lim
t→∞ E(avgMB,t) =

∑
H∈MEC(M)

ProbD (s0 ,♦H ) · lim
t→∞ E(avgH

B ,t).

In light of Lem.1, we focus on each MEC of M, which corresponds to a unichain1. As
in [9], we define the long-run average fraction of time alternatively as

lim
n→∞

ED
s0

{∑n
i=0

∫ τi+1

τi
1B(Xi)dt

}
ED

s0
{∑n

i=0 τi} , (5)

where Xi and τi are random variables, defined as Xi(σ) = si, τi(σ) = ti, given an

infinite path σ = s0
α0,t0−−−→ s1

α1,t1−−−→ · · · .
It turns out that in our setting, these two criteria, given in Eq.(4) and Eq.(5) respec-

tively, coincide. (A proof can be found in [9].) For each s ∈ S and α ∈ A, we proceed

to introduce two measures: (1) r(s, α) =
∫∞
0

∑
s′∈S P(s, α, s′)

(∫ t

0 1B(s)du
)

Q(s, a,

s′, dt), denoting the expected total “reward” between two decision epochs, given that
the system occupies state s at the first decision epoch and the decision maker chooses
action α; and (2) y(s, α) = E[H(s, α)], denoting the expected length of time until the
next decision epoch, given that action α is chosen in state s at the current decision
epoch. Note that if s ∈ B, then r(s, α) =

∫∞
0

∑
s′∈S P(s, α, s′) · t ·Q(s, a, s′, dt), and

if s /∈ B, r(s, α) = 0.
We then introduce a Bellman equation to cope with Eq.(5). For each s ∈ S,

hs = max
α∈A

{
r(s, a) − λy(s, a) +

∑
s′∈S

P(s, a, s′)hs′

}
. (6)

It is known [9] that they have at least one solution, and the value of λ at the solutions is
what we desire. Eq.(6) can be solved via linear programming by introducing variables
{λ} ∪ {hs | s ∈ S}, as follows

maximize λ
s.t. hs ≤ r(s, α) − λy(s, α) +

∑
s′∈S P(s, α, s′)hs′ .

(7)

It turns out [9] that the linear programming given in (7) admits at least one solution, and
the variable λ assumes the same value at all solutions.

Now for each MEC H , we can compute the maximum λH thanks to the linear pro-
gramming given in Eq.(7), which paves the way to solve the problem of computing the
maximal long-run average fraction of time by reducing to the problem of computing the
maximal expected reachability reward in an MDP, which is a minor variant of stochas-
tic shortest path problem [4]. Let U = {s ∈ H | H ∈ MEC(M)}, i.e., the set of states
belonging to some MEC H of M. Since any two MECs are disjoint, for each state

1 Meaning that for each deterministic stationary scheduler, the resulting discrete-time Markov
chain consists of a single recurrent class plus a possibly empty set of transient states.
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s ∈ U , we can associate a value λH where H is the MEC to which s belongs. We then
introduce the following linear programming with a family of variables {xs | s ∈ S\U}:

minimize
∑

s∈S\U xs

s.t. xs ≥∑s′∈S\U P(s, α, s′) · xs′ +
∑

s′∈U P(s, α, s′) · λH .
(8)

xs0 is what we desire.

Algorithm. We summarize the procedure outlined before in Algo. 1.

Algorithm 1
Require: An SMDP M = (S, s0, A,P,Q), a set of states B ⊆ S
Ensure: supD limt→∞ E(avgM

B,t)

1: Compute MEC(M) = {(C1,∇1), · · · , (Cn,∇n)};
2: for 1 ≤ i ≤ n do
3: Compute r(s, α) and y(s, α) for s ∈ Ci and α ∈ ∇i(s), depending on B;
4: Solve linear programming (7);
5: end for
6: Solve linear programming (8);
7: return xs0 in (8).
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Abstract. In this paper, we study delayed reaction-diffusion Cohen-

Grossberg neural networks with Dirichlet boundary conditions. By using

topology degree theory and constructing suitable Lyapunov functional,

some sufficient conditions are given to ensure the existence, uniqueness

and globally exponential stability of the equilibrium point. At the same

time, another sufficient conditions are also given to ensure the existence

and exponential convergence of the periodical solution.
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1 Introduction

Since Cohen-Grossberg neural networks(CGNNs)which include the traditional
neural networks as special cases were first introduced in 1983 by Cohen and
Grossberg in [1]. CGNNs have been extensively investigated and successfully
applied to parallel computation, associative memory and optimization problems,
etc [2–17]. Because these applications heavily depend on the dynamical behaviors
of the networks, the analysis of the dynamical behaviors is the necessary step to
design of neural networks.

However, both in biological and man-made neural networks, diffusion effect
cannot be avoided when electrons are moving in asymmetric electromagnetic
field, thus we must consider that the activations vary in space as well as in time.
Refs [13,16,18–24] have considered the stability of neural networks with diffusion
terms, which are expressed by partial differential equations.

Studies on the dynamical behaviors of the neural networks not only involve a
discussion of stability properties, but also involve many dynamic behaviors such
as periodic oscillatory behavior, bifurcation and chaos [25–26]. In many appli-
cations, the properties of periodic oscillatory solutions to CGNNs are of great
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interest, for example, the human brain is in periodic oscillatory of chaos, hence
it is of prime importance to study periodic oscillatory and chaos phenomena of
neural networks.

Moreover, because of the finite processing speed of information, it is some-
times necessary to take account of time delays in the modelling of the biological
or artificial neural networks. Time delays may led to bifurcation, oscillation, di-
vergence or instability which may be harmful to a system, thus, the study of
neural dynamics with consideration of the delayed problem becomes extremely
important to manufacture high quality neural networks. Refs [2,4–9,12–23] have
studied the stability of delayed neural networks.

To the best of our knowledge, few authors have considered global exponen-
tial stability and periodicity of delayed reaction-diffusion CGNNs with Dirichlet
boundary conditions. But it is important in theories and applications, and also
is a very challenging problem. In this paper, we will investigate global exponen-
tial stability and periodicity of a class of delayed reaction-diffusion CGNNs with
Dirichlet boundary conditions.

This paper is organized as follows. In section 2, model description and main
results are given. In section 3, by employing topology degree theory and con-
structing suitable Lyapunov functional, some sufficient conditions are obtained
to ensure the existence, uniqueness and the global exponential stability of equi-
librium solution. At the same time, another sufficient conditions are also given
to ensure the existence of the periodic oscillatory solutions. Section 4 is the
conclusions of the paper.

2 Model Description and Main Results

Consider the following delayed reaction-diffusion Cohen-Grossberg neural net-
works with Dirichlet boundary conditions:

∂ui(x, t)
∂t

=
m∑

k=1

∂

∂xk
(Dik

∂ui(x, t)
∂xk

) − ai(ui(x, t))
[
bi(ui(x, t))

−
n∑

j=1

cijfj(uj(x, t)) −
n∑

j=1

ωijfj(uj(x, t − tij)) + Ii

]
, (1)

ui(x, t) = ϕi(x, t), −τ ≤ t ≤ 0,

ui(x, t) = 0, x ∈ ∂Ω.

Where i = 1, · · · , n. n is the number of neurons in the networks. u(x, t) =
(u1(x, t), · · · , un(x, t))T , ui(x, t) denotes the state of the ith neural unit at time
t and in space x ∈ Ω. Ω is a bounded open domain in IRm with smooth bound-
ary ∂Ω and mesΩ > 0 denotes the measure of Ω. Dik ≥ 0 corresponds to the
transmission diffusion coefficient along the ith unit. ai(·) and bi(·) represent an
amplification function and an appropriately behaved function, respectively. cij

represents the strength of the jth neuron connecting on the ith neuron at time
t and in space x, and ωij represents the strength of the jth neuron connecting on
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the ith neuron at time t− tij and in space x. tij corresponds to the transmission
delays along the axon of the jth neuron form the ith neuron and satisfies 0 ≤
tij ≤ τ , where τ > 0 is a given constant. fi shows how the ith neuron reacts
to the input. I(t) = (I1(t), · · · , In(t))T , Ii is the input from outside the system.
ϕ(x, t) = (ϕ1(x, t), · · · , ϕn(x, t))T , ϕi(x, t) are given smooth function defined

on [−τ, 0] × Ω with the norm ‖ϕ‖2 =
√∑n

i=1

∫
Ω
|ϕi(x)|2τdx, where |ϕi(x)|τ =

sup−τ≤s≤0 |ϕi(x, s)|.
Definition 1. u(x, t) = u∗ ∈ IRn is said to be an equilibrium point of system
(1) in which Ii (i = 1, · · · , n) are constants, if for any i = 1, · · · , n, the constant
vector u∗ = (u∗

1, · · · , u∗
n)T satisfies

bi(u∗
i ) −

n∑
j=1

cijfj(u∗
j ) −

n∑
j=1

ωijfj(u∗
j ) + Ii = 0.

Definition 2. The equilibrium point u(x, t) = u∗ ∈ IRn of system (1) in which
Ii (i = 1, · · · , n) are constants, is said to be global exponential stability, if there
exist positive constants γ > 0 and ε > 0 such that

‖u(t) − u∗‖ ≤ γ‖ϕ − u∗‖ exp−εt, ∀t ≥ 0.

Throughout the paper, we always assume that system (1) has a smooth solution

u(t, x) with the norm ‖u(t)‖2 =
√∑n

i=1

∫
Ω
|ui(x, t)|2dx, ∀t ∈ [0, +∞).

In this paper, when we consider the existence, uniqueness and the global
exponential stability of equilibrium solution to system (1), we always assume
that:

(H1) There exist constants Δik, mi, Mi and such that 0 < mi ≤ ai(ui) ≤
Mi, i = 1, · · · , n and Dik ≥ Δik ≥ 0, (k = 1, · · · , m), Δmin

i = mink{Δik} ≥ 0.
(H2) bi(·) isdifferentiable, bi(0) = 0, i = 1, · · · , n.Moreover,αi = infx∈IR{ḃi(x)}

> 0, where ḃi(·) denotes the derivative of bi(·), i = 1, · · · , n.
(H3) For any given i = 1, · · · , n, there exists positive constant βi such that

|fi(xi) − fi(yi)| ≤ βi|xi − yi|, ∀xi, yi ∈ IR. (2)

(H4) There exist constants δ > 0, pij , qij , p∗ij , q∗ij , (i, j = 1, · · · , n) such that for
all i = 1, · · · , n, it holds

−2αimi − 2
Δmin

i

δ
+

n∑
j=1

[
Mi

(
|cij |2pij β

2qij

j + |ωij |2p∗
ij β

2q∗
ij

j

)

+ Mj

(
|cji|2−2pjiβ

2−2qji

i + |ωji|2−2p∗
jiβ

2−2q∗
ji

i

)]
< 0.

One of our main results is the following theorem:

Theorem 1. If (H1) − (H4) hold and Ii, (i = 1, · · · , n) are all constants, then
system (1) has a unique equilibrium solution u∗. And the equilibrium solution u∗

of system (1) is global exponential stability.



52 J. Lei, P. Yan, and T. Lv

In the next part of this section, we will consider the existence of periodic oscil-
latory solution to system (1), and we always assume that:

(HP1) There exist constants Δik, mi, Mi and such that 0 < m1 ≤ ai(ui) ≤
Mi, i = 1, · · · , n and Dik ≥ Δik ≥ 0, (k = 1, · · · , m), Δmin

i = mink{Δik} ≥ 0.
Moreover, ai(·) is differentiable and there exists positive constants Γi such that
0 < a′

i(·) ≤ Γi, (i = 1, · · · , n).
(HP2) Ii(t) is ω−periodic function satisfying Ii(t+ω) = Ii(t) with the bound-

ary Bi ≥ 0, (i = 1, · · · , n). bi(·) ≥ 0 is differentiable, bi(0) = 0, i = 1, · · · , n.
Moreover, αi = infx∈IR{ḃi(x)} > 0, where ḃi(·) denotes the derivative of bi(·),
i = 1, · · · , n.

(HP3) For any given i = 1, · · · , n, there exist positive constants Λi and βi

such that

‖fi‖ = sup
u

|fi(u)| ≤ Λi, |fi(xi) − fi(yi)| ≤ βi|xi − yi|, ∀xi, yi ∈ IR. (3)

(HP4) There exist constants δ > 0, pij , qij , p∗ij , q∗ij , (i, j = 1, · · · , n) such that
for all i = 1, · · · , n, it holds

−2αimi − 2
Δmin

i

δ
+

n∑
j=1

Γi

((|cij | + |ωij |
)
Λj + Bi

)

+
n∑

j=1

[
Mi

(
|cij |2pij β

2qij

j + |ωij |2p∗
ij β

2q∗
ij

j

)

+ Mj

(
|cji|2−2pjiβ

2−2qji

i + |ωji|2−2p∗
jiβ

2−2q∗
ji

i

)]
< 0.

Another main result is as follows.

Theorem 2. If (HP1)− (HP4) hold, then system (1) has only one ω−periodic
solution and all other solutions converge exponentially to it as t → +∞.

3 The Stability of the Equilibrium Solution and the
Periodical Solution

We first discuss that system (1) has a unique equilibrium point u∗.

Lemma 3. If (H1)-(H4) hold, then system (1) has a unique equilibrium point.

Proof. For i = 1, · · · , n, let

hi(u) = bi(ui) −
n∑

j=1

cijfj(uj) −
n∑

j=1

ωijfj(uj) + Ii. (4)

And define Hi(u, λ) : Q̄ × [0, 1] → IRn as follows:

Hi(u, λ) = bi(ui) − λ
[ n∑

j=1

cijfj(uj) +
n∑

j=1

ωijfj(uj) − Ii

]
,
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where λ ∈ [0, 1], u ∈ Q̄ ⊂ IRn.
By (H2) and (H3), for any given i = 1, · · · , n, we get

|bi(ui)| ≥ αi|ui|, |fi(ui)| ≤ βi|ui| + |fi(0)|. (5)

By (H4) and Mi ≥ mi, there exist the following constants

δ0 = min
i
{αiMi − 1

2

n∑
j=1

(Mi|cij |2pij β
2qij

j + Mj |cji|2−2pjiβ
2−2qji

i )

+
n∑

j=1

(Mi|ωij |2p∗
ij β

2q∗
ij

j + Mj |ωji|2−2p∗
jiβ

2−2q∗
ji

i )]} > 0

and

L0 = max
i

{(∫
Ω

M2
i [

n∑
j=1

(|cij | + |ωij |)|fj(0)| + |Ii|]2dx
) 1

2
}
,

such that
∫

Ω

n∑
i=1

Mi|ui||Hi((u, λ)|dx ≥ δ0‖u(t)‖2
2 − L0‖u(t)‖2.

Let R0 > L0
δ0

, Let U(R0) = {u(t) ∈ IRn| ‖u(t)‖2 < R0, ∀t ≥ 0}. For any u(t) ∈
∂U(R0) = {u(t)| ‖u(t)‖2 = R0, ∀t ≥ 0}, for all λ ∈ [0, 1], we have

∫
Ω

n∑
i=1

Mi|ui||Hi((u, λ)|dx ≥ δ0(‖u(t)‖2 − L0

δ0
)‖u(t)‖2 > 0.

Hence, we know that For any u(t) ∈ ∂U(R0), ∀λ ∈ [0, 1], it holds H(u, λ) =
(H1(u, λ), · · · , Hn(u, λ))T �= 0.

It is easy to know that there exists at least a u∗ ∈ U(R0) such that h(u∗) = 0.
It means that system (1) has at least an equilibrium point u∗ ∈ U(R0).

From (H2)-(H4), it is easy to prove the uniqueness of the equilibrium point
u∗ of system (1). Then the proof of Lemma 4 is finished.

By taking Laypunov functional as follows:

V (t)=
n∑

i=1

∫
Ω

[
|yi(x, t)|2e2λt+

n∑
j=1

Mi|ωij |2−2p∗
ijβ

2−2q∗
ij

j

∫ t

t−tij

|yj(x, s)|2e2λ(s+tij)ds
]
dx,(6)

we can get the global exponential stability of the unique equilibrium point u∗ of
system (1) as follows.

Lemma 4. If (H1)-(H4) hold, then the unique equilibrium point u∗ of system
(1) is global exponential stability.
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By Lemma 3 and Lemma 4, we can easily get the proof of Theorem 1.
Now we begin to talk about the periodic oscillatory solution to the system (1)

satisfying the assumptions (HP1)-(HP4).
For any smooth vector functions ϕ and ψ, let u(x, t; ϕ) = (u1(x, t; ϕ), · · · ,

un(x, t; ϕ))T and u(x, t; ψ) = (u1(x, t; ψ), · · · , un(x, t; ψ))T denote the solutions
to system (1) satisfying the assumptions (HP1)-(HP4) through (ϕ, 0) and (ψ, 0),
respectively.

Let vi(x, t) = ui(x, t; ϕ) − ui(x, t; ψ), i = 1, · · ·n, by (HP4), there exists a
small positive constant 0 < λ < min{ 1

2 , mini{miαi +
∑m

k=1
Δmin

i

δ }} such that

W̃i = λ − αimi − Δmin
i

δ
+

1
2

[ n∑
j=1

Γi

((|cij | + |ωij |
)
Λj + Bi

)

+
n∑

j=1

(Mi|cij |2pij β
2qij

j + Mj |cji|2−2pjiβ
2−2qji

i ) (7)

+
n∑

j=1

(Mi|ωij |2p∗
ij β

2q∗
ij

j + Mj|ωji|2−2p∗
jiβ

2−2q∗
ji

i e2λτ )
]
≤ 0.

Taking Laypunov functional just as (6), calculating D+V (t) along the system
decided by vi(x, t), noting (HP1)-(HP3) we can have

D+V (t) ≤ 2e2λt
n∑

i=1

W̃i

∫
Ω

|vi(x, t)|2dx ≤ 0,

where W̃i is defined in (7). Let

Υ̃ = max
i

{
1 + (e2λτ − 1)

n∑
j=1

Mi

2λ
|ωij |2−2p∗

ij β
2−2q∗

ij

j

}
> 1.

For V (t) ≥ ‖v(t)‖2
2e

2λt, it holds ‖v(t)‖2
2 ≤ Υ̃‖ϕ − ψ‖2

2e
−2λt, that is

‖u(·, t; ϕ) − u(·, t; ψ)‖2 ≤
√

Υ̃‖ϕ − ψ‖2e
−λt. (8)

For τ > 0, we can choose a positive integer N and a positive constant κ such
that √

Υ̃ e−λ(Nω−τ) ≤ κ < 1. (9)

If we define a poincaré mapping P : C → C (here C denotes the continuous
function space) by P (Φ) = u(x, ω+θ; Φ), (θ ∈ [−τ, 0]), then PN (Φ) = u(x, Nω+
θ; Φ), θ ∈ [−τ, 0].

Let t = Nω, we get

‖PN(ϕ) − PN (ψ)‖2 = ‖u(x, Nω + θ; ϕ) − u(x, Nω + θ; ψ)‖2 ≤ κ‖ϕ − ψ‖2.
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This implies that PN is a contraction mapping because of 0 < κ < 1. According
to the Banach fixed point theorem, there exists a unique point ϕ∗ ∈ C such that
PN (ϕ∗) = ϕ∗. Since PN(P (ϕ∗)) = P (PN (ϕ∗)) = P (ϕ∗), then P (ϕ∗) is also a
fixed point of PN . By the uniqueness of the fixed point of PN , we have

P (ϕ∗) = ϕ∗ that is u(x, ω + θ; ϕ∗) = ϕ∗.

Let u(x, ω+θ; ϕ∗) be the solution of CGNNs (1) through (ϕ∗, 0), then u(x, t+ω+
θ; ϕ∗) is also the solution of CGNNs (1) through (u(x, ω+θ; ϕ∗), 0). obviously, for
all t ≥ 0 and θ ∈ [−τ, 0], it has u(x, t + ω + θ; ϕ∗) = u(x, t + θ; u(x, ω + θ; ϕ∗)) =
u(x, t+θ; ϕ∗). Hence, for all t ≥ 0, it has u(x, t+ω; ϕ∗) = u(x, t; ϕ∗). This shows
that u(x, t; ϕ∗) is exactly one ω-periodic solution of CGNNs (1), and according to
(14) it is easy to see that all other solutions of CGNNs (1) converge exponentially
to it as t → +∞. Then we obtain Theorem 2.

4 Conclusion

In this paper, the sufficient conditions that ensure the existence and exponential
convergence of the periodic solution are also given. These conditions are use-
ful in the design and applications of Cohen-Grossberg neural networks model
with delays and reaction-diffusion terms and the method in this paper may be
extended for more complex networks.
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fuzzy Cohen-Grossberg neural networks is discussed. Some sufficient con-

ditions are given to ensure the exponential synchronization of the drive-

response delayed fuzzy cellular neural networks.
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1 Introduction

Fuzzy cellular neural networks (FCNN), introduced in 1996 by Yang et.al. [1],
combines fuzzy logic with the traditional cellular neural networks (CNN). The
dynamical behaviors of FCNN without delays or without diffusion terms have
been discussed [1]-[3]. Cohen-Grossberg neural networks(CGNN) were first
introduced by Cohen and Grossberg in [4]. The class of networks includes the tra-
ditional neural networks as special cases and has many good applications in par-
allel computation, associative memory and optimization problems, etc. Because
these applications heavily depend on the dynamical behaviors of the networks
and the analysis of the dynamical behaviors is the necessary step to design of
neural networks, many results on the dynamical behaviors of the networks can
be found in [5]-[6]. Just as FCNN, combining fuzzy logic with the traditional
CGNN, we can obtain the fuzzy Cohen-Grossberg neural networks(FCGNN).
The dynamical behaviors of FCGNN without diffusion term have been studied
in [7]-[8].

Since Pecora and Carroll introduced chaos synchronization by proposing the
drive-response concept in 1990s [9]-[10], the synchronization of coupled chaos
systems and chaos neural networks has been received considerable attention
[11]-[14].
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However, As time delays may led to bifurcation, oscillation, divergence or
instability which may be harmful to a system, thus, the study of neural dy-
namics with consideration of the delayed problem becomes extremely important
to manufacture high quality neural networks. Therefore, the models with time-
varying delays and continuous distributed delays are more appropriate to the
synchronization of neural networks [15]-[16].

To the best of our knowledge, few authors have considered exponential syn-
chronization of reaction-diffusion FCGNN with mixed delays. But it is important
in theories and applications. In this paper, we will investigate exponential syn-
chronization of a class of reaction-diffusion FCGNN with time-varying delays.

This paper is organized as follows. In section 2, model description and main
result are given. In section 3, by employing Sobolev inequality techniques and
constructing suitable Liapunov functional, some sufficient conditions are ob-
tained to ensure the exponential synchronization of a class of reaction-diffusion
FCGNN. Section 4 is the conclusions of the paper.

2 Model Description and Main Result

Consider the following delayed reaction-diffusion fuzzy neural networks with
general boundary conditions:

∂ui(x, t)
∂t

=
m∑

k=1

∂2ui(x, t)
∂x2

k

− ai(ui(x, t)) ·
[
bi(ui(x, t))

−
n∧

j=1

kijgj(uj(x, t − θij(t)))

−
n∧

j=1

rijμj −
n∨

j=1

sijμj − Ii

]
, t > 0 (1)

ui(x, t) = ϕi(x, t), −τ < t ≤ 0, x ∈ Ω,

ui(x, t) = 0, (x ∈ ∂Ω, t > 0).

Where i = 1, · · · , n. Ω is a bounded open domain in IRm with smooth boundary
∂Ω and mesΩ > 0 denotes the measure of Ω. n is the number of neurons in
the networks. u(x, t) = (u1(x, t), · · · , un(x, t))T , ui(x, t) denotes the state of the
ith neural unit at time t and in space x ∈ Ω. ai and bi represent an amplifica-
tion function and an appropriately behaved function, respectively. kij is constant
and represents element of fuzzy feedback MIN template with time-varying de-
lays. rij and sij are constants and represent element of fuzzy feed-forward MIN
template and element of fuzzy feed-forward MAX template, respectively. θij(t)
corresponds to the transmission delays along the axon of the jth neuron form
the ith neuron at time t and satisfies

0 ≤ θij(t) ≤ τ, θ̇ij(t) < ρ < 1,

where τ > 0 and ρ < 1 are given constants. gi(·) is the activation function with
gi(0) = 0, (i = 1, · · · , n). μi and Ii denote input and bias of the ith neuron,
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respectively. ϕ(x, t) = (ϕ1(x, t), · · · , ϕn(x, t))T (where ϕi(x, t) is given smooth
function defined on Ω × (−τ, 0]) with the following norm

‖ϕ‖2 =

√√√√ n∑
i=1

∫
Ω

|ϕi(x, ·)|2τdx,

where |ϕi(x, ·)|τ = sup−τ<s≤0 |ϕi(x, s)|.
Throughout the paper, we always assume that system (1) has a smooth solu-

tion u(t, x) with the norm ‖u(·, t)‖2 =
√∑n

i=1

∫
Ω
|ui(x, t)|2dx, ∀t ∈ [0, +∞).

Let v = (v1, · · · , vn)T be the control input vector and vi stands for the external
control input that will be appropriately designed for an certain control objective.
In this paper, the control input vector v = (v1, · · · , vn)T is assumed to take as
the follows.

(v1, · · · , vn)T = M
(
u1(x, t) − ũ1(x, t), · · · , un(x, t) − ũn(x, t)

)T

,

where M = (Mij)n×n is the controller gain matrix and will be appropriately cho-
sen for synchronization in both drive system and response system. ũi(x, t), (i =
1, · · · , n) satisfy the following response neural networks:

∂ũi(x, t)
∂t

=
m∑

k=1

∂2ũi(x, t)
∂x2

k

− ai(ũi(x, t)) ·
[
bi(ũi(x, t))

−
n∧

j=1

kijgj(ũj(x, t − θij(t)))

−
n∧

j=1

rijμj −
n∨

j=1

sijμj − Ii

]
+ vi(x, t), t > 0, (2)

ũi(x, t) = ψi(x, t), −τ < t ≤ 0, x ∈ Ω,

ũi(x, t) = 0, (x ∈ ∂Ω, t > 0).

Where i = 1, · · · , n. ψ = (ψ1, · · · , ψn)T , ψi(x, s)(i = 1, · · · , n) are bounded
smooth functions defined on Ω × (−τ, 0].

In this paper, we always assume that:
(H1) There exist positive constants mi and Mi such that 0 < mi ≤ ai(ui) ≤

Mi, i = 1, · · · , n. Moreover, for any i = 1, · · · , n, ai(·) is differentiable and there
exists positive constant Γi > 0 such that Γi = supx∈IR{ȧi(x)} > 0.

(H2) bi(·) is differentiable and there exists a positive Gi > 0 such that 0 ≤
bi ≤ Gi for all i = 1, · · · , n. Furthermore, ḃi(·) is the derivative of bi(·) and
αi = infx∈IR{ḃi(x)} > 0.

(H3) There exist positive constants βi > 0 and Λi > 0 for any i = 1, · · · , n
such that

‖fi‖ = sup
u

|fi(u)| ≤ Λi, |gi(xi) − gi(yi)| ≤ βi|xi − yi|, ∀xi, yi ∈ IR.
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(H4) There exist constants γij , ηij(i, j = 1, · · · , n) such that for all i = 1, · · · , n,
it holds

−2αimi + Γi

[
Gi + |Ii| +

n∑
j=1

(
|kij |Λj + |γijμj | + |γijμj |

)]
+

n∑
j=1

[(
βj |kij |

)2γij
]

+
n∑

j=1

[ 1
1 − ρ

(
βi|kji|

)2−2γji
]

+
n∑

j=1

[
|Mij |2ηij + |Mji|2−2ηji

]
< 0.

Definition 1. The drive system (1) and the response system (2) are said to be
exponentially synchronized if there exist positive constants γ > 0 and ε > 0 such
that ‖u(·, t) − ũ(·, t)‖2 ≤ γ‖ϕ − ψ‖2e

−εt, ∀t ≥ 0, where the constant ε is said to
be the exponential synchronization rate.

The main result is the following theorem.

Theorem 1. If (H1) − (H4) hold, then the drive-response neural networks (1)
and (2) are exponential synchronization.

3 The Synchronization of the Drive and Response Neural
Networks

Let us define the synchronization error signal εi(x, t) = ui(x, t)− ũi(x, t), where
ui(x, t) and ũi(x, t) are the ith state variable of the drive and response neural
networks, respectively. Therefore, the dynamics error between (1) and (2) can
be expressed as the follows.

∂εi(x, t)
∂t

=
m∑

k=1

∂2εi(x, t)
∂x2

k

− ai(ui(x, t)) ·
[
bi(ui(x, t))

−
n∧

j=1

kijgj(uj(x, t − θij(t))) −
n∧

j=1

rijμj −
n∨

j=1

sijμj − Ii

]

+ai(ũi(x, t)) ·
[
bi(ũi(x, t)) −

n∧
j=1

kijgj(ũj(x, t − θij(t)))

−
n∧

j=1

rijμj −
n∨

j=1

sijμj − Ii

]
− vi(x, t),

εi(x, t) = ϕi(x, t) − ψi(x, t), −τ < t ≤ 0,

εi(x, t) = 0, (x ∈ ∂Ω).

Where i = 1, · · · , n and the control input vector v(x, t) = (v1(x, t), · · · , vn(x, t))T

has been defined above.
Then we have

∂εi(x, t)
∂t

=
m∑

k=1

∂2εi(x, t)
∂x2

k

−
(
ai(ui(x, t)) − ai(ũi(x, t))

)
·
[
bi(ui(x, t))



Exponential Synchronization of Delayed FCGNN 61

−
n∧

j=1

kijgj(uj(x, t − θij(t))) −
n∧

j=1

rijμj −
n∨

j=1

sijμj − Ii

]
(3)

−ai(ũi(x, t)) ·
[
bi(ui(x, t)) − bi(ũi(x, t))

−
n∧

j=1

kij

(
gj(uj(x, t − θij(t))) − gj(ũj(x, t − θij(t)))

)]
− vi(x, t),

εi(x, t) = ϕi(x, t) − ψi(x, t), −τ < t ≤ 0,

εi(x, t) = 0, (x ∈ ∂Ω).

By (H4), there exists a sufficiently small positive constant λ < mini{aimi} such
that

Wi = λ − αimi +
1
2

{
Γi

[
Gi + |Ii| +

n∑
j=1

(
|kij |Λj + |γijμj | + |γijμj |

)]
(4)

+
n∑

j=1

[(
βj |kij |

)2γij

+
e2λτ

1 − ρ

(
βi|kji|

)2−2γji

+ |Mij |2ηij + |Mji|2−2ηji

]}
≤ 0.

Taking Liapunov funcional as follows:

V (t) =
n∑

i=1

∫
Ω

[
ε2

i (x, t)e2λt +
n∑

j=1

(
βj |kij |

)2−2γij

1 − ρ
·
∫ t

t−θij(t)

ε2
j(x, s)e2λ(s+τ)ds

]
dx.

Calculating D+V (t) along system (3), we have

D+V (t) ≤ 2e2λt
n∑

i=1

Wi

∫
Ω

ε2
i (x, t)dx ≤ 0,

where Wi is defined in (4). It means that

V (t) ≤ V (0) =
n∑

i=1

∫
Ω

[
ε2

i (x, 0) +
n∑

j=1

(
βj |kij |

)2−2γij

1 − ρ

∫ 0

−θij(0)

ε2
j(x, s)e2λ(s+τ)ds

]
dx.

Let

Υ = 1 +
e2λτ − 1
2λ(1 − ρ)

n∑
i,j=1

(
βj |kij |

)2−2γij
> 1.

For V (t) ≥ ‖ε(·, t)‖2
2e

2λt, it holds ‖ε(·, t)‖2
2 ≤ Υ‖ϕ(·, t) − ψ‖2

2e
−2λt, that is

‖u(·, t) − ũ(·, t)‖2
2 ≤ Υ‖ϕ − ψ‖2

2e
−2λt, by Definition 1, we know that the drive-

response neural networks can be exponentially synchronized. So we finish the
proof of Theorem 1.
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4 Conclusion

In this paper, the exponential synchronization of reaction diffusion fuzzy Cohen-
Grossberg neural networks with time-varying delays is studied. Some sufficient
conditions expressed by algebra inequalities have been given to ensure the ex-
ponential synchronization of reaction diffusion fuzzy Cohen-Grossberg neural
networks. The methods used here can be used to deal with the exponential syn-
chronization of general problems. The result obtained in this paper is still true
for other delayed reaction-diffusion fuzzy neural networks.
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Magnetic Field Extrapolation Based on Improved Back 
Propagation Neural Network 

Li-ting Lian, Chang-han Xiao, Sheng-dao Liu, Guo-hua Zhou, and Ming-ming Yang 

School of Electrical and Information Engineering, Naval Univ. of Engineering, Wuhan,  
Hubei, 430033, China 

Abstract. Magnetic anomaly created by ferromagnetic ships may make them 
vulnerable to detections and mines. In order to reduce the anomaly, it is 
important to evaluate magnetic field firstly. Underwater field can be measured 
easily, but upper air field is hard to be got. To achieve it, a model able to predict 
upper air magnetic field from underwater measurements is required. In this 
paper, a Back Propagation (BP) model has been built and it can escape from local 
optimum thanks to optimizing the initial weights and threshold values by Particle 
Swarm Optimization (PSO) algorithm. The method can avoid many problems 
from linear model and its high accuracy and good robustness have been tested by 
a mockup experiment. 

Keywords: BP, magnetic field extrapolation, PSO, upper air field, underwater 
field. 

1   Introduction 

Magnetic silencing techniques are vital for ships especially for submarines. The 
magnetic anomaly created by ferromagnetic submarines may compromise their 
invisibility. Many antisubmarine planes find objects by sonar detections and locate 
them exactly by magnetism detections. Therefore, for decades, marines worldwide are 
looking for reducing magnetic anomaly [1]. Before achieving it, it is necessary for the 
ship to evaluate its magnetic anomaly. Underwater field can be measured easily, but 
upper air field is hard to be got. To achieve it, a model able to predict upper air field 
from underwater measurements is required. Many researchers settle this kind of 
problem by numerical approaches like finite element method, boundary element 
method, integral equation method and method of virtual source [2~5]. With the 
developments of neural network, some researchers study the magnetic problem by 
neural network. A. Salem [6] has ascertained the positions of Unexploded Ordnance 
(UXO) thanks to a neural network and G.H. Zhou [7] has studied the localization of a 
magnetic object based on Hopfield neural network. 

In this paper, we proposed a Back Propagation (BP) neural network model to solve 
it. The model can escape local optimum thanks to optimizing the initial weight and 
threshold values by Particle Swarm Optimization (PSO) algorithm. The method can 
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avoid many problems from linear model and its high accuracy and good robustness has 
been tested by a mockup experiment. 

2   The Traditional Method of Magnetic Field Extrapolation 

In this section, we are interested in the calculation of magnetic anomaly evaluation with 
the method of virtual source. The magnetic field is generated by magnetic sources. 
When the observation points are far away enough from magnetic sources, the sources 
can be equivalent to magnetic dipoles. For the same ship, the upper air field and 
underwater field are generated by the same magnetic sources. The difference is the 
observation points’ location (see Fig.1). 

 

Fig. 1. The sketch map of submarine and sensors’ location 

The magnetic flux density B in air region generated by a single magnetic dipole can 
be expressed in terms of magnetic moments m: 

0
5 3

3( )
= ( )

4 r r

μ
π

⋅ −m r r m
B  (1)

where r is the vector distance directed from the magnetic dipoles to the observation 

points, 0μ is the magnetic permeability of free space. Take the point P located in the 
underwater measurement plane (see Fig.2) as an example, carrying out simple 

decompose, we obtain the equation of observation point P: 
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(2)

Writing at every source, this equation leads to a linear system whose solution gives the 
magnetic moment vectors M of each source. The magnetic matrix is called A, and the 
vector of magnetic flux density is called C: 
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=A M C⋅  (3)

The equation is also suitable for the points in the upper air measurement plane. 
Previous researchers start from the measurement of underwater field, then determine 
the moment M of the sources by inverse problem, and last the upper air magnetic field 
will be calculated directly by forward modeling. The precision in calculation can is 
often low except adding other information such as the measure- ments on enveloping 
surface. All said above has proposed an indirect method of magnetic anomaly 
evaluation, a neural network method that finds the relationship between upper air and 
underwater field directly will be introduced in next section. 

 

Fig. 2. The sketch map of observation points and magnetic source 

3   The Model of Magnetic Field Extrapolation Based on Improved 
BP Neural Network 

3.1   The Classical BP Neural Network 

Recently, artificial neural networks have been found wide applications in many areas to 
deal with some nonlinear problem thanks to its strong ability to work as biological 
neural system. There are many effective models such as Hopfield neural network, RBF 
neural network, and BP neural network which is the most practicable network thanks to 
its simple structure and strong learning ability. It is said that three layers feed forward 
network can approximate any nonlinear function if the activation function of hidden 
layer node is Sigmoid [8]. The magnetic field extrapolation can be reduced to a 
nonlinear problem, so the BP network model which has a single hidden layer has been 
built to settle the problem. The structure of the model is shown as Fig.3. Where the 
input vector is underwater magnetic field vector; the output vector is upper air magnetic 
field vector; R is the dimension of input; S1 is the number of hidden layer nerve cells; 
S2 is the dimension of output; the transfer function of hidden layer is tansig; the transfer 
function of output layer is purelin. But classical BP algorithm is apt to get a local 
optimum and sensitive to initial weight value and bias value. In order to improve its 
robustness, a hybrid optimal algorithm PSO-BP is employed. 
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Fig. 3. A classical BP neural network 

3.2   Improved BP Network Based on PSO Algorithm 

The reason for bad robustness is that the network starts from different initial weight 
values and threshold values. We can get optimal initial weight values and threshold 
values by the random search ability of PSO algorithm [9-10]. 

PSO was proposed by Dr Eberhart and Kennedy in 1995[11]. Firstly, initialize a 
team of random particles and the velocity and then search the optimal solution of 
particles by iteration; every particle updates velocity and direction by Pbest (the single 
extreme found by each particle) and Gbest (the global extreme found by the whole 
particle swarm) in every iteration, the regulating rule of the position and the velocity 
follow (4) and (5): 

1 1 2 2( 1) ( ) [ ( ) ( )] [ ( ) ( )]best bestV t wV t C R P t X t C R G t X t=+ + − + × × −× ×  (4)

( 1) ( ) ( 1)X t X t V t+ = + +  (5)

where V is the velocity of different iterations, X is the position of the particle, C1 and C2 
called accelerated coefficients are both positive value, w is the inertia mass that controls 
the impact of the previous velocity of the particle, R1 and R2 are two random numbers 
with the range of [0, 1]. 

The procedure of PSO-BP is listed below: 
step1: construct the BP network’s basic structure, initialize the PSO parameters, and 

generate initial particles; 
step2: map particles as the initial weight value and threshold value of network and 

then train the net to get root--mean-square error of the net; 
step3: follow the rule of PSO to regulate the velocity and direction to find the optimal 

weight value and threshold value which make the root-mean-square error of net is least; 
step4: train the network via the optimal weight value and threshold value till the 

network has been steady, then use the testing samples to valid the network’s forecast 
accuracy and its generalization ability. 

4   Experiments to Validate the Nonlinear Model 

4.1   Experimental Design 

We are interested in the model able to predict upper air field from underwater ones. 
Five triaxial sensors have been placed 36.8 centimeters under a mockup to get net’s 
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input vectors and five triaxial sensors have been placed 40.8 centimeters up the mockup 
to get output vectors (see Fig.4). If we move the mockup and keep sensors immobile, 
there are five measuring lines (from line (1) to line (5)) in both planes (see Fig. 4) and 
41 measuring points in every line. Measuring interval is 10 centimeter, there are 41×5 
measuring points(the order is 1~41 form left to right )for each plane. 

 

Fig. 4. The sketch map of sensors’ position arrangement 

4.2   Fundamental Parameters of BP Neural Network 

Separate measurements of two measuring planes into part A (25×5) and part B 
(16×5). The rule is that we choose the points (the even with the range of [4, 34]) of two 
planes as part B, the other points as part A. 

Input and output vectors of training: Part A of two planes is selected as input and 
output samples respectively; 

Input of testing: Part B of underwater plane is selected as input of testing sample, 
Theoretic output: B of upper air field is selected as the theoretic output vectors 

(measured field). 
The node of hidden layer: The number is determined by S1 R S2 k= × +  where R=5, 

S2=5(see fig.3), k is a natural number. The preferable number (S1) is equal to 6 after 
trying many times. The training algorithm is Levenberg Marquardt (LM). 

4.3   Fundamental Parameters of PSO Algorithm 

The population size is 30, the dimension of particle is the total number of weight values 
and threshold values, and we choose net’s root-mean-square error as adaptation 
function. The Other parameters areC1=2, C2=2, w=0.8. 

4.4   Train and Evaluate the Network 

After setting parameters, train the network according to PSO-BP algorithm, and then 
input the vectors of  testing samples, the field obtained by network then compared to 
measures field (after data normalization). The relatively root-mean -square error is 
selected as the criterion (Er=Rms(k)/max(t(k),k=1,2…5) ), where Rms (k) is the 
root-mean-square error of a measuring line and t(k) is the measurements outside. The 
network’s high accuracy has been shown as Fig.5. The relatively root-mean-square 
error(Er) is less than 5%, which is better than the result that is less than 10% got by 
traditional methods. 



 Magnetic Field Extrapolation Based on Improved Back Propagation Neural Network 69 

 

Fig. 5. Comparison of field predicted by PSO-BP and measured field of five measuring lines 

5   Conclusion 

We have developed the application of BP neural network in ship’s magnetic field 
extrapolation and tested it by a mockup experiment. It presents advantage in 
comparison to traditional linear methods. First, it can avoid errors made by complicated 
ship’s magnetic construction, mesh and inverse calculus from traditional linear 
methods. Second, by finding nonlinear relationship between underwater field and 
upper air field directly, we improve the accuracy of model and get good robustness 
thanks to optimizing the initial weight value and threshold value by PSO algorithm. A 
future work will deal with real ship’s magnetic field extrapolation to verify the 
practicable application. 
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Abstract. It has been shown that the Deep Belief Network is good at

modeling input distribution, and can be trained efficiently by the greedy

layer-wise unsupervised learning. Hoglak Lee et al. (2008) introduced a

sparse variant of the Deep Belief Network, which applied the Gaussian

linear units to model the input data with a sparsity constraint. However,

it takes much more weight updates to train the RBM (Restricted Boltz-

mann Machine) with Gaussian visible units, and the reconstruction error

is much larger than training an RBM with binary visible units. Here, we

propose another version of Sparse Deep Belief Net which applies the

differentiable sparse coding method to train the first level of the deep

network, and then train the higher layers with RBM .This hybrid model,

combining the advantage of the Deep architecture and the sparse cod-

ing model, leads to state-of-the-art performance on the classification of

handwritten digits.

Keywords: Deep Belief Network, Restricted Boltzmann Machine, Sparse

Coding.

1 Introduction

Restricted Boltzmann Machine[5] is a powerful generative model to model the
data distribution.In earlier training method,prolong Gibbs sampling method was
proposed to obtain the equilibrium distribution of the network.However, this was
very time-consuming and samples from the equilibrium distribution generally
have high variance since they come from all over the models distribution.Hinton
et al.[5] propose a contrastive divergence method to train the RBM.Instead of
running the Gibbs sampler to reach its equilibrium, their method needs only
one Gibbs sampling iteration to approximate the data reconstruction.Although
it is not exactly following the gradient of the log probability of the training
data,contrastive-divergence has been shown to produce only a small bias for a
large speed-up in training time,and the variance coming from the reconstruction
is very small because the one-step reconstruction is very similar to the data.

The contrastive-divergence learning algorithm makes the RBM available to
practical applications. Hinton et al.[4] proposed a greedy layer-wise training

F.L. Wang et al. (Eds.): AICI 2010, Part I, LNAI 6319, pp. 71–78, 2010.
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method to train the deep belief net.RBM was used here to train every layer of
the deep architecture to provide the initial value for the whole network,then the
deep network can be fine-tuned with supervised back-propagation.It performs
excellent on the handwritten digits classification.

Hoglak Lee et al.[6] proposed a sparse RBM which applies the Gaussian(linear)
visible units to model the input data and adds a regularization term that pe-
nalizes a derivation of the expected activation of the hidden units from a (low)
fixed level p to produce sparse codes.As long as the p is sufficient small,the sparse
RBM will learn the sparse (stroke like) features from modeling the input data
as other sparse coding model. To train the sparse RBM,one needs only to apply
the contrastive divergence update rule,followed by one step of gradient descent
using the gradient of the regularization term.

Nonetheless,learning an RBM with Gaussian visible units can be slow, as
it may require a much grater number of weight updates than an equivalent
RBM with binary visible units. Moreover,the reconstruction error in training
the RBM with Gaussian visible units is much large compared with the equivalent
RBM with binary visible units.So we conjecture that contrastive-divergence may
not be accurate enough to train the RBM with Gaussian units.

In this paper, we develop a different version of the sparse deep belief net.We
train the first layer of deep belief net with the differentiable sparse coding
scheme[13] instead of RBM.Then we take the sparse codes as the input to the
higher layer of the deep belief network.Because the sparse codes produced by
the sparse coding scheme are quasi binary,we can train the higher layer of the
deep belief net with the standard binary RBM perfectly.

After the pre-training strategy,we obtained a sparse Deep Belief Net which
keeps the powerful information of the sparse features from modeling the input
data.We will show that this sparse Deep Belief Net perform very well on the
discriminative task.

2 Restricted Boltzman Machine

Restricted Boltzmann Machine (RBM) is an undirected graphical model (Markov
random field).It is a powerful generative model with one visible layer, one hidden
layer and no intra-layer connections.

The energy function of RBM is

E(v, h) = −
∑

i

viθi −
∑

j

hjλj −
∑
ij

Wijvihj (1)

where the v and h represent the corresponding visible units and the hidden
units.W is the matrix of the pair-wise weights.The corresponding joint distribu-
tion for the RBM is

p(v, h) =
exp(−E(v, h))

EI
(2)

where
EI =

∑
u,g

exp(−E(u, g)) (3)
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is the partition function of the model. From (2) we can compute

p(v) =
1

EI
·
∑

h

(exp(−E(v, h))) (4)

Given a set of N training cases v1, v2, v3...vn, we then train the parameter by
maximizing

L =
n∑

i=1

log P (vi) (5)

so as to minimize the energy of states drawn from the data distribution and
raise the energy of states that are improbable given the data. To calculate the
gradient of L with respect to the parameter θ, we obtain

∂L

∂θ
= −〈∂E

∂θ
〉p0(h,v) + 〈∂E

∂θ
〉p∞(h,v) (6)

where p∞ represents the equilibrium distribution of the model,which can be
obtained by running prolong Gibbs sampling, p0 represents the distribution of
the model when the visible units are clamped on the training data.However,
to get the equilibrium distribution is very time-consuming and would produce
samples with high variance.Hinton et.al[5] introduced the contrastive divergence
which has been found to be efficient in training the energy-based model.The idea
is that instead of running the Gibbs sampler to its equilibrium distribution, they
get the samples by running only one (or a few) Gibbs sampling.

2.1 Sparse RBM with Gaussian Visible Units

Welling et.al[9] introduced Gaussian hidden units which were used in an informa-
tion retrieval task. Here we are interested in applying the linear units to handle
with the continuous input. The energy function for an RBM with Gaussian vis-
ible unit is

E(v, h) =
∑

i∈pixels

(vi − bi)2

2σi
2

−
∑

j∈features

bjhj −
∑
i,j

vi

σi
hjuij (7)

where σi is the standard deviation of the Gaussian noise for unit i. The up-
date rule is similar to the binary case.When the linear units have Gaussian
noise with unit variance,the stochastic undate rule for the hidden unit remain
the same,while the visible units i is to sample from a Gaussian with mean
bi +
∑

j hjWij and unit variance.When the variance is not 1,it need only mi-
nor adjustment which can be found in [4].

Hoglak Lee et.al[6] proposed a sparse version of the RBM which apply the
Gaussian(linear) units to model the input data and add a regularization term
to penalize the derivation of the expected activation of the hidden units from
a(low) fixed level p, as follows:

max{logP (v) − γ(p − E(h|v))} (8)
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Fig. 1. The framework of our sparse DBN model. The first layer of the net is initialized

with the sparse coding algorithm,and the higher layer is trained with RBM.

where v represents the training data,E(h|v) is the expect activation of the hidden
units.The training algorithm needs only small modification which can be found
in [6].

However, the contrastive divergence learning may not be powerful enough to
train RBM with Gaussian linear visible units.Compared with the RBM with
binary units,the reconstruction error is much larger. We analyze this as follows,
when trained with the binary units,the RBM only needs to model the input dis-
tribution that scaled in (0,1). However, when trained with the continuous valued
inputs,the RBM has to model the unconstrained valued data distribution,and
the energy surface is much more sophisticate,so it is much more difficult to model
the manifold of and around the training samples.So we conjecture that the RBM
with Gaussian linear visible units trained with contrastive divergence may not
be sufficient accurate to be applied in a discriminative task.In the following sec-
tion we propose an sparse coding strategy to train the first linear layer of the
deep nets.

3 Sparse Deep Belief Net

Motivated by the sparse RBM,we propose an differentiable sparse-coding scheme
that was used in [13] to train the first layer of the deep net.Then we take the
sparse codes as the input of the higher layer,and train the weights of the higher
layer with the standard RBM(see Figure 1).

3.1 Differentiable Sparse Coding

In sparse methods,the codes is forced to have only a few non-zero units while
most units are zeros or close to zero most of the time.It has been shown that
sparse over-complete representation have many theoretical and practical advan-
tages,as is shown in [2][7].In particular,sparse codes have good robustness to
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noise and perform well in the classification tasks.Sparse representation is mo-
tivated by the organization of the cortex.The receptive fields in visual area V1
have been reasonably well described physiologically and can be characterized as
being localized,oriented and bandpass which is similar to the filters learned from
sparse coding.

The differentiable sparse-coding scheme[13] used here is to minimize the the
following equation,with respect to the sparse codes W ,

Loss =
∑

i

{(xi − BWi)2 + γDp(Wi||p)} (9)

where x represents the input data and B is the basis of the model.Dp(w||p) is
the regularization function which measure the distance between the sparse code
w and a parameter vector p,here we use the unnormalized KL-divergence[13]:

Dp(w||p) =
∑

j

(wj log
wj

pj
− wj + pj) (10)

When the constant vector p is sufficient close to zero,KL-divergence prior can
approximate the L1 prior[13]. L1 prior has been shown to be good at producing
sparse codes.However,L1 prior does not produce differentiable MAP(Maximum-
A-Posteriori) estimates.KL-divergence prior,which preserves the sparsity ben-
efits of the L1-regularization,is smooth that can produce much stable latent
codes which lead to better classification performance. Additionally,because of
the smoothness of the KL-divergence prior,the basis B,can be optimized dis-
criminatively through gradient descent back-propagation[13].

3.2 Combining Deep Belief Net and Sparse Coding

After training the first layer of the deep belief net using differentiable sparse
coding,it can be easily integrated in the Deep Belief Net.We take the sparse codes
as the input of the higher layer,then train the weights of the higher layer with
the standard RBM.We can model the codes with the standard RBM perfectly
because the codes we obtain are sparse and quasi binary.

To apply the Deep Belief Net in a classification task,unsupervised training
is not enough.After training the hybrid model described above to initialize
the weights of the deep belief net,we fine-tune the whole network with back-
propagation. Because of the smooth KL-divergence prior,the gradient of the
sparse codes w with respect to the basis B can be computed with the implicit
differentiation,which can be found in[13].

4 Experiments

4.1 Learning the Sparse Feature from Handwritten Digits

We applied the differentiable sparse coding scheme to the MNIST handwrit-
ten digit data set.Here we separated the original training set into training and
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(a) Parts of the “strokes” like

filters learned by sparse cod-

ing before back-propagation.

(b) The corresponding filters

of the sparse-coding layer

of the DBN after back-

propagation.

Fig. 2. From the above two graph,we can see that even after the backpropagate,the

first layer of the Deep Belief Network keeps most of the information learned from the

sparse coding algorithm.

Table 1. Comparison of the classification performances on the MNIST

database.Our sparse version of deep belief net(sparse coding+RBM) achieves

the best result.SVM and multilayer neural network results are taken from

http://yann.lecun.com/exdb/mnist/.On this data set,differences of 0.2% in classifica-

tion error is statistically significant.

Model Error

RBM+RBM 1.35%

Sparse RBM+RBM 1.42%

Sparse Coding+RBM 1.33%

Multilayer neural network 1.51%

SVM 1.40%

validation sets of 50000 and 10000 examples and used the standard test set of
10000 examples.We learned a sparse layer with 784 visible units and 500 hid-
den units.The learned bases are shown in Figure 2(a).In Figure 2(a) we can see
that the basis found by the model roughly represent different strokes of which
handwritten digits are comprised.This is consistent with results obtained by ap-
plying different sparse coding algorithms to learn sparse representations of this
handwritten data set.

4.2 Learning the Sparse Deep Belief Net

By applying the 500 sparse codes obtained from the above algorithm as the
input to the higher layer,we used the RBM model to train the higher layer
of the net with 500 hidden units.The layer-by-layer pre-training provided us
with the initial value of the whole network.At the fine-tuning stage,we added an
extra layer with 10 units for the digit classification and proposed the conjugate
gradient back-propagation to minimize the cross-entropy error function.Then we
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obtained a 784-500-500-10 multilayer network.The experiment results are given
in table 1.The RBM+RBM uses the standard RBM to initialize the whole Deep
Belief network.Sparse RBM+RBM uses the sparse RBM to train the first layer
of the Deep Belief Network,and sparse coding+RBM is the model we propose in
this paper. We give as a comparison the results of a Gaussian kernel SVM and
a regular neural network without pre-training.

We observe that the Deep Belief Networks with pretraining performs bet-
ter than the regular neural network(random initialization),and our Sparse Deep
Belief Network outperforms other DBN models.

Pre-training helps generalization because it ensures that most of the infor-
mation in the initial weights come from modeling the handwritten digits.In our
experiment,the filters learned in the sparse layer before and after fine-tuning are
shown in Figure 2,from which one can see that back-propagation hasnt destroyed
the sparse(stroke like) features. So even after the back-propagation,the network
still keeps most of the information from modeling the input images.This explains
why the Deep Belief Net model with pre-training perform better than the neural
network without pre-training.

Our sparse version of Deep Belief Net achieves the best result on the MNIST
handwritten data set,which implies the advantage of the sparse features on clas-
sification.It has been shown in many papers that sparse coding perform excellent
on both the generative and discriminative models[12][13].The sparse codes are
much more robust than the original input. The sparse features represent the
deep structure of the input data.

5 Conclusion

This paper is motivated by the need to develop good training algorithms for
deep architectures.It has been show that layer-by-layer training would improve
the generative power of the deep architectures as long as the number of the
hidden units are sufficient large[1].Deep Belief Networks and the sparse coding
models have many characters in common.They both exploit the deep structure of
the input data.In this paper,we combine the advantage of Deep Belief Networks
and Sparse coding together and construct a discriminative model with quiet
good result on the classification of the handwritten digit data set.

For future work,we would like to investigate the model in various task,including
the facial feature extraction and classification.We are also interested in applying
the hybrid model in the generative task[13][14].Deep Belief Networks have been
shown to have powerful generative ability to model the distribution of the input
data.If we combine it with the superior sparse features,maybe we will make fun-
damental improvement.
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is supported by Shanghai Committee of Science and Technology (No.08JG05002)
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Abstract. Multisensor image fusion has its effective utilization for surveillance. 
In this paper, we utilize a pulse coupled neural network method to merge images 
from different sensors, in order to enhance visualization for surveillance. On the 
basis of standard mathematical model of pulse coupled neural network, a novel 
step function is adopted to generate pulses. Subjective and objective image 
fusion performance measures are introduced to assess the performance of image 
fusion schemes. Experimental results show that the image fusion method using 
pulse coupled neural network is effective to merge images from different 
sensors.  

Keywords: image fusion, pulse coupled neural network, step function, 
performance assessment. 

1   Introduction 

Surveillance systems are currently being used for security surveillance, navigation as 
well as battlefield monitoring. The purpose of image fusion is to extract and 
synthesize information from multiple images in order to produce a more accurate, 
complete and reliable composite image of the same scene or target, so that the fused 
image is more suitable for human or machine interpretation. In this way, surveillance 
systems utilize the synergism of different unmated imaging sensors, such as a CCD 
camera and an infrared camera. In this paper, we consider a more restricted case of 
the multisensor fusion problem, i.e. we explore only the case of merging registered 
image pairs. And image fusion algorithms discussed in this paper are pixel-level. 

A pulse coupled neural network (abbr. PCNN) is a biological inspired neural 
network developed by Eckhorn in 1990 and based on experimental observations of 
synchronous pulse bursts in cat visual cortex[1]. It is characterized by the global 
coupling and pulse synchronization of neurons. PCNN is different from what we 
generally mean by artificial neural networks in the sense that it does not train. PCNN 
is quite powerful and there are extensive image processing applications, such as 
segmentation, edge extraction, noise suppression, motion processing, and so on[2]. 
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PCNN has a history of some two decades but has solid applications in the field of 
image fusion only in the past ten years[3-9]. And it is still in underdevelopment stage 
and shows tremendous promise. In this paper, we explore characters of PCNN and 
utilize the PCNN model to perform image fusion in terms of gray level values. 

The paper is organized as follows. In Section 2, we will illustrate the structure of 
PCNN in image fusion, enumerate the mathematical model of PCNN, and modify its 
step function of the mathematical model. The experiments are presented in Section 3. 
In the last section, some concluding remarks and future directions for study are given. 

2   Image Fusion Based on PCNN 

2.1   Structure of PCNN in Image Fusion 

In a pulse coupled neural network, each neuron consists of three parts: the receptive 
field, the modulation field and the pulse generator. The simplified model of a PCNN 
neuron is shown in Fig. 1[10]. 

 

Fig. 1. Simplified model of a PCNN neuron 

In Fig. 1, I, U, L, β is the external stimulus, the interior action, the linking input and 
the linking strength, respectively. F is the feeding part, which includes the input from 
both exterior and other neurons. PCNN is a feeding back network. Yij is the input from 
other neurons, and Ykl is the output to other neurons. Θ is the variable threshold 
function. M and W are the matrix of linking weights of the feedback path and link 
path respectively. 

Fig. 2 shows the connection model of a single neuron within the PCNN. PCNN is a 
single layer of pulse coupled neurons, and each neuron is corresponding to an input 
image pixel and an output image pixel. 

When a pulse coupled neural network is applied to two dimensional image fusion, 
the image matrix corresponds to the neural network composed of P×Q PCNN 
neurons. And the gray level value of each pixel corresponds to the input of each 
neuron I. Each PCNN neuron receives inputs from its own stimulus and also from 
neighboring sources, i.e. outputs of other PCNN neurons in feeding radius is added to 
the input. 

Yij 

I 

Receptive field Pulse generator Modulation field

Ykl
F 

1+βL Θ ∑ 

Θ 

U 
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Fig. 2. Connection model of a PCNN neuron 

2.2   Mathematical Model of PCNN 

The multi-spectral PCNN is a set of parallel PCNNs each operating on a separate 
channel of the input with both inter- and intra-channel linking. In the surveillance 
system, input image pairs are visible and infrared images. Thus the number of channel 
is 2. Discrete equations of each neuron are the following. 

( ) ( ) ( )∑ +−+−= −

kl
ijklijklFijij InYMVnFenF F 11α  (1)

( ) ( ) ( )∑ −+−= −

kl
klijklLijij nYWVnLenL L 11α  (2)

( ) ( ) ( )( )nLnFnU ijijij β+= 1  (3)

( ) ( ) ( )
⎩
⎨
⎧ −>

=
otherwise,0

1if,1 nΘnU
nY ijij

ij  (4)

( ) ( ) ( )nYVnΘenΘ ijΘijij
Θ +−= − 1α

 (5)

Equation (1), (2) and (3) are the mathematical models of the feeding input unit, 
linking input unit and modulating coupler respectively. Equation (4) and (5) are the 
expression of the step function and variable threshold function of the pulse generator 
respectively. Among these equations above, i and j correspond to the location of a 
neuron in the layer of PCNN, k and l also do. 

Parameters denoted in the mathematical models are identical to ones denoted in 
Fig. 1. M/VF and W/VL are the matrix of linking weights/magnitude scaling 
coefficients of the feedback path and link path respectively. M and W are traditionally 
local and Gaussian. Θ and VΘ are the output of variable threshold function and the 
magnitude scaling coefficient for dynamic threshold respectively. VΘ is a large 
constant that is generally more than an order of magnitude greater than the average of 
U. U is the internal state of the neuron, which will be compared with the dynamic 

Pixel Neuron 

I Ykl
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threshold Θ to produce the output Y, as shown in (4). Each neuron has the same 
linking strength β in these five equations. 

Initially, values of arrays, F, L, U, and Y are all set to zero. The values of the Θ 
element are initially 0 or some larger value depending on our needs. In the proposed 
image fusion method using PCNN, the values of the Θ elements are all set to be 0 
initially. 

2.3   Improved PCNN Model 

In Eckhorn’s PCNN model, the pulse generator is a step function. In the proposed 
image fusion method using PCNN, the improved PCNN model is adopted[5, 11]. 
Equation (4) can be replaced by a novel step function related to the dynamic threshold 
Θij, as shown in (6). 

( ) ( ) ( ) ( )
⎩
⎨
⎧ −>−

=
otherwise,0

1if,1 nΘnUnΘ
nY ijijij

ij  (6)

The threshold of each PCNN neuron can represent approximately the fire time of the 
corresponding neuron. A fire mapping image can be obtained by mapping the output 
threshold of each neuron to the gray level scope of the corresponding image. 

The gray level value of the fused image is expressed by the times the neuron fires. 
Each neuron that has any stimulus will fire in the initial iteration in turn, which will 
create a large threshold value. It will then take several iterations before the threshold 
values decay enough to allow the neuron to fire again. It tends to circumvent these 
initial iterations which contain little information. 

3   Experimental Results 

In this section, the performance of the proposed image fusion method using PCNN is 
tested and compared with those of some conventional image fusion schemes using 
subjective and objective image fusion performance measures. Input image pairs used 
in the experiments are downloaded from [12]. These image pairs are registered and 
with 256 gray levels. 

In the experiments, we use three image fusion schemes for comparison, i.e. 
Principle Component Analysis (abbr. PCA) based image fusion[13], Contrast pyramid 
based image fusion[14] and Discrete Wavelet Transform (abbr. DWT) based image 
fusion[15]. In DWT based image fusion scheme, the wavelet decomposition level is 4 
and ‘symlet 4’ are used as wavelets which are compactly supported wavelets and 
nearly symmetric with highest number of vanishing moments for a given supporting 
width. The proposed image fusion method using PCNN requires no training. Partial 
PCNN parameter values used in the experiments are listed as follows[16]: 

PCNN iteration time n = 30 
Delay factor for linking αL = 1.0 
Delay factor for dynamic threshold αΘ = 0.012 
Magnitude scaling coefficient of link path VL = 0.2 
Magnitude scaling coefficient for dynamic threshold VΘ = 40 
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The linking strength β plays an important role in the image fusion method based on 
PCNN. For a two-channel image fusion method, the value of β for visible image 
channel is equal to the value of β for infrared image channel. In the succedent 
experiments, β is set to be 0.5. 

Both M and W, the matrix of linking weights of the feedback path and link path, 
are usually symmetrical, and determined by specific applications. 

A pair of images is shown in Fig. 3. The image shown in Fig. 3(a) is the visible 
image, and the image shown in Fig. 3(b) is the infrared image. The important features 
of the image pair in Fig. 3 are man and trees. 

         

(a)                                              (b) 

Fig. 3. Trees.bmp (a) visible image; (b) infrared image 

Fused images using different schemes are illustrated respectively in Fig. 4. 

         

(a)                                           (b) 

         

(c)                                                (d) 

Fig. 4. Fused images of Trees.bmp (a) PCA; (b) Contrast pyramid; (c) DWT; (d) PCNN 

In this experiment, the result of PCA based image fusion algorithm is not very 
impressive and the outline of the man is blurred to the surroundings. Results of other 
schemes are as obvious and well-marked as ones in the infrared image. Features both 
in the visible image and in the infrared one, such as man, trees and middle area, are 
merged commendably in Fig. 4(d). 
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Subjective and perceptive comparisons are shown hereinbefore. Then four 
objective image fusion performance measures are introduced to assess these schemes, 
i.e. entropy, variance, the fusion performance metric proposed by Xydeas and 
Petrovic[17, 18] and the fusion performance metric proposed by Piella and 
Heijmans[19]. These four measures do not require a ground truth or a reference 
image. 

Entropy of an image is a measure of information content[20]. It is the average 
number of nits needed to quantize the intensities in the image. The more entropy of an 
image, the more information content is included in the image. It is defined as 

( ) ( )∑
−

=

⋅−=
1

0
2log

L

g

gpgpH  (7)

where p(g) is the probability of gray level g, the range of g is [0, …, L-1], and 
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gp . L is equal to 256 for a gray level image. 

Variance, another name for the second moment, measures the gray-level contrast 
used to establish the relative smoothness[21]. Variance of the image is defined as 
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where g  is the statistical mean of gray levels, and it is defined as 
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The greater variance of an image, the greater gray-level contrast. 
The metric proposed by Xydeas and Petrovic can measure the amount of edge 

information transferred from the source images to the fused image to give an 
estimation of the performance of fusion algorithms. It uses a Sobel edge operator to 
calculate the strength and orientation information of each pixel in the source and 
fused images. Thus overall edge strength and orientation preservation values can be 
obtained. It is the normalized weighted edge information preservation values QAB/F 
that we use to evaluate and compare performance of image fusion algorithms. This 
performance score falls to the range 0 to 1, with 0 representing total loss of input 
information and 1 ideal fusion. 

The metric proposed by Piella and Heijmans is based on an image quality metric 
introduced in [22]. In the method, the important edge information of human visual 
system is taken into account to evaluate the relative amount of salient information 
contained in each of the input images that has been transferred into the fused image 
without introducing distortions. The edge-dependent fusion quality index QE is 
calculated with α = 1. Similar to QAB/F, this performance score varies from 0 to 1, with 
0 representing total loss of input edge information and 1 ideal fusion. 
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It is noticeable that both Xydeas and Piella metrics are based on edges and 
consequently fused images containing some significant artifacts can sometimes be 
inadvertently rated high by the metrics but look inferior perceptually. 

Objective performance assessments of these schemes are shown in Table 1. 

Table 1. Performance assessments of image fusion schemes (Trees.bmp) 

 PCA Contrast pyramid DWT PCNN 
Entropy 5.93 6.18 6.32 5.72 
Variance 232.4 350.2 435.1 231.2 
QAB/F 0.39 0.52 0.43 0.52 
QE 0.72 0.73 0.70 0.76 

Of all these four image fusion schemes here, QAB/F and QE of the image fused by 
the PCNN method are the greatest. However, other two objective image fusion 
performance measures of the PCNN method, such as entropy and variance, are the 
least than those of other three schemes. 

Another pair of images is shown in Fig. 5. The image shown in Fig. 5(a) is the 
visible image, and the image shown in Fig. 5(b) is the infrared image. The salient 
features of the image pair in Fig. 5 are man, road and dunes. 

         

(a)                                           (b) 

Fig. 5. Dune.bmp (a) visible image; (b) infrared image 

Fused images using different schemes are illustrated respectively in Fig. 6. 
In Fig. 6(a), the man is as inconspicuous as in the visible image, despite dunes are 

clear. The experimental result of PCA based image fusion algorithm shows that it is 
disabled to fuse the image pair. Except for PCA based image fusion algorithm, other 
three schemes are effective to merge the visible image and the infrared one. Dunes 
and the man are clear in the image fused by the PCNN method. It is observable that 
shapes of dunes are unclear in Fig. 6(c). 

Objective performance assessments of these schemes are shown in Table 2. 
Of all these four image fusion schemes here, four objective image fusion 

performance measures of the PCNN method are the greatest in Table 2. These 
performance assessments of the PCNN method are satisfying. 

These four schemes can more or less preserve the salient information and enhance 
the contrast for visualization. Subjective and objective evaluations show that the 
PCNN method is effective as a whole. 
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(a)                                                (b) 

         

(c)                                                  (d) 

Fig. 6. Fused images of Dune.bmp (a) PCA; (b) Contrast pyramid; (c) DWT; (d) PCNN 

Table 2. Performance assessments of image fusion schemes (Dune.bmp) 

 PCA Contrast pyramid DWT PCNN 
Entropy 6.23 6.06 6.12 6.30 
Variance 370.3 266.4 288.3 435.9 
QAB/F 0.57 0.50 0.46 0.60 
QE 0.80 0.75 0.73 0.82 

4   Conclusions 

In this paper, the image fusion method using PCNN for surveillance is studied. The 
simplified model and connection model of PCNN neuron are illustrated and the image 
fusion method using PCNN is presented. The PCNN method is compared with other 
three image fusion algorithms through some subjective and objective image fusion 
performance measures. Experimental results show that the PCNN method is effective 
to merge visible and infrared images from different sensors. Future work will 
concentrate on a study of automatic determination of PCNN parameters. In addition, 
because of parallel computation performance of PCNN, a challenging direction for 
future work could be the extension of the image fusion method using PCNN to the 
case of real-time image fusion of visible and infrared videos for automatic navigation. 
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Abstract. Most previous reliability estimation methods are researched on the 
assumption of empirical information or prior distribution which is difficult to be 
acquired in practice. To solve this problem, a real-time reliability assessment 
method based on Dynamic Probability Model is proposed. The primary step is 
to establish a Dynamic Probability Model on the basis of nonparametric Parzen 
window estimating method, and the sliding time-window technique is used to 
pick statistical samples respectively, then conditional probability density of 
performance degradation data is estimated. A sequential probability density 
curve is used to trace the performance degradation process, and probability 
distribution function on performance degradation data which exceeds the failure 
threshold is regarded as reliability indicator. Meanwhile, the failure rate is 
calculated. By analyzing the data from high pressure water descaling pump in 
the process of failure, it is verified that this method contributes individual 
equipment to estimate reliability with inadequate empirical information. 

Keywords: Dynamic probability model; Reliability estimation; Performance 
degradation. 

1   Introduction 

Traditional reliability estimation methods primarily focus on acquiring the failure data 
of products through a large number of experiments under the same circumstances. 
Then, the parametric estimation method is utilized based on the selected statistical 
distribution models according to which the reliability of the products could be 
predicted. However, these methods lose their scope of application in the event there 
will be few or no failure for high reliability products in life tests and the acquisition of 
adequate failure data is impossible in relatively short periods. 

In order to eliminate the drawbacks in the traditional reliability estimation methods, 
a new reliability assessment method which studies the internal relationship between 
reliability decline and performance degradation is suggested [1-2]. This method 
enables the track and identification of the degree of reliability decline by establishing a 
degradation path model of performance variable. Both methods mentioned above focus 
on the population characteristic of products which is not applied by actual performance 
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degradation process of individual components due to differences in environmental and 
operational conditions. In 1992, Kin and Kolarik [3] introduced the concept of “real-
time reliability” and made attempt to predict the reliability of individual components 
using real-time performance degradation data. Some real-time reliability assessment 
methods available today include regression analysis [4-5] and time series analysis [6-
7]. Most previous researches are done based on empirical information or prior 
distribution hypothesis which have imposed restrictions on the promotion and 
application of the real-time reliability methods, and do not apply to new equipments.  

This paper proposes a real-time reliability assessment method based on Dynamic 
Probability Model. Using this method, a Dynamic Probability Model is constructed to 
make a real-time estimation of conditional probability distribution of performance 
degradation data, a sequential probability curve is used to trace the performance 
degradation process, and probability distribution function which exceeds the failure 
threshold are regarded as reliability indicator. This method helps to convert 
performance degradation data into reliability assessment indicator.  

The organization of the remainder of this paper is given as follows: real-time 
reliability estimation method based on time series is introduced in Section 2. In section 
3, the dynamic probability model is constructed and illustrated. In section 4, real-time 
performance reliability assessment method based on Dynamic Probability Model is 
discussed in detail. In section 5, an actual application case is given to prove this 
method feasible. Finally, the conclusions are given in Section 6. 

2   Overview of Real-Time Reliability Estimation Based on Time 
Series 

The term reliability refers to the ability of a product to perform its required functions 
under stated conditions for a specified period of time. And whether a product is able to 
perform specified functions is inferred from whether its performance variable changes 
within a certain range. In practice, the performance variable which reflects the 
performance degradation is called degradation variable, and its measured value and 
true value may be different due to the inevitable measurement error. This measurement 
can be presented as [8]: 

ε+= )()( txtz  (1)

where )(tx is the true value of degradation variable, )(tz  is  the measured value, ε  

is the measurement error and ),0(~ 2σε N . 

In general, the degradation of a product }0),({ ≥ttx  can be regarded as a random 

process, and the distribution of )(tx is presented as：  

))((),( xtxPtxG ≤=  (2)

And its probability density function is defined as：  

xtxGtxg ∂∂= /),(),(  (3)
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The degradation statistical model indicates that a product is considered to be a failure 
when )(tx  reaches the failure threshold L for the first time. Meanwhile, the time when 

a product fails is presented as: 

}0,)(:inf{)( ≥== tltxtlT  (4)

According to the failure time mentioned above, the cumulative failure distribution 
function of a product can be identified as })({)|( tLTPLtF ≤= ，which describes 

the regular pattern of product degradation. Thus it is also known as the model for 
degradation-failure of a product.  The statistical model previous mentioned based on 
degradation variable and the degradation-failure model indicate an important 
interrelation between them based on the failure threshold. The statistical inference 
based on degradation-failure model can be transformed into that based on model of 
degradation variable [9], which follows the formula:    

),(1})({})({)|( tLGLtxPtLTPLtF −=≥=≤=  (5)

Based on this model, reference [6] studies the issue of real-time reliability assessment 
by analyzing a sequence of performance degradation by time. Now assuming that this 
sequence of performance degradation is a realization of random process of 
performance degradation, as shown in Figure 1, at any time t ， the performance 

variable tV  follows normal distribution. Provided that failure threshold LV  is fixed 

and failure distribution corresponds to the function ))((),( LL VtvPVtF >= ，we 

can get a reliability indicator ),(1)( LVtFtR −= ， by which the reliability 

assessment of individual equipment can be accomplished. 

T  

V  

LV

tV

jt

 
Fig. 1. Reliability assessment curve of performance degradation 

The application of reliability assessment based time series is somehow restricted 
since a large amount of experimental dada or historical information are required to 
estimate distribution parameter; besides, the application scope of parameter 
distribution model has some limitations; what is more, the experimental condition is 
irreproducible. Empirical information of operation equipment is hard to get, and the 
parameter distribution model does not apply to situations in which operating 
conditions may be changing. To solve these drawbacks properly, a Dynamic 
Probability Model (DPM) is introduced into this paper.  
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3   Dynamic Probability Model 

3.1   Principle of Dynamic Probability Model 

The model depicted in Figure 2 contains three layers: sampling layer, sample layer and 
summation layer. Among them the sampling layer consists of equal interval sampling 
points within the range of observed data, which array orderly. The sample layer 
contains series of measures data which slide into the network orderly. Summation layer 
shows the conditional probability density of the set in this situation. 

 

Fig. 2. Dynamic Probability Model 

Let X represent a data series. Suppose that the length of the window be m, and the 
sliding distance be s , whenever the time window slides, sm − observed data are 
preserved in the window, and the number of newly added data is s. When being 
computed at the kth time, the samples in the window can be defined as 

),,,{ 21
k
m

kk
k xxxX = . Now let it be mapped to sample layer and after the kernel 

function operations is done, we can obtain conditional probability function:  
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where σ  a smoothing factor ； )(⋅K is the kernel function and 
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When data being observed slide into the time window accordingly, n probability 
estimation values are got to form a probability distribution curve 
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New probability distribution curve at different time can be get even when new data 
enters the network by partially updating the estimated probability density value of the 
previous time. 

3.2   The Influences of Parameters in the Mode 

There are three parameters in the probability model, namely window length m, sliding 
distance s and smoothing factorσ , which impact the computation speed and accuracy 
of the model.  

Window length m determines the capacity of the statistical model, sliding distance 
s determines moving speed of time window. In order to hold consistency of the 
analysis, m should have a fixed value, and then the same statistical features are 
granted to every object being analyzed at each moment. S can be adjusted to the 
condition of objects accordingly to capture the detailed information during the slides. 
For example, when the condition of the object changes slowly, a relatively longer s 
can be adopted and vice versa. The selection of the smoothing factor σ  is also 
important: if it is too big, the model will be too smooth to address detailed 
information in the changing process. If it is too small, the curve will be too sensitive 
to fake data to tell noise from useful information. 

4   Real-Time Reliability Assessment Method  

To overcome the limitations which exist in real-time reliability assessment method 
based on time series, this paper studies two key techniques: the obtaining approach of 
statistical samples and the dynamic adjustable model of probability distribution. 

4.1   Real-Time Acquision of Statistical Samples  

Statistical samples used to estimate parameters are hard to obtain without experimental 
data or historical information. To solve this problem, an approximate method of 
obtaining statistical samples based on performance degradation data is researched. To 
reach this goal, the following assumption is proposed: 

Assumption: The performance degradation data series is a random time series and the 
process of performance degradation is nonstationary random process. This process 
consists of a series of short-time stationary performance degradation data. 

Based on the assumption, let a sliding time window TΔ  be selected, for the whole 
degradation period T ， 0/ →Δ TT ，and the stochastic data series in the window is 
stationary time series, the statistical feature of which does not change with time, thus 
the data series in the window can be regarded as  statistical sample with identical 
distribution. At any moment kt ，let data in time window [ ]kk tTt ,Δ−  be statistical 

samples, since 0/ →Δ TT ，these samples can also be regarded as the statistical 
sample at time Kt . 

4.2   Dynamic Adjustable Model for Probability Distribution 

After the statistical samples are acquired at any moment by using the sliding window 
technique, the parameter can be estimated according to the assumed parameter 
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distribution model. Due to the fact that the parameter distribution model  depends 
heavily on samples, the application scope of the model is limited. Even sometimes, 
the estimated model does not correspond to the actual data. To solve this problem, 
this paper adopts nonparametric Parzen window estimating method [10], also known 
as kernel estimation method in which no assumption is necessary. This method gets 
the asymptotic estimation by weighting local functions in the center of sample points. 
In theory, this method could approximately approach any density functions. Thus 
when external circumstances or operation conditions change, dynamic adjustment 
could be made to adapt changes in actual distribution. 

4.3   Real-Time Reliability Assessments 

Provided that the real-time acquisition of statistical samples is available, the reliability 
assessment can be done using failure threshold and the probability distribution of 
performance degradation data which can be estimated by adopting Dynamic 
Probability Model in real-time. The process is like the following: 

1) Acquire the performance degradation data series； 
2) Select model parameters, namely, window length m，sliding distance s , smooth 

factorσ  and the set of sampling points },,2,1|{ niyY i == ；  

3) When performance degradation data enter into the network, a time series is 
picked using window length m as a statistical sample； 

4) At the kth calculation, data inside the window },,,{ 21
k
m

kk
k vvvV =  are 

mapped to the sample layer and Gaussian kernel functional calculation is done. Then in 
the summation layer, conditional probability distribution is got as the probability 
distribution of performance degradation at time Kt ; 

5) Assuming that failure threshold is LV ，by using equation(2) at kt ，the failure 

probability distribution and performance reliability can be calculated.  
The failure probability distribution is 
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And the performance liability is 

),(1),( LkLk VtFVtR −=  (9)

And the instantaneous failure rate )(tλ  is 
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Since the observed data are discrete, )(tλ  is calculated through the following 

difference equation: 



94 C. Hua et al. 

))(,(
),(),(

),(
),(

)(
1

1
'

kkLk

LkLk

Lk

Lk
k ttVtR

VtRVtR

VtR

VtF
t

−
−==

+

+λ  (11)

6）When 1+← kk ，sliding distance of time window is s , the number of observed  
data being preserved in the window is sm − ，and the number of newly added data is 
s ， then step 4 and 5 are redone, getting the failure probability distribution of 

performance degradation and performance reliability at 1+kt . As shown in Figure 3, 

the value of performance reliability at each sampling moment can be achieved by 
sliding the time-window. 

 

Fig. 3. Tacking curve of performance degradation probability 

5   Case Study 

The stainless steel plant in Jiuquan Iron and Steel Group Co. (JISCO) uses hydraulic 
jet descales which are equipped with 11-level centrifugal pump with big flow, which 
functions to wipe off the oxide scale formed on the surface of stainless steel during the 
process of steeling rolling. Thus, the pressure at the exist of the pump must meet a 
certain criteria. That is why pressure sensors are installed at both the entrance and exist 
of the descaler, and they will record the data in every 30 minutes. For example, the 2# 
jet descaler in the field was installed in august in 2006, and it has been working since 
then for 4 months during which 1615 pressure data have been collected. On 13th 
December, an incident took place on this machine and the cause was later found to be 
severely worn out of its seal ring. Its worn out process can be regarded as a process of 
gradual performance degradation, so we can analyze it using the moving neural 
network. Let the length of sliding window m=120, the distance of sliding s=10 and the 
smooth factor σ =0.064 ,the number of sampling points n=200，and the failure 
threshold VL=21.8MPa (according to the information provided by the manufacturer). 

The reliability assessment curve in Figure 4 shows that after being operated for 500 
hours, the reliability of the descaler began to decline. And between 600 and 700 hours 
of operation, its reliability dropped sharply which indicated that its sealing rings were 
being worn out rapidly. Finally, at 807th hours of operation, an accident happened 
when the reliability had dropped to 0. 
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Fig. 4. Real-time reliability assessment of hydraulic jet descaler: (a) Performance degradation 
data series; (b) Performance reliability 
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Fig. 5. The failure rates of hydraulic jet descaler 

As thown in Figure 5, the dash line is discrete curve of failure rate calculated by 
function (11). This is an increasing failure rate, known as wear-out failure [11], and 
the solid line is fitted curve. In this case, the exponential functional form is used to fit 
discrete failure rate curve by the following formula : 

)exp()( tt φβαλ +=  (12)

where )(tλ denotes failure rate, andα , β ,φ  are constant coefficients of regression 

model. In this case, the estimation values of regression model parameters are α=-

0.0022, β =0.0002, φ = 0.0074. 

6   Conclusion 

The real-time reliability assessment method proposed based on dynamic probability 
model in this paper manages to calculate the performance degradation data of 
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equipment without empirical information and distributions being available. The 
primary step of this work is to establish a dynamic probability model on the basis of 
nonparametric kernel estimation method, and then sliding time-window technique is 
used here to pick samples do statistical analysis for the conditional probability 
distribution. Then the performance degradation data can be converted into reliability 
assessment indicator by using distribution value of performance degradation data 
which is more than failure threshold as reliability indicator. Subsequently failure rate 
is calculated. By analyzing the data from high pressure water descaling pump in the 
process of failure, this method is proved to be feasible enough to adjust itself to actual 
running condition and trace the performance degradation process in real-time. 
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Abstract. Data mining deals with the extraction of hidden knowledge

from large amounts of data. Nowadays, coarse-grained data mining mod-

ules are used. This traditional black box approach focuses on specific

algorithm improvements and is not flexible enough to be used for more

general optimization and beneficial component reuse. The work presented

in this paper elaborates on decomposing data mining tasks as data min-

ing execution process plans which are composed of finer-grained data

mining operators. The cost of an operator can be analyzed and provides

means for more holistic optimizations. This process-based data mining

concept is evaluated via an OGSA-DAI based implementations for asso-

ciation rule mining which show the feasibility of our approach as well as

the re-usability of some of the data mining operators.

Keywords: decomposition, data mining operators, data mining execu-

tion process plan.

1 Introduction

With the development of information technology, a huge amount of data is ac-
cumulated and the scale of data is growing rapidly. For enterprises and gov-
ernments, data is a kind of wealth which can offer potentials in better policy
formulation and improved decision making. Data mining is an effective tool for
extracting this useful information from data. Typically, data mining algorithms
are black boxes as shown in Fig.1(a). In Weka [8], different data mining algo-
rithms are implemented in components and users can specify one or more options
of algorithms through command line or GUI. In Rapidminer [13], the knowledge
discovery process is modeled as an operator chain in which the data mining
algorithm is just one operator in the chain. In relational database system, the
objective of query processing is to transform a high-level query into an efficient
execution strategy expressed in a low-level language. A SQL query is rewritten
as an execution plan which is composed of basic database operators which can
be optimized according to their execution cost. In fact data mining queries are
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c© Springer-Verlag Berlin Heidelberg 2010



98 Y. Zhang et al.

very similar to the SQL query, we can decompose the data mining process in op-
erators of which data mining execution process plan will be composed [16]. This
paper continues this research by discussing the cost of operators for association
rule- and sequential patterns mining in detail and evaluating an OGSA-DAI [1]
based implementation of them. As shown in Fig. 1(b), we will transform data
mining algorithm to an execution process plan which is composed of data mining
operators.

The rest of paper is structured as follows; Section 2 discusses related work
while Section 3 introduces needed background. Section 4 represents the kernel
part of this paper by describing the data mining execution process in detail and
elaborating on data mining operators for association rules and sequential pat-
terns, including their cost. Section 5 introduces our proof-of-concept implemen-
tation together with evaluation results. We finish in Section 6 with conclusions
and an outlook on future work.

2 Related Work

Decomposition has been discussed in many data mining literatures, but most of
them are based on data set decomposition or in the context of distributed data
resources. In the research [10], the feature set and object set decomposition of
data mining are introduced, it uses a case to show that the computational com-
plexity and robustness of knowledge extraction from large data sets and decision
making can be enhanced by decomposition. [11] summarizes the decomposition
methodology in data mining and contains feature set decomposition, sample
decomposition, space decomposition and function decomposition. PLANET de-
fines tree learning as a series of distributed computations, and implements each
one using the MapReduce model of distributed computation [14]. However, we
can see, decomposition in the research mentioned above focus on the different
coarse-grained steps of knowledge discovery or is based on the data partitions,
what this research focus on is the process of the data mining and the execution
process of data mining algorithms.

There are some research about using finer-grained operators in data mining
process. [9] proposes Set-oriented mining of association rules in the form of SQL

Fig. 1. (a) Traditional black box DM algorithm; (b) DM execution process plan
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queries using the SETM algorithm, in which association rules extraction algo-
rithms can be expressed as a set of SQL. [5] presents an algebra for specifying
association rule queries where the algebra is based on operators for manipu-
lating nested relations and it allows us to express data mining queries in the
same way as ordinary database queries represented by the relational algebra in
database systems. [17] uses data mining operators approach to find association
rules using nested relations from the database and for this purpose a new query
language with the name M2MQL is being defined and semantics of its relevant
operator algebra is being discussed. [12] presents the operational semantics of
the operator by means of an extended relational algebra. But these research
just discuss the operators or steps involved which are not general for other data
mining algorithms.

3 Background

The problem of discovering association rules was introduced in [2]. Given a set
of transactions D, where each transaction is a set of items, the associations
between the body and the head of rule that have support and confidence greater
than the user-defined minimum support and minimum confidence respectively
are generated, where an association rule is an expression of the form X =⇒ Y ,
where X is the body of the rule and Y is the head of the rule, X, Y ⊂ I, and
X ∩ Y = Ø, I = {i1, i2, . . . , in} is a set of items and ij is an item.

[3] first introduced sequential patterns mining. Given a database D of cus-
tomer transactions, the problem of mining sequential patterns is to find the
maximal sequences among all sequences that have a certain user-specified mini-
mum support. A sequence is an ordered list of itemsets which can be represented
as S = 〈s1, s2, . . . , sn〉, where si is a set of items, si ⊂ I and the order of itemsets
depends upon time or date.

Comparing the association rules mining and sequential patterns mining, we
can see both of them need to find frequent patterns from a set of transactions
in order to get result rules, the difference lies in the former tries to find frequent
itemsets and the latter tries to find frequent sequences, where sequence is an
ordered list of itemsets. The phase of finding frequent itemsets should be involved
in both data mining processes, so this operator may be reused.

In relational database system, a general outline of the steps required for query
processing is shown in Fig.2 [7]. Of course, this sequence is only a general guide-
line, and different database systems may use different steps or divide one into

Fig. 2. Query processing steps
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multiple steps [6]. In query rewriting phase, the correct calculus query is restruc-
tured as an algebraic query, and algebraic queries can be derived from the same
calculus query, and that some algebraic queries are ”better” than others. The
quality of an algebraic query is defined in terms of cost model. The rewritten
algebraic query is suitable for subsequent manipulation and optimization.

4 Decomposition of Data Mining Process

The SQL query language is not process oriented and just describes what should
be done, while the execution plan is process-oriented and describes how to do
things. By reviewing the SQL execution plan, the query author may be able to
improve performance of applications and reports with modifications to the SQL
statement or the database design. This characteristic is similar with data mining
query, so this led us to consider to apply the approach of the execution plan used
in relational database system to data mining algorithms. We decompose data
mining algorithms into a data mining execution process plan. Such a plan which
is process-oriented and composed of data mining operators in order to achieve
flexibility, reusability and extendability. The following subsections elaborate on
the concerned definitions.

4.1 Data Mining Operators

The granularity of data mining operators presented in this paper is between black
box of data mining algorithms and basic database operators used in SQL exe-
cution plans. Here are the data mining operators involved in association rules
mining and sequential patterns mining. Each operator receives its input, per-
forms specific actions and generates output. All operators take their input in the
form of relational tables.We use the following algebra to express these operators,
where the subscript (A) means the attributes set, (F ) means the formula and
(a) means the attribute.

DataScan η Operator: Tresult = η(A),(F )(Tsource). This operator retrieves
attributes set (A) and processes attributes according to the formula (F ). The
input are the source data Tsource, the specific attributes and formula. The output
is the target table Tresult with attributes (A) and every attribute meets the
conditions (F ). Here Tsource and Tresult can be stored in files or data tables, as
well as in the definition of other operators.

FrequentItemsets γ Operator: Tresult = γ(a),(F )(Tsource). This operator gen-
erates the set of the frequent itemsets of attribute a and the formula defines the
minimum support and minimum confident.

Transformation β Operator: Tresult = β(a)(Tsource1, Tsource2). This operator
replaces every attribute value of Tsource1 with the set of itemsets of Tsource2

which are contained in the attribute value of Tsource1.

ARGeneration α Operator: Tresult = α(a),(F )(Tsource1, Tsource2). This op-
erator generates the qualified association rules from the data source Tsource1,
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and the data source Tsource2 is used for counting the support and confidence of
association rules.

SPGeneration δ Operator: Tresult = δ(a),(F )(Tsource1, Tsource2). This oper-
ator generates all qualified sequential patterns from all 1-frequent sequences
which is stored in the data source Tsource1 and the data source Tsource2 is used
for counting the support and confidence of sequences.

MaximalSeq ζ Operator: Tresult = ζ(a)(Tsource). This operator finds the max-
imal sequences among the set of frequent sequences.

4.2 Data Mining Execution Process Plan

The data mining execution process plan is composed of data mining operators.
The operators are combined as directed graph in which each vertex corresponds
to a single operator. An arc a = (X, Y ) means two operators are connected
and the output of the tail operator X should be delivered as input of the head
operator Y .

The association rules mining process can be decomposed into the following
five data mining operators.

T1 = η(tid,cid,itemset),(itemsetINNERASC)(Tsource)
T2 = γ(itemset),(support>msANDconfidence>mc)(T1)
T3 = β(itemset)(T1, T2)
T4 = α(itemset),(support>msANDconfidence>mc)(T2, T3)

The relationship between operators is shown in Fig.3. Here, the source trans-
action table tblT ransactions consists of three columns: tid (transaction id), cid
(customer id), itemset(the items that the customer buys in one shopping). First,
DataScan operator projects the columns tid, cid and itemset and sorts the value
of column itemset. Then FrequentItemsets operator generates frequent itemsets
from the column itemset. Afterwards, Transformation operator transforms the
source table according to the frequent itemsets by replacing the source itemsets
with frequent itemsets. Finally, ARGeneration operator generates all qualified
association rules from the frequent itemsets.

The sequential pattern mining process can be decomposed into the following
six data mining operators.

T1 = η(tid,cid,itemset),(itemsetINNERASC)(Tsource)
T2 = γ(itemset),(support>msANDconfidence>mc)(T1)
T3 = β(itemset)(T1, T2)
T4 = δ(itemset),(support>msANDconfidence>mc)(T3, T2)
T5 = ζ(seq)(T4)

The relationship between six operators is shown in Fig.4. For sequential pat-
terns mining, the source transaction table is same with that in association rules
mining. As it is shown in the operators list, the first three operators are same and
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it means that these operators are reusable. After frequent itemsets are gener-
ated, SPGeneration operator generates all qualified sequences, then MaximalSeq
operator filters the maximal sequences.

The above discussion shows the data mining execution plan expressed by
the data mining algebra and the directed graph which are easily readable by
humans. Internally, XML representation can be used to describe the execution
process plan which is readable by machine and is interpreted by the server. The
operators are loose coupled in the execution process plan.

4.3 The Complexity of Data Mining Operators

We consider data mining operators as a basis to express the output of data
mining query processing. Therefore, the complexity of data mining algebra op-
erations directly affects the execution time of data mining algorithms which can
help in choosing the final execution process strategy. Total cost, the sum of all
times incurred in processing the operations of the query will be used as the
measure of resource consumption [4]. In a centralized database system, the total
cost to be minimized includes CPU and I/O costs. The CPU cost is incurred
when performing operations on data in main memory. The I/O cost is the time
necessary for disk input and output operations. In a distributed database sys-
tem, the communication cost should be considered which is the time needed for
exchanging data between sites participating in the execution of the query [15]. In
our research, the communication cost will be considered in optimization phase.

We use the cardinality to define the complexity of operators. Assuming that
the transaction data takes the parameters shown in Table 1. We assume that a
tuple access is denoted tupacc and a tuple computing is denoted tupcom. In the
association rules mining example, we can estimate which one is the most time
consuming operator by analysis the complexity of every operator.

DataScan operator η, the attributes of all tuples are projected and the
value of attribute itemset are sorted, so the complexity of η is:

T × tupacc + T × K log(K) × tupcom (1)

FrequentItemsets operator γ, all non-empty subsets of itemsets of every
transaction are generated, and then count the occurrence times of each subsets
to get the final frequent itemsets, the complexity of γ is:

T × (2K − 1) × tupcom + T × (2K − 1) × log(T × (2K − 1)) × tupcom (2)

Fig. 3. Association rules mining process Fig. 4. Sequential pattern mining process
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Transformation Operator β, all non-empty subsets of itemsets of every trans-
action are generated, and then discard the subsets that are not contained in the
frequent itemsets, the complexity is:

T × (2K − 1) × log(V ) × tupcom (3)

ARGeneration Operator α, all non-empty subsets of every frequent itemset
l are generated and for every such subset a, the rules of the form a ⇒ (l − a)
qualified with the minimal support are final output and all rules are written in
a table.

V × (2KV − 1) × tupcom + V × (2KV − 1) × tupacc (4)

From the above discussion, the complexity of FrequentItemsets operator γ will
be the most time consuming, because the number of all non-empty subsets of
itemsets of every transaction is exponential order. If a transaction contains 5
items, the number of all non-empty subsets is 25 − 1. The small increase of K
can result in the increase of order of magnitude in the number of all non-empty
subsets of itemsets. In the next section we will show this from the test.

As we described before, the decomposition can give a clue for the optimization.
According to the analysis, we can conclude that the FrequentItemsets operator
γ should be the emphasis of the optimization since it is the most time consuming
operator. There are many ways about optimization, such as making the execution
paralleled based on fragments of data or changing the algorithm about generating
frequent itemsets. So after decomposition of data mining as a process-oriented
execution plan, we can give a concrete optimization strategy based on single
time consuming operator instead of on the whole data mining algorithm.

5 Implementation and Evaluation

In the section we implement the proposed association rules mining execution
process plan and evaluate involved data mining operators from different setting
of parameters. During the implementation, the proposed data mining execution
process plan is very flexible, it can be implemented in central or distributed
databases. The clients can build the plan and send the configuration file of the
plan to the server through web service, the server is responsible for interpreting
and executing the plan by invoking related class instances.

We compare the cost of operators and try to find which operator contributes
significantly to the total cost. All transaction dataset used in the experiments
are generated by the data generator designed by ourselves. We performed the
experiments on a PC with a CPU clock rate of 1.86GHz, 3.9GB of main memory.
OS is Fedora9 and the data is stored in MySQL5 database.

We implement the data mining execution plan using OGSA-DAI 3.2 [1], which
is a product that allows the sharing of data resources to enable collaboration.
It supports data access, transformation, integration and delivery. In our exper-
iments, the data mining operators are implemented as the combination of user
defined OGSA-DAI activities. OGSA-DAI and database are installed in the same
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Table 1. Parameters of test data

T Number of transactions

K Average size of the transactions

N Number of items

V Number of frequent itemsets

KV Average size of frequent itemsets

Table 2. Parameters settings

Name T K N minsup

T1K−K3 − N100 1K 3 100 0.02

T5K−K3 − N1000 5K 3 1K 0.02

T10K−K3 − N1000 10K 3 1K 0.02

T50K−K3 − N10000 50K 3 10K 0.02

Fig. 5. Ops. perf. for different size of dataset

computer since only centralized data resource is considered in this paper. The
MySQL database DMTransactions is the data resource registered in
OGSA-DAI and the data mining execution process plan is implemented as a
workflow and then sent to the engine by web service from the client which is
programmed using Java 1.6.

We designed the experiments in order to show the correctness of the analysis
in Section 4 and the decomposed data mining process can give users a precise
impression of the final system beforehand. The experiments is following:

– Four groups of transaction datasets with different size, as shown in Table2,
the K value of each group is 3 and the minimal support is 0.02, different
data mining operators performance are shown in Fig.5.

– Four groups of transaction dataset with same size and same minimal support,
but the K value is 3, 5 and 7, respectively, the minimal support is 0.02,
different data mining operators performance is shown in Fig.6.

– Four groups of transaction dataset with same size and K value, but the
minimal support is different, different data mining operators performance is
shown in Fig.7.

From the figures we can see that:

– The FrequentItemsets operator contributes significantly to the total cost,
especially when the K value gets large.

– The Transformation operator and ARGeneration operator are time consum-
ing when the value of minimal support gets small.
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Fig. 6. Ops. Perf. for different K Fig. 7. Ops. Perf. for different min-sup

6 Conclusions and Future Work

Data mining is an effective tool for extracting useful information from large
amount of accumulated data which offer potentials in better policy formulation
and improved decision making. Traditionally, data mining processes are seen as
black boxes implementing some specific algorithms. In order to provide means
for reusable, flexible and optimizable data mining processes we elaborated on
the decomposition of data mining algorithms into operator based data mining
execution process plans.

Our contribution in this work is threefold:

– Operator definitions for two different data mining algorithms, namely asso-
ciation rule mining and sequential pattern mining

– Cost estimations for most relevant operators
– OGSA-DAI based implementation and evaluation showing the feasibility of

our approach as well as the re-usability of some of the data mining operators

The decomposition of data mining is the first step of our research and it is the
basis of future optimization of data mining process. On the optimization side,
we will focus on the optimization of execution process plan in centralized and
grid-managed data resources. Additionally, we will implement the proposed data
mining execution process plan on China railway freight transport information
grid [18] to help extract useful information from distributed waybill data.
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18. Zhang, Y., Wöhrer, A., Brezany, P.: Towards China’s Railway Freight Transporta-

tion Information Grid. In: Proceedings of the 32nd international Convention on

Information and Communication Technology, Electronics and Microelectroincs,

MIPRO 2009, Opatija, Croatia (2009)

http://www.ogsadai.org.uk/


F.L. Wang et al. (Eds.): AICI 2010, Part I, LNAI 6319, pp. 107–115, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

An Efficient Distributed Subgraph Mining Algorithm in 
Extreme Large Graphs 

Bin Wu and YunLong Bai 

School of Computer Science Beijing University of Posts and Telecommunications 
Beijing 100876, China 

wubin@bupt.edu.cn, baiyunl303@163.com 

Abstract. Graph mining plays an important part in the researches of data 
mining, and it is widely used in biology, physics, telecommunications and 
Internet in recently emerging network science. Subgraph mining is a main task 
in this area, and it has attracted much interest. However, with the growth of 
graph datasets, most of these former works which mainly rely on single chip 
computational capacity, cannot process massive graphs. In this paper, we 
propose a distributed method in solving subgraph mining problems with the 
help of MapReduce, which is an efficient method of computing. The candidate 
subgraphs are reduced efficiently according to the degrees of nodes in graphs. 
The results of our research show that the algorithm is efficient and scalable, and 
it is a better solution of subgraph mining in extreme large graphs. 

Keywords: subgraph mining; large graph; MapReduce; distributed algorithm. 

1   Introduction 

Graph-structured data is widely used to represent complicated structures, and it is 
becoming increasingly abundant in many application domains [4]. The whole society 
can be represented by a topological graph, in which every person is a node and the 
relationship of two persons is an edge. Therefore, society can be studied through the 
research of graph mining. The biologists have found that researches of gene 
coordination are difficult in biology genetics, which is mainly caused by the changeful 
reaction between two different genes. A large amount of researches must be done to find 
out the gene structure’s reaction to medicine. However, these kinds of researches are 
expensive and time consuming. So a befitting method to define the structures of genes is 
desired. Therefore, the protein structure can be described as a graph structure, in which 
atoms are the vertices of the figure, while the price of atoms is the corresponding edge. 
The intrinsic relationship and shared mode between proteins can be dug through graph 
mining, and these shared patterns can guide the gene experiments in turn. Because of 
the urgent requirements of these applications, graph mining becomes an important 
research field, and these researches have brought applications. 

In order to discover some useful knowledge from graph-structured databases, 
graph mining [12], [13], especially subgraph discovery, has been studied intensively. 
Among most of the applications in graph mining, subgraph is a well-studied problem, 
since it has a wide and constantly expanding range of applications areas, which 
include biochemistry, web mining, program flow analysis, etc. Moreover, in the 
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VAST 09 Flitter Mini Challenge the user-defined criminal structure is identified 
within a social network based on two possible hypotheses. The hypothesis most 
closely matched in the network represents the criminal social structure [17]. As a 
consequence, several subgraph mining algorithms have been developed. Some of 
them rely on principles from inductive logic programming and describe the graph 
structure by logical expressions [14]. However, the vast majority transfers techniques 
that were originally developed for frequent item set mining. Examples include 
MolFea [15], FSG [16], MoSS/MoFa [8], FFSM [9], Gaston [10], gSpan [2] and 
CloseGraph [5]. Besides those locally optimized algorithms, there are also some 
parallel or distributed solutions, such as [6]. However, most of these works are based 
on theoretical distributed methods and do not provide systematic ones. “Cloud” based 
computing on large scale data has aroused great interests in both industry and research 
areas [3]. Moreover, recently Google’s MapReduce [11] has largely simplified the 
distributed computing process, without considering any underlying complexity. 
Meanwhile, MapReduce computational model is also widely applied beyond the 
cloud as well [1] [4]. Although recent works have focused on graph mining using 
MapReduce, they are generally quite simple, such as PageRank, or avoiding 
intractable problems, such as clique enumeration.  

In this paper, we provide a parallel subgraph mining algorithm in large graphs. To 
use the algorithm, the diameter of the motif to be matched must be calculated. Then, 
we can decide how to represent the large graph. The candidate subgraphs are reduced 
efficiently according to the degrees of vertexes in graphs. The algorithm is quite 
efficient and scalable comparing with prior algorithms. This paper is organized as 
follows: Section 2 presents a short description of preliminaries. Section 3 describes 
the algorithms which are implemented with MapReduce structure. In section 4, we 
give an evaluation of our algorithms. Finally, we conclude our work in Section 5.  

2   Notation and Definition 

Given a graph G, V (G) represents its vertices and E (G) represents its edges. In this 
paper, we assume without loss of generality that G is simple.  

( ) { ( ) | ( , ) ( )}v u V G u v E GΓ = ∈ ∈  
Γ(v) represent the neighbours of v, and P(v, u) represent the shortest path length 
between v and vertex u.  

( ) { ( ) | ( , ) }
N

v u V G P v u NΓ = ∈ ≤  

ΓN(v) represents the “N-leap” neighbours of v, and kv = | Γ(v)|  represents the degree 
of v. 

Definition 1. [Network Diameter] In an undirected graph G, the diameter is the 
maximum length of all shortest paths. D (G) represents the diameter of G.  
Definition 2. [Personal Centre Network] v is a vertex of graph G, the edges 
between v and its neighbours Γ (v) are the Personal Centre Network of node v. We 
use C(v) to represent it. 
Definition 3. [Local Degree] The degree of a vertex v in a subgraph of G is a local 
degree of node v. One vertex contains different Local Degree in different subgraph of 
G. Local Degree is represented by LD(v). 
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Definition 4. [Subgraph Mining] Suppose that the input database is  

GD={Gi | i = 0, 1, 2, …. n}. 

If subgraph g is isomorphism with Gi, output Gi. 

3   Subgraph Mining Algorithm 

First and foremost, we describe the algorithm of subgraph mining when the 
subgraph’s network diameter is 2. Before describing the algorithm, we must represent 
the large graph as Personal Centre Network. Then we summed up the general parallel 
algorithm of subgraph mining. All the algorithms are implemented with MapReduce 
structure.  

3.1   Enumerating Personal Centre Networks 

We usually represent a graph as the adjacency lists of all nodes, and each adjacency 
list is the information of a node and its neighbours. Here, in order to dig subgraph, we 
represent the graph as personal centre network. The following shows a parallel 
process of transforming representation.   To the beginning, we should obtain the “two-
leap” information of a specific vertex in the graph, namely v, Γ(v) and Γ(Γ(v)) (v’s 
neighbours’ neighbours)[1]. Taking the graph in Fig. 1 for example, to find the 
personal centre network of vertex 1, we can first get < 1, < 2, 3, 4 >>, then < 2, < 3, 4 
>> and < 3, 4 > from the adjacency list.  

 

Fig. 1. A simple graph 

To reserve the “two-leap” information of a vertex, we present our method, which 
can also be viewed as subgraph generation based on adjacency list [4]. Let < 1, < 2, 3, 
4 >>be a record in the adjacency list, we transform it into the records:  

< 2, < 1, <2, 3, 4 >>> 
< 3, < 1, < 2, 3, 4 >>> 
< 4, < 1, < 2, 3, 4 >>> 

For other records in adjacency list, we perform the same operation and finally 
generate an intermediate result in which each record contains a vertex v, one of its 
neighbours v’ and Γ(v’). Considering in MapReduce, we present this transformation in 
a Mapper as in Table 1. 

Thus far, given a graph, we transform it into a formation, in which each record 
conveys a vertex and part of its “two-leap” information. So, we can collect all the 
“two-leap” information of a vertex and the personal centre network of the vertex can 
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Table 1. Personal Centre Network 

Personal Centre Network 

Input：adjacent list 
Key：line position 
Value：<k, ( )kΓ > 

For each v in ( )kΓ  
     output <v, <k, ( )kΓ >> 

 output <k, ( )kΓ > 

Map 

Output：<v, <k, ( )kΓ >> and <k, ( )kΓ > 

Input： 
Key：v 

Value：list<v’, '( )vΓ >和 ( )vΓ  

For each vertex vv in ( )vΓ  
If vv∈list< v’, '( )vΓ  

Output <vv , v’>  

Reduce 

Output：Graph record represented as 
Personal Centre Network 

 
be represented. For example, given a vertex 4, we collect all the records of its “two-
leap” records as follows:  
                                                 < 4, < 1, < 2, 3, 4 >>> 

< 4, < 2, < 1, 3, 4, 5 >>> 
< 4, < 3, <1, 2, 4, 5 >>> 

We can get the Personal Centre Network of vertex 4 is  

<4, <<1, 2>, <1, 3>, <2, 3>>> 

The whole algorithm is described in Table 1. 

3.2   Mining Subgraphs(Whose Diameter Is 2) 

Given a certain subgraph named motif as is shown in Figure 2. We can recognize that 
the network diameter of motif is 2.  

 

Fig. 2. Motif 
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At the beginning, we must calculate the subgraph’s basic information content, 
which includes node number and sorted degree list. So, the basic information of motif 
is as follows: the number of vertex is 5 and the sorted degree list D(m)={4, 2, 2, 1, 1}. 
We can start the subgraph mining algorithm described below.  

First we represent the large graph as Personal Centre Network of every vertex, 
which is described at section 3.1. Then make the following address of each record 
(represented as C(v) ) of the large graph. We take figure 2 for an example, mining 
subgraph in figure 1.  

Step 1: If the number of vertex in C(v) is less than n, discard C(v). Or, calculate the 
local degree of all nodes in C(v), and then sort them as a list d(C(v)). For example: the 
Personal Centre Network of vertex 4 in figure 1 is C(4)=<4, <<1, 2>, <1, 3>, <2, 
3>>>, the sorted local degree is LD(C(4))={3, 3, 2, 2}; the Personal Centre Network 
of vertex 2 is C(2)=<2, <<1, 3>, <1, 4>, <3, 4>, <3, 5>>>, and its sorted local degree 
is LD(C(2))={4, 4, 3, 3, 2}. 

Step 2: According to the sorted local degree list LD(C(v)), obtained by step 1, we 
select the previous n numbers to compare with D(m). Delete C(v), if LD(C(v))(v) < 
D(m)(i) (0 ≤ i < n) at the corresponding position. Such as LD(C(4)) and D(m). 
Otherwise, do the next step. 

Step 3: if there has a vertex whose local degree is less than the smallest number in 
d(m), then delete the vertex and all edges connected to it in C(v). 

Step 4: After the first three steps, we calculate all the n combinations of all remaining 
nodes in C(v). Notice that each of the combination must contain node v. Then, output 
the combinations and edges between them as candidate subgraphs. For example, the 
candidate subgraph of C(2) is <2, <<1, 3>,<1, 4>,<3, 4><3, 5>>>. 

Step 5: Calculating the candidate subgraph and motif according to graph 
isomorphism algorithms. We output the candidate subgraphs if they are isomorphic 
with motif.  

We can calculate the sorted local degree list of each candidate subgraph which is the 
output of Map, and represent the list as LD(c). If LD(c) equals with the motif degree 
list D(m), continue the next step of the algorithm; otherwise discard the candidate 
subgraph. Therefore, the efficiency of the algorithm can be improved. 

3.3   General Algorithm of Subgraph Mining 

In this section, we will give a summary of the general algorithm of subgraph mining. 
First of all, we should calculate the basic information content of motif, which includes 
the network diameter D(m), the vertex number N and the sorted degree list L(m). 
Secondly, transform the representation of large graph to GD(m). Each record 

( ) ( )D m vΓ of GD(m) , which is the “N-leap” neighbours of a vertex v, is processed by the 

following steps: 

Step 1: If the number of vertex in ( ) ( )D m vΓ  is less than N, discard ( ) ( )D m vΓ .Otherwise, 

calculate the local degree of all nodes in ( ) ( )D m vΓ . If there has a vertex whose local 

degree is less than the smallest number in D(m), then delete the vertex and all edges 
connected with it in ( ) ( )D m vΓ . The remaining subgraph is represented as '

( ) ( )D m vΓ . 
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Table 2. Distributed Subgraph Mining Algorithm 

Subgraph Mining  

Input1：Graph file  
(graph is represented as “D(m)-leap” of all vertexes) 
Key： line position 

Value： ( ) ( )D m vΓ =<vertex1， ，<vertex2 vertex3>…….> 

Input2：Basic information of motif. 
       The number of nodes N and the sorted degree 
list D(m). 

For each vertex V1 in ( ) ( )D m vΓ  

         If(LD(V1)<D(m)(N)) 
               Delete V1 
For (i=0;i<N;i++) 
          If ( LD( ( ) ( )D m vΓ )(i) < D(m)(i) ) 

                Delete ( ) ( )D m vΓ  

If the remaining vertex number of ( ) ( )D m vΓ  is smaller than 

N, delete ( ) ( )D m vΓ . Sorting the local degree of remaining 

vertexes in ( ) ( )D m vΓ , representing as LD( ( ) ( )D m vΓ ). 

Map 

Output: Candidate subgraphs(vertex v, its n-1 neighbors and 
all edges between them. 

Input1：Candidate subgraphs 
Input2： motif 
Calculating the candidate subgraph and motif according to 
graph isomorphism algorithms. output the candidate 
subgraphs if they are isomorphic with motif 

Reduce 

Subgraphs which are isomorphic with motif 

 
Step 2:  Keep on doing step 1 until there is no vertex to be deleted. Then sort the 
vertexes’ local degrees of remaining subgraph as a list LD ( '

( ) ( )D m vΓ ).  

Step 3: According to the sorted local degree list LD ( '
( ) ( )D m vΓ ), obtained by step 2, 

we select the previous n numbers to compare with D (m). Delete '
( ) ( )D m vΓ , if 

LD ( '
( ) ( )D m vΓ ) (i) < D (m) (i) (0 ≤ i < n) 

at the corresponding position. If the number of remaining vertex is bigger than N, 
delete '

( ) ( )D m vΓ . Otherwise, the remaining vertexes and edges between them are 

represented as ( ) ( )R
D m vΓ , do step 4. 

Step 4: After the first three steps, we calculate all the N combinations of the nodes 
in ( ) ( )R

D m vΓ . Notice that each of the combination must contain node v. Then output 

the combinations and edges between them as candidate subgraphs. 
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Step 5: Calculating the candidate subgraph and motif according to graph 
isomorphism algorithms. We output the candidate subgraphs if they are isomorphic 
with motif. A complete demonstration of this procedure is described in Table 2.  

4   Experiments 

All the algorithms are implemented in Java language. The result is obtained on a 
cluster environment, composed of one master node and 8 slave nodes (Intel(R) 
Xeon(R) CPU 2.00 GHz, Linux RH4 OS) with 500G*4*8 total storage capacity, and 
the cluster is deployed with Hadoop-0.20.2 platform. First we test our algorithm by 
datasets of social network structure in the VAST 09 Flitter Mini Challenge, and the 
results are the same as what we get in a stand-alone algorithm, though the parallel 
algorithm is inefficient. 

The second experimental dataset is described as follows: it is a service meter 
datasets of mobile phone comes from one day’s communication records in a city in 
China, and it includes 16,123,172 vertex and 73,636,994 edges. The diameter of the 
subgraph to be matched is 2 and motif contains 8 vertexes.  We use the default 
Mapper number which is S/64M, S represents input dataset size and 64M is the 
default store size of each block of the dataset.  

 

Fig. 3. Runtime with a varying number of reducers 

Figure 3 shows the runtime of our algorithms on the dataset (R stands for reducer 
number). From Figure 3, we observe that the reducing of runtime is not constant as 
the same times as the increasing of reducer number. Along with increasing reducers’ 
number from 2 to 8, the runtime approximately reduces to 1/2, 1/3 and 1/4. However 
from the last several number of reducer, we find that along we increase reducers’ 
number from 18 to 64, the runtime does not decrease by times accordingly. 

Theoretically the number of reducers can directly indicate the degree of 
concurrence. Thus the theoretical aggregated throughout versus n reducers is calculated 
as n×T1, where T1 is the throughout time of the single version [1]. In Figure 4, we plot 
experimental values in red marks and theoretical values in blue marks. We find the 
values present a “grow-smooth-decline” procedure. Initially the speedup of our 
algorithm almost coincides with that in theory. We also find that the optimum speedup 
is reached at from 8 to 16 reducers, which is just the number of computing nodes (8) 
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and CPU cores (8 × 2) of our cluster. The speedup deviates from theoretical values 
after the optimum value significantly. This also shows that after the optimum point, 
increasing of reducer number cannot get the corresponding efficiencies. 

 
Fig. 4. Performance comparison between expectation and practice 

5   Conclusions 

In this paper, with the help of cloud-based MapReduce structure, we have developed a 
parallel algorithm that can perform subgraph mining with a better performance in 
both theoretical analysis and practical results. In fact, there are a lot of subgraph 
mining algorithms, but most of these algorithms are inefficient when dealing with 
extreme large graphs. The algorithm proposed in the paper has the better performance 
over all other algorithms in large graph mining so far.  

The main contribution of the paper is summarized as follows: 

1. We presented a massively parallel subgraph mining algorithm, in which the 
large graph is represented as “n-leap”. 

2. Reduce the number of candidate subgraphs by local degrees of the vertexes 
in each graph record. 

Experiments on a massive dataset demonstrate outstanding scalability of the 
algorithm. Having solved the subgraph mining issue in MapReduce framework, our 
future work will continue to research on all kinds of graphs in real life, such as 
directed graph, undirected graph and weighted graph. Besides theoretical methods, we 
also concern the cloud-based MapReduce applications and make more practical stabs 
in such powerful tool.  
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Abstract. This paper addresses spatio-temporal clustering of network data 
where the geometry and structure of the network is assumed to be static but 
heterogeneous due to the density of links varies cross the network. Road 
network, telecommunication network and internet are of these type networks. 
The thematic properties associated with the links of the network are dynamic, 
such as the flow, speed and journey time are varying in the peak and off-peak 
hours of a day. Analyzing the patterns of network data in space-time can help 
the understanding of the complexity of the networks Here a spatio-temporal 
clustering (STC) algorithm is developed to capture such dynamic patterns  by 
fully exploiting the network characteristics in spatial, temporal and thematic 
domains.  The proposed STC algorithm is tested on a part of London’s traffic 
network to investigate how the clusters overlap on different days. 

Keywords: spatio-temporal clustering, road network, spatio-temporal 
homogeneity and heterogeneity. 

1   Introduction 

As the amount of data which have spatial and temporal dimensions increases 
dramatically via the wide usage of sensors and crowd sourcing, spatio-temporal data 
mining are getting more popular. One of the tasks under spatio-temporal data mining 
is spatio-temporal clustering, which is the process of grouping data into clusters 
where the similarity between the observations (an ‘observation’ in this paper refers to 
a single measurement which has a value on thematic, spatial and temporal domains) 
of a cluster is high whereas the dissimilarity between observations at different clusters 
is high as much as possible. Clustering is used to find the patterns in the data, which 
will be very useful for pattern analysis. 

Among others, finding the non-recurrent traffic congestion is the key activities of 
Transport for London in order to deliver the journey time reliability for London 
Olympic Games. However, the dynamics of the traffic reveals the complexity of the 
network performance which results in traffic congestions change with time, appearing 
in different size and at different area. The uneven density of road network makes the 
pattern heterogeneous cross the network. Furthermore, road networks in a week show 
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different patterns due to the travel behaviour difference. Spatio-temporal data include 
information of three domains which can be used for clustering individually or jointly. 
Thematic domain defines the characteristics of the data. Spatial domain is used to 
describe the location of the data. And lastly temporal domain defines the timing of the 
observation. These domains are used to answer the questions ‘what’, ‘where’ and 
‘when’ respectively.  

It is seen that initial research on clustering focused on spatial domain on point data 
where the density of points are taken into account [8, 10]. Then clustering has been 
conducted on the combined thematic and spatial domains. [2] combined the spatial 
and thematic distances into one distance measure by using a pre-defined value (i.e. 
w). This value determines the trade off between the two domains’ distances. Choosing 
w is not trivial and it is chosen intuitively. [1] used spatial adjacency relation to 
cluster on road network data by also considering the traffic flow as the thematic 
domain. These two domains are combined with each other by considering both the 
inter-cluster similarity and intra-cluster dissimilarity. [9] mentioned the linkage 
between detecting spatial clusters and defining the spatial weight matrix. In their 
research the similarity criteria was based on Getis-Ord local statistic Gi

*. This local 
statistic is applied for all combinations of the contiguous neighbours and the 
combination which maximizes this statistic is chosen as the spatial neighbourhood. 

Research has also been conducted on the combined temporal and thematic 
domains. Temporal clustering is the clustering of time series of observed values on 
the thematic domain. This approach can be used when a retailer wishes to know 
whether its customers are changing over time or a financial institution wants to 
determine if the credit card fraud transactions change over time. [3] did temporal 
clustering by using three indicators; number of clusters that each time stamp will 
have, minimum number of observations that each cluster should have and the 
minimum distance between two consecutive clusters; which are defined by the user. 
Their approach will lead to investigate how clusters at different time stamps are 
related with each other.  

Efforts have been made to detect the clusters considering all three of the domains. 
For example, [4] divided the time line into fixed size intervals and calculated the 
similarity based on the thematic domain. A spatial distance threshold is defined to 
create a graph showing the similarity relations. However, choosing the spatial 
distance threshold is not a trivial issue. [5] used a probabilistic approach, space-time 
scan statistics, to detect emerging spatio-temporal clusters. This idea is well suited 
and applied on disease surveillance. However, the spatio-temporal process is assumed 
to follow a Poisson distribution which may not be the real case. [7] detected and 
tracked the clusters of moving point objects. The point observations intersecting in 
space at some time can be clustered by using the historical clustering information 
these observations. However, the main limitation is that the number of clusters should 
be determined a priori.  

It is shown that efforts have been made in existing spatio-temporal clustering 
algorithms to detect clusters changing with time so that clusters capture the 
dynamicity of spatial phenomenon. Most research, however, either requires threshold 
values to evaluate the similarities in the spatial or temporal domains, or the number of 
clusters, which can be tedious for the user. Most importantly, those thresholds or 
numbers are actually should not be fixed since they are dynamic, relevant to the 
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thematic attribute of the network. In terms of that, a fully dynamic approach should be 
adopted for spatio-temporal clustering which will be able to capture the dynamics, 
homogeneity and heterogeneity in the data.   

Next section describes the proposed algorithm to cluster spatio-temporal network 
data. It is followed by a case study of transport network in London. Conclusion and 
future work is given in the final section. 

2   Proposed Spatio-Temporal Clustering Algorithm 

Developed algorithm will exploit the spatial, temporal and thematic domains of the 
network data. The algorithm is initially proposed at [11] and here it is further 
developed by incorporating the spatio-temporal search which will be examined under 
section 2.2. The algorithm is designed for network data and other data types which 
could be represented as a graph structure (G = (V, E) where V represents the set of 
spatial objects represented as vertices and E represents the adjacency between the 
spatial objects. A similar research was done by [6] where the edges are clustered 
based on their change from presence to absence or vice versa. This paper extends the 
research at [6] by relaxing the edge’s thematic values from binary to real values. The 
similarity function is based on the values observed at the thematic domain and applied 
based on the spatial and temporal relations between the objects. These relations define 
the search direction which the similarity function will be applied. 

2.1   Similarity Function 

Similarity function is used as the basic component of clustering. It compares two 
time-series objects (e.g. p1..t and q1..t , where pk  and qk  defines the thematic attribute 
value of objects p and q respectively at kth time and pk  and qk    ) which are 
adjacent to each other (denoted as adjacent(p,q) ) at their network topology and each 
having t observations in the temporal domain. Firstly, both of the time-series is 
divided into equal parts where each part will have only two consecutive observations 
(pk, pk+1 and qk, qk+1 where k = 1, 2,.., t-1). This interval (k to k+1) is called as the kth 
basic temporal interval (BTI). It consists of two consecutive observations in temporal 
domain so that it is possible to derive several different similarity metrics (slope of 
change, difference/mean of the two observations,..) to compare between an object and 
objects which are adjacent to it. Also, all of the possible similarities/dissimilarities 
between the two compared time series will be captured by this way (since it is not 
sound to have a basic temporal interval of size one). In other words when comparing 
the two time series each having t observations, there will be t-1 similarity 
comparisons.  When two edges are compared by the similarity function the positive 
similarities will denote the clusters. An intuitive rule for a positive similarity, which 
shall cover any phenomenon, is that the change (i.e. sign of the slope) between the 
two consecutive observations should be same at both of the time-series. This 
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Apart from the change of direction, it is also believed that the thematic domain 
values should be close to each other. This closeness is characterized by the δ 
parameter at the following similarity function. The similarity function forms a linear 
buffer zone using the sum of the two consecutive observations and if the other time 
series’ sum of the two consecutive observations falls in that buffer zone, then the 
time-series’ exhibits a positive similarity. For simplicity, at further references to the 
similarity function, δ and adjacent(p,q) parts will be omitted. 
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Yet, this is not the only similarity function that can be defined. Other binary similarity 
functions, as long as they take two consecutive observations of the two time series, 
can be defined by using background knowledge.  

2.2   Search Directions 

Once the similarity function is determined, the algorithm searches for positive 
similarities to form spatio-temporal clusters. Searching in spatio-temporal domain can 
be investigated under three categories: spatial-same time, temporal-same space and 
spatio-temporal.  

Spatial-same time search compares two adjacent objects at same times. In other 
words, similarity function is evaluated for all of the adjacent objects (i.e. for all p and 
q pairs that are adjacent(p,q)): )1,..,2,1|,,,( 11 −=++ tkqqppsimF kkkk

. Similarity search 

continues with the objects that are adjacent to q at the positive similarities found at the 
comparison of p and q. This recursive search continues until there are no more 
positive similarities found.  

Second search direction is temporal-same space which analyses the temporal 
similarity in between the objects themselves at consecutive times: 

).2,..,2,1|,,,( 211 −=+++ tkppppsimF kkkk This search direction is expected to give the 

highest number of clusters and there is no need for recursive search.  
Third search direction, spatio-temporal search, is the search conducted in both 

space and time. The main idea in this search lies to model the flow in the network. 
Since in the road network vehicles flow, an event happening at one edge might show 
its effect at its adjacency after a time elapse. The main question under this search 
direction is to find the number of time steps which quantifies this time elapse. This 
number is referred as stepSize. The similarity function that will be used will be 
like: )1,..,2,1|,,,( 11 −−=++++ stepSizetkqqppsimF stepSizekstepSizekkk . 

3   Case Study –Blackwall Tunnel at London 

3.1   Data Description 

Data is collected via the automatic number plate recognition (ANPR) cameras at 5 
minute intervals between 28 December 2009 – 3 January 2010 for 11 links (a link is 
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defined as the road segment(s) where two ANPR cameras –one at the beginning and 
one at the end of the link- operate and collect data according the number of cars 
passed) at a region which is renowned with its congestion; Blackwall Tunnel.  This 
region has a road that passes underneath the river Thames and the region is very close 
to the banking centre of London; Canary Wharf. Spatial dimension is used via the 
adjacency matrix, temporal dimension can be thought in different scales, as minute, 
day or week based and the thematic domain is the average speed in km/h. Aim of the 
case study is to observe how spatio-temporal clusters occurring on different days of a 
week differ from each other and analyze how adjacent links behave.  

There are 11 links where 3 of them (i.e. 1735N, 1736N, 1737N) overlap with the 
rest of the links. Because of this overlap, they are not adjacent to any of the links and 
discarded from the analysis. Letters shown near the link numbers denote the direction 
of flow, where N and S mean that the traffic on that link flows towards north and 
south respectively. The study area and the adjacency matrix is illustrated at figure 1. 

 

Fig. 1. Blackwall Tunnel Region and the Adjacency Matrix 

It can be seen that the traffic flow direction is incorporated in defining the 
adjacency matrix. If the directionality of the links has not been incorporated then for 
example 579 and 666 will be adjacent, however they are not adjacent since 579th link 
is flowing towards south whereas 666th links flows towards north. 

Two parameters should be determined before searching for detecting the clusters. 
First is the δ parameter which will be used at the similarity function stated at equation 
1. It is chosen as 0.1 after consulting to the colleagues at Transport for London. 
Second parameter is the stepSize, which is chosen after investigating the average 
journey time for the links on the first day of the analysis. The average journey time 
for the links is shown at figure 2. Solid black line shows the 5 minute level, and it is 
seen that most of the journeys are completed less than 5 minutes. This suggests that 
stepSize can not be not greater than 5 minutes, thus stepSize is chosen as one BTI. In 
other words, when the spatio-temporal search is conducted the similarity function will 
be in the form of ).2,..,2,1|,,,( 211 −=+++ tkqqppsimF kkkk  
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Fig. 2. Journey times of 28 December 2009 at Blackwall Tunnel Links 

3.2   Results 

Two of the search directions, spatial-same time and spatio-temporal, are tested since 
temporal-same space search is pure temporal analysis and does not reveal information 
about the network as a whole. 

Each detected cluster has two components. First component states the links 
involved in that cluster and second denotes the BTIs which those links are clustered. 
This representation does not reveal much information, thus the representation is 
transformed into a binary time series where; if there is a cluster at the BTI, the 
function outputs one otherwise zero. These binary sequences of clusters were suitable 
for comparing the clusters that are detected on different days. To compare these 
binary sequences, Jaccard Coefficient (JC) is used, which is defined as:  .

 
(2)

where n11 denotes the number of times when both of the days has a cluster at that BTI 
(i.e. positive match), n00 denotes the number of times when both of the days does not 
have a cluster at a BTI (i.e. negative match) n10 and n01 denotes the number of 
mismatches where one day has a cluster at a BTI whereas there is no cluster at that 
BTI in the other day.  

For experimental purposes, clusters that occur on the first day of the analysis (28 
December 2009) is compared with the clusters that occurred at the rest of the days (29 
December – 3 January).  It can be verified from the JCs that the days show distinct 
characteristics.  

Spatial-same time and spatio-temporal search directions will be done in order to 
capture the spatio-temporal clusters.  

Table 1 shows the JCs between the clusters shown at the left column and at 
comparison between the first day and the other days (day 2 –day 7) on the spatial-
same time based search. ‘[ ]’ means that either of the days does not have that cluster. 
It is seen that links 578 and 579 has a cluster only at the first and second days and at 
the other days; there is no 578-579 cluster which strongly suggests that these two 
links have different characteristics. 
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Table 1. Jaccard Coefficients for the spatial-same time search 

 

Similar idea is applied when the spatio-temporal search is conducted and the 
Jaccard Coefficients are shown at table 2. The previous results are validated as there 
is no relation between the links 578 and 579 in spatio-temporal search as well. In 
addition, the links 579 and 580 showed the highest overlap between the days. 

Table 2. Jaccard Coefficients for the spatio-temporal time search 

 

From these results it is seen that daily patterns vary, and should be treated 
accordingly. In addition, number of positive similarities decrease as the spatial search 
is extended; which is indeed an expected outcome. 

4   Conclusion 

This research proposed an algorithm of spatio-temporal network clustering where 
spatial and temporal domains are exploited using the network topology (via adjacency 
matrix) and characteristics (via spatial-same time and spatio-temporal search 
directions). It is shown that, the proposed algorithm captures the dynamics of the 
network so that the spatio-temporal clusters appear and disappear with time. In 
addition, by this way both homogeneity and heterogeneity in the data is captured.  
Finally, user is involved only in determining the similarity on thematic domain which 
can be decided by domain expert.  

Future work will be focused on different scales in temporal domain. In most the 
researches, as well as the case study mentioned in this paper, temporal dimension 
exhibits in different scales (time-of-day, day-of-week, etc.) and scaling the results at 
these different scales is a challenging problem. Secondly, detecting the appropriate  
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stepSize is also a challenging problem, since this research assumed that stepSize does 
not change spatio-temporally. Finally, the linkage between the spatio-temporal 
clusters and the traffic congestion will be sought. 
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Abstract. Since there are many real-life situations in which people are 
uncertain about the content of transactions, association rule mining with 
uncertain data is in demand. Most of these studies focus on the improvement of 
classical algorithms for frequent itemsets mining. To obtain a tradeoff between 
the accuracy and computation time, in this paper we introduces an efficient 
algorithm for finding association rules from uncertain data with sampling-
SARMUT, which is based on the FAST algorithm introduced by Chen et al. 
Unlike FAST, SARMUT is designed for uncertain data mining. In response to 
the special characteristics of uncertainty, we propose a new definition of 
“distance” as a measure to pick representative transactions. To evaluate its 
performance and accuracy, a comparison against the natural extension of FAST 
is performed using synthetic datasets. The experimental results show that the 
proposed sampling algorithm SARMUT outperforms FAST algorithm, and 
achieves up to 97% accuracy in some cases.  

Keywords: uncertain data, association rule mining, sampling; data mining. 

1   Introduction 

Data mining techniques are heavily used to search for relationships and information 
that would be “hidden” in transaction data. Association rule mining is one of the most 
important data mining techniques and a means of identifying relationships among sets 
of items. An important step in the mining process is the extraction of frequent 
itemsets, or sets of items that co-occur in a major fraction of the transactions [1,2]. 

In the databases of precise data, users definitely know whether an item is present in 
a transaction in the databases. However, there are many situations in which users are 
uncertain about the presence of some items [3]. For instance, a medical dataset may 
contain a table of patient records, each of which contains a set of symptoms that a 
patient suffers. Applying association analysis on such a dataset allows us to discover 
any potential correlations among the symptoms and illnesses. In many cases, 
symptoms of subjective observations would best be represented by probabilities that 
indicate their presence in the patients' tuples [4]. 

These real-life situations in which data are uncertain call for efficient mining 
algorithms from uncertain data. This problem has been studied in a limited way in 
[1,3,5], and a variety of pruning strategies are proposed in order to speed up the 
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algorithm. Agarwal, C.C., et al. [6] examined the behavior of the extensions of well 
known classes of deterministic algorithms and found that the extensions of the 
candidate generate-and-test as well as the hyper-structure based algorithms are more 
effective than the pattern-growth algorithms. 

However, there are still no new efficient methods proposed for frequent pattern 
mining from uncertain data so far. Since the inclusion of probability information is 
that the size of the dataset would be much larger than that under the quantized binary 
model, which makes the mining consume more time and memory usage. One popular 
approach is to run mining algorithms on a small subset of the data instead of the entire 
database, sometimes called sampling, which is often possible to explicitly tradeoff 
processing speed and accuracy of results [7]. Some sampling methods work very well 
and significantly reduce the time for association rule mining in precise data, but not 
uncertain data. Based on this, we investigate sampling methods that are designed to 
deal with mining algorithms for uncertain datasets.  

In this paper, we propose an efficient algorithm based on sampling for association 
rules mining in existential uncertain transactional datasets called SARMUT, which is 
a modification and extending of FAST (Finding Association rules from Sampled 
Transactions), a classic algorithm that was presented in [8]. Through experiments, we 
will show that SARMUT is very efficient in terms of both CPU cost and accuracy, 
even performs better than the natural extension of FAST. 

This paper is organized as follows. The next section gives related work and 
background. In Section 3, we introduce our SARMUT sample algorithm for mining 
frequent patterns from uncertain data. Section 4 shows experimental results that 
compare with FAST. Finally, conclusions are presented in Section 5. 

2   Related Work and Background 

2.1   Frequent Itemsets Mining Algorithm 

Agrawal [9] proposed the Apriori algorithm using generate-and-test strategy to find 
all frequent patterns from a transaction database containing precise data. Each 
transaction in the database consists of items which all have a 100% probability of 
being present in that transaction.To improve efficiency of the mining process, Han et 
al.[10] proposed an alternative framework, namely a tree-based framework, to find 
frequent patterns.  

2.2   Uncertain Data 

A key difference between precise and uncertain data is that each transaction of the 
latter contains items and their existential probabilities. The existential probability 
P(x,ti) of an item x in a transaction ti indicates the probability of x being present in ti. 
There are many items in each of the |D| transactions in a transactional database D and x 
is items in an itemset X. Hence, the expected support of X, denoted by expSup(X) can 
be computed as follows: 
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2.3   Sampling-Based Association Rule Mining 

Sampling is a powerful data reduction technique that has been applied to a variety of 
problems in database systems. Zaki, et al. [12] employed a simple random sample to 
identify association rules and Toivonen [13] uses sampling to generate candidate 
itemsets but still requires a full database scan.  

A classical algorithm-FAST (Finding Associations from Sampled Transactions), is 
introduced by Chen, et al. [8]. The novel two-phase strategy to collect samples of 
FAST is different from previous sampling-based algorithms. In the first Phase, a large 
initial sample of transactions is collected and used to estimate the support of each 
item in the database. In the second Phase, a small final sample is obtained from the 
initial sample so that the final sample is as close as possible to the original dataset. 

3   Our Proposed SARMUT Algorithm 

In this section, we will describe the SARMUT algorithm in details. First, we 
introduce the basic algorithm and some definitions we will use. 

3.1   Overview of the Algorithm  

Notation 1. Denote by D the original database and by S a simple random sample 
drawn without replacement from D. Let |D| represent the number of transactions in D 
and |S| represent the number of transactions in S. Let I(D) be the collection of itemsets 
that appear in D; a set of items X is an element of I(D) if and only if the items in X 
appear jointly in at least one transaction t∈D. For a set of transactions T, let 
expSup(X,T) be the expected support (computed according to Equation (1)) of X in T. 
Then the support of X in S is given by sup(X,S)= expSup(X)/|S|.  

Given a specified minimum support minSup, the SARMUT algorithm proceeds as 
follows: 

1. Extract a relatively larger simple random sample S from D; 
2. Compute sup(X,S) for each 1-itemset and the averages of all transactions; 
3. Using the supports and sum computed in Step 2, trim outliers from S to obtain the 

final small sample S0; 
4. Implement a standard association rules mining algorithm against S0—with 

minimum support minSup—to obtain the final set of association rules. 

In Step 1, the random sampling approach we use performs without replacement. Steps 
2 is straightforward and step 4 uses a standard association rule mining algorithm such 
as UApriori which is an extension of set-enumeration algorithm proposed in [6]. 

The crux of the algorithm is in step 3. Distance is denoted by the measure of 
difference between two transactional sets to choose which transactions should be 
trimmed away, which will be described in details in the following subsection. 

3.2   The Distance Function  

Unlike FAST which is designed just for precise count data applications, our proposed 
SARMUT is modified to fit for the association rules mining in uncertain data. The 
key modifications to FAST are as follows:  
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1. The method of expected support computation is changed to fit for uncertain data 
and it uses Equation (1) to calculate the value of each frequent itemset.  

2. The measure used to sort out transactions contained in the final sample is 
modified in SARMUT. We add another characteristic, the average of all existential 
probabilities in a transaction to the definition of “distance”. 

Since the final sample has a chance of losing some information of the original 
database, a good sampling algorithm is able to select a collection of transactions that 
is very similar to the whole database in order to produce the same frequent patterns 
mining result. We use “distance” as a measure that compares the difference between 
the sample set and the whole set. In this context, the definition of the measure 
“distance” is very important to the effectiveness of the algorithm. The measure 
“distance” based on the characteristics of transaction database should be able to 
reflect useful information in the whole set. Chen, et al [8] used the difference with 
respect to the expected supports of all 1-itemsets to define “distance”. In view of the 
property of transactional database with uncertain data, we add another characteristic 
to measure the distance between the sample set and the whole set.  

According to Equation (1), we can deduce that the larger P(x,ti) is, the larger 
expSup(X) (x∈X) is. Larger existential probabilities exert more remarkable influence 
on the value of the expected supports. It is necessary to select typical transactions 
with larger existential probabilities to the sample set. Based on this conclusion, we 
add the average of all existential probabilities in a transaction to the “distance”, 
denoted by T_dist(ti), which can be computed as follows: 
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Let ti _size be the number of items in transaction i, and ti represent transaction i. Let S 
be the initial sample set, Sf be the final sample set and Sm be the current sample 
which is the subset of S. The discrepancy of Sm and S is computed by using the I_dist 
metric: 

1( )
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Equation (3) and (4) represent the vertical and horizontal characteristics of the 
database respectively. Then we merge these two characteristics into one equation: 

( , ) _ ( , ) 0.01 _ _ ( )
i

Dist Sm S I dist Sm S i size T dist t= + × × . (5)

where ti ={S-Sm}.  
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3.3   The Trimming Method 

Given a desired number of transactions in the final sample final_size, our goal is to 
choose fianl_size transactions to constitute the final sample in order to make the 
Dist(Sm,S) (|Sm|=|Sf|) minimal. The problem can also be represented as follow:  

minimize ( , )Dist Sm S . (6)

We can see that this combinatorial optimization problem is NP-complete. Since the 
database constituted by transactions can be broken into some small parts, we can use 
an alternative greedy algorithm to find an approximate solution. A greedy algorithm 
follows the problem solving metaheuristic of making the locally optimal choice at 
each stage with the hope of finding the global optimum. The defect of such methods 
is their high calculation burden in which case the quantity of data is very large. 
Therefore in SARMUT, the goal is to explicitly trade off speed and accuracy. 

Extract a larger simple random sample S from D; 
Set Sm = S; 
Compute sup (X,S) for each 1-itemset X∈I1 (S); 
Compute the sum of all ave(ti) for each transaction ti in Sm; 
while(|Sm| >fianl_size)  
{   Divide Sm into disjoint groups of k transactions each; 

for each group G  
{ 

Compute sup(X,Sm) for each item X in Sm; 
Set Sm = Sm −{t*},where  

Dist(Sm −{t*},S)=minti∈G Dist(Sm −{ ti },S); 
} 

} 
Implement a standard association rules mining algorithm against Sf —with 

minimum support minSup; 
Obtain the final set of association rules. 

Fig. 1. The basic SARMUT Algorithm 

By choosing a value of k between 1 and |S|, the algorithm starts with setting Sm=S. 
Then divide Sm into groups and each group contains k transactions. For each group, we 
compute every Dist(Sm,S) where Sm={S-ti} and ti∈{t1, t2,..., tk} in the group denoted 
by G. The minimal Dist(Sm,S) will be found and the corresponding transaction ti will 
be trimmed from the sample Sm, because its removal will result in the slightest 
variation in Equation (5). Repeat this procedure until the size of Sm reaches to 
final_size given by users. The basic SARMUT algorithm is given in Fig. 1. 

4   Performance Study 

In this section, we present the performance study for SARMUT and the extension of 
classical algorithms to find association rules from sampled transactions-FAST. The  
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standard association rules mining algorithm we used is UApriori proposed in paper 
[6]. The experiments were conducted on a machine with 3.10 GHz CPU and 4G main 
memory installed. The operating system is GNU/Linux. 

4.1   Experimental Methodology 

The final sampling ratios chosen are 2.5%, 5%, 7.5%, 10% and 10%. Preliminary 
experiments showed that a value of k=20 for the group size worked well in both 
FAST and SARMUT, and we therefore use this value throughout. We select 30% 
transactions of the whole dataset to obtain the initial sample for SARMUT and FAST. 

Two data sets were used in the experiments-T40I10D100K and T25I15D320k, 
which were modified in literature [6]. For each dataset and algorithm, we run the 
algorithm 50 times, and then for each result we adopt the averages of the 50 
observations.  

Notation 2. Denoted by S_T the number of frequent itemsets that sampling-based 
mining algorithm produced from sample S and D_T the number of frequent itemsets 
that standard mining algorithm produced from the whole dataset. And let T_T be the 
number of the association rules both found by the two kinds of algorithms. We take 
the measure of accuracy as follows: 

_ _ _ _
Accuracy 1

_ _

S T T T D T T T

S T D T

− + −
= 1 −

+
, (7)

4.2   Experimental Results 

Accuracy vs. Sampling Ratio 
Table 1 and 2 illustrate the accuracies of the different algorithms on the synthetic 
databases. As shown in the figures, SARMUT outperforms FAST in most cases. It 
also can be seen from the figures that as the final sampling radio increases, the 
algorithms get better accuracy, because large samples can reflect the whole database 
well and truly and they contain more useful information. The similar trend can be 
observed in variety of minSup with respect to accuracy, for the higher minSup lead 
much fewer patterns produced both by SARMUT and FAST with expected support ≥ 
minSup. 

Execution Time 
Table 3 shows the sampling part execution and total execution time (sampling plus 
subset frequent itemsets mining) of SARMUT, FAST and UApriori on T40I10D100K 
database as a function of the final sampling ratio. We consider only 30% transactions 
of the dataset as the initiative sample in both SARMUT and FAST. Experimental 
results indicate that, when final_size decreases, more transactions should be removed 
from the initiative sample, and thus longer runtime for sampling part is required. 
Moreover, both SARMUT and FAST run much faster than the non-sampling algorithm 
UApriori. 
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Table 1. Accuracy 1 vs. Sampling Ratio on T40I10D100K 

final_size 2.5% 5% 7.5% 10% 

minSup(%) SARMUT FAST SARMUT FAST SARMUT FAST SARMUT FAST 
0. 4 0.846 0.824 0.888 0.871 0.909 0.886 0.918 0.901 
0. 6 0.857 0.836 0.895 0.888 0.915 0.903 0.927 0.919 
0. 8 0.865 0.855 0.903 0.895 0.921 0.916 0.930 0.925 
1.0 0.871 0.866 0.911 0.904 0.929 0.921 0.936 0.929 
1.2 0.883 0.870 0.915 0.908 0.933 0.923 0.943 0.934 
1.4 0.892 0.879 0.930 0.917 0.938 0.930 0.947 0.938 
1.6 0.913 0.902 0.945 0.927 0.947 0.941 0.955 0.946 
1.8 0.939 0.917 0.950 0.941 0.958 0.952 0.970 0.949 
2.0 0.948 0.934 0.968 0.953 0.973 0.964 0.975 0.968 

Table 2. Accuracy 1 vs. Sampling Ratio on T25I15D320K 

final_size 2.5% 5% 7.5% 10% 
minSup(%) SARMUT FAST SARMUT FAST SARMUT FAST SARMUT FAST 

0.1 0.779 0.715 0.858 0.824 0.884 0.869 0.905 0.888 
0.2 0.864 0.859 0.905 0.900 0.923 0.920 0.933 0.931 
0.3 0.864 0.859 0.905 0.901 0.924 0.918 0.934 0.930 
0.4 0.867 0.857 0.908 0.902 0.927 0.919 0.935 0.930 
0.5 0.874 0.864 0.912 0.903 0.927 0.922 0.939 0.930 
0.6 0.888 0.878 0.924 0.913 0.936 0.932 0.949 0.938 
0.7 0.904 0.891 0.929 0.924 0.949 0.939 0.951 0.946 
0.8 0.917 0.903 0.945 0.934 0.952 0.946 0.960 0.954 
0.9 0.944 0.926 0.967 0.947 0.968 0.956 0.970 0.964 

Table 3. Execution of FAST,SARMUT and UApriori when minSup=0.2% with T40I10D100K 

final_size 
FAST 

(sampling part) 
SARMUT 

(sampling part)
UApriori on 

subset 
FAST 
(total) 

SARMUT 
(total) 

UApriori 

2.50% 30.02 40.3 20.28 50.3 60.58 351 
5.00% 27.55 36.91 28.71 56.26 65.62 351 
7.50% 25.07 33.51 36.55 62.07 70.51 351 

10.00% 22.61 30.10 45.82 68.43 75.92 351 

5   Conclusions 

In this paper we studied the problem of finding association rule from existential 
uncertain data. We solved this problem with the sampling method and introduced 
SARMUT, which is a variant of FAST algorithm. Based on the two-phase trimming 
strategy of FAST, we modify the algorithm to fit for uncertainty and add the 
vertical and horizontal characteristics of the uncertain database to the “distance” 
function in order to remove “outlier”. The experimental results show that the sample 
we get is more similar to the whole database and contains more useful information so 
that the accuracy is better than the natural extension of FAST. Moreover, SARMUT 
runs much faster than the standard mining algorithm while its accuracy is still very 
high. 
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Abstract. In a multi-agent system, the agents have the capability to work 
collaboratively to solve the complex task. In recent years social computing 
provides a new perspective for multi-agent collaboration. This paper first 
introduces the role model and role relationships including role inheritance, role 
preference, role binding etc. Then a relation-web model is proposed referring to 
the social computing research. To a great extent, the relation-web model is used 
to simulate the social collaboration. The relation weight called trust degree is 
updated according to their collaboration result. When a complex task is 
assigned to some agents, the agents will construct the relation-webs for the sub-
tasks completion. Finally, to test the relation-web model, an experiment is 
designed to predict the electricity consumption. The result proves the model to 
be available and useful while simulating the multi-agent collaboration process 
for solving the practical problem. 

Keywords: relation-web model, multi-agent system, collaboration. 

1   Introduction 

One main challenge in multi-agent system is to build an effective model for multi-
agent system collaboration. Multi-agent system collaboration has become an 
interdisciplinary research field including economic model, decision theory, logical 
reasoning and social intelligence etc. Now social computing, simulating complex 
social processes, provides a new perspective for multi-agent system research. The 
literature[1]  pointed that agent-based social modeling focuses on the cognitive 
modeling of social behavior and individual agents’ interactions. Social computing will 
strongly influence system and software developments  

In multi-agent system, a lot of agents construct an agent society which has the 
capability to support the complex social behaviors simulation. The multi-agent system 
collaboration should make full use of the social computing research results. Our major 
challenge for multi-agent system collaboration is to design models and test the 
simulation process. Thus our work focuses on the multi-agent system modeling and 
testing the collaboration model using social computing technologies.  

The rest of this paper is organized as follows. Section 2 introduces the related 
work. Section 3 illustrates the relation-web model in detail. Section 4 gives an 
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experiment for electricity consumption prediction based on the relation-web model. 
Finally we conclude in Section 5. 

2   Related Work 

Considering different agent models and application scenarios, researchers have 
proposed various collaboration mechanisms [2], such as decision theory, logical 
reasoning and dynamic planning etc. From the social computing point of view, by 
integrating the social cooperation mechanism and multi-agent evolution for numerical 
optimization, Pan et al. [3] provided a social cooperation mechanism which imports 
the trust degree to denote the historical information for agents. In their work, the 
acquaintance net model was imported to construct and update the local environment 
of the agent. It improved the convergence rate by the cooperation characteristic of 
agents. Tao et al. [4] proposed an extended contract net protocol by introducing the 
acquaintance coalition policy, the trust degree parameter and the adjustment rules. 
Virginia Dignum and Frank Dignum [5] highlighted that social relationships 
determine different types of power links between roles and investigate what is the 
exact nature of this relationship between roles in an organization and what are the 
consequences of different structure forms. 

Z.E. Chang and S.Li [6] developed a social collaboration model for group decision 
making process. Multi-agents could collaboratively work together to carry out a 
common task under a real-time 3D GIS environment. Fei-Yue Wang and Daniel Zeng 
et al. [1] have done some beneficial research in agent-based social modeling. They 
thought that the characterization of social structure and relations are typically 
represented via nodes and ties in network representation, such as complex social 
networks. Especially simulating complex social processes raises many research issues 
such as model specification, experimental design, and testing the simulation model. 
Now there exist the research gaps between individual cognitive modeling and multi-
agent social simulation. 

Although there is a lot of work on the combination multi-agent theory with social 
computing, these mentioned works are very useful and inspired us to do the research 
on the relation-web model to simulate the social network and support multi-agent 
system collaboration.  

3   Relation-Web Model Construction 

In this section we first define the basic concepts including role model and role 
relationships in support of building relation-web model. Then we introduce the 
relation-web model construction and its application in the multi-agent system 
collaboration. 

3.1   Role Model 

Roles are abstract entities which have some goals, responsibilities and capabilities etc. 
A number of agents are able to play a specified role. Likewise, one agent can play 
many roles in different scenarios.  
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Role: R::=<ID, Description, Goals, Responsibilities, Relationship, Collaborators, 
Authorities, Policies, Priority > 

ID is a unique identifier; 
Description gives an overview of the role; 
Goals is one or several goals for the role to achieve; 
Responsibilities describes the specific execution behaviors; 
Relationship depicts the relations between the roles, such as role inheritance, role 

evolution and role conflict etc., which is helpful for role management and reasoning. 
Collaborators represents the partners of roles; 
Authorities shows the role’s behavior permissions and prohibitions; 
Polices can be regarded as some constrained rules, which includes action policy, 

goal policy and utility policy etc.; 
Priority is used to constrain the role’s preference.  
Role Relationships: 

Role inheritance: Rr,r 21 ∈∀ , if ,rr 21 ⊆  the corresponding attributes r2 is r1’s 

subset, r2 inherits r1 denoted as 21 rr → . Role inheritance has the transitivity, and it 

provides ways of extending and classifying the existing roles. The users can define 
different sub-roles by inheritance.  

Role assignment: Rr,r,r 321 ∈∀ , if the role r1 assigns role r3 to the agent playing 

role r2,  it is denoted as 2
r

1 rr 3⎯→⎯ . Role assignment provides flexible ways to 

manage the roles dynamically. 

Role conflict: ,Rr,r 21 ∈∀  if ,goalsg,goalsg
2211 rr ∈∈∃ and ,gg

21
⊥  we 

call 1r  and 2r  conflict denoted as 21 rr ⊥ , where 
21

gg ⊥  means r1 and r2 have 

conflict goals. 

Role preference: Rrr 21 ∈∀ ， , if ,prioritypriority
21 rr > it is said that 1r  

prevails 2r denoted as 21 rr , where 
21 rr prioritypriority >  means r1 has the 

higher priority than r2 . 

Role evolution: Rr,r 21 ∈∀ ,if ,rr 21 →  and 2r  extend 1r ’s goals, responsibilities, 

authorities and so on, we define 1r evolves to 2r  denoted as 21 rr ⎯→⎯+ . Role 

evolution shows that the roles may be extended under specific conditions. 

The agent is regarded as the autonomous entity which plays the specified roles in the 
system. Through role binding, the agent instances can be generated from roles.  

Role-Agent binding: it is a map from the agents to the roles, the map function is 

denoted as bind(R): AE2R → , AE2  is the power set of the agent AE, that is to say, a 
number of agents can undertake one role. The role can dynamically bind to agents. 
Given that the set of agents As＝{a1, a2,…, an} and the set of roles Rs = { r1, r2, …, rm }, 
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the role binding matrix RB is defined as follows: RB=RsT×As = {r1 ,r2, …, rm}T×{a1, a2, 

…, an } =

1 1 1 2 1

2 1 2 2 2

1 2

...

...

...

...

n

n

m m m n

r a r a r a

r a r a r a

r a r a r a

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

, 

ri aj =.
⎩
⎨
⎧

lse     0

a   tobinds r     1  ji

e
(1 ,1 ,i m j n m n≤ ≤ ≤ ≤ ∈ℕ) 

In this definition, riaj represents whether ri binds to aj or not. If ra=1, agent a inherits 
the r’s attributes. For example, the r’s goals is mapped to a’s goals. That 

is, ararr gggoalggoalg →⇒∈∃∈∀ )(bind,s a .  

For example, in an international conference there are various roles such as 
conference chair, session chair, author, presenter and so on. When a paper is accepted 
and the author registers for the conference, the author’s role evolves to a paper 
presenter. The role of presenter can bind to specific students or professors. The 
relationship between roles is depicted as figure 1. 

 

Fig. 1. Role relationships in the conference 

In this figure we can see the concrete professor and student agents bind with the 
roles dynamically in the conference scenario. Furthermore they will play different 
roles while their attributes change. 

3.2   Relation-Web Model 

Drawing on the experience of social computing and social intelligence research result, 
we build dynamic relation-web model to support multi-agent collaboration. The 
relation-web model describes the related agents to work collaboratively in figure 2.  
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Fig. 2. Relation-web model 

Relation-web model: RG=（As, Vs）, where As={A1, A2, …, An}, Ai  is the agent, 
i=1,2,…,n; Vs={V1, V2, …,Vn}, Vi  is the set of the agent Ai’s relation weights 
between Ai  and its acquaintances, Vi={rij, i, j=1, 2,…,L, j≠i, L is the number of Ai’ s 
acquaintances}.  The value of rij shows the relation intensity and interaction properties 
such as competition or coordination. Different from the proposed similar model[7],the 
relation-web model has reflexivity, non-symmetry and transitivity.  

In fact an abstract relation-web model can be constructed by abstract roles. 
Furthermore, the concrete models can derive from the abstract model by role binding. 
However, to illustrate the model’s essential characteristics, we just use the agents to 
construct the relation-web model directly. In Figure 2 A1 establishes the relationship 
with A3 and A5 directly, A4 establishes a relationship with A2 directly. The dashed 
lines r12, r16 represent that A1 can interact with A2 , A6 by the relation transitivity, r16= 
r13⊙r36, ⊙ is a composite operator. According to the agents’ interactions[8], r(Ai, 

Aj) also called trust degree is defined as r(Ai, Aj)=

⎪
⎩

⎪
⎨

⎧ −

noordinatio     1],0(

          0

0,1[

C

NA

nCompetitio）

.r )0,1[−∈  

means that the agents will compete to achieve the specified goal. If r ]1,0(∈ , it means 

that the agents will collaborate to achieve the common goal. Otherwise if r=0, it 
shows that the agents have no relations at the moment. For instance, given a football 
match the relation weight set {-1, -0.5, 0, 0.5, 1} is used to represent the {intense 
competition, competition, independent, coordination, full collaboration}. 

Supposed that agent is simplified as Ai=<AIDi, Capi, Addri, Rwi>, the parameters 
represent the agent identifier, capability, address and the set of relation weights 
respectively. Capi={C1,C2,…,Cm} will judge whether the agent has the capability to 
fulfill the given task. Rwi={Acqi, Ri}, the agent Ai’s acquaintances Acqi and the set of 
relation weight Ri={rij, j =1, 2, …, |Acq(Ai)|, j≠i}. If rij ≥ 0, the higher trust degree 
means that the agents have more probability to work collaboratively. When the agents 
need to collaborate to fulfill the assigned task, it will search its acquaintance set. 
Given that ι =<A0, A1, …, An>is the relation chain from A0 to An,  L(ι )=|ι | is the 
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length of L (ι ). The minimum distance from Ai to Aj denoted as D(Ai, Aj) = min(L(ι )) 
[8]. If D(Ai，Aj )≠∞, it is said that Ai  can reach Aj.  

Autonomic society[6] AS=<AEs, Rel, DF>, AEs is the finite set of agents, Rel is 
the set of trust degree, DF is a special agent responsible for agent registration, index 
and lifecycle management. When agents work collaboratively to fulfill the complex 
task, it will increase the communication cost during task decomposition and 
execution. If |Acq(A)| ∈ [1, |AEs|-1], the average execution cost(task) ∈ [O(1), 
O(|AEs|/2)]. Therefore, we should make a trade-off between the space complexity and 
the cost of maintaining the acquaintances.  

In practical applications, considering the trust degree changes dynamically, we 
should adjust the relation-web model dynamically to meet the trust degrees changes. 
For complex multi-agent systems, agents usually have no global knowledge and trust 
degrees will not be obtained accurately beforehand. When agents work together, it 
will succeed or fail. According to the final result, we will increase the trust degree if 
they succeed finally. Otherwise the trust degree will decrease. This will insure that the 
agents with higher success rate will increase the relation weight gradually. 

Let the trust degree of Aj at t moment is T(Ai, Aj, t)∈[-1,1], and at the initial 
moment t=0, the trust degree of Ai → Aj, T(Ai，Aj，0) = 0. While agents work 
collaboratively, T will increase a value δ( reward) if they succeed. Otherwise T will 
decrease a value γ(penalty) . How to determine the values of δ and γ is a key problem. 

 

Fig. 3. The three types of agent 

We divide the agents into three kinds: conservative agent who is allergic to the 
loss, peaceful agent whose utility is proportional to the adding profit, and aggressive 
agent that is more allergic to the gain profit. According to the kinds of agent, 

),(val γδ  is defined as follows. 

=),(val γδ
⎪
⎩

⎪
⎨

⎧

<
=
>

agent  Aggressive, 

agent  Peaceful, 

agent  veConservati, 

δγ
δγ
δγ

When Ai and Aj collaborate 

successfully, T(Ai, Aj, t + 1) = min(1, T(Ai, Aj, t) +δ). While agent Ai and Aj fail to 
finish the task except other emergencies, T(Ai, Aj, t + 1) = max(-1,T(Ai, Aj, t) -γ). 
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Furthermore, the trust degree can be defined as a relation weight function denoted 
as Ft(x1, x2, …, xk), where x1, x2, …, xk is the influence factors, which is capable of 
describing more complex relation-web models. 

3.3   Relation-Web Model Based Collaboration 

For the multi-agent system, the capability of solving complex problems is usually 
established by the agents’ collaboration. In our work, once the task Tj is allocated, 
first we build agent society according to the relation-web model. The irrelevant agents 
will be excluded or considered with a low probability. While building the agent 
society, we mainly match the agents’ capabilities and compare their trust degrees. 

Let TAS represents the agent society for task T, T is assigned to some agent Ai 

∈
TAS . Si represents that the relation-web of Ai ( TAS ⊇ Si). The 

agent∈ TAS has some capability to support the task T completion. Once the relation-

web is built, the task is decomposed into some sub-tasks according to the allocation 
policy. And the agents will be responsible for completing the specified sub-tasks. 
Finally all the returned sub-results will be summarized. Figure 4 illustrates multi-
agent system collaboration for task T based on relation-web model. 

 

Fig. 4. Multi-agent system collaboration 

The execution steps are as follows: 

(1) The task T is decomposed into four sub tasks T1, T2, T3 and T4. 
(2) DF agent assigns tasks to the agent society including four agents Ai, Aj, Au and 

Av. 
(3) According to the respective relation chain, Ai, Aj, Au and Av search and match 

the capability of the acquaintances to finish the sub-tasks. 
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Table 1. Basic roles in the relation-web model 

ID PSA(Power Company) 

Description According to the power consumption, the PSA role suggests the power 
price to the government 

Goals Suggest the reasonable power price 

Relationship CA , PMA 

Collaborators CA, PMA 

Responsibilities PSA=(WaitStartStep·QueryCustomer·GetCustomerConsumption·Calc
ulateStepTotalConsumption·SubmitTotalComsumption·SendPriceAdv
ice)+  

Authorities Read: PowerPrice PersonalConsumption 
Write: StepTotalConsumption 
Send: PriceAdvice 

Polices PriceMeetMarket==TRUE 

Priority Low 

 
ID CA(Electicity Consumer) 

Description According to the personal income, power price and social influence, 
the CA role computes the power consumption. 

Goals Evaluate the power consumption 

Relationship PSA, PMA 

Collaborator PSA, PMA 
Responsibilities CA=(WaitStartStep·ReceivePrice·ContactNeighbour*·ConsumePower

·ReplyNeighbour·SendPersonalComsumption)+ 
Authorities Read PowerPrice  NeighboursList  PersonalParameters 

LastStepConsumption  StepID 
Write StepPersonalConsumption  SocialWeights 

Policies PersonalPowerConsumption>0 
Priority Medium 

 
ID PMA(Government Sector as the price maker) 

Description According to the constumer power consumption and the suggested 
power price, the PMA role makes the power price. 

Goals Specify the power price 
Relationship CA ,PSA  
Collaborator CA,PSA 
Responsibilities PMA=(ContactCustomer*·GetCustomerConsumption·ListenPriceAdvi

ce·SpecifyPowerPrice)+ 
Authorities Read: PowerConsumption  CompanyPrice 

Write: SpecifiedPrice 
Policies PowerPriceAcceted==TRUE 
Priority High  
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(4) Match capability, sort and select the acquaintances with higher trust degree. Ai, 
Aj, Au, Av will form their respective relation-webs, which will be responsible for T1, 
T2, T3 and T4. 

(5) The agents collaborate to finish the sub-tasks. 
(6) After they all fulfill the sub-tasks, the result are summarized and evaluated.  
If the utility of Ai, Aj, Au and Av  for executing sub-tasks  is cost(Ti,j,u,v) 

respectively, the utility of task T is Cost(T)= 
n

∑
i

i )cost(T
, n=4. 

4   Experiment Design and Analysis 

To test the relation-web model in a real application, we design the experiment for 
electricity forecasting. Firstly, we analyze and define the roles including PSA, CA, 
PMA in power supply chain. The basic roles depicted in table 1. 

PMA charges for making the electricity policy between CA and PSA. PSA 
provides power to CA, and CA evaluates the power demands according to the family 
income, electricity price, household appliances, etc. PMA takes a variety of effective 
measures to regulate the electricity price.  The agents build a relation-web model and 
work collaboratively while playing different roles. Figure 5 depicts the collaboration 
scenario. 

 

Fig. 5. The relation-web model for electricity consumption prediction 

The electricity consumption is affected by a lot of factors. Usually, the electricity 
consumption can be expressed as C=f(P, Z), where C is the quantity  of electricity 
consumption, P is the electricity price, Z represents the other influence factors 
including income level, household appliances, habits of using electricity and so on. 
The electricity demand of CA is expressed by the formula : 

( ) ),()(),(, tiicZtibPatiC ε+++= , ( )tiC ,  is the family i’s electricity 
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consumption in time interval t , ),( tiP  is electricity price, )(iZ  is the user attribute 

eigenvector, a, b, c are constant coefficients, ),( tiε  is the error term. 

The literature [9] builds measurable short-term economic model from user 
requirement, which considers the influences including income and electricity price. 
They used the model to predict the electricity consumption without considering other 
social influence factors. 

In fact, every family’s electricity consumption is not only affected by the 
consumer’s income and electricity price, but also affected by the number of family 
members and household appliances, saving habits and education etc. By analyzing the 
influencing social factors, the calculation model of CA’s electricity consumption is 

represented as ( ) ),(),()(),(, titidSicZtibPatiC ε++++= , where ),( tiS  is 

social factor vector, d  is coefficient, the others are same as the model mentioned 
above. The influencing factors include family income, policy and other social factors 
such as education, advertisment etc. 

We build the multi-agent relation-web model experiment for electricity predition: 
PSA, CA and PMA represent the power company, the consumer, the government 
sector respectively. SA is used to integrate the final result. SA sets the related 
parameters for every participant and controls the simulation process. PMA makes the 
electricity price. CA estimates electricity requirement accoring to the relation-web 
model. CAs sends individual electricity demand to SA, SA calculates the total 
electricity consumption. Figure 6 depicts the structure of multi-agent relation-web 
platform. 

 

Fig. 6. Relation-web experiment platform 

MAGE [10] is a multi-agent platform that is used to develop the relation-web 
model. CA represents every family and they influence each other. The dynamic 
influence is quantified by changing relation weight. In this experiment there are two 
kinds of influences on electricity consumption, one is direct influence from the 
government policy and education, the other is indirect influence from the neighbours. 

In the experiment, there are four types of consumers, the diagram distinguishes 
these four types with different colours. Figure 7 depicts the relation-web construction. 



142 M. Wang et al. 

 

Fig. 7. Relation-web for multi-agent collaboration 

As figure 7 depicted, each CA fixed on a grid defined as CA(x, y), ),( yx is the 

coordinate of CA. To simplify the relation-web model, we define eight grids circling 
around CA(x,y) as the CA’s neighbors. Thus, the maximum number of the neighbors 
is eight. Every CA is only influenced by its neighbors. For example, )1,1(CA  has 

three neighbors including )2,1(CA , )1,2(CA  and )2,2(CA . The influence is 

calculated by the trust degree. Every neighbor calculates its influence over )1,1(CA  

and transfers the total value to )1,1(CA  which adds all the values as the influence 

from the neighbors. The society influence is denoted as )(),(
0∑ =

= n

j jswftiS , 

where jsw  represents the trust degree for agent j to i, n is the total number of agent 

i’s neighbors. According to the domain knowledge, we define the trust degree 

function as ( ) ]9,0[,
1

1
))5((

∈
+

= −− x
e

xf
x

.  

In the simulation experiment, each agent represents different customers which are 
bound to different roles. We use the model to predict the electricity consumption. The 
execution steps are as follows:  

1) Initialize and construct the relation-web model. The initialization includes 
setting the parameters for relation-web scale, the types of agent playing 
different roles, the maximum response time and iteration steps and so on. 
Then generating the concrete agents randomly. 

2) PMA makes the suggested electricity price and informs CAs and PSA. 
3) Each CA gets the price, collaborates with the neighbours and calculates the 

society influences. 
4) Each CA takes into account the social influence, estimates its own electricity 

demands and reports the demands to PSA. 
5) PSA collects and calculates all of the consumers’ electricity demands, inform 

the total demand to PMA, and give some suggestions if necessary. 
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6) PMA decides whether it should adjust the electricity price according to the 
feedback demands. Goto step 3), start next iteration. 

7) Finish the simulation process and output the result. 

During the collaboration, the consumers interact with its neighbours to get social 
influence value. 

The experiment result gives the electricity demand prediction illustrated in figure 8. 

 

Fig. 8. Electricity prediction based on relation-web model 

From the diagram, the electricity demand prediction based on the relation-web 
model has a better result which is closer to the real value. 

The experiment result shows we can predict the electricity demands more 
accurately when considering the social influence factors. In fact when taking into 
account the social influences based on the relation-web model, the customer’s habits 
will be calculated for the precise prediction. 

5   Conclusions and Future Work 

Multi-agent system collaboration has become an interdisciplinary research and 
application field. Referring to the social collaboration mechanism, we provide a 
relation-web model for simulating simple social network. And the experiment result 
gave a better prediction for real applications. To improve the efficiency, now we 
mainly adopt a top-down method during the task allocation in the experiment. 
However, an efficient relation-web model should be constructed not only by a top-
down method, but also constructed and trained by the bottom-up method from the 
beginning. Our future work will focus on the dynamic relation-web model update by 
combing these two methods and will take advantage of the fuzzy rules and semantic 
reasoning to describe complex relation-web. 
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Abstract. With the information explosion speeds up the increasing of computing 
complexity rapidly, the traditional centralized computing patterns are under great 
pressure to process those large-scale distributed information. However, the 
agent-based computation and high-level interaction protocols foster the modern 
computation and distributed information processing successfully. The multi-
agent system (MAS) plays an important role in the analysis of the 
humaninteraction theory and model building. This study focuses on the formal 
description of MAS, the conflict-resolving mechanisms and the negotiation in 
MAS. The communication between agents has some special requirements. One 
of them is asynchronous communication. Used communication sequence process 
(CSP) to descript a model of agents communication with shared buffer channel. 
The essence of this model is very suitable for the multiagents communication, so 
it is a base for our next step job. Based on the communication model, explored 
the distributed tasks dealing method among joint intention agents and with 
description of relation between tasks we give a figure of agents’ organization. 
Agents communicate with each other in this kind of organization. The semantics 
of agent communication is another emphasis in this paper. With the detailed 
description of agents’ communication process, given a general agent automated 
negotiation protocol based on speech act theory in MAS, then we use CSP to 
verify this protocol has properties of safety and liveness, so prove it is logic 
right. At last a frame of this protocol’s realization was given. 

Keywords: Multi agent system, Automated negotiation, CSP calculus, 
Liveness, Joint intention. 

1   Introduction 

The theory of Multi-Agent Automated Negotiation involves extensive applying fields 
and many kinds of methods. The theory mainly lies in Argument Based Automated 
Negotiation [1], Game Theoretic Models and Heuristic Approaches. In application, it 
can be divided into two categories [2], Agent’s Negotiation within MAS and Self-
interested between different MAS [3-5]. Those theories supporting the interior 
collaboration of MAS are like Self-interested, Joint Intentions and Shared Plans, no 
matter which are have differences, they have been working under the premise of 
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identical intention and target of Agent within MAS [6]. This text will discuss the Joint 
Intentions in Multi-Agent Automated Negotiation of MAS [7]. 

If Multi-Agent in MAS interacts successfully, there must be three conditions 
demanded to be satisfied as below: Communication Structure, that is, how to dispatch 
and take over information between Agent[8]; Communication Language, that is, 
Agent is required to understand the signification of the information; Interaction rules, 
that is, how to organize the conversation between Agent [9]. 

Regarding to the research of Agent Communication Structure, we have proposed 
MAS communication model in the previous parts [10-12]. In the second section, it will 
be stressed to analyze Agent’s asynchronous communication mechanism. As to the 
research of Agent Communication Language, presently there have been many abroad, 
like KQML, FIPA, ACL, Agent Talk, etc., so the language is not the emphasis in our 
text. Then, research of Interaction Rules is the second emphasis in the text. In the third 
part, the text will set forth the agreement of Agent Automated Negotiation and its 
validation. In the forth part, it illustrates and analyzes the complete frame of Agent 
Automated Negotiation. The fifth is the conclusion of the text. 

2   Agent Communication Mechanism 

2.1   Agent Communication State 

Agent is a status course which can accomplish the task automatically with the ability 
and agreement of communication, for example, PA  represents the course of Agent A. 

The course of Agent make the Agent’s ability which can be marked as 

Ability AP and TASK AP  means to be able to fulfill the task. 
The moving status of the static Agent in MAS can be classified as Active, Wait and 

Run. Agent in the Wait status will be activated after receiving the requests from other 
Agent and then run. Agent in Run status will negotiate with other Agent or provide 
services according to the Try-best principle. Stateouter  stands for the Run status of Agent: 

Stateouter∷=Wait | Active | Run 
Agent’s collaborating course observed from the outer MAS is the process that 

Agent runs in the Iouter=Staeouter* 
In an Agent’s collaborating process with Safety and Liveness, the circulation of 

Wait→Active→Run→Wait in Iouter will appear at least once to Agent’s launch and 
acceptance. 

Obviously, in the circulation of Wait→Active→Run→Wait, if any one part of 
Agent can not fulfill the circulation, it means something happened unexpectedly cause 
the deadlock or livelock to the system during the collaborating process, so the 
theorem attested. 

Example 1 Agent A past passage C to transmit one thing dispense with responsive 
notify m to Agent B. Agent A starting tenor is PA and agent B starting tenor is PB. The 
wholly cooperating process for：PA.（c）║PB（c）, with CSP: 

PA= Wait
o

→ Active→ Outer? x→ c! (m) → Wait 

PB= Wait→
o

Active→ c? (m)→ Wait 
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Wait

Active Run

0

 

Fig. 1. Agent outer state transition fig. Sprung by events 

In fig. 1, Outer stands for exterior entity relative to single Agent. o is the triggered 

event of outer, o and o  is the coupling event, the said cooperating process possesses 
activity and security. 

2.2   MAS Asynchronous Communication Mechanism 

More and more application systems ask both corresponding sides of each other in a 
position to realize asynchronous communication mode. As a self-contained MAS 
communication structure, it is not only in a position to realize Agent's synchronous 
communication, but able to realize asynchronous communication. Miner’sðfiguring 
has realized transfer calculations by communication passage, which makes out that 
we can utilize Agent’s asynchronous communication mode to realize synchronous. 
The asynchronous communication’s ideal mode means that both corresponding sides 
own one infinite buffer queue. However, it is unpractical to deploy such infinite 
buffer queue to each Agent, whereas to share buffer channel may realize Agent’s 
transfer between asynchronous communication and synchronous communication 
better. 

Buffer channel C is such an Agent which set independent state switch and message 
buffer to all its relevant Agents and transmit messages for these Agents. 

Example 2 In Example 1, utilizing a buffered passage C is to realize communication 
process. This example can realize the asynchronous communication between Agent A 
and Agent B, and the whole collaborating process is: PA（C）‖PC‖ PB（C）, as 
showed below: 

Utilizing buffer channel may realize manifold asynchronous communication 
modes. Introductions of transmit message m through buffer channel as below 

PA= Wait
o

→ Active→ Outer? x→ C!  (m) → Wait 
PC= Wait→ C?  (m) → if(PB .Stateouter= Wait) then C!(m)→ Wait else Wait 

PB= Wait→
o

Active→ C? (m)·Wait 
The above process shows that Agent can realize asynchronous communication 

between Agents by use buffer passage. PC stands for buffer channel tenor. 
The synchronous communication between Agents asks Agents themselves shall be 

clear about each other’s corresponding location. If a MAS system owning N 
(numerous ) Agents would like to realize point-to-point communication between 
Agents, there will be N2 channels needed to set up, of which so many will complicate 
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the realization of Agent extremely. Using shared buffer channel can be good for 
realizing channel’s transmission between Agents. 

 
 
 

Fig. 2. Realize asynchronous communication between agents by using buffer passage 

Example 3  Agent A transmits a piece of service request and its own corresponding 
location to its relative buffer channel, and then waits for despondence. If Agent C will 
be able to content Agent A with service request, Agent C shall utilize Agent A’s 
corresponding location dispatch accepted message to Agent A. Therefore, there will 
be a synchronous communication channel set up between Agent A and Agent C. See 
Fig. 3 of communicating process. 

 
 
 
 
 
 
 

Fig. 3. Erect synchronous communication channel by utilizing buffer channel 

3   MAS Interior Cooperation Mode 

3.1   Agent Cooperating Principle 

When Multi-Agent in MAS begins cooperation, for the reason that there is a conform 
joint intension between Agent, the process of Multi-Agent in MAS works according 
to the principal of "From each according to his ability, abide by the law and behave 
oneself", that is, each Agent is trying its best to cooperated with other Agent. 

The cooperation between Agents is aimed at fulfilling a certain tasks. Because 
tasks can be divided into different but related sub tasks, the tasks from Agent’s point 
of view can be described as following: a material task can be regarded as sub-tasks’ 
assembling depending on different ability of Agent in MAS. Combining divided-task-
oriented Agent in compliance with sub tasks will be in position to form a furcation 
tree of k(k≥2). Relation between sub tasks is relation with or to time sequence. 
Agent’s organizing relation is determined by the relation between tasks. Description 
of sub tasks as below: 

(1) The sequential relationship of the tasks（＜）, manifests that Agent B’s task 
can not be begun before fulfilling Agent A’s task. Formalization to be described 
below: 

TASK
AP ＜TASK

BP |=PA; PB 

Agent A Agent BBuffer 
passwayC 

Agent A Agent BBuffer 
passway C 

Agent C
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Thereinto: TASK
AP and TASK

BP  respectively means the start-up tenor PA and PB 

of Agent A and Agent B are used to fulfill tasks. 
(2) The relation of “AND” between tasks （V）, indicates that Agent A and Agent 

B perform simultaneously sub task PA  and PB. After completing the sub tasks, Agent 
C begins their common and subsequential task PC. Formalization described as below: 

TASK
AP ∨TASK

BP |=（PA‖PB）＜TASK
CP |=（PA‖PB）＜PC 

(3) The relation of “OR” between tasks （ ∧ ）, indicates that Agent A and Agent 
B with the relation of “OR” perform simultaneously sub task PA  and PB, no matter 
which is fulfilled first, Agent C can begin its subsequential task PC. Formalization 
described as below: 

TASK
AP ∧TASK

BP |=（PA＜TASK
CP ）‖（PB＜TASK

CP ）|= （PA ＜PC）‖

（PB ＜PC） 
Example 4 TASKMAS means the task can be fulfilled by MAS, which is divided as 

the task tree seen in Fig. 4. 
 
 
 
 
 
 
 
 
 

Fig. 4. Task Tree 

(1) Relations between tasks: (((PA∨PB∨PC)＜PF)∨((PD＜PG)∧(PE＜PG ) ))PH 
(2) With CSP describing TASKMAS as follows: 
TASKMAS=(((PA‖PB‖PC ); PF)‖(PD ; PC‖PE; PG)); PH 
From the above mentioned：MAS is a task processing distributive system. The 

Agent’s ability can be realized by its corresponding tenor. The relations between tasks 
in MAS have determined that Agent is organized according to its dendriform 
communication topology which is the precondition for Agent’s automatic negotiation. 

3.2   Automatic Negotiation in Agent Protocol 

Agent automatic negotiation is the main method for multi-Agent to negotiate, which 
focus on three aspects lieing in negotiation protocol, negotiation object and 
negotiation policy. Negotiation protocol and negotiation object act as the textual 
points, but the negotiation policy is clampinged how to look for in Agent each from of 
negotiation space best in order to reach consistence, concretion content visible 
literature cited. 

PF 

PA 

PG

PE PB PC PD

PH
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Present hypotheses 1 to ensure negotiation agent could each other have partner 
faith in against due to MAS interior Agent according to Try-Best principle proceed 
synergic, furthermore MAS possess concurrent combine intent. 

Negotiation Agent knows each other in negotiation policy. 
Be on the negotiation with the result that decision agent toward internetwork 

communication negotiatory condition of Agent automatic negotiatory course  mission 
due to specific assignment require different communication quality guarantee AND 
specific network insurance. Text take mission negotiation AND internetwork 
communication negotiation as agent automatism negotiation in process two phase. 

Definition 4 MAS interior agent automatic negotiation course could include two 
phases. The first phase is based on multi-Agent automatic negotiation whose 
negotiation object includes task starting time, task ending time and the relation of the 
tasks; The second phase is the negotiation of Agent’s communicating conditions 
whose negotiation object include corresponding security policy and network service 
quality(QOS). 

According to the top analysis talks about with the correlative language behavior 
academic theories, we say the Agent automatic negotiation correspondnce in the 
procedure to state row word certain for: request, promise, refuse, advise, counter 
advise. In view of agreement  presence overtime event and agent unsolicited message 
transmission, so increase overtime（timeout）status and inform （inform）state row 
word that. Communication protocol engine of the communication process state as 
follows of the agent: 

Stateinner ∷ =Started| Requested | Accepted | Refused | Promised | Informed |  
Advised | CAd-vised | Timeout | Stopped 

Agent automatic negotiation protocol can be divided into information transmission 
layer, buffer channel layer and Agent negotiation protocol layer from bottom to top, 
of which buffer channel layer C is one of the needed layers between Agents to realize 
asynchronous communication. If it will realize point-to-point synchronous 
communication between Agents, it can do communication directly through channel C. 
As to the description of Agent automatic negotiation, it mostly focus on Agent 
negotiation protocol layer, while for the other layers, it only describes their services 
and running environment in brief. In essence, the function of Agent negotiation 
protocol layer is the description of process. 

The Agent A describe with Agent B whole negotiation procedural not formal as 
follows: Agent A first of all dispatch negotiation beg of Agent B received solicit 
aback, toward request message proceed analyses, could as per three strain scene 
dispose to：the first thing, in the event of Agent B receivability the solicit of Agent 
A, those Agent B  to Agent A dispatch take send , else dispatch thumb advise， down 
through upon, the service request block mode， of the such negotiation scene as 
conventional C/S. the second thing, Provide some Agent B can provide serve of 
instruct, but because of the restrict of the resource of system can't very much the 
serve, so the Agent B can put forward to Agent A the serve promises, the Agent A 
handles Agent B the commitment of serve can proceed very much: Reject or accept. 
the third thing, The Agent B thinks after analyzing the Agent A request Agent A some 
items modification within request empress, can satisfy the Agent A request still, like 
this Agent B after proceeding Agent A some items within request to modification, 
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conduct and actions the suggestion sends out to the Agent A. Agent A for the 
suggestion of Agent B can operation proceeding as follows: Accept, reject and put 
forward the counterproposal. either that of toward Agent A counterproposal, Agent B 
receivability, reject or set own the other one proposal for. 

3.3   The Verification of Agent Automatic Negotiation Protocol 

Utilizing process algebra to carry out formalization of communication protocol not 
only can state logic structure and time sequence nature of the protocol narrowly, but 
also is favorable to verify the protocol. The nature of the protocol includes Liveness 
and Safety. In the protocol system of liveness, its process algebra expression must 
own the recursion characteristic from initial state to the passing. If protocol stops 
executing a certain event and is unable to go on, the system will be dead locked. If 
protocol executes some certain events circularly and infinitely but is unable to return 
to initial state, the system will be alive locked. The system without dead lock or alive 
lock will be safe. 

Consider protocol JIAANP =| | | Pi =(P1 | | | P2 | | | … | | | Pn) =| | | (PS | | PR), 
because will not carry on communication directly between Pi and Pj (i≠j ) , can think 
that they are separate , namely can store in and lock or live and lock. So we may 
prove that if there is dead lock or alive lock appeared between promoter process PS 
and acceptor process PR of Negotiation. 

Considering three kinds of different conversation scene Q1 in agreement JIAANP, 
Q2 , and Q3, among them, the simple message is sent and received in the execution 
course of Q1 and Q2, not forming circulation in the state changes picture of the 
agreement, so they will not be formed and extremely locked or lived the lock. There is 
proposing and counter proposal circulation in the execution course of Q3, it carries 
out course and may be formed and locked and lived and locked very much, the 
complexity because transmit for the agreement overtime proves the difficulty brought 
for the agreement, so we suppose: The transmission of the network is reliable , the 
feedback between Agent is in time, namely, logic exactness of the agreement that the 
prerequisite without incident in overtime comes down to prove in the agreement. 

4   Conclusions 

This text provides a common and communication-based Agent cooperation mode by 
studying mutual behavior of Agent cooperation. The text also uses some effective 
format ways to depict automatic negotiation protocol of Agent process and verify the 
validity of the protocol’s logic. Finally, the text makes an implementation frame for 
this agreement. While using blackboard mode to realize buffer channel in this 
implementation frame, it provides a deployed agreement stack extra and at last it 
presents performance analysis and expandable analysis. In addition, as to negotiation 
between Agent in MAS, because the advantage difference of Agent group negotiating 
with Agent which has a conform joint intension has great differences on negotiation 
principle and strategy, the self-interested Agent’s negotiation agreement between 
MAS is our next work under research. 
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Abstract. A temperature compensation scheme of detecting automobile exhaust 
gas based on fuzzy logic inference is presented in this paper. The principles of 
the infrared automobile exhaust gas analyzer and the influence of the 
environmental temperature on analyzer are discussed. A fuzzy inference system 
is designed to improve the measurement accuracy of the measurement 
equipment by reducing the measurement errors caused by environmental 
temperature. The case studies demonstrate the effectiveness of the proposed 
method. The fuzzy compensation scheme is promising as demonstrated by the 
simulation results in this paper. 

Keywords: Automobile exhaust gas, Fuzzy inference, Temperature compensation. 

1   Introduction 

There are more and more automobiles in the world, and the annual output of the 
automobiles has exceeded 50 millions [1]. The automobile exhaust pollution is 
becoming more and more serious. The accurate measurement and proper treatment of 
exhaust gas of the automobile are very important. Exhaust gas of automobiles is a main 
source of pollution, and that pollution is difficult to be treated because analyzing and 
detecting exhaust gas of the automobile is a complex technology based on many 
subjects. Many countries invested a lot of man power and financial power to solve the 
automobile exhaust problems, but there is still no technique that can be accepted by all 
the users.  

Recently, infrared gas analyzer are widely used to detect and measure the 
components of the gases, but the measurement accuracy are influenced by factors 
arising from testing conditions, such as environment temperature, which may lead to 
erroneous gas detection [2], [3]. 
                                                           
*  Corresponding author Zhaoxia Wang became an Associate Professor in Tianjin University of 

Technology from 2004. She is now with the Department of Electrical & Computer 
Engineering, National University of Singapore, 119260. 
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Computational intelligence, which is known to be different from the conventional 
computing, called the soft computing, mainly includes fuzzy logic [4], Genetic 
algorithms [5], neural networks [6], and the combined method of any formers, such as 
fuzzy neural networks [7], is being rapidly developed in recent years. Fuzzy logic is a 
branch of computational intelligence. It is a powerful tool for modeling human 
thinking and perception. This makes it easier to perform tasks that are already 
successfully performed by humans. Human experience can be quantized into rules of 
the fuzzy inference system. 

Fuzzy set and fuzzy logic have became one of the emerging areas, which spread 
across various research fields, including control, pattern recognition, and other 
engineering problems. It has been applied in traffic control, network planning and fault 
diagnosis [8], [9], but only a limited number of publications on the application of fuzzy 
inference on detection of automobile exhaust gas have been reported [10], [11]. Our 
previous work employed fuzzy inference system into infrared exhaust gas analyzer in 
order to minimize the effect of the environment temperature and has demonstrated that 
fuzzy compensation scheme is better than the non- fuzzy method [11]. In this paper our 
previous works [11] are extended and the more reasonable membership functions and 
rules are selected to improve the accuracy of the measurements. 

The designed fuzzy temperature compensation scheme is shown in Fig. 1. 

 
Fig. 1. Fuzzy temperature compensation scheme 

There are two inputs and one output in the fuzzy temperature compensation 
scheme. One of the inputs is the density of the gas, which is obtained by infrared light 
sensor. The other input is the environment temperature, which is measured by using 
the temperature sensor. The rules are designed according to expert experience.  
According the output of the fuzzy inference system, the corrected concentration of the 
gas can be obtained.  

2   Reviewing and Analyzing the Principle of Infrared Automobile 
Exhaust Gas Analyzer 

The selective absorption of gas on infrared ray is used to analyze and process the 
data obtained from the sensor. The measured data is needed to be compensated because 
the error is too high when the variation of the temperature is high. 
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Inert gas does not absorb infrared energy, while the components of automobile 
exhaust gas are not only composed of inert gases, but also other different atom gases 
such as, as CO , CH  and 

2CO , etc. These gases can absorb the infrared energy in 

certain wavelength because they are not inert gases. The wavelength of the infrared 
energy, which can be absorbed, is called characteristic wavelength or feature 
wavelength. The absorption intensity is reflected by absorption coefficient. Due to the 
absorption of these gases, the energy of infrared ray will be reduced when the infrared 
ray go through the tested gases. The amount of reduced energy depends on gas 
concentration, the thickness of the gas chamber, and the absorption coefficient. The 
relationship is shown by Lambert-Beer’s law [2], [3], [10], [11]: 

)1(00
KLCEEEE −=−=Δ                                 (1)

 

where
 

 

0E  : the initial infrared energy before going through the gases  

E : is exit infrared energy after going through the gases  
C:   the gas concentration,  
L : the thickness of the gas chamber 
K:  the absorption coefficient. 

The absorption coefficient K  is a very complicated parameter, which not only 
depends on the type of the gases, but is also related to the absorbed wavelength, and 
affected by the environmental temperature, pressure and other factors. Therefore, for 
the real working environment, in which both the temperature and pressure are varied, 
K directly affects the absorbed energy of infrared ray, EΔ . Huston pointed out that 
the absorption for the weak-lighted zone and the strong-lighted zone can be 
represented by the follow equation [10], [11]: 

qpPcWdAE )()( 2/1 +== ∫Σ λλ                                      (2) 

qpPQWDCdAE )log(log)( +++== ∫Σ λλ                           (3) 

where c , C , D , Q , q  are constants determined by experiments. )(λA  is the 

absorption function for certain wavelength. λd  is infinitesimal increment of the 
wavelength. Σ  is the wavelength range. P  is the general environmental pressure. p  
is the measured gas pressure. 

)]273/(273[)76/( tplW +×=                                    (4) 

where t  is the environmental temperature; l  is the thickness of the measured gas.  
Equation (2) and equation (3) are employed for weak-lighted zone and the strong-

lighted zone respectively [10], [11]. 
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The above equations show that the environmental temperature is an important factor 
that influences the measurement accuracy of the sensor. The environmental 
temperature not only has an effect on the infrared ray absorption, but also directly 
affects the infrared radiation intensity and infrared detector accuracy.  

The aim of this research work is to establish environmental temperature 
compensation scheme to eliminate the effect of environmental temperature.  

When gas chamber is filled with pure nitrogen, the concentration of the testing gas 
is zero. For the fixed system parameter, gas absorption coefficient and gas chamber 
length L  are fixed. So system parameter K can be obtained [10], [11].  

Most of the equipment is operated at room temperature.  In this paper, the room 
temperature 25℃  is selected as the standard temperature. The absolute error of 
measurement is:  

CTii oCCe
25

−=                                                            (5) 

where TiC is the gas density measured at the temperature Ti, and 
CoC

25
is the gas 

density measured at the room temperature 25℃.  
It has been demonstrated that higher the degree of the deviation from room 

temperature 25℃  for the environmental temperature, the higher the measurement 
errors are [10], [11]. Moreover, the denser the gas concentration is, the higher the 
measurement errors are. The compensation measurement must be considered because 
errors are too high to meet the demand of the measurement precision. 

3   Temperature Compensation Scheme Based on Fuzzy Inference 
System 

As mentioned in section II, for the different temperature, the sensors have different I/O 

characteristics. If the characteristic of TiC  is ensured at working temperature iT , we 

can get the corresponding output value C. The I/O characteristics can be ensured only 
under several limited number of temperatures. However, the I/O characteristics under 

any temperature iT  within the range of the work temperature can be estimated [11].  

Fuzzy inference system [8]-[11] is summing up the experiences and quantizing them 
into a number of rules.  After the membership function and rules are designed, the 
fuzzy inference system can complete the operation simply and rapidly. The outputs of 
the sensors can be corrected to requested precision by choosing a suitable fuzzy model 
and establishing appropriate rules. 

The inputs and outputs of a fuzzy inference engine are linked by several inference 
rules, which are converted from expert knowledge in the following format [8]-[11]:  

If Input is [(the environment temperature is very low) and (the concentration factor 
is very low)], then the output is [(The output of sensor is the function of this 
environment temperature and this concentration of gas))]. 

Absolute error [11] at different temperatures is used in this paper. The room 
temperature 25℃ is set to standard zero. The simulation data of the empirical errors at 
different temperature from -10 ℃ to 60℃ for different density of gas from 1.5% to 
19.5% are shown in Table I [11]. The experiment data in Table I show that the error 
become higher with the gas density increasing.  
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The fuzzy temperature compensation scheme is shown in Fig. 1. Infrared light is 
measured by the infrared light sensors. Environment temperature is measured by the 
temperature sensor.  Environment temperature and the density of the gases are inputs 
of the fuzzy inference system. The corrected concentration of the gases can be obtained 
by using the output of the fuzzy inference system.  

According to the empirical data at different temperature, the two inputs of the fuzzy 
inference system, temperature and density of CO2 are represented by the fuzzy 
linguistic variables. The universe of discourse of Temperature from -10 ℃ to 60℃ are 
divided into six fuzzy sets NB, NS, ZO, PS, PB and PB2 as shown in Fig. 2.  
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Fig. 2. Membership functions of the input: enviroment temperature 

The universe of discourse of the concentration of gas from 0% to 20% are divided 
into four fuzzy sets S, M, B and VB as shown in Fig. 3. The gauss membership 
functions are used as shown in Fig. 2 and Fig.3. The universe of discourse of output is 
quantized into sixteen fuzzy sets and the membership function of the output is shown 
in Fig. 4. 
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Fig. 3. Membership functions of the input: density of gas 
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Fig. 4. Membership functions of the Output 
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The following sixteen rules are used in this fuzzy system: 
 

If (input2 is PS) then (Output1 is M1)                       

If (input1 is S) and (input2 is NB) then (Output1 is M4)     

If (input1 is S) and (input2 is NS) then (Output1 is M3)     

If (input1 is S) and (input2 is ZO) then (Output1 is M2)     

If (input1 is S) and (input2 is PB) then (Output1 is M5)    

If (input1 is M) and (input2 is ZO) then (Output1 is M6)     

If (input1 is M) and (input2 is NS) then (Output1 is M7)     

If (input1 is M) and (input2 is NB) then (Output1 is M8)     

If (input1 is M) and (input2 is PB) then (Output1 is M9)     

If (input1 is B) and (input2 is ZO) then (Output1 is M10)    

If (input1 is M) and (input2 is PB2) then (Output1 is M11)   

If (input1 is B) and (input2 is NS) then (Output1 is M12)  

If (input1 is B) and (input2 is NB) then (Output1 is M13)  

If (input1 is B) and (input2 is PB) then (Output1 is M14)  

If (input1 is VB) and (input2 is PB) then (Output1 is M15)  

If (input1 is VB) and (input2 is PB2) then (Output1 is M16)  
 

Fig. 5 shows the whole surface of the fuzzy inference system used in this 
temperature compensation method. The input 1 represents the temperature and the 
input 2 represents the gas density of CO2.  Simulation experiment results demonstrate 
that using the limited empirical data in Table I, the errors at any temperature and for 
any density of the gas can be obtained by the fuzzy compensation system. In the 
temperature compensation scheme as shown in Fig.1, the function of fuzzy inference 
system is to estimate the errors causing by the temperatures.  
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Fig. 5. Output surface of the Fuzzy Temperature Compensation System 

According to the above results, the fuzzy temperature compensation scheme shown 
in Fig. 1 will be a feasible candidate for improving the measurement accuracy. Due to 
it simplicity, the scheme will be ideal selection for online application.  
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4   Conclusions  

This paper discusses a fuzzy temperature compensation scheme, which can reduce the 
errors of the infrared automobile exhaust analyzer caused by environment temperature. 
All other automobile exhaust gas can be detected by this proposed method. Using the 
density of the CO2 as studying cases, the simulation results demonstrate the efficiency 
of this method. Using the limited empirical data, fuzzy system can improve the 
accuracy of the measurement. The universe of discourse should be divided into more 
fuzzy sets and more empirical data can be used to set up the fuzzy inference system for 
better result.  

According to the Lambert-Beer law, it is obvious that the atmosphere pressure also 
can affect the measurement accuracy of infrared automobile exhaust analyzers. To 
consider the atmosphere pressure and to apply fuzzy temperature compensation system 
to the current automobile exhaust gas analyzer, further research works are needed.  
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Abstract. This paper uses the DEA model to analyses the technical efficiency 
of representative listed companies in China new energy industry 
representative.Through the analysis and solution for the data on three 
consecutive years, the results in a certain extent, reflect the development and 
business efficiency of new energy industry, and provide relevant decision-
making information on technical efficiency for new energy industry operation, 
with strong reliability and practicality. 

Keywords: data envelopment analysis（DEA）; new energy; listed company; 
technical efficiency. 

1   Introduction 

The contradiction between economic development and resources environment 
increase sharply, speeding up the adjustment of economic structure and transforming 
the pattern of resource utilization is imminent. So, accelerating the development and 
utilization of the new energy such as solar energy, wind energy and so on, achieving 
energy saving, play a vital role on solving energy and environmental issues and 
promoting the sustainable development of society. In this context, the new energy 
industries develop and expand rapidly. It figures out that, China's new energy 
consumption proportion of total energy consumption by 8.5% in 2007,In the "Long-
term development plan for renewable energy" explicitly to 2010 the proportion of 
renewable energy in China will reach 10%, and 15% by 2020.However, it results the 
increasing competition. Continuously improving the competitiveness of new energy 
industries, ensuring the new energy sector has a rapid, sustained and healthy 
development has important practical significance and research value. 

Currently, research on new energy industries is mainly reflected in the industrial 
system’s impact on the industry, new energy technology development issues, and the 
industrial development strategy and so on, such as Liu Bo (2009), "Development 
countermeasures of new energy technologies in China ". 
                                                           
* Corresponding author. 



162 C. Gao, J. Zhang, and X. Li 

This paper establishes the DEA model to calculate the efficiency indexes of 
representative listed companies in new energy industry from 2006 to 2008, obtain the 
depth analysis result, and provide relevant decision-making information on technical 
efficiency for new energy industry operation, with strong reliability and practicality. 

2    Data Envelopment Analysis Model 

Data Envelopment Analysis(DEA） ） is a non-parametric efficiency frontier analysis  
method which is widely used to determine technical efficiency. It proposed by well-
known operational research experts A. Charnes. W. W. Cooper and E. Rhodes based 
on the concept of relative efficiency in 1978. The model is used to assess the relative 
effectiveness (known as DEA efficient) between the same type decision making unit 
with multiple input and output (abbreviated to DMU). Through the input and output 
data analysis, based on "Pareto optimal" concept, we determine whether the DMU is 
DEA efficient, that is , whether the DMU is at the "front surface" of production 
possibility set essentially. Using the DEA to make efficiency evaluation of DMU, you 
can get a lot of management information which contains profound economic 
implications and background in economics. 

Given there are n  decision making unit, each unit has decision-making has m types 

of input and s types of output .The input matrix of the jth
0j

DMU is jx , the output 

matrix is jy .  

(1).The CCR model is the first and the most wildly used model of DEA to evaluate 
the technical efficiency of DMU. In order to judge the effectiveness of decision-
making units conveniently, we chose the CCR model with a dimensionless of non-
Archimedes:  

)](min[ 21
+− +− sese TTεθ

 
(1)

⎪
⎪
⎪
⎪

⎩

⎪⎪
⎪
⎪

⎨

⎧

≥

=≥

=−

=+

−+

=

+

=

−

∑

∑

.0,

,...,2,1,0

..
1

0

1
0

ss

nj

ysy

xsx

ts

j

n

j
jj

n

j
jj

λ

λ

θλ

 (2)

In it, .)1,...1,1(,)1,...1,1( 21
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ε  is dimensionless of non-Archimedes, s+ and s− are slack variable. 
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Assuming that the solution for the linear programming over the optimal 

is *

1

n

j
j

λ
=
∑ , *s+ , *s− , *θ ,and according to the results to determine the efficiency of 

input-output :  

1). If *θ =1， *s+
、

*s−  exist nonzero values， 0DMU  is  weak efficient for DEA. 

If a *s− >0， it says that a certain input index has not been fully used; If a *s+ >0,it 
says that a certain output index has insufficient compared with the maximum output. 

2). If *θ =1, *s+ = *s−  =0, 0DMU is efficient for DEA.It says  the production 

activities of 0DMU  is both technology efficiency and scale efficiency, resources are 

fully utilized,it achieves the largest output effect. 

3). If *
*

1

1 n

j
j

λ
θ =

⋅∑ =1, 0DMU  is constant returns to scale, the production scale is 

the best; if *
*

1

1 n

j
j

λ
θ =

⋅∑ <1, 0DMU is increasing returns to scale; 

if *
*

1

1 n

j
j

λ
θ =

⋅∑ >1， , 0DMU is decreasing returns to scale. 

(2).we chooses the BCC model to evaluate Pure Technical Efficiency: 

)](min[ 21
+− +− sese TTεσ  (3)
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Economic implications:1)if *σ =1， *s+
、

*s−  exist nonzero values， 0DMU  is  

weak efficient for DEA.(Pure technology). 

2） If *σ =1， *s+ = *s−  =0， 0DMU is efficient for DEA(Pure technology). 

(3). 0DMU  scale efficiency equals to the ratio of the technical efficiency and pure 

technical efficiency. 
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3   Empirical Study 

3.1   Samples and Decision-Making Indexes Selection 

There are 56 listed companies in China new energy sector, involved in photovoltaic 
power generation, biomass power, and wind power equipment manufacturing, solar 
thermal utilization and so on.  

Excluding ST and * ST Series and the companies which losses have occurred from 
2006 to 2008 and the disclosure of information is incomplete, then we  select the 32 
representative companies in the industry as the research samples.(accounted for 
57%of new energy listed companies). 

As the enterprises are in different professions, in order to research objectively, in 
this paper, we define company as an organization which uses its available resources, 
through the production and operation, to make economic profit. The input indicators 
are: total assets, current assets, total number of employees; the output indicators are: 
net profit, return on assets. Total assets reflect the overall size of the company level, 
current assets is used to measure a company's short-term liquidity and short-term 
solvency of the size. Number of employees reflects the company's technical efficiency 
and management level, net profit is the core index of the enterprise efficiency, return 
on assets reflects the ability of enterprises to benefit and the level of their investment 
income. 

3.2   Data Treatment Results 

Input the original data into DEAP2.1 software; use the Input-oriented BCC-type 
model. We can get the companies’ technical efficiency, pure technical efficiency, 
scale efficiency and returns to scale, which is shown in table 1. 

3.3   Analysis of Treatment Results 

3.3.1   DEA Efficiency Analysis 
Observation of Table 1, from 2006-2008, the average of China's new energy listed 
companies’  technology efficiency , pure technical efficiency, scale efficiency are all 
less than 1, but the value of all three indexes  showes increasing trend year by year, 
which reflect out that China's new energy business stay  in a healthy, steady growth, 
and there is great potential for development. Although the overall efficiency is low 
currently, it improves steadily. In 2006 the overall technical efficiency (both technical 
efficiency and pure technical efficiency are valid) are 3, 2007 reaches 5, and 4 in 
2008,in which overall technical efficiency for three consecutive years are 2 
(Goldwind Technology, Lingguang Industrial).  

From Table 2, in 2006 there are only four listed companies reach the pure technical 
efficiency, 2007 reaches 6, and the same in 2008. In general, the proportion of the 
total samples is low, which indicate that the pure technical efficiency of the 
representative enterprises in the new energy industry is not high, but the average 
increase each year, it also reflects the good momentum of development. 
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Table 1. New energy listed companies DEA data treatment results from 2006 to 2008 

 
Note： ： ）1 crste- technical efficiency; vrste-pure technical efficiency; scale- scale efficiency; 

      ： ）2 irs- increasing returns to scale; drs- decreasing returns to scale;-- constant returns to scale; 
       ： ）3 The original data is extracted from Sina Finance companies summary annual report and financial 

indexes from 2006 to 2008. 
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Table 2. DEA efficiency analysis 

  

Overall technical 
efficiency 

Pure technical  
efficiency 

Number 3 4 2006 
Percentage 9.38% 12.50% 

Number 5 6 2007 
Percentage 

15.63% 18.75% 

Number 
4 6 

2008 
Percentage 

12.50% 18.75% 
 

3.3.2   Returns to Scale Analysis 
From Table 1, in the studied samples, but only a few reached the point of constant 
returns to scale, there are just 4 in 2008, accounting for the low proportion of study 
sample. In 2006, the listed companies except the  constant returns to scale, all the 
other companies are at the stage of increasing returns to scale, it illustrates that under 
the support of  the national industrial policy, New energy industry stay in a rapidly 
developing stage. Seeing from table 3, more than 60.61% of  new energy listed 
companies  are at the stage of increasing returns to scale, it points out that the new 
energy companies can increase production factor and expand the production scale to 
obtain a greater output 

Table 3. Returns to scale analysis 

 

Increasing 
returns to 
scale 

Constant 
returns to 
scale 

Decreasing 
returns to 
scale 

Sum 

Number  
29 3 0 32 

2006 
Percentage 

90.63% 9.37% 0 100% 
Number  

19 5 8 32 
2007 

Percentage 
59.38% 15.62% 25.00% 100% 

Number  
20 4 8 32 

2008 
Percentage 

62.50% 12.50% 25.00% 100% 

 
The selected sample enterprises should take appropriate measures to adjust the size 

of enterprise under the circumstances.If a company stay in the increasing returns to 
scale in the business, assets investment should be increased to enhance output levels; 
if a company stay in the decreasing returns to scale, it should reduce the business 
assets scale appropriately, adjust the capital structure, strengthen management and 
improve the efficiency of input and output, so as to adjust to the optimum size. 
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3.3.3 Improvement of the Theoretical Value Analysis 
Table 4 lists the slack variable measured values of  the increasing returns to scale 
enterprises , we can improve the enterprises which technical efficiency is less than 1, 
so that it can achieve the target improvements in the theoretical value. Seeing from 
the table 4, most of the increasing returns to scale enterprises have redundancy in 
current assets and number of staff, while the return on assets output  is shortfall. Take 
Huayi Electric as example, the company's current assets was 926,576,600 yuan, 905 
employees, return on assets was 18.26%, its technical efficiency was 0.471 in 2008, 
redundancy for the input current assets is 228,609,130 yuan, for the staff is151,and 

the current assets improvement value is 207,808,400 ( θ 2x -228,609,130) yuan; 

number of staff improvement value  is 276（ 3xθ -151） ; return on assets was 1.49%  

less than  the maximal output, the return on assets improvement value is  

19.75%（ 2y +1.49%） .In this way, we can get the theoretical improvement  value, to 

provide relevant information for company decision-making. In addition, enterprises 
 

Table 4. Slack variable measured value of the increasing returns to scale enterprises 

Listed 
companies 

s1
-        s2

-       s3
- s1

+      s2
+ 

Kaidi Power 403698.684 41502.984   0 0       11.771 

Universal Denong 0        3869.191   369 630.780   3.350 

Jinshan Shares 50166.717   0          0 5464.170  18.024 

Silver Star Energy 0         0          58 8214.543  10.328 

Great Wall Electrical 0       8590.883    913 252.800   9.470 

 Tibet Mining 10915.680   0         804 5946.490  16.750 

Leshan Power 1805.047    0          0  0       7.292 

Taihao Technology 0       13248.672    0 0       11.229 

Jiuding New Material 0         0         1153 5433.574  12.529 

Huayi Electric 0      22866.913     151 0       1.490 

CNAC Sanxin 0      5179.299      903 0       4.860 

Xiangdian Shares 0       13212.562    365 0       11.803 

Aerospace Electrical 4224.250    0          0 4546.145  16.749 

Haima shares 0       690.982     347 4003.530  10.580 

Shenhua Holdings 163554.757 61335.655   0 404.820   10.710 

Wanneng Power 51440.907   0          0 6786.787  20.995 
Meiling Power 0         0         195 5206.481  15.942 

New Huaguang 0    5239.969       332 3390.910  10.420 

Chi Tianhua 0         0          0 0       8.431 

Fanta Group 0         0         316 3342.522  10.105 
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can also take measures such as introduce advanced technology, improve management 
and efficiency to make the output level to increase to enable enterprises to achieve the 
desired scale invariant point. 

4   Conclusions 

This paper uses DEA model to analyse the technical efficiency of representative listed 
companies in China new energy industry, So as to get the current development 
operating conditions of new energy industry. The results show that,the overall 
technical efficiency  of the representative listed companies in new energy industry for 
three consecutive years on average is less than 1, overall efficiency is not high. But 
the trend  is rising year by year, and most of these 32 companies are in the stage of  
increasing returns to scale.So that in the current background of new energy 
development and low carbon policies , companies should extensively increase 
business investment, adjust industrial structure appropriately, in order to obtain the 
optimal  output. 

DEA models is used extensively in production management effectiveness analysis, 
and this method has high validity and reliability. This paper solve and calculate the 
model, the results can to some extent reflect the current situation of new energy 
market business operations, provide useful information and guide observations for 
decision-makers. 
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Abstract. As a result of slow perturbations, the mathematical model of an 
actual system is difficult to be accurate. So when optimizing large-scale 
industrial process, the mathematical model and the actual system does not 
match, that is model-actual difference. Large-scale industrial process 
optimization based on fuzzy model is an effective way of this issue. However, 
the optimization model is the process of establishing a non-linear programming 
model. So, differential evolution algorithm is studied this paper to solve the 
problems of large-scale industrial processes optimization based on fuzzy 
models. To solve model-actual differences is mainly to solve fuzzy nonlinear 
problems: firstly, differential evolution algorithm is studied for solving fuzzy 
nonlinear problems in this paper. Then the combination of fuzzy nonlinear 
problems and the interaction balance method coordinated approach of large-
scale industrial processes is proposed. Last, simulation results show the validity 
of the method which this paper studies. 

Keywords: fuzzy nonlinear programming; fuzzy model; large-scale industrial 
process; interaction balance method; differential evolution algorithm. 

1   Introduction 

In order to solve the model-reality differences, the Reference[1] proposed using the 
interaction balance coordination method of large-scale industrial processes with 
fuzzy parameters. It converts the model of large-scale industrial optimization 
processes into fuzzy nonlinear programming problems and solves them. There are 
three typical methods to solve the fuzzy nonlinear programming problems of the 
current references. Firstly, Pan Yu[2]proposed a method to solve the first type of 
fuzzy nonlinear programming problems, that is, to solve such problems using 
Zoutendijk method. Tang Jiafu and Wang Dingwei[3]have discussed the fuzzy 
optimum method based on genetic algorithm to solve the quadratic programming 
problems and the nonlinear programming problems with fuzzy object and fuzzy 
resource constraints. Gu Jiachen[4] provided a way of converting the fuzzy 
nonlinear programming problems into accurate ones to solve fuzzy nonlinear 
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programming problems. The ways of solving the fuzzy nonlinear programming 
problems above were always about converting the fuzzy nonlinear programming 
problems into accurate ones, then using the common methods to solve the  
fuzzy problems. However, such ways have large limitations to some extent, because 
the large-scale industrial processes optimization model itself is an approximate one, 
if the fuzzy model is converted into accurate one, there will be serious errors and 
cause the model deviating reality more serious. So this paper proposes a way of 
using differential evolution algorithm to solve fuzzy nonlinear programming 
problems. 

2   The Open-Loop Ibm Based on Fuzzy Model for Large-Scale 
Industrial Processes 

2.1  Description of the Algorithm about the Open-Loop IBM  

Interaction balance method is a basic method for solving the steady-state optimization 
problem of large-scale industrial processes. The basic idea is to cut off the 
interactions of every subsystem, and the interaction inputs are referred as independent 
optimization variables of the local decision units. Considering the model-reality 
differences, when the model coefficients of subprocesses are treated as fuzzy 
numbers, the IBM can be derived[1-5-6]. 

The local decision units' problems are: 
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The coordination problem is: 

Find λ̂ , such that  

)ˆ(ˆ)ˆ(ˆ λλ yHu =  (2) 

Where the variables iki yu , and ic  represent the i th subprocesses inputs, outputs and 

control variables respectively and they are accurate ones. 

The formula )( ),,( ,,10
~~~

iiiiikik nkaucFy ==−  is the fuzzy equality constraints 

of ith subprocesses which the coefficients are fuzzified. The expression 

0~),,( ≤iiiij yucg  is the inequality constrains of the i th subprocesses. λ is the Language 

multiplier vector of the interaction constraints u=Hy with the interaction matrix H, 
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and the interaction equations are put into the objective function as the revision. The 
Language function is: 

)(),,(),,,( HyuyucQyucL T −+= λλ  
(3) 

The equation (3) can be divided into the following parts: 
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So the update equation of λ is: 

)(1 k
k

kk D λελλ ∇+=+  
(5) 

Where kε is step length coefficient and yHuD ˆˆ)( −=∇ λ . Then the coordination problem 
can be solved effectively by the gradient search optimization method. 

Under the steady state, the mathematical model of every subprocesses of the large-
scale industrial process is linear; it can be described by a group of linear algebra 
equations. 

ipikpiikpipikpiikiiikik uauacacaucFy +++== + 1111),(  (6) 

Where ),,(
inikpikik aaa += is the coefficient vector of the k th equation of the i the 

subprocesses model. Considering the differences between model and reality, and 
these differences are usually those the coefficients of the models which are inaccurate, 
so the coefficients ),,(

inikpikik aaa +=  can be treated as fuzzy number 
)~,,~(~

inikpikik aaa += . Then the mathematical models then the mathematical models 
converted into the following fuzzy equation:  

ipikpiikpipikpiikiiiikik uauacacaaucFy ~~~~)~,(
~

1111, +++== +
 (7) 

Where ),,( 1 inii uuu = , ),,( 1 inii yyy =  and ci and i th subprocesses inputs, 

outputs and control ci and i th subprocesses inputs, outputs and control variables, 

they’ re accurate variables. )~,,~(~
inikpikik aaa +=  are L-R type fuzzy numbers, they can 

be expressed as follows: 

),;(~,),,;(~
1111 nikpnikpnikpnikpikikikik aaaaaaaa ++++ ==  (8) 

So the equations with fuzzy numbers can be dealt with by the method above, then the 
fuzzy equality constraints are converted into the following ones: 

Fuzzy inequality constraints is 0
~~),,( ≤iiiij yucg , i=1,2, … ,n, j=1,2, … ,n, m can 

be treated as such ones with elastic restrictions. And inequality constraint has the 

elastic property l=(l1,l2,…,lm). 
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2.2   Using Differential Evolution Algorithm to Solve Fuzzy Nonlinear 
Programming Problems in Local Decision Units 

Differential evolution algorithm is proposed to solve the first type fuzzy nonlinear 
programming problem in this paper, and the concrete form of the first type fuzzy 
nonlinear programming is as follows: 
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And the elastic limits of constraints can be expressed by 1 2 1( , ,..., , ,..., )m m nl l l l l l+= .  

The objective function and constraints functions are fuzzified as: 
The membership function of inequality constraint is expressed as follows: 
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The membership function of equality constraint is described as: 
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The membership function of objective function is: 
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The elastic limit of every soft constraint is: l=(l1,l2,…,lm, lm+1, …,ln+1). 
An improved differential evolution algorithm based on the elementary differential 

evolution is proposed in this paper, that is, Local Search Differential Evolution. The 
main difference between DE and LSDE is that :the LSDE algorithm starts from a 
initial solution X, then searches a solution  X` better than X in the epsilon neighbor of 
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X. If the solution X` is better than X, then X is replaced by X`, after that the local 
search should be going on, else the search is over. 

The specific procedure that using LSDE to solve fuzzy nonlinear programming 
problems is as follows: 

Step 1(initialization): The population size N, initial mutation factor F0, hybrid 
probability Max Gens are determined. And an uniform distribution of initial 
population is generated randomly. N is between 20 and 50. A local search is done 
every 20 generations, and the local search times is m. Then the maximum iterations is 
SSmax in each local search. 

Step 2 : The membership functions of each individual in the initial population is 
calculated ,then evaluate the individuals .The fitness function is 

min min

1
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( ) ( ) min{ ( ), 0,1, 2,..., }
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f x
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f x
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Find the individual having the best fitness value and write it as Xbest and its fitness 
value as Fbest. And index(Xbest) represents the individual index in the population. Then 
set up the evolutionary generations G=1. 

Step 3(mutation): Execute mutation according to the formula: 

)( ,3,2,11, GrGrGGrGi XXFXV −×+=+  

where )1( 11 −−
×

−
−×××= GG

MaxGensA
G

G FFBeF , A=3, B=4, then get the vector 

1, +GiV . 

Step 4(crossover): The crossover is executed according to the formula as follow:  
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(j=1,2,…,D). Ui,G+1 is a new vector obtained in the crossover operation. 

Step 5(selection): Execute selection and calculate the fitness value of each 
individual after crossover operation , then choose the minimum one as the individual 
of next generation Xi,G+1. 

Step 6(comparison): Compare f(xi,G+1) with Fbest, if f(xi,G+1)< Fbest, then let Xbest = 
xi,G+1, Fbest = f(xi,G+1) and index(Xbest)=i. 

Step 7: If G=20×m, then set m=m+1, and go to the next step ,else go to step 10. 

Step 8(Local search): Generate a small population around the Xbest through 

mutation, crossover and selection, then execute local search k times and find the )(k
bx  

and )( )(k
bXf . 

Step 9: Compare the fitness value )( )(k
bXf  with Fbest. If the fitness value 

)( )(k
bXf of )(k

bx  is better than Fbest, then let Xbest = )(k
bx ,  Fbest = )( )(k

bXf
 
and 

generate a random integer ],1[ Nj ∈ , index(Xbest)=j, Xi,G+1. 
Step 10: G=G+1, if G < MaxGens, then turn to step3, else continue. 
Step 11: Output Xbest and Fbest. 
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2.3   Simulation Research 

Example [7] is composed of three interacted subprocesses .Its structure scheme is as 
follows: 

11c 12c 21c 22c 23c 31c

11u 11y 21u

22u

22y 31u 31y

21y

 

Fig. 1. The system structure 

Simulation results are expressed in Table 1. 

Table 1. Simulation Result of Open-loop Interaction Balance Method Based on Fuzzy Model 

Model Method 
Model objective 

function 
Practical objective 

function 
Iterations Constraints 

Accurate parameters 2.4833 2.4048 44 
All constraints 

preserved 

Fuzzy parameters in 
the Reference[6] 2.4269 2.0543 44 

All constraints 
preserved Example 

Fuzzy parameters in 
this paper 

2.0285 2.0325 40 
All constraints 

preserved 

 
Some conclusions can be gotten from Table 1, the method proposed in this paper is 

better than the method in Reference[4]. The objective function value based on 
interaction balance method for large-scale industrial process of fuzzy model is much 
smaller than the value based on interaction balance method for large-scale industrial 
process with accurate numbers, and the iterations are not increasing. This proves it is 
feasible to deal with the model-reality differences in steady state optimization for 
large-scale industrial processes, and there are certain high performances by using 
fuzzy method in the open-loop interaction balance method. 

3   The Global Feedback IBM Based on Fuzzy Model for Large-
Scale Industrial Processes 

3.1   Description of the Algorithm about the Global Feedback IBM 

The global feedback IBM was proposed by Poland scholar Findeisen firstly, the aim 
is to conquer the suboptimality of the results brought by model-reality differences. 
And the basic idea is to collect the steady-state messages of the interactive variables 
from the actual process, then send the steady-state messages into the coordination and 
modify the optimized result. So the result can approach the actual process optimized 
result[8-9]. 
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The local decision units’ problems are : 
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The coordination problem is: 

 

(14) 

The iterative policy to solve the problem above is : 

)]()(ˆ[1 kkkk uua λλλλ ∗+ −−=  (15) 

Where a is the iterative step length. The initial point can be chosen based on the 

optimized coordinating variable 0λ  of the model. 

3.2   Simulation Research 

The example is the same as section2.3. The simulation results are in Table 3. 

Table 2. The Simulation Results of Global Feedback Interaction Balance Method Based on 
Fuzzy Model 

Model  Method  
Practical objective 

function  
Iterations  Constraints 

Accurate parameters 2.0411 112 
All constraints 

preserved 
Fuzzy parameters in the 

reference[6] 2.0411 30 
All constraints 

preserved 
Example 

Fuzzy parameters in this 
paper 2.0210 30 

All constraints 
preserved 

 
The conclusions gotten from Table 3 is that the method proposed in this paper is 

better than the method in Reference[4]. The on-line iterations based on global 
feedback interaction balance method for large-scale industrial process of fuzzy model 
are much fewer than the method with accurate numbers. So the disturbance to the 
actual process reduces greatly, and the objective function value decreases to some 
extent. 

4   Conclusion 

The differential evolution algorithm is introduced in this paper to solve the fuzzy 
nonlinear programming problems which is applied to the interaction balance method 
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of large-scale industrial processes optimization. Then the interaction balance method 
model is converted  into fuzzy nonlinear model and differential evolution algorithm is 
used to solve it. The simulation results of the typical example about the large-scale 
industrial processes optimization have proved the method this paper proposed and 
solved the model-reality differences. 
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Abstract. With the help of Solar-collector and PCM (Phase Change Material) 
tank, an experimental system has been set up. In this system, the framework of 
the system is based on fuzzy algorithm. To provide a better precision of the 
fresh-air temperature, the system works in three different modes which need 
three different control rules. In this paper, these three modes are introduced 
firstly, and then a design of the three fuzzy controllers is described in detail. 
Meanwhile, the automatic transition process of the three modes in different 
conditions is studied. Finally, through the analysis of experimental data, it is 
proved that the system can provide stable fresh air temperature according to 
different setting temperature.  

Keywords: fresh air; solar energy; fuzz Control; PCM. 

1   Introduction 

The fresh-air system is a common phenomenon in developed countries. In some 
countries, it is especially regarded as one of the necessary equipment installed. 

Compared with traditional air conditioner, it will save much more energy. 
Moreover, solar energy is an ideal green energy as renewable energy. Nowadays, 
researching on the solar thermal applications has become a hot topic and a common 
trend. 

Another big advantage using the solar energy to heat fresh air into the room is to 
improve room-air quality without a lot of heat loss which produces much influence on 
the existing air-conditioning system. 

An experimental system has been built for research. It  uses solar as the only 
source, combines PCM tank to be efficient energy storage, uses CAN-bus models [1] 
to realize the field communication between each nodes and PC, and uses 
LabWindows/CVI to build user interface and ActiveX component technology to call 
the fuzzy control function of MATLAB for online-debugging [2]. 

In this paper, the research platform is built in Beijing which has abundant solar 
energy and the longer year-round sunshine. According to the practical application, the 
fresh air system should work in three different modes which are Mode 1, Mode 2 and 
Mode 3. The transition process of the modes to each other can be controlled by Electric 
Valves.  
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Mode 2 is the solar energy for both fresh air and PCM tank. The operation can be 
seen from Fig. 1. 
 

 

Fig. 1. The operation of Mode 2 

Mode 1 is the solar energy only for fresh air. Comparing with Mode 2, it is made 
up of branch 1 and branch 3, but without branch 2. Take Fig. 1 as a reference, the 
current is along the time direction.  

Mode 3 is PCM tank for fresh air. Comparing with Mode 2, it is made up of branch 
2 and branch 3, but without branch 1. In Fig. 2 as a reference, the current is against 
the direction of time. The key point is that, even if sunset or in the night, the stable 
operation of the system can be still achieved just by automatic switching to the Mode 
3. It contributes to prolonging the heating time. The whole process relies on the 
system’s own judgments, automatic selection and self-regulation. 

2   PCM Selection 

Koca,Ahmet stored the heat energy of solar collectors in the Thermal Storage Using 
CaC12·6H2O as phase change material, and the energy efficiency and radiation 
efficiency is respectively 45％ and 2.2％. It is proved that advantage of energy saving 
and environment protection for the phase change material [3~9]. 

Additionally, in order to improve the PCM capability, the honeycomb structure is 
used by the PCM tank. This structure can eliminate the pressure which is caused by 
phase-change materials volume expanding [10]. Simple structure is shown in Fig. 2. 

The PCM is used for the solar energy storage in the experimental system. 

 

 

Fig. 2. The PCM thermal storage unit by round tube packaging 
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3   Fuzzy-Controller Design 

3.1   The Variables of Fuzzy Controllers: Double Inputs and Single Output 

Taking error e and error change rate ec as the inputs, and a voltage which used to 
adjust the frequency converter as the output, the manual control experiments must be 
done before the fuzzy controller design. The regulation law of the system can be got 
through the manual experiments. 

3.2   The Establishment of Membership Functions and Fuzzy Control Rules 

Each mode has its own operating conditions and characteristics, which requires its 
own membership functions and control rules. In order to provide a better precision of 
the fresh-air temperature and accelerate the response time, the system should work in 
three different modes. 

According to the Mode 1 and the data obtained from the manual experiments, we 
could get the range of e is [-4, 4], and the distribution after fuzzification is [-4, -2, -1, -
0.5, 0, 0.5, 1, 2, 4]. The range of ec is [-0.02, 0.02], and the distribution after 
fuzzification is [-0.02, -0.015, -0.01, -0.005, 0, 0.005, 0.01, 0.015, 0.02]. The range of 
△u is [-0.04, 0.04], and the distribution after fuzzification is [-0.04, -0.02, -0.012, -
0.01, -0.005, 0, 0.005, 0.01, 0.012, 0.02, 0.04]. It is noteworthy that membership 
functions are mainly distributed near zero, which contributes to improving the control 
precision. All the distributions are shown in Fig. 3. 
 
 

   

    (a)  Membership function of error e           (b) Membership function of error change rate ec  

 

                                         (c)  Adjustment voltage for frequency converter △u 

Fig. 3. Membership function of error e, error changer rate ec and adjustment Voltage for 
frequency converter △u 
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The fuzzy control rules are shown in Table 1. 

Table 1. The Fuzzy Control Rules Of Mode 1 

 

e
   △u 
ec 

NB NM NS ZERO PS PM PB 

NB PB PM PM PM PS ZERO NS 
NS PB PM PM PS ZERO NS NS 
ZERO PM PS PS ZERO NS NS NM 
PS PS PS ZERO NS NM NM NB 
PB PS ZERO NS NM NM NM NB 

 
For the Mode 2, we could get the range of e is [-2, 2], and the distribution  

after fuzzification is [-2, -1, -0.5, 0, 0.5, 1, 2]. The range of ec is [-0.02, 0.02], and 
the distribution after fuzzification is [-0.02, -0.015, -0.01, -0.005, 0, 0.005, 0.01, 
0.015, 0.02]. The range of △ u is [-0.15, 0.15], and the distribution after 
fuzzification is [-0.15, -0.1, -0.05, 0, 0.05, 0.1, 0.15]. All the distributions are 
shown in Fig. 4. 

 

  

    (a)  Membership function of error e            (b) Membership function of error change rate ec 

 

                                  (c)  Adjustment voltage for frequency converter △u 

Fig. 4. Membership function of error e, error changer rate ec and adjustment voltage for 
frequency converter △u 
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The fuzzy control rules are shown in Table 2. 

Table 2. The Fuzzy Control Rules Of Mode 2 

 

e 
    △u 
ec 

NB NS ZERO PS PB 

NB PB PB PS PS ZERO 
NS PB PB PS ZERO NS 
ZERO PB PS ZERO ZERO NS 
PS PS ZERO ZERO NS NB 
PB ZERO ZERO NS NB NB 

 
For the Mode 3, we could get the range of e is [-4, 4], and the distribution after 

fuzzification is [-4, -2, -1, -0.5, 0, 0.5, 1, 2, 4]. The range of ec is [-0.02, 0.02], and the 
distribution after fuzzification is [-0.02, -0.015, -0.01, -0.005, 0, 0.005, 0.01, 0.015, 
0.02]. The range of △u is [-0.2, 0.2], and the distribution after fuzzification is [-0.2, -
0.08, -0.06, -0.04, 0, 0.04, 0.06, 0.08 0.04]. For the system  characteristics of inertia 
and delay, the membership function of △u should distribute near the positive and 
negative 0.05. It can help to improve the stability. All the distributions are shown in 
Fig. 5. 

 

   

      (a)  Membership function of error e            (b) Membership function of error change rate ec 

 

(c)  Adjustment voltage for frequency converter △u 

Fig. 5. Membership function of error e, error changer rate ec and adjustment voltage for 
frequency converter △u 
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The fuzzy control rules are shown in Table 3. 

Table 3. The Fuzzy Control Rules Of Mode 3 

 

e
    △u 
ec 

NB NS ZERO PS PB 

NB PB PM PS PS NS 
NS PB PM PS ZERO NM 
ZERO PM PS ZERO ZERO NM 
PS PM ZERO ZERO NS NB 
PB PS ZERO NS NM NB 

4   Experimental Data and Analysis 

4.1   Different Setpoint of Fresh Air Temperature Control 

According to the practical application, the fresh air system should provide different 
fresh air temperature for users to choose. And the system must adjust automatically 
with the change of the setting temperature and has fast response speed. Meanwhile, 
the fuzzy control system must resist external interference and has basic robustness. 

For providing fresh air of different temperature, the Mode 1 is taken as an example. 
The automatically controlled effect of different specified temperatures can be seen 
from Fig. 6. During that time, the outside air temperature was about 7℃ . The 
temperature of the water into the fan coil was between 38℃ to 48℃. When the setting 
temperature is changed, the maximum temperature error is about 3℃, and a slight 
overshoot is occurred. It is about 10％, and this slight overshoot can help to accelerate  
response time. The time of the adjustment process is about 4-5 minutes, but it is 
already sufficient to meet the actual control demand. By analysis of the data, the 
stabilization error is between positive and negative 0.3℃. 

 

Fig. 6. Different setting temperature control 

u
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4.2   The Automatic Transition Process 

The principle of the transition process is briefly described as follows:  
Firstly, according to the inherent characteristics of this system, it should run in 

Mode 1 to start solar-collector system to heat fresh air directly when sunshine is 
sufficient.   Secondly, in order to provide enough energy at night, it should run Mode 2 
to store energy into PCM tank when the temperature provided by solar energy 
collection system is 20℃ higher than the set temperature. Lastly, it should run Mode 3 
to start PCM tank to heat fresh air directly when sunset or solar energy is not enough. 

Taking the transition process of the Mode 2 to Mode 3 as an example, it is easily 
found from Fig. 7 that the system can work very well in automatic mode transition 
process. In the Mode 2, the solar energy is not only to heat the fresh air, but also to 
provide energy for the PCM tank, which can be known from T7, T9 and T12. During 
the transition process, a little dynamic error is occurred. It is about between positive 
and negative 3.5℃. After about 4 minutes, the temperature of fresh air stabilizes at 
the setting temperature within the range of plus or minus 0.3℃, which can be known 
from the working process under the Mode 3. 

 

Fig. 7. The automatic transition process 

5   Conclusion  

In this paper, a fresh air system with PCM tank based on fuzzy control was 
successfully set up. It works in three different modes. The fuzzy controller design of 
the three different control rules was completed. The Mode 1 is taken as an example to 
prove that the system is able to provide fresh air according to different setting 
temperature. The transition process of the Mode 2 to the Mode 3 is to prove that the 
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system can adjust automatically according to the change of the solar energy. Through 
the analysis of the experimental data, it is easy to verify that the system is own high 
accuracy in stability and able to resist interference. This study will be helpful for the 
design of fuzzy controller and the applications of solar energy. 
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Abstract. This paper proposes an efficient method to extract targets from an 
infrared image. First, the regions of interests (ROIs) which contain the entire 
targets and a little background region are detected based on the variance 
weighted information entropy feature. Second, the infrared image is modeled by 
Gaussian Markov random field, and the ROIs are used as the target regions 
while the remaining region as the background to perform the initial 
segmentation. Finally, by searching solution space within the ROIs, the targets 
are accurately extracted by energy minimization using the iterated condition 
mode. Because the iterated segmentation results are updated within the ROIs 
only, this coarse-to-fine extraction method can greatly accelerate the 
convergence speed and efficiently reduce the interference of background noise. 
Experimental results of the real infrared images demonstrate that the proposed 
method can extract single and multiple infrared objects accurately and rapidly. 

Keywords: infrared image segmentation; Markov random field; regions of 
interests; weighted information entropy; iterated condition mode. 

1   Introduction 

Infrared images provide useful information for many applications, such as military 
navigation, automatic target recognition and tracking. However, many infrared 
imaging systems produce images with small signal-to-noise (SNR) and low contrast, 
which reduces the detectability of targets and impedes further investigation of infrared 
images. It is a challenging task to extract the targets from an infrared image 
accurately. Threshold-based method is widely used in infrared target extraction, such 
as 1-D Otsu [1], 2-D Otsu [2], and max-entropy [3] etc. However, threshold-based 
methods can not achieve satisfactory results for the infrared images with the complex 
background and low SNR.  

Markov random field (MRF) can capture the spatial constraint among pixels and 
merge the context information into segmentation process. It gradually develops into a 
powerful tool for image segmentation. 

An infrared target extraction algorithm based on the variance weighted information 
entropy (WIE) [4] and MRF is proposed in this paper. First, the regions of interest 
(ROIs) in which all the targets are included are extracted by using the variance WIE. 
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Then, the infrared image is modeled with MRF, and the ROIs are used as the target 
regions and the remaining region as the background to do the initial segmentation. 
Finally, by searching solution space within the ROIs, the targets are accurately 
extracted by the energy minimization based on the fact that targets can only exist in 
ROIs. This coarse-to-fine extraction method can reduce the interference of the 
background and the noise in a large degree, and decrease the search space greatly. 

2   ROIs Detection Based on Variance Weighted Information 
Entropy 

To extract the target coarsely, the ROIs in which all the targets are included are first 
detected based on the weighted information entropy feature of the image blocks. To 
evaluate the complex degree of intensity distribution upon an infrared image robustly, 
the variance WIE [4] is defined as follows. 

255
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S=0

(s)=- (s-s) * * log( )

0, * log( ) 0

s s

s s s

H p p

when p let p p= =

∑
 . 

 

(1) 

where s  is gray-level s [0,255]∈ , sp is the probability of the grey-level, s is the 

mean intensity of the infrared image.  
The variance WIE value of the local region where target locates must be high. On 

the basis of this, we divide the infrared image into blocks of a certain size, and then 
the seed block can be obtained according to the variance WIE value of each block. 
The region growing method is employed on the image blocks to detect a ROI. For the 

image containing multiple targets, we set the a threshold hT to detect the multiple 

ROIs iteratively 
*hT k meanEntropy=  

where meanEntropy  is the mean of the variance WIE values of the whole image, 

and k  is a constant typically set to 1~5. For an infrared image I with size M N× , 
the ROIs detection algorithm is briefly described as follows. 

1) Evenly divide the image with size m n× , 2 , 2k lm n= = , , 1, 2,3,...k l = , 

energy sub-image block is marked with ( , )F u v , where 0 / 1u M m≤ ≤ − , 

0 / 1v N n≤ ≤ − . 
2) Calculate the variance WIE value ( , )H u v  for each sub-image ( , )F u v  using 

Eq. (1). An entropy image with size of  /( 1) /( 1)M m N n− × −  will be obtained, 
the mean μ  and the standard deviation σ of the variance WIE are calculated 
synchronously. 

3) Obtain seed sub-image. Suppose that the maximal value in the variance WIE 
image is ( , )H u v , if ( , )

T
H u v H≥ , where *TH μ α σ= + , α is a constant 

typically set to 6, and then ( , )F u v  is seed sub-image. If ( , ) TH u v H< , let 
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/ 2m m= , / 2n n=  and repeat 1) and 2), until the maximal value in the 

variance weighted information entropy image satisfies ( , )
T

H u v H<  or 2m =  

or 2n = . 
4) Judge the existence of target. If ( , ) hH u v T> , there exists a target in the image, 

go to Step 5; Otherwise, stop the ROI detection.  
5) Detect ROI. On the variance WIE image, starts with the seed sub-image 

( , )F u v , four neighboring pixels are iteratively added to the growing region. 
The growing result is a rectangular ROI that contains the target. 

6) Update image. The grey values of the pixels in the ROI are set to the mean grey 
value, and then return to Step 1 using the updated image. 

3   Accurate Target Extraction Based on MRF 

3.1   MAP-MRF Segmentation Framework 

Let { ( , ) |1 ,1 }S s i j i H j W= = ≤ ≤ ≤ ≤  be the set of two-dimensional image lattice 

sites, where H  and W are the image height and width in pixels. X  and Y  are MRFs 
defined on neighborhood system η . Y  stands for the observed random field and the 

observed image y  is a instance of Y , x  is a segmentation configuration of the ideal 

random field X . The task of image segmentation can be treated as estimating a 
segmentation configuration x  through an instance of the observed field Y . According 
to the Bayesian rule, the segmentation problem is formulated as: 

( | ) ( )
( | )

( )

P Y y X x P X x
P X x Y y

P Y y

= = ∗ == = =
=

 . (2) 

where ( )P Y y=  is constant if the observed image is known. ( | )P X x Y y= =  is the 

posterior probability of X x=  conditioned on Y y= , and ( | )P Y y X x= = denotes the 

probability distribution, which reflects the feature modeling component in 
segmentation process; ( )P X x=  is prior probability reflects the region labeling 

component in segmentation process. 
For Markov field, under the guarantee of Hamersley-Clifford [6], we can determine 

the distribution of ( )P X x=  via defining potential function in Gibbs distribution. 

Most MRF based segmentation approaches use the multi-level logistic (MLL) model 
to define the potential function. Generally, for a segmentation task, the second order 
pairwise cliques [7] are selected and the potentials of all non-pair wise cliques are 
defined to be zeros.  
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β is predefined constant. So the form of Gibbs distribution can be denoted as 

1 1
( ) exp( ( ))

Z RP X x E x
T

= = −  . (4) 

where 1
exp[ ( )]Rx

Z E x
T∈Ω

= −∑  is named as partition function, T  is temperature 

parameter 
MRF model is generally assume that the distribution of all feature data be a 

Gaussian function [5] with different means and standard deviations. That is 
2

2
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( | ) exp[ ]

22
s m

s mm

y
P Y y X x

μ
σπσ
−

= = = −∏  . (5) 

where mμ , mσ  are the mean and standard deviation for the m-th class, that can be 

estimated by EM algorithm [8].  
An energy form of (5) is: 
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σ
−
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So to (2), its energy form is: 

*R FE E W E= +  . (7) 

Here RE  denotes the region labeling component, FE describes the feature modeling 

component, and W is a weighting parameter to determine how much RE  and FE  

individually contribute to the entire energy.  

The optimal segmentation x  could be estimated by minimizing the posterior 
energy under the MAP criterion 

arg max( ( | ))

arg min

x P X x Y y

E

= = =
∝

 . (8) 

In [5], Deng proposed a new weighting parameter form which is shown in (9).  

1* 2tW c cα= +  . (9) 

where t  is the iteration step, α  is the drop coefficient. From (9), we can see that at 
the beginning of iteration the feature modeling component is dominant to capture the 
feature information. As the iterations go, the region labeling component will interact 
with the feature modeling component to refine the segmentation result. 

3.2   MRF-Based Accurate Target Extraction 

The target extraction problem is posed as a binary labeling problem, namely, labeling 

every pixel i  of I  with ix , { 1, 0}ix T B∈ = = , where T stands for target, and B  stands 

for background . Also we use TI  to denote the ROIs, namely, the target regions, and 
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BI ( B TI I I= − ) to denote the background region. To model the likelihood of each 
pixel i belonging to target or background, the target intensity model | 1( )i ixP I = and 

the background intensity model | 0( )i ixP I =  are learned from TI and BI , 

respectively. 
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where μ σT T( , )  and μ σB B( , )  denote the mean intensity and standard variance of the 

target region and the background region, respectively.  
After obtaining the ROIs, we know that the targets can only appear in the ROIs. 

Thus we only need to search the solution within the ROIs. (6) is rewritten as follows. 
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According to (7) and (8), we know that the target segmentation task has been 
transformed into a combinatorial optimization problem, which is often solved by the 
simulated annealing (SA) algorithm [9] or the iterated condition mode [10] (ICM). 
The SA algorithm can find the global maximum in theory. However, it converges 
slowly, which restricts the application in practice. We use ICM in our work, as it 
converges fast and the results are satisfying.  

In the iterative process, we choose the following function for the variable weighting 
parameter 

80*0.9 1tW = +  . (13) 

where t  is the iteration step.  
In summary, our infrared target extraction approach consists of the following 

steps. 

1) Detect ROIs in the infrared image using variance WIE, and obtain the confined 
areas which contain all the targets. 

2) Model the image with the Gaussian MRF. 
3) Let the detected ROIs as the target regions, the remaining area as the 

background to do the initial segmentation. 
4) Update the segmentation results using ICM after the initial segmentation, and 

apply (13) to update the weights during the iterations. 
5) If the stopping criterion is met, output the final segmentation result; otherwise go 

back to step 4 to continue the iteration. 
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4   Experiments and Results 

The proposed target extraction approach is applied to the infrared images with 
different background, which are sky-sea, ground and sky background. We also 
compare it with the 2-D Otsu thresholding method and Deng’s SMRF method [5] 
optimized by ICM. All the methods are coded in Matlab 7.0 running on a Pentium4 
Q8200 2.33G CPU system with 2G bytes memories. 

Fig. 1-4 show targets extraction results of infrared images. (a) of every figure show 
ROIs detection of original image. (b) of every figure show target extraction result of 
2-D Otsu. (c) of every figure show target extraction result of  SMRF optimized by 
ICM. (d) of every figure show target extraction result of the proposed approach. 
Table 1 compares the running time of the proposed and the SMRF methods. Due to 
the greatly reduced searching space, the computation time of our method is much less 
than that of SMRF.  

From the results, it is clear that the proposed algorithm is superior to the other two 
segmentation methods. Because the iterated segmentation results are updated within 
the ROIs only, this coarse-to-fine extraction method can greatly accelerate the 
convergence speed and efficiently reduce the interference of the background noise.It 
can extract single and multiple targets accurately and rapidly. 
 

    
(a)                                   (b)                                   (c)                                    (d) 

Fig. 1. Extraction of multiple infrared targets from sky-sea background using different methods 
(a) Original images and ROIs detection results; (b) Target extraction results of 2-D Otsu;(c) 
Target extraction results of SMRF; (d) Target extraction results of the proposed approach. 

    
(a)                                 (b)                                     (c)                                   (d) 

Fig. 2. Extraction of multiple infrared targets from ground background using different methods. 
(a) Original image and ROI detection result (b) Extraction result of 2-D Otsu (c) Extraction 
result of SMRF (d) Extraction result of the proposed approach. 
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(a)                                  (b)                                   (c)                                    (d) 

Fig. 3. Extraction of multiple infrared targets from sky background using different methods. (a) 
Original image and ROI detection result (b) Extraction result of 2-D Otsu (c) Extraction result 
of SMRF (d) Extraction result of the proposed approach. 

    
(a)                                  (b)                                  (c)                                    (d) 

Fig. 4. Extraction of single infrared target from sky background using different methods. (a) 
Original image and ROI detection result (b) Extraction result of 2-D Otsu (c) Extraction result 
of SMRF (d) Extraction result of the proposed approach. 

Table 1. Comparison of segmentation time (s) 

method Fig.1 Fig.2 Fig.3 Fig.4 

SMRF 408 116 862 1075 

Proposed 5.50 1.84 7.51 4.21 

5   Conclusions  

A coarse-to-fine infrared target extraction algorithm is proposed. The ROIs are first 
detected by the variance WIE. Then the infrared image is modeled by Gaussian 
Markov random field using the ROIs as target regions while the remaining region as 
background to perform the initial segmentation. At last, the targets are accurately 
extracted by energy minimization using the iterated condition mode by searching 
solution space within ROIs. Experiments show very promising results for our method. 
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Abstract. With the SINS/GPS integrated navigation system, the guided 
munitions can be carried out in complex weather, and have the high positioning 
navigation accuracy. This paper deduces key matrix of the second order central 
difference filtering (CDF2) equation. The CDF2 is described as a sigma point 
filter in a unified way where the filter linearizes the nonlinear dynamic and 
measurement functions by using an interpolation formula through 
systematically chosen sigma points. The effect which the key parameters of 
CDF2 bring to information fusion is analyzed qualitatively. The structure of 
loose integration is also given. According to the test data, the fusion algorithm 
based on CDF2 is applied. Compared to the original algorithm in longitude, 
latitude, altitude and velocity, the orientation precision is improved greatly.  

Keywords: SINS; GPS; integraion navigation system; information fusion. 

1   Introduction 

A certain type of the guided bombs is an air-to-ground weapons which can have the 
performance of being sent out in the high-altitude and long-distance condition and can 
work in all-weather environments. It comes from the common bombs installed with 
the flight guidance system and has the performances of the low cost and great 
effectiveness. With the SINS/GPS integrated navigation system, it can be carried out 
in complex weather, and have the high positioning navigation accuracy. 

However, there are several situations where GPS experience either total system 
outage (due to satellite signal blockage) or deterioration of accuracy (due to multipath 
effects and clock bias error). Therefore, GPS is usually combined with Inertial 
Navigation System (INS), which is a self-contained system incorporating three 
orthogonal accelerometers and three orthogonal gyroscopes. These monitor the 
guided munitions’ linear accelerations and rotation rates[1]. A set of mathematical 
transformations and integrations with respect to time are applied to these raw 
measurements to determine position, velocity and attitude information. However, the 
INS accuracy deteriorates with time due to possible inherent sensor errors (white 
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noise, correlated random noise, bias instability, and angle random walk) that exhibit 
considerable long-term growth. 

The central difference filter (CDF2), also called divided difference filter (DDF), is 
similar to the concept behind the UKF, both of which are considered to be among the 
class of linear regression Kalman filters, but is based on a multivariable extension of 
Stirling’s interpolation formula. Like the UKF, the CDF2 generates several points 
about the mean based on varying the covariance matrix along each dimension. A 
slight difference from the UKF is in that the CDF2 evaluates a nonlinear function at 
two different points for each dimension of the state vector that are divided 
proportionally by the chosen step size [6]. 

In this research, we aim at developing an CDF2-based GPS/INS integration 
module taking into consideration the INS error trend and thus providing a better 
positioning accuracy during both short and long GPS outages. Such technique 
combines the advantages of some of the existing models with the advantages of  the 
central difference filter in representing the sequential process in the input data (INS 
position or velocity). In this way, it should be possible for the proposed module to 
model both the INS position and velocity errors based on the current and some past 
samples of the INS position and velocity, respectively. 

2   CDF2 Filtering Method 

2.1   Problems in the Conventional EKF 

The nonlinear system’s dynamic and observation equations in discrete form are given 
as 

( ) 11 1, −− +−= kkk kxfx ω  (1) 

( ) kkkk xhz ϑ+=  (2) 

where ( ) nn
k Rf ×∈⋅ is the process model; n

k Rx ∈ is the state vector; n
k R∈ω is 

the system noise; P
k RZ ∈ is the measurement vector; np

k Rh ×∈ isthe 

measurement model and p
k R∈ϑ is the measurementnoise. 

It is assumed that noise is uncorrelatedGaussian white noise sequences with mean 
and covariancesgiven as 

{ } 0=iE ω ; { } ijji QE δωω =   

{ } 0=iE ϑ ; { } ijji RE δϑϑ =   

{ } 0=jiE ϑω   

where {}⋅E denotes the expectation, and ijδ is the Kronecker delta function. Q and 

R are bounded positive definite matrices ( )0,0 >> RQ . Initial state 0x  is 

normally distributed with zero mean and covariance 0P . 
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2.2   CDF2 Filtering Method 

This is an exciting development in the derivative-free nonlinear state estimation 
technique. The CDF2 is described as a sigma point filter (SPF) in a unified way where 
the filter linearizes the nonlinear dynamicand measurement functions by using an 
interpolation formula through systematically chosen sigma points. 

Conceptually, the realization principle resembles that of the EKF; however, it is 
significantly simpler because it is not necessary to formulate the Jacobian matrices of 
the nonlinear dynamic and measurement equations. Thus, the CDF2 can replace the 
EKF, and its higher-order estimators in practical real-time applications that require 
accurate estimation, but less computational cost. The CDF2 filter makes use of first 
and second order central differences (CDs) to approximate nonlinear transformation 
of the state and covariance. The CDF2 algorithm is implemented in accordance with 
the block diagram shown in Fig. 1. 

 

correction prediction 

 

 

Square-root decomposition of covariance matrices 

Matrices of central difference 

State prediction 

State root covariance 

Measurement root covariance 

measurements 

Compute Kalman gain 

Update state estimate 

Update state covariance 

 
Fig. 1. The central difference filter 

3   SINS Nonlinear Error Modeling 

The basis of the error analysis is, of course, the error model that describes the 
propagation of the errors. The model, besides being the tool for the error analysis, also 
plays an important role in the implementation of integration filters and in the real time 
failure detection. 

The conventional linearized error models of SINS are found not to be effective to 
represent the nonlinear characteristics of navigation error propagation in case of the 
system which causes the large navigation errors. To represent the large azimuth error 
of the SINS, the axes misalignment angles are introduced and the relationships for the 
velocity, position and attitude errors are derived. 

3.1   Coordinate Frames  

Coordinate frames used in this study of integrated navigation system are defined. 
Inertial frame (i-frame): It has origin at Earth’s center; z-axis is normal to the 

equatorial plane; x-axis lies in equatorial plane, its direction can be specified 
arbitrarily; y-axis complements the right-handed system. 
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Body frame (b-frame): It has origin at center of mass of vehicle; x-axis is along 
longitudinal axis; z-axis is perpendicular to longitudinal plan of symmetry and yaxis 
complements the right-handed system. 

The Earth fixed frame (e-frame): It is the Earth fixed coordinate frame used for 
position location definition. Its z-axis is coincident with the Earth’s polar axis while 
the other two axes are fixed to the Earth within the equatorial plane. 

The navigation frame (n-frame): It is a local geographic coordinate frame; z-axis is 
parallel to the upward vertical at the local Earth surface referenced position location; 
x-axis points towards east, and y-axis points toward north. Error analysis schema 
shown in Fig. 2 portrays the relationship between different frames. 

n

pc

θδ φ

ψ
 

Fig. 2. Error analysis schema 

Here, c  and p refer to computed and mathematical platform frames, respectively. The 
p frame has its origin at the IMU computed position and the IMU output defines its 

orientation. 
The c  frame is a perfectly local level frame with origin at the IMU computed 

position. It is obvious that c  follows n . p follows c  and p  follows n  indirectly. 

The misalignments between the n  and p , p  and c , c  and n  are expressed by 

small angles φ ,ψ and θδ  respectively. It follows that 

ψθδφ +=  (3) 

3.2   Attitude Error Model 

The attitude error for the local level SINS mechanization is the orthogonal 
transformation error between the body and computed frame. In this perspective, 
nonlinear psi angle attitude error model of the SINS with large heading error and 
small tilt errors is given by 
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where v  is the velocity; ψ  represents attitude error; ϕ  is geodetic latitude; ieω  is 

the earth’s rate; λr  is the normal radius of curvature for east-west motion; ϕr  is the 

meridianal radius of curvature for north-south motion; ε  is the gyros drift, and p  

and c  in the superscript stands for mathematical platform frame and computer frame, 
respectively. 

3.3   Velocity Error Model 

The velocity error model with large heading error and small tilt errors is 
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where ∇  stand for accelerometer’s bias; f  is the specific force, and gδ  is the 

acceleration error due to gravity. 

3.4   Position Error Model 

The position error model expressed in computer frame is given as  
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where δϕ  and δλ  denotes latitude and longitude errors, respectively, and hδ  is 

height error. 

3.5   Attitude Correction 

The corrected attitude matrix is obtained as 

( ) p
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p
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n
p

n
b CICCC ×+== φ  (7) 

where C  represents the transformation matrix between subscripted frame to the 

superscripted frame, ×φ  is the skew symmetric matrix of attitude error angles, and 

I  is the identity matrix. 

At this point, φ  is estimated using (3) where the error angles ψ are estimated by 

the integration filter and θδ  are acquired from the position error states as 
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where rδ  represents position errors in rectangular coordinate system acquired via 
integrating the velocity errors as estimated by the integration filter. 
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4   Experimentation 

The SINS comprises a micro-electro-mechanical system (MEMS) based low cost 
strapdown inertial measurement unit (SIMU) mounted on a land vehicle. It provides 
increments in attitude and velocity for navigation at 10 Hz. The SIMU contains three 
vibrating quartz accelerometers having bias in-run stability from turn-on to turn-on 
equal to 0.5 milli-g. Attitude is sensed by three quartz attitude sensors having drift in-
run stability from turn-on to turn-on equal to 4 deg/hour. The GPS Jupiter LP receiver 
has twelve channel course/Acquisition (C/A) code, L1 frequency engine. The GPS 
data employed is available at 1 Hz. 

The discrete filter realization used in this paper is in the direct feedback mode 
where the estimated attitude errors are fed back to the SINS, thus minimizing the 
evolution of the observed velocity errors those are to be delivered as an observation to 
the filter. In this algorithm, quaternion is obtained from the corrected attitude matrix 
and is fed back for attitude error compensation. 

Comparison of CDF2 and EKF  in orientation precision is shown in Fig. 3 to Fig.6. 
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Fig. 3. Latitude component 
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Fig. 4. Longitude component 
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Fig. 5. Altitude component 
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Fig. 6. Longitude component 

The experimental results depicting performance comparison among the two 
integration filters are presented. Figure 3 presents position and its RMSE assessment. 
Test results shown illustrate comparison of velocities and their RMSE. A magnified 
portion of the results is shown to corroborate the performance of the applied nonlinear 
data synthesis filters. 

As can be seen from the results, while the satellites disappear below the visibility 
mask, the EKF can no longer keep track of the INS drifts, given that it can not 
appropriately make use of the dynamic absorbability of the system, deteriorated by 
linearization. This is for the reason that nonlinearities in the Jacobin most likely do 
not approximate the functions well, especially for values farther from the nominal 
point around which the function was linearized. In usual circumstances, when enough 
number of satellites is visible, the EKF linearization may be deemed a good 
approximation of the problem. From the results, it is evident that there is insignificant 
difference in the performance of the UKF and the second order CDF, and both of 
these filters are anticipated to demonstrate comparable accuracy. 
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Abstract. The inverse of the Fisher information matrix can be decided by the 
system input sequence and the disturbance variance if a Gaussian noise is 
involved. The lower bound mean-square error matrix of any unbiased estimator 
is given by Cramer-Rao Lemma. When a system is disturbed by some biased 
noises, the classical Fisher information matrix would be not valid. The bound is 
not fitted when a biased estimator is implemented. Signal processing for ARX 
model disturbed by complex noise is concerned in this paper. Cramer-Rao 
bound of a biased estimation is obtained. An adaptive signal processing 
algorithm for identification of ARX system disturbed by biased estimation is 
proposed. Some experiments are included to verify the efficiency of the new 
algorithm. 

Keywords: Cramer-Rao bound; adaptive signal processing; LMI-s; biased 
estimator. 

1   Introduction 

In recent years, with the development of signal processing and modeling technique, 
obtaining an accurate model by using minimum input energy becomes an attractive 
topic [1] [2] in many application fields. The quality of an estimator can be assessed 
by the mean-square error matrix of its parameter vector. For an unbiased estimator, 
the lower limit to the value of this matrix can be obtained by the Cramer-Rao 
inequality.  

An iterative identification method based on optimal input design has been 
outlined in Lindqvist and Hjalmarsson [3]. In each step of iteration a semi-definite 
optimal problem is solved such that required parameter accuracy will be achieved 
under a minimum input energy. In Gerencser and Hjalmarsson [4] a recursive 
improvement on the previous algorithm is given and the convergence property is 
also analyzed. This recursive identification method is restricted to a smaller class of 
the problem, i.e. the identification of ARX models with FIR input filter. Recursive 
Least-Squares method (RLS) is used to identify parameters in ARX model under 
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Gaussian white noise as the system interruption. This makes the estimation to be 
unbiased. In this kind of algorithm Cramer-Rao bound [5] is used to refine its 
parameter accuracy.  

A basic assumption of Cramer-Rao bound is the unbiased parameter estimator [6]. 
If parameter estimation is biased, which often occurs in the practice, the Cramer-Rao 
equality will not be strict enough, and a more precise bound should be concerned and 
analyzed.   

In this paper, the Cramer-Rao inequality under an assumption of biased parameter 
estimate is given in the first part. Then this new inequality is used to construct an 
optimal input design algorithm for ARX model with a biased noise as the system 
interruptions. Then in section 4 some algorithm details and the simulation results are 
presented.   

2   Modified Cramer-Rao Inequality 

The Cramer-Rao inequality [5] is proofed under the assumption that the estimation of 
system parameters is unbiased. This inequality will not be accurate enough in 
circumstances of biased parameter estimation. 

The assumption of the biased parameter estimation can be written as  

0 0
ˆ ( , )NE xθ θ ξ θ= +  (1) 
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where 0θ denotes the system parameter vector and θ̂  is its estimated value, 
Nx denotes the input sequence and yf  is the probability density function of Ny , 

which is the output sequence [6]. Differentiate (2) with respect to 0θ gives 
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Here I  is the unit matrix and NR the Euclidian N-dimensional space. By definition 
we have 

01 ( , )
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Differentiate the above expression with respect to 0θ either gives 
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Expectations in (3) and (5) are with respect to Ny . Multiple (5) by 0θ and subtract it 

from (3) 
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So (6) can be rewritten as   
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Using Lemma given in [6], we have  
1( )T T TE X E Xαα ββ −≥  (8) 

Denote M as the original Fisher Information Matrix, than the new inequality should 
be 
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It is clear that the difference of the biased estimation Cramer-Rao inequality 
depends on the differentiate matrix of the parameter estimate bias. If the estimation 

bias is 0 or 0θ is not an argument of the estimate biasξ ，  the inequality will turn into 

its original format. 
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3   Adaptive Input Signal Algorithm 

3.1   The System  

Consider system (10) with a specific non-white noise in (11) 

* 1 * 1( ) ( ) ( ) ( ) ( )A q y k B q u k e k− −= +  (10) 

* 1( ) ( ) ( )e k A q w k−=  (11) 

where * 1( )A q− and * 1( )B q− are polynomials with degree an and bn , 1q− stands for 

the backward shift operator 
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It is assumed that * 1( )A q− is stable. For the interruption part, ( )w k  is a Gaussian white 

noise 2 2[ ( )] 0, [ ( )] wE w k E w k σ= =  , so ( )e k  is colored by filter A. 

Since the RLS identification method has the same convergence property with its 
non-recursive counterpart. So we look into the Least-Square (LS) method to get the 
differentiate matrix of the parameter estimate bias. Under non-white noise in (11), the 

LS algorithm gives a biased estimation, ( )kϕ is the regression vector at time k,  
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3.2   Adaptive Input Design Algorithm 

It is show in [4], for ARX models, we can formulate the adaptive input design 
problem as the follow semi-definite programs 

0,

2
2

min

ˆ. . (|| || )

( , ) 0

r Q

N

j
u

r

s t Var G

e rω

γ<

Φ ≥

 (13) 

where Q is a auxiliary matrix for the positive of input spectrum and 
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input spectrum positive. Let 
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So the positive of input spectrum is equivalent to the existence of a symmetric 
matrix 0Q ≥ such that 
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Than the variance constraint can be re replaced by its approximation: 
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Using Schur complements the above constraint can be formulated as an LMI in 
variable r as follow 
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Notice that matrix R contains r as its argument. 
True values of the unknown system are involved in this expression and this makes 

it impossible for calculating. So we replace it by the estimate value in each step. And 
the estimate values are given by a standard RLS algorithm.  

Acceptable initial values should be given by algorithm users. Other details of 
construction as well as resolution of such a LMI problem will be given in section 4 by 
an explicit example. From (14) and (15), we can rewrite (13) 
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Each recursive step of RLS gives a new estimation of system parameters. The 
forward input signal filter should also be renewed by implementing (16) as well as the 
filter design method in section 3.3 for each time. We notice that the input sequence is 
non-stationary.  

3.3   Forward Filter Design 

A map from r to forward filter F is defined in Anderson and Moore [7] and [8]. The 
designed system input signal will be the output of this filter F with a Gaussian white 
noise input to F. And notice that this input to filter F is independent from the system 
disturbance. 

4   Numerical Experiments 

4.1   Modified Cramer-Rao Bound Comparison 

This comparison simulation is done on standard RLS algorithm without forward FIR 
filter design in order to eliminate the influence of non-stationary input. Consider 
system, 

( ) ( 1) ( 1) ( ) ( 1)y t ay t bu t w t aw t− − = − + − −  (17) 

Set * [ , ] [0.4, 2.5]a bθ = = , the initial values of RLS are [0.01,0.01]θ = , 1000*P I= , 
2 61 10σ −= × , recursive step number N=200. And a Gaussian white noise is given as 

the input sequence u which 2( ) 0.1kE u =  and 2 1wσ =  as the system disturbance. 

The following table shows the minimum Eigen value of the covariance matrix and 
its bound computed by both Cramer-Rao inequalities. Results are different from time 
to time, but the new Cramer-Rao inequality gives a more precise bound in all 
simulations.   

Table 1. Comparison of Unbiased and Biased Cramer-Rao Bound 

 minimum Eigen value 

Unbiased Cramer-Rao Bound 0.0029 
Biased Cramer-Rao Bound 0.0071 
Parameter covariance matrix 0.0288 

4.2   Simulation Results 

Matrix R in (16) should be expressed as R(r), where r is the unknown spectrum 
vector. The optimization problem is dealt with Matlab toolbox YALMIP [9] and its 
solver sdpt3. Since there is no guarantee to what the RLS estimator may give at the 
beginning of the procedure, it is necessary to project estimated parameters into a set 
K so that the estimated model will be stable. Otherwise there will be no solution for 
(16) [4][10]. For the system structure (17), we can simple restrict first parameter of 
θ  in (-1, 1). 
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Fig. 1. Parameter Estimation Error 

Simulation results are presented in Figure 1. We use system (17) and the RLS 
initial values are the same with section 4.1.  

Figure 1 shows the parameter estimation error of the algorithms in this paper and 
its counterpart in [4] with the same realization of system interruption sequence. Red 
Line shows system parameters error estimated by algorithm in this paper. Blue Line 
shows system parameters accuracy estimated by algorithm in [4]. The algorithm 
depict in blue line does not perform to achieve its target under biased parameter 
estimation in 200 steps.  The algorithm in red line gives a better performance under 
the same situation. 

5   Conclusions 

In this paper, Cramer-Rao inequality under biased parameter estimation is given and 
the existing optimal input design algorithm based on forward filter design is modified 
to fit the biased RLS algorithm for ARX models. We proofed that the new equality 
gives a more precise bound for biased estimation structure, and consequently, a better 
performance is observed when implement this new bound in the adaptive input signal 
design algorithm. Finally, some simulation examples are given to demonstrate the 
new bound and the new algorithm. 
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Abstract. Probabilistic temporal logics of knowledge have been used to specify 
multi-agent systems. In this paper, we introduce a probabilistic temporal logic of 
knowledge called PTLK for expressing time, knowledge, and probability in 
multi-agent systems. Then, in order to overcome the state explosion in model 
checking PTLK we propose an abstraction procedure for model checking PTLK. 
The rough idea of the abstraction approach is to partition the state space into 
several equivalence classes which consist of the set of abstract states. The 
probability distribution between abstract states is defined as an interval for 
computing the approximation of the concrete system. Finally, the model 
checking algorithm in PTLK is developed. 

Keywords: agent, model checking, abstraction, probabilistic logic, temporal 
logic, epistemic logic. 

1   Introduction 

Model checking[1] is a powerful technique for verifying systems and detecting errors at 
early stages of the design process, which is obtaining wide acceptance in industrial 
setting. The state explosion problem is the major obstacle in making model checking 
tractable. Therefore, there exists much work focusing on this famous problem, and 
several techniques have been suggested to overcome this limitation of model checking. 
In all these techniques, abstraction[2, 3, 4] is one of the most successful techniques for 
overcoming the state space explosion problem in model checking. This motivates us to 
use the abstraction to reduce the state space in model checking probabilistic temporal 
logics of knowledge. 

A range of logics combining temporal, epistemic, and probabilistic components such 
as PFKD45[5], PET L[6] have been developed for specifying randomized or 
probabilistic programs, communication protocols, and complex systems such as 
distributed or multi-agent systems. In these logics, probabilistic components are only 
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used to reason about the uncertainty of knowledge. It is natural to extend these logics to 
consider probabilistic aspects of system such as “consensus will eventually be reached 
with probability 1”, “with 99% chance the system will not fail”. So, in this paper we 
introduce the probabilistic component into temporal epistemic logic CTLK[7, 8, 9] 
yielding a new probabilistic temporal logic of knowledge called PTLK. Then a 
probabilistic Kripke structure is given for interpreting PTLK, and the model checking 
algorithm based on the algorithm for model checking CTL is presented, which given a 
structure M and a PTLK formulaφ  determines whether the structure M  satisfies φ . 

In this paper our most important work is to simplify a system, while preserving some 
of its relevant behaviors, so that the simplified system is more accessible to model 
checking procedure and is still sufficient to establish certain properties. Let M be the 
concrete system that we want to verify against some probabilistic temporal epistemic 
formula. The rough idea of the abstraction approach is to partition the state space of M 
into several equivalence classes which consist of the set of abstract states. The 
probability distribution between abstract states is an interval. For different kinds of 
formulas, we can choose the corresponding probability function over the interval such 
that the abstract model A satisfying φ  implies M satisfies φ . To our knowledge, this is 

the first attempt to provide abstraction techniques that are useful to prove properties 
expressed in the probabilistic temporal logic of knowledge. 

The rest of this paper is organized as follows. In Section 2, we present the basic 
definition of the probabilistic temporal logic of knowledge PTLK and the probabilistic 
Kripke structure. In Section 3, we present the principle of abstracting the probabilistic 
Kripke structure, and show that the abstraction preserves some PTLK formula. The 
model checking algorithm for PTLK is presented in Section 4. A case of the dining 
cryptographers protocol is studied in Section 5. Conclusions and future work are 
summarized in Section 6. 

2   Probabilistic Temporal Logic of Knowledge 

In this section, we define a logic, called Probabilistic Temporal Logic of 
Knowledge(PTLK), for expressing time, knowledge, and probability in multi-agent 
systems. Assume Ap is a finite set of atomic propositions, { } 1, ,  nAg = … is a finite 

set of agents. Formulas in PTLK are built from atomic propositions, propositional logic 
connectives, temporal operators, and knowledge operators for expressing time and 
probability. 

Definition 1 (PTLK Syntax). The syntax of PTLK formulas over Ap and Ag is 

defined inductively as follows: 

 If a Ap∈ , then a  is a PTLK formula. 

 If ,φ ϕ are PTLK formulas, then φ¬ ,φ ϕ∧ are PTLK formulas. 

 If ,φ ϕ are PTLK formulas, then pφΧ , pφ ϕ∪ are PTLK formulas, where 

{ , , , , }∈ > ≥ < ≤ = , p ∈ [0,1] is a real number. 

 If φ  is a PTLK formula, then p
iK φ with i Ag∈  is a PTLK formula. 
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In order to model random phenomena, we need to enrich transition systems with 
probabilities. We extend Kripke structure with probability for interpreting PTLK. 

Definition 2. A probabilistic Kripke structure(PK) over a set of agents 

{ }  1, ,  nAg = … and a set of propositions Ap is a 2n + 4 tuple 

{ }0, 1 1, ~ ,..., ~ , , ,..., ,n nM S s P P P L= ,where 

 S is a finite set of states. 
 0 Ss ∈ is the initial state. 

 i S S⊆ ×∼ is an epistemic accessibility relation for each agent 1 i n≤ ≤ . 

 [ ]: 0,1P S S× →  is a transition probability function, such that for all s in S 

,
'

( , ') 1
s S

P s s
∈

=∑ . 

 [ ]: 0,1iP S S× →  with 1 i n≤ ≤  is a probability function such 

that
~ '

( , ') 1
i

i
s s

P s s =∑ . 

 : 2ApL S → is a labelling function assigning atomic propositions to states. 

Before we give formal semantics to PTLK, we briefly review some concepts from 
probability theory. A nonempty set Ω  of possible outcomes of an experiment of 
chances is called sample space. A set 2B Ω⊆ is called σ − algebra over Ω  if it 
contains Ω , \ EΩ for each E B∈ , and the union of any countable sequence of sets 
from B. The subsets of Ω that are elements of B are called measurable. 

A probability space is a triple ( , ,Pr )PS B ob= Ω where Ω is a sample space, B is 

an σ − algebra over Ω , and Pr ob is a mapping B → [0,1] such that Pr ob ( Ω ) = 1 

and 1( )i iProb E∞
=∪ = 1i

∞
=∑ Pr ob ( iE ) for any sequence 1 2,E E ‚... of pair disjoint sets 

from B . We call Pr ob a probability measure. 

Definition 3(Paths). Let M  be a PK . 

 An infinite path π in M  is an infinite sequence 0 1, ,s s … of states such 

that 0i∀ ≥ ‚ 1P( , )i is s + > 0. 

 A finite path 'π is a finite prefix of an infinite path. 

For a PK M , let Ω = Sω be the set of paths of M . Let B be the σ − algebra 

generated by *{ ( ) | }C Sπ π ∈ , where ( )C π = { 'π ∈ Ω |π  is a prefix of 'π } is the basic 

cylinder set ofπ . A PK M  induces a probability space. The underlying σ − algebra is 
defined over the basic cylinder set induced by the finite paths starting in the initial state 

0s . The probability measure Pr ob  is the unique measure on this σ − algebra where 

Pr ob (C( 0 1... ns s s )) = 1
0 1

( , )i i
i n

P s s +
≤ ≤ −
∏ . 

We use MPathsω ( s ) to represent the set of all infinite paths in M  that start in state 

s . The subscript M is omitted when it is clear from the context. Pathsω ( ,s φ ) is used 



212 C. Zhou, B. Sun, and Z. Liu 

to represent the set of infinite paths that start in state s and satisfy φ . 

Formally Pathsω ( ,s φ ) = { ( )Paths sωπ ∈ | π |= φ }.Then Pr ( , )ob s φ = 

Pr ob ({π | ( , )Paths sωπ φ∈ }). The semantics of PTLK are given via the satisfaction 

relation “|=” which holds between pairs of the form ( ,s)M . 

Definition 4(PTLK Semantics). Let M be a PK over the set Ag of agents and the set 

Ap  of propositions, φ  be a PTLK formula over Ag and Ap , and s S∈  be a state. 

Truth of φ  at s in M  written (M,s) |=φ , is defined inductively as follows: 

 For any atomic proposition a Ap∈ , , |M s = a  if and only if a L(s)∈ . 

 , |M s = φ¬ if and only if M, s| ≠ φ . 

 , |M s = φ ϕ∧ if and only if , |M s φ= and , |M s ϕ= . 

 , |M s = pφΧ if and only if
, '|

( , ')
M s

P s s p
φ=

∑ ,where { , , , , }∈ > ≥ < ≤ = . 

 , |M s = pφ ϕ∪ if and only if Pr ( , )ob s pφ ϕ∪ , where { , , , , }∈ > ≥ < ≤ = . 

 , |M s = p
iK φ if and only if 

, '| '~

( , ')
i

i
M s s s

P s s
φ= ∧
∑ p , where { , , , , }∈ > ≥ < ≤ = . 

3   Abstraction for Model Checking PTLK 

3.1   Abstract Probabilistic Kripke Structure 

Our aim is to provide an abstraction of PK which is conservative for some subsets of 
PTLK The basic principle is to collapse sets of concrete states into single abstract states 
such that the abstract system simulates the concrete system. The probability between 
abstract states is represented by an interval. The probability of epistemic accessibility 
relation is also represented with an interval. Taking the interval to represent the 
probability helps us define the under- and over-approximation. 

Definition 5. An abstract probabilistic Kripke structure(APK) over a set of 
agents {1,..., }Ag n= and a set of propositions Ap is a 3n+5 

tuple 0 1 1 1{ , , ,..., , , , , ,..., , , }l u l u l u
n n nA S s P P P P P P L= ∼ ∼ . where 

 0 1, , ,..., ,nS s L∼ ∼  are defined as in Definition 2. 

 , : [0,1]l uP P S S× → are matrices describing the lower and upper bounds for 

the transition probabilities between states such that for all , ' Ss s ∈ , ( , )lP s i  

and ( , )uP s i  are pseudo distribution functions, where ( , )lP s i =
'

( , ')l

s S

P s s
∈
∑ , 

( , )uP s i
'

( , ')
u

s S

P s s
∈

= ∑ , and ( , ') ( , ')l uP s s P s s≤ , and ( , ) 1 ( , )l uP s S P s S≤ ≤ . 

 , : [0,1]l u
i iP P S S× → with 1 ≤ i ≤ n are matrices describing the lower and 

upper bounds for the probabilities over accessibility relation such that for all 

, ' Ss s ∈ , ( , )l
iP s i and ( , )u

iP s i  are pseudo distribution functions, 
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where
'

( , ) ( , '),
i

l l
i

s s

P s P s s= ∑
∼

i
'

( , ) ( , '),
i

u u
i

s s

P s P s s= ∑
∼

i  and ( , ') ( , '),l u
i iP s s P s s≤  

and ( , ) 1 ( , )l u
i iP s P s≤ ≤i i . 

Let 1( , ,..., )nH P P P= be an n + 1 triple, where P is a probabilistic function between 

states , iP  with 1 i n≤ ≤ are probabilistic functions over accessability relation. We 

call H is consistent with an APK 0 1 1 1{ , , ,..., , , , , ,..., , , }l u l u l u
n n nA S s P P P P P P L= ∼ ∼ if and 

only if for all , ' Ss s ∈ , ( , ') ( , ') ( , ')l uP s s P s s P s s≤ ≤ , and for all 

1 i n≤ ≤ , , 's s S∈ ( , ') ( , ') ( , ')l u
i i iP s s P s s P s s≤ ≤ .  

Definition 6 (Semantics for APK). Let 1( , ,..., )nH P P P=  be an n + 1 triple of 

probabilistic functions, 0 1 1 1{ , , ,..., , , , , ,..., , , }l u l u l u
n n nA S s P P P P P P L= ∼ ∼ be an APK, and 

φ  be a PTLK formula. If H  is consistent with A , then we call A, 0s |= φ  over H, if 

and only if for the PK M  = 0 1 1{ , , ,..., , , ,..., , }n nS s P P P L∼ ∼ , 0, |M s φ= . 
Following the idea of abstraction in model checking reactive systems, we group 

states of the concrete system in the abstract system. Before defining the principle to 
induce an APK from a PK, we consider how to group the states. Intuitively, states of an 
abstract system should satisfy same propositions. 

Definition 7. Let M = 0 1 1{ , , ,..., , , ,..., , }n nS s P P P L∼ ∼  be a PK, 'S S⊆ , φ  be a PTLK 
formula, Atom(φ ) be a set of propositions occurring in φ . We callφ  respects 'S if for 

all , ' 's s S∈ , ( ) ( ) ( ') ( )L s Atom L s Atomφ φ=∩ ∩ . 

Definition 8. Let M = 0 1 1{ , , ,..., , , ,..., , }n nS s P P P L∼ ∼  be a PK, φ  be a PTLK formula, 

Λ = 1{ ,..., }mA A 2S⊆  be a partition of S , i.e., ,iA ≠ ∅ i jA A = ∅∩ for ,1 ,i j i j n≠ ≤ ≤  

and 
1

n

i
i

A S
=

=∪  , and φ  respect iA for all 1 i m≤ ≤ . Then the abstraction of M induced 

by Λ and φ  is the APK A  = 0 1 1 1{ , , ,..., , , , , ,..., , , }
l u l u l u

n n nS s P P P P P P L∼ ∼ . given by 

 S  = Λ . 

 If 0 is A∈ ,then 0 is A= . 

 For all k∼ with 1 k n≤ ≤ , for all ,i jA A  with 1 ,i j m≤ ≤ , iA k∼ jA  if and only 

if there exists , 'i js A s A∈ ∈  such that 'ks s∼ . 

 For all iA , jA  with 1 ,i j m≤ ≤ , ( , ) min ( , ),
i

l

i j s A jP A A P s A∈=  

( , ) max ( , ),
i

u

i j s A jP A A P s A∈= where
'

( , ) ( , ')
j

j
s A

P s A P s s
∈

= ∑ . 

 For all k with 1 k n≤ ≤ , for all iA , jA with 1 ,i j m≤ ≤ , 

( , ) min ( , )
i

l

k i j s A k jP A A P s A∈= , 

( , ) max ( , )
i

u

k i j s A k jP A A P s A∈= , where
'

( , ) ( , ')
j

k j k
s A

P s A P s s
∈

= ∑ .  
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Fig. 1. Abstracting a Probabilistic Kripke Structure 

 : 2 pA
L S →  where ( )ip L A∈  if and only if there exists is A∈ such that 

( ) ( )p L s Atom φ∈ ∩ . 

Example 1. Let φ  be a PTLK formula, and ( ) { , }Atom a bφ = . Consider the PK in 

Figure 1.(left) with { , }Ap a b= , {1}Ag = , 0 2 1 3( ) ( ) { }, ( ) ( ) { },L s L s a L s L s b= = = =  In 

Figure1. numbers labeled at the end of arrows represent the probability distribution 
between states. The probability function P1 over accessibility relation is defined as 

follows: 1 0 1( , )P s s
1

,
3

= 1 0 2( , )P s s
2

,
3

= 1 2 1( , )P s s
3

,
4

= 1 2 0( , )P s s
1

,
4

= 1 1 0( , )P s s
1

,
2

=
 

1 1 3( , )P s s
1

,
2

= 1 3 2( , )P s s
3

,
5

= 1 3 1( , )P s s =
2

5
. The APK induced by the partition: 
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0 2 1 3{{ , },{ , }}s s s s and φ  is depicted in Fig1.(right)  with 0( )L s = { },a 1( )L s ={ }.b The 

probability functions 1

l
P and 1

u
P are defined as follows: 

1 0 0

1
( , ) ,

4

l
P s s = 1 0 1( , )

l
P s s =

1

3
, 1 1 1( , )

l
P s s =

2

5
, 1 1 0( , )

l
P s s =

1
,

2 1 0 0( , )
u

P s s =
2

3
,

1 0 1( , )
u

P s s =
3

,
4

1 1 1 01 1

1 3
( , ) , ( , ) ,

2 5

u u
P s s P s s= =  

3.2   Property Preservation Theorem 

The aim of abstraction is to simplify the concrete system while preserving some 
properties. In this subsection we discuss which properties expressed with PTLK will be 
preserved. 

Definition 9. Let ∈ { , , , , }< ≤ = > ≥ . PTLK . is a subset of PTLK in which negation is 

applied only to atomic propositions. Formally, PTLK . Over ,a set Ag of agents, 

and a set Ap of propositions is defined by the following BNF 

expression: :φ = | | | | |p p p
ia a Kφ φ φ φ φ φ¬ ∧ Χ ∪ . 

Theorem 1. Let M be a PK, Λ be a partition of S  , φ  be  a PTLK≥  
( )PTLK> formula, A be the abstraction of M induced by Λ  and φ  If 0, |A s = φ  over 

1( , ,..., )
l l l

nP P P , then 0, |M s φ= . 

Proof. The proof is by induction on the length of φ . 

 Let φ  = a . Then by Definition 6, 0, |A s =  a if and only if a∈ 0( )L s . By the 

definition  

of L , a ∈ 0( )L s  implies there exists 0s s∈  such that ( ) ( )a L s Atom φ∈ ∩ . From 

Definition 7, 0( ) ( ) ( ) ( )L s Atom L s Atomφ φ=∩ ∩ . So a∈L( 0s ), i.e. 0, |M s = a. 

 Letφ  =¬ a. Then by Definition 6, 0, |A s ≠ a if and only if a ∉ 0( )L s . By the 

definition  

of L , a∉ 0( )L s  implies there are no state 0s s∈  such that ( ) ( )a L s Atom φ∈ ∩  Since 

a∈Atom(φ ), a∉L( 0s ), i.e. 0, |M s = ¬ a. 

 Let φ  = 1 2ϕ ϕ∧ . By Definition 6, 0, |A s = 1 2ϕ ϕ∧   implies 0, |A s = 1ϕ
 

and 0, |A s = 2ϕ . By  

induction, 0, |A s = 1ϕ  implies 0, |M s = 1φ , 0, |A s = 2ϕ implies 0, |M s = 2φ . That is 

0, |M s = 1 2ϕ ϕ∧ . 

 Letφ  = pX ϕ≥ . By induction, if 0, |A s = ϕ  then for all 0s s∈ ,M, s |=ϕ  . By 

the  
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definition of 
l

P  we have
1

0 1
|

( , )
s

P s s
ϕ=
∑ ≥

1

0 1
|

( , )
s

P s s
ϕ=
∑ ≥

1

0 1
|

( , )
l

s

P s s
ϕ=
∑ .  According to 

the semantics of 0, |A s = pX ϕ≥
 ,

1

0 1
|

( , )
l

s

P s s
ϕ=
∑  ≥ p , So, 

1

0 1
|

( , )
s

P s s
φ=
∑ ≥ p . That 

is 0, |M s = pX ϕ≥ . 

 Let φ = 1 2
pϕ ϕ≥∪ . Assume there exists a path 0 ,..., ,...ns s in A such that  

, |nA s = 2ϕ , , |iA s = 1ϕ   for all 1 1i n≤ ≤ − . Direct from the definition of Prob and 
l

P  

we have 0Pr ({ ... |1 })n i iob s s i n s s≤ ≤ ∧ ∈  =
00

0 1 1 2 1
,...,

( , ) ( , )... ( , )
nn

n n
s s s s

P s s P s s P s s−
∈ ∈
∑  

=
0 10 1

0 1
,

( , )
s s s s

P s s
∈ ∈
∑

1 21 2

1 2
,

( , )
s s s s

P s s
∈ ∈
∑ …

11

1
,

( , )
n nn n

n n
s s s s

P s s
−−

−
∈ ∈
∑ ≥ 10 1( , )... ( , )nnP s s P s s− ≥

0 1( , )
l

P s s … 1( , )
l

n nP s s− = Prob 0( ( ... ))nC s s . Further by induction, for each 

state n ns s∈ , , nM s |= 2ϕ , and for all states is  with 1 1i n≤ ≤ − , if iis s∈ , then 

, iM s |= 1ϕ . That is for each set of 0( ... )nC s s , there exists a corresponding set 

{ 0 ... |ns s 1 ≤ i ≤ n ∧ is is∈ } such that 0Pr ({ ... |1 })n i iob s s i n s s≤ ≤ ∧ ∈ ≥  

Prob 0( ( ... ))nC s s . Therefore, Prob( 0s , 1ϕ U 2ϕ ) ≥  Prob( 0s , 1ϕ U 2ϕ ) ≥ p . 

 Let φ  =

p
iK ϕ . 0, |A s = p

iK ϕ   means 01
|

( , )
l

s

P s s
ϕ=
∑ ≥  p.,  

and
0

0
| ~

( , )
i

i
s s s

P s s
ϕ= ∧
∑ ≥ 0

|

( , )i
s

P s s
ϕ=
∑ ≥ 0

|

( , )
l

i
s

P s s
ϕ=
∑ . So

0

0
| ~

( , )
i

i
s s s

P s s
ϕ= ∧
∑ ≥  p. That is 

0, |M s = p
iK ϕ . 

The following theorem states other PTLK formulas preserved by abstraction. Its 
proof is similar to Theorem 1. Therefore we omit its proof. 

Theorem 2. Let M be a PK, Λ be a partition of S , A be the abstraction of M induced 

by Λ , φ  be a PTLK≤ ( PTLK< ) formula. If 0, |A s = φ  with over 1( , ,..., )
u u u

nP P P , 

then 0, |M s = φ .. 

4   Model Checking for PTLK 

In this section, we present a model checking algorithm, which is given a probabilistic 
Kripke structure M and a PTLK formula φ  determines whether 0, |M s φ= .The 

algorithm is based on the algorithm for model checking in CTL. The algorithm will 
operate by labeling each state s with the set label(s) of subformulas of φ  which are true 

in s. Initially, label(s) is just ( )L s . The algorithm then goes through a series of stages. 

During the ith stage, subformulas with 1i − nested PTLK operators are processed. When 
a subformula is processed, it is added to the labeling of each state in which it is true. 
Once the algorithm terminates, we will have that 0, |M s φ=  if and only if ( )label sφ ∈ . 
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Algorithm 1. Check pX ϕ  

: { | ( )}T s label sφ= ∈  

while S ≠ ∅  do 

choose s S∈  

: \{ }S S s=  

if
'

( , ')
s T

P s s p
∈
∑  then 

( ) : ( ) { }plabel s label s X ϕ= ∪  

end if 

end while 

Fig. 2. Procedure for labeling the states satisfying pX ϕ  

To handle formulas of the form pX ϕ , for each state s in M we first compute 

( ,{s | ( )})P s label sφ ∈ . If ( ,{s | ( )})P s label sφ ∈ p , then we add pX ϕ into label(s). 

In Figure 2, we give a procedure Check pX ϕ  that adds pX ϕ  to label(s) for every s 

that satisfies pX ϕ  assuming that φ  has already been processed correctly. 

Algorithm 2. Check pφ ϕ∪  

:T S=  

while S ≠ ∅  do 

choose s S∈  

: \{ }S S s=  

( , ) :Prob s Uφ ϕ =  

if ( )label sϕ ∈  then 1 

else if ( )label sφ ∉  then 0 

else
'

( , ') ( ', )
s S

P s s Prob s φ ϕ
∈
∑ ∪  

end if 

if ( , )Prob s U pφ ϕ  then ( ) ( ) { }plabel s label s Uφ ϕ= ∪  

end if 

end while 

Fig. 3. Procedure for labeling the states satisfying pφ ϕ∪  
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For formulas of the form pφ ϕ∪ , Hans Hansson and Bengt Jonsson[10] have 

shown that 0( , )Prob s Uφ ϕ satisfies the following recurrence equation: 

0( , )Prob s Uφ ϕ := if ( )label sϕ ∈ then 1 

else if ( )label sφ ∉ then 0 

else
'

( , ')
s S

P s s Prob(s', U )φ ϕ
∈
∑  

The recurrence equation gives an algorithm shown in Figure 3. to label the state s with 
pφ ϕ∪  if ( , )Prob s φ ϕ∪ p. For formulas of the form p

iK ϕ ,for each state s in M we 

first compute the set of states labeling with φ (denoted by Tφ ) and the set of states 

i∼ which is equivalent to s(denoted by sT ). 

Algorithm 3. Check p
iK ϕ  

: { | ( )}T s label sφ φ= ∈  

while S ≠ ∅  do 

choose s S∈  

{ ' | ' }s iT s s s= ∼ } 

if
'

( , ')
s

i
s T T

P s s p
φ∈

∑
∩

 then ( ) ( ) { }p
ilable s label s K ϕ= ∪  

end if 

: \{ }S S s=  

end while 

Fig. 4. Procedure for labeling the states satisfying p
iK ϕ  

If. ( , )i sP s T Tφ ∩ p, then we add p
iK ϕ into label(s). In Figure 4, we give a 

procedure Check p
iK ϕ  that adds p

iK ϕ to label(s) for every s that satisfies pX ϕ  

5   A Case Study 

We illustrate the abstraction technique presented above on the verification of a security 
protocol: Chaum’s Dining Cryptographers Protocol[11], which provides a mechanism 
for anonymous broadcast. 

5.1   Dining Cryptographers Protocol 

The protocol of the dining cryptographers was introduced in [11]. The original wording 
from [11] is as follows: 
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“Three cryptographers are sitting down to dinner at their favourite three-star 
restaurant. Their waiter informs them that arrangements have been made with the 
maitre d’hotel for the bill to be paid anonymously. One of the cryptographers might be 
paying for the dinner, or it might have been NSA (U.S. National Security Agency). The 
three cryptographers respect each other’s right to make an anonymous payment, but 
they wonder if NSA is paying. They resolve their uncertainty fairly by carrying out the 
following protocol: 

Each cryptographer flips an unbiased coin behind his menu, between him and the 
ryptographer on his right, so that only the two of them can see the outcome. Each 
cryptographer then states aloud whether the two coins he can see (the one he flipped 
and the one his left-hand neighbour flipped) fell on the same side or on different sides. 
If one of the cryptographers is the payer, he states the opposite of what he sees. An odd 
number of differences uttered at the table indicates that a cryptographer is paying; an 
even number indicates that NSA is paying (assuming that the dinner was paid for only 
once). Yet if a cryptographer is paying, neither of the other two learns anything from 
the utterances about which cryptographer it is.” 

It can be shown that after running this protocols, all the cryptographers are able to 
determine whether it was the NSA or one of the cryptographers who paid for dinner. 
Notice that similar versions of the protocol can be defined for any number of 
cryptographers greater than three. To formalize this protocol in our framework, let us 
first consider the specification of the problem. Introducing an integer variable pay to 
express that which cryptographer has paid for the dinner. Assume there are n 
cryptographers, the following formula  expresses Chaum’s requirements in the case of 
cryptographer 1: 

2 2 23 3 3
3 3 3

1 1 1
1 2 2

( 1 ( ( ) ( ( ) ( ))))
i i i

pay K pay i K pay i K pay iφ
≥ ≥ ≥

= = =
= ≠ → ∧ ≠ ∨ ∨ = ∧ ∧ ¬ = . 

 
Fig. 5. Abstraction for protocol with three cryptographers 
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That is, if cryptographer 1 did not pay, then the he knows either the probability of 

that no cryptographer paid is no less than 
2

3
, or knows the probability of that one of the 

other 2 paid, but does not know which is no less than
2

3
. The specifications for the other 

cryptographers are similar. 

5.2   Abstraction 

The abstraction model for the protocol with 3 cryptographers in shown in Figure 5. 
Since there are only four abstract states, it is easy to claim that the abstraction model 
satisfies the formula φ . That is the concrete model satisfies φ . In the concrete model 

there are 76 states, while the abstraction only has 4 states. Therefore, we have that the 
abstraction can reduce the model very much. 

6   Conclusions and Future Work 

We have presented a new probabilistic temporal logic of knowledge PTLK which not 
only can be used to reason about the uncertainty of knowledge, but also about 
probabilistic aspects of system’s behaviors. In order to make model checking PTLK 
tractable, we proposed an abstraction technique to simplify concrete systems. There are 
many interesting avenues for future research. Our current work concentrates on 
providing evidence for the refutation of a PTLK property which is an essential feature 
of model checking, and using the refutation to guide the abstraction. 
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Abstract. To solve the double-objective optimization of dual resource constrained 
job shop scheduling, an inherited genetic algorithm is proposed. In the algorithm, 
evolutionary experience of parent population is inherited by the means of branch 
population supplement based on pheromones to accelerate the convergence rate. 
Meanwhile, the activable decoding algorithm based on comparison among time 
windows, the resource crossover operator and resource mutation operator, which 
are all established based on four-dimensional coding method are utilized with 
reference to the character of dual resource constrained to improve the overall 
searching ability. Furthermore, the championship selection strategy based on 
Pareto index weakens the impact of the Pareto level of chromosomes obviously. 
The elitist preservation strategy guarantees reliable convergence of the algorithm. 
Simulation results show that the performance of the proposed inherited GA is 
effective and efficient. 

Keywords: dual resource constrained, inherited GA, time windows 
comparison, Pareto index. 

1   Introduction 

The Job Shop Scheduling Problem (JSP) is one of the most important issues in current 
academia, however, most of the literature on JSP had considered only machine as a 
limiting resource and ignored the possible constraints imposed by the availability of 
workers with requisite skills to perform the operations. This type of problem, where 
both machines and workers represent potential capacity constraints, was referred to as 
Dual-Resource Constrained (DRC) JSP by Nelson[1] at 1967. Since then there had 
been considerable investigations of DRCJSP which can be clustered into two groups 
and are briefly surveyed below. The first group investigated influences of different 
worker assignment rules such as “when” rule, ”where” rule, “Push/Pull” rule using 
simulation method which forms the most investigated aspect of DRCJSP [2-4] [5-6]. 
The other group of studies investigated a great variety of heuristic algorithms and 
intelligent algorithms in order to find optimal or near optimal solutions to DRCJSP 
problems (e.g., Genetic Algorithm(GA) [7-10] and Ant Colony Optimization(ACO) 
[11]). However, most of the existing studies are single-objective optimization. 
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Ant Colony Optimization (ACO) is a constructed meta-heuristic algorithm based 
on swarm intelligence, in which artificial ants are created to solve problems. Since the 
initial work of Dorigo [12] on the ACO algorithm, several scholars have developed 
different ACO algorithms that performed properly when solving combinatorial 
problems especially in the field of JSP [13-14] in recent years. This paper presents the 
development of a hybrid algorithm which is the combination of ACO and Genetic 
algorithm (GA) for solving double-objective DRCJSP-HW.  

2   Double-Objective Inherited Genetic Algorithm Introduction 

In this paper, a double-objective inherited Genetic Algorithm (DOIGA) is proposed 
for solving scheduling problem in a dual-resource constrained environment. The 
algorithm uses four-dimension coding chromosomes, follows by the generation of 
branch population based on pheromones accumulation, and applies common genetic 
operators and resource evolutional operators to improve schedules. The Pareto-
optimal solutions are selected based on taxis strategy with Pareto index. 

2.1   Coding and Active Decoding 

The representation of schedules as chromosome is important in the algorithm. In 
DOIGA, the model employs a list of operations for each part and associated resources 
including machines and workers as schedule representation, as shown in figure 1. 

Each gene iG is formed by four elements (p=1,2,3,4)
p

iG  and the length of the 

chromosome is equal to the total number of operations. 

 

Fig. 1. Four-Dimensional Coding Method 

The fitness for a particular schedule is calculated with the following active 
decoding algorithm via comparison among time windows in view of the character of 
dual resource constrained environment. Some important definitions are put forward at 
first. 

Definition 1. The intersection of time windows.  

When time windows A [
S

At ,
E

At ] and B [
S

Bt ,
E

Bt ] satisfy &
S E E S

A B A Bt t t t< > , there is the 

intersection C [max(
S

At ,
S

Bt ),min(
E

At ,
E

Bt )] which is recorded as A B C=∩ . 

Definition 2. The inclusion of time windows.  

B includes A, which is recorded as B A⊃ , only if A B A=∩ . 

Definition 3. The intersection of time window sets.  
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Based on these definitions, the steps of active decoding algorithm are following: 

（1） Beginning with PC  which saves finish time of all parts’ currently operations 

while 
WC  and 

MC  includes the available time window sets of all workers and 

machines, respectively. 

（2） For each gene, read its process time 2

i

p

Gt  and the finish time 2
( 1)

i

e

Gt −  of its 

previous job ( 2
( 1)

i

e

Gt − =0 when
2

1
iG = ) from PC ; 

（3） Obtain the intersection
T

RC of associated machine
3
iG  and worker 

4
iG  

according to definition 3. 

（4） The process time window of job 
2
iG  is 

2 2 2( 1) ( 1)
[max( , ),max( , ) ]

i i i

S S

A A

e e p

G G Gt tt t t− − + when 2 2 2( 1) ( 1)
{min [ ] [max( ) max( ) ]}| , , , ,

i i i

S S E S S

A A A A A

T e e p

R
A A A

G G Gt t t t tC t t t− −= ∃ ∈ ⊃∧ + ; 

（5） Update PC , 
WC and

MC  respectively and schedule the next operation until 

there is no unscheduled operations. 

2.2   Crossover and Mutation Operators 

The job scheduling evolution process utilizes composition operators to strengthen the 
diversity of search behavior. The crossover operators includes order crossover, linear 
order crossover and substring exchange crossover, and the mutation operators are 
swap mutation and insert mutation. On the other hand, the resource crossover operator 
comprises machine crossover and worker crossover which are executed with half 
population separately. The former is implemented by choosing two crossover points 
with the same machine at random, then exchanging the segments of process 

information (both 
1
iG  and 

2
iG ) of the two genes, as shown in figure 2. The latter 

exchanges the segments of two genes with the same worker and needs to reset illegal 
resource which against resource ability constraint, as shown in figure 3. After that, the 
resource mutation operator which resets the resources allocation of random gene is 
implemented as shown in figure 4.  

The evolution above may produce illegal chromosomes due to the strong coupling 
relationship among part, process and resources. Therefore a fast reconfigurable 
algorithm of illegal solution is proposed as following:  

（1） Find 
2 1 1 2 2min{ | , }

j j j i j i
j iG G G G G G= = ∧ < > ;  
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（2） If jG ≠ ∅  for each gene (i=1,2,...,n)
iG ,  exchange iG  and jG , as 

shown in figure 5.  
（3） If there is i<n, i=i+1 and go to step 1).  

GA possesses the search capability which combines both breadth and depth as a result 
of the combination of crossover operator and mutation operator. However, the 
mutation probability is usually much less than the crossover probability which avoids 
egregious variation of elite but also limits the global search ability of the algorithm. 
Consequently, the fully evolution strategy where the probability of crossover and 
mutation are both equal to 1 while evolution with no weeded out is employed in this 
research to introduce genetic diversity into population and regain the information lost 
in earlier generations.  

 

Fig. 2. Machine Crossover Operator 

 

Fig. 3. Worker Crossover Operator 

 

Fig. 4. Resource Mutation Operator 

 

Fig. 5. Reconfigurable Algorithm 

2.3   Sorting Strategy and Selection Operator on Pareto Index 

Above all, the definitions of Pareto index and dominated relationship based on 
double-objective are proposed as following. 

Definition 4. Chromosome A dominates B, which is recorded as A B , only if 
1 1 2 2 1 1 2 2( ( ) ( ) ( ) ( )) ( ( ) ( ) ( ) ( ))O O O O O O O OA B A B A B A Bf f f f f f f f≤ ∧ < ∨ < ∧ ≤ . 
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Definition 5. Pareto index is a three-dimension vector ( A
gN , A

eN , A
bN ) which is 

calculated with { , , { } { }}|i ij j

A A A A A
Ag b e c g bN C N N Num N N CB B= = = − −  and 

employed to describe the domination relationship of A with the others, in 
which cNum dedicates the total number of chromosomes participating in comparison. 
At first, the overlapped chromosomes in objective space should be reserved only one 
to avoid the premature problem caused by rapidly breed of elitist individual after 
active decoding process. Then each chromosome obtains its Pareto index according to 
comparison with the others which needs time complexity of O (N2+N). The whole 
population is divided into evolutionary set evolutionP and Pareto-optimal set 

ParetoP which is all the chromosomes with 0
gN = . At last the nearly optimal 

population with scale of N is selected from the evolutionP  based on the championship 
selection operator with Pareto index and elitist preserve strategy:  

（1） Choose two chromosomes randomly;  
（2） Compare their gN , eN , bN  in succession and select the smaller one;  

（3） If the number of selected chromosomes is less than N, go back to step 1);  

（4） Replace ten chromosomes of the selected population with larger gN  using 

elitist of evolutionP . 

2.4   Knowledge Inherited Based on Pheromone 

In order to improve the convergence performance of GA, DOIGA considers each 
technological process as branch path and introduces the pheromone as the carrier of 
knowledge inheriting to reflect the influence of them on different index. Before each 
iterative a branch population is generated based on pseudo-random proportional state 
transition rule with the pheromone concentration and some heuristic rules to inherit 
the evolution experience of parent population. 

In general, ant colony select path according to both pheromone concentration and 
heuristic information, however, ant flow is another important but always be neglected 
impact factor in accordance with the ant moving experiment on symmetrical bridge of 
different branch wide, as shown in figure 6[15].  

 

Fig. 6. Experiment of Dussutour 

Consequently, the improved pseudo-random proportional state transition rule 
includes the information of ant flow, as shown in (1). The 

xPP represents the 

probability of being chosen of technological process xP ; the transfer probability q  is 
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the important factor on balancing search-utilize performance of algorithm; 1

x

O
Pτ , 2

x

O
Pτ  

means pheromone of xP  for time index and cost index respectively; 
xP

η  is the 

heuristic information generated with heuristic rules while 
xPn  is the ant flow. 
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(1)

Depending on the evolution result evolutionP and paretoP , both local update and global 
update strategy of pheromone are utilized to update the pheromone and ant flow of 
technological process sets. First, the reasonable pheromone delta factor iOQ  for 

different index is obtained with formula (2) to avoid too fast pheromone accumulation 
caused by different dimensions of different index. 

1

10
( ( )) 2log10 C

Oi
i RO fQ

⎡ ⎤
⎢ ⎥
⎢ ⎥⎢ ⎥

−=
 

(2)

• Local Update: Update the pheromone and flow of all technological process in 
chromosomes of evolutionP  and paretoP  as (3). 

(1 ) /
,

i ii i

x x

x x

w
w wC

x C C pareto evolution

O OO O
P P

P P

Q f R P R R P Pn n
ρτ τ⎧ = − +⎪ ∈ ∈⎨ =⎪⎩

∪
( )

+1
 (3)

• Global Update: Update the technological process in paretoP  as (4) to accelerate the 
convergence rate. 

/i ii i

x x

w w
C x C

O OO O
P P Q f R P Rτ τ= + ∈( )  (4)

3   Simulation Experiment and Analysis 

3.1   Evaluate Criteria on Pareto-Optimal Solution 

Because of the nonequilibrium character of the elements in Pareto-optimal solution, 
the lack of acknowledged evaluate criteria of Pareto-optimal solution becomes a 
realistic problem. In order to compare the calculate performance of DOIGA with the 
others, an evaluate criteria based on Pareto index is proposed. First of all, the 
dominate relationship comparison among several Pareto-optimal solutions is executed 
as following:  

（1） Initial the Pareto index of all elements in Pareto-optimal solutions;  

（2） The elements of set { }i i
pareto xP A  compares with the ones in 

j
paretoP {

j
yB }(j>i) 

in succession.  
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（3） Update the Pareto index of the elements participating in comparison 
respectively. 

After that, the schedules with 0
gN =  are called as global Pareto-optimal solution 

with GParetoR  records the number of them. Pareto-optimal solution with larger GParetoR  

and smaller 
i

x

i i

x pareto

P

g g
A

A P
N N

∈

= ∑  approximates much more to the real Pareto-optimal 

front. On the other hand, the magnitude of 
P
gN  is much larger than GParetoR  when the 

scale of Pareto-optimal solutions participating in comparison is large, so 

10
( )log/10

P

g

GPareto
pareto P

g
N

RC
N

⎢ ⎥
⎢ ⎥⎣ ⎦

=  is proposed as the evaluation criteria. 

3.2   Experiment Results 

This paper utilizes the Random Weight Sum Ant Colony Optimal (RWSACO) and 
NS-EIGA which based on EIGA [7] using fast Pareto sorting strategy of Deb[16] as 
the comparing algorithms. These algorithms are used to calculate the 10 groups of 
random benchmarks for 20 times respectively and the results are compared, as shown 
in Table I which proves DOIGA can achieve all global Pareto solutions of all 

numerical examples except Pro4, meanwhile the least P

gN  and largest paretoC  validate 

the validity and advanced of DOIGA on solving DRCJSP again. 

Table 1. Algorithms Comparing 

DOIGA RWSACO NS-EIGA

GParetoR P
gN paretoC GParetoR P

gN paretoC GParetoR P
gN paretoC

Pro1 1.65 1137.15 14.37 0.00 2598.55 0.83 0.00 2335.50 0.62
Pro2 1.90 601.70 36.62 0.00 2856.95 0.59 0.00 3068.50 0.39
Pro3 2.45 1150.55 16.85 0.00 2530.80 0.59 0.00 2457.75 0.59
Pro4 2.05 707.00 18.32 0.00 4417.20 0.30 0.00 3076.90 0.41
Pro4 1.80 2851.55 2.60 0.75 806.35 6.66 0.20 1360.80 1.41
Pro5 1.75 431.00 32.70 0.00 2547.95 0.55 0.00 2157.50 0.57
Pro6 2.50 658.25 26.72 0.00 3476.80 0.35 0.00 3675.35 0.32
Pro7 0.95 665.45 94.48 0.00 1396.50 1.82 0.00 1272.30 1.36
Pro8 1.35 431.30 18.86 0.00 2460.25 0.58 0.00 2625.65 0.57
Pro9 1.45 480.00 83.78 0.00 2743.55 0.56 0.00 3003.25 0.46

Pro10 1.65 1137.15 14.37 0.00 2598.55 0.83 0.00 2335.50 0.62
 

4   Conclusion 

In this paper, a Double-Objective Inherited Genetic Algorithm (DOIGA) is developed 
to solve the production scheduling problem of double-objective optimization in dual-
resource constrained system. Some new technologies aimed at the character of dual 
resource constrained are proposed, such as the active decoding algorithm based on 
time windows comparison, resource crossover operator and resource mutation 
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operator, evolution experience inheriting based on pheromone, a fast sorting strategy 
based on Pareto index, and so on. Subsequently, the DOIGA is compared with 
RWSACO and NS-EIGA while the result proved that the proposed hybrid algorithm 
is very useful for optimizing the production performance under the realistic condition 
imposed by both machines and workers availability constraints. 
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Abstract. Enhancement of MDA process with Knowledge Base Subsystem is 
aimed to reduce risk of project failures caused by inconsistent user requirements 
caused by insufficient problem domain knowledge. The enhancement of IS 
development environment with Enterprise Knowledge Base is discussed in this 
article. The major parts of Knowledge Base Subsystem are Enterprise Meta-
Model, Enterprise Model and transformation algorithms. 
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Model Driven Architecture, Enterprise Model, Enterprise Meta- Model. 

1   Introduction 

The majority of IT project failures (about 68% [2]) are caused by inconsistent user 
requirements and insufficient problem domain analysis. Although new methods of 
information systems engineering (ISE) are being researched and developed, they are 
empirical in nature: the project models repository of CASE system is composed on 
the basis of enterprise problem domain. The problem domain knowledge acquisition 
process relies heavily on the analyst and user; therefore it is not clear whether the 
knowledge of the problem domain is adequate.  

The expert plays a pivotal role in the problem domain knowledge acquisition 
process, and few formalized methods of knowledge acquisition control are taken into 
consideration. Currently, despite of existing tools and CASE systems, user 
requirement analysis largely depends on the expertise of system analyst and the user. 
The knowledge stored in repository of CASE tool is not verified through formalized 
criteria, thus it is necessary to use advanced data capture techniques that ensure 
iterative knowledge acquisition process during which missing or incorrect data 
elements are obtained and fixed. 

OMG provides Model Driven Architecture (MDA[4]) approach to information 
systems engineering where MDA focuses on functional requirements and system 
architecture not on technical details only. Model Driven Architecture allows long-
term flexibility of implementation, integration, maintenance, testing and simulation. It 
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means that enterprise modeling and user requirements engineering stages of 
information system engineering life cycle are not covered enough by MDA yet. There 
is lack of formalized problem domain knowledge management and user requirements 
acquisition techniques for composition and verification of MDA models. In order to 
solve this problem enhancement of MDA approach by the best practices [5], [6], [7] 
of Knowledge Base IS engineering (including Enterprise Knowledge repository) can 
be used. The proposed enhancement will intellectualize MDA models composition 
process by improving their consistency and decreasing the influence of the empirical 
information in composition process. Knowledge Base Subsystem will ensure MDA 
models verification against formal criteria defined by Control Theory [8]. It will 
reduce risk of project failures caused by inconsistent user requirements and 
insufficient problem domain knowledge verification.  

2   Related Works 

After an analysis of enterprise modeling standards including CEN EN 12204 [5], 
CEN EN 40003 (CIMOSA) [6], UEML [7] is performed the following usage 
shortcomings of mentioned standards to particular Information System’s Engineering 
steps (user requirements acquisition, analysis and specification) are defined:  

• The content of enterprise models, presently used in CASE systems, is not 
verified according to formalized criteria. Although enterprise models are 
created on the basis of various notations (such as data flow diagrams, work 
flow models etc.), their composition is not verified by CASE systems with 
respect to defined enterprise domain characteristics such as relations among 
particular processes, functions, actors, flows and etc.  

• One of the reasons why the composition of enterprise models (created in this 
way) is incomplete for the improvement of CASE methods are insufficient 
features of both empirical Enterprise Models and user requirement 
specifications.  

In order to solve these problems a particular Enterprise Meta-Model [9] has been 
developed in Kaunas University of Technology, Department of Information Systems. 
Its internal structure is based on Control Theory and best practices of the above 
mentioned enterprise modeling standards. 

Recently, several authors [9], [10] proposed EMM based Use Case models 
generation methods in order to decrease empirical nature of Information Systems 
Engineering process already. These methods are able to cover static aspects of particular 
MDA steps (creation of Computation and Platform Independent Models), though 
mentioned EMM is not MDA compatible enough to fully support MDA process yet.  

3   Knowledge Base MDA Principles 

Most of MDA related techniques [1] are based on empirically collected problem 
domain knowledge thus negative influences verification of user requirements 
specification against actual customer needs. In some cases, user requirements do not 
correspond to formal business process definition criteria, which have a negative 
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impact on the next stage of information system engineering process. This problem can 
be solved by implementing Knowledge Base Subsystem (with EMM developed on 
basis of Control theory [8]) to particular MDA technique.  

The Enterprise Knowledge Based Subsystem consists of three parts: the Enterprise 
Meta–Model (EMM), the Enterprise Model (EM) and model transformation 
algorithms. EM is a representation of the structure, activities, processes, information, 
resources, people, behavior, goals, and constraints of a business, government, or other 
enterprises [13]. EMM is formalized method based specification that regulates the 
formation order of the EM. Model generation algorithms handle transformation 
among MDA models (CIM, PIM) and EM.  

3.1   Application of Knowledge Base Engineering Principles to MDA  

According to survey [1], leading MDA based ISE methodologies need improvement 
in the following areas: requirements engineering, CIM construction, system models 
verification against problem domain processes. These problems can be solved by 
enhancing the MDA approach with Knowledge Base Subsystem.  

EM construction requires formal CIM structure. Although the existing numerous 
techniques [3] describe CIM construction procedures, most of them are not formalized 
enough that influences negative impact on the EM constructs and composition. Usage 
of modified workflow diagrams [10] and formalized questionnaires (by demand free 
form diagrams can be used as well) solves such shortcomings and properly supports 
the suggested method. Conceptual MDA architecture enhanced with Knowledge Base 
Subsystem is depicted in Figure 1. 

 

Fig. 1. Conceptual MDA architecture enhanced with Knowledge Base Subsystem 

The set of modified workflow models [11] specifies the major CIM constructs. 
After CIM model is constructed, iterative verification process is started and is 
repeated until all the incorrect or missing CIM’s elements are updated and 
corresponds to internal structure of EMM. The process leads to the creation of the 
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EM. The following step is the transformation of EM to PIM. PIM consist of the 
following UML diagrams: Class, Use Case and Sequence. According to IBM [15] 
these diagram types are essential to PIM and PSM. PSM is the data source for the 
Application code generation. The following layers of application internal structure 
can be generated from PSM: representation layer, business layer, data layer. 

3.2   Mappings among the Internal Models of PIM and Enterprise Meta-model 

During EM to PIM transformation process the following mapping types exists: EMM 
to Class Meta-Model (CMM), EMM to Use Case Meta-Model (UCM), EMM to 
Sequence Meta-Model (SMM). The class model of the Enterprise Meta-Model is 
defined in Figure 2.  

 

Fig. 2. Basic Elements of Enterprise Meta-Model 

The class model of the Sequence Meta-Model is defined in Figure 3.  Its core 
consists of nine classes, the basic of which are Sequence, Message and Object.  

 

Fig. 3. Basic Elements of Sequence Meta-Model 

Mapping the Enterprise Meta-Model onto the Sequence Meta-Model is depicted in 
table 1.  
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Table 1. Mapping among Enterprise Meta-Model and Sequence Meta-Model 

               SMM elements 
 
 
EMM elements O

bj
ec
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D
at

a 

M
et

ho
d 

M
es

sa
g.

  

C
on

st
r.

 

Function   Mapped Mapped*  
Process   Mapped Mapped*  
Material Flow  Mapped    
Information Flow  Mapped    
Actor Mapped     
Event   Mapped Mapped*  
Information Activity   Mapped Mapped*  
Business Rule     Mapped 

The class model of the Class Meta-Model is defined in Figure 4.  Its core consists 
of eleven classes, the basic of which are Class and Relationship.  

 

Fig. 4. Basic Elements of Class Meta-Model 

Table 2. Mapping among Enterprise Meta-Model and Class Meta-Model 

     CMM elements 
 
 
EMM elements C
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M
et

ho
d 

A
tt

ri
bu

t.
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P
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Function  Mapped     
Process  Mapped     
Material Flow   Mapped  Mapped  
Information Flow   Mapped  Mapped  
Actor Mapped    Mapped  
Event  Mapped   Mapped  
Information Act.   Mapped     
BusinessRule    Mapped   
GroupingElement      Mapped 

The class model of the Use Case Meta-Model is defined in Figure 5.  Its core 
consists of six classes, the basic of which are Actor, UseCase and ExtensionPoint.  
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Fig. 5. Basic Elements of Use Case Meta-Model 

Table 3. Mapping among Enterprise Meta-Model and Use Case Meta-Model 

    UMM elements 
 
 
EMM elements A
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Function  Mapped     
Process  Mapped     
Actor Mapped    Mapped  
Event  Mapped     
Information Act.     Mapped   
Business Rule   Mapped    
GroupingElement     Mapped Mapped 

3.3   The Main Steps of Knowledge Base MDA Approach 

 

Fig. 6. Main steps of Knowledge Base MDA approach 
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Table 4. Detailed description of main steps of Knowledge Base MDA approach  

STEP NAME ACTOR STEP DESCRIPTION RESULT 

1.Code to PSM 
transformation  

Transformation 
tool 

Particular MDA tool performs 
transformation from programming code 
(as well as to other artifacts such as 
executable files, direct link libraries) to 
PSM 

PSM 

2.PSM to PIM 
transformation 

Transformation 
tool 

Particular MDA tool performs PSM to 
PIM transformation process, removing or 
transforming platform related constructs 
to higher abstraction (PIM) level. 

PIM 

3.PIM to EM 
transformation 

Knowledge Base 
Subsystem 

Knowledge- Based subsystem transforms 
PIM (which basically consists of UML 
based models) to EM of particular 
problem domain. 

EM 

4.EM 
verification 
against EMM 

Knowledge Base 
Subsystem 

EM is verificated against Control Theory 
based EMM internal structure. Missing 
or incorrect EM data elements that do 
not correspond to EMM internal 
structure are determined during this step. 

Verification 
report 

5.Analysis of 
Verification  
report 

System analyst 

System analyst evaluates Verification 
report and approves transformation from 
EM to PIM’ process in case of success or 
defines necessary actions in order to 
solve EM inconsistency against EMM 
internal structure issue in case of failure. 

Identification 
of insufficient  
problem 
domain 
knowledge 

6.CIM 
construction for 
particular 
problem domain

System analyst 

Problem domain knowledge acquisition 
and CIM composition are performed at 
this step. This step is empirical in nature 
thus heavily depends on the system 
analyst’s experience and qualification. 

CIM 

7.EM 
construction 
from CIM 

System analyst 
CIM using semi-automatic technique are 
transformed to EM. EM 

8.Transformatio
n from EM to 
PIM 

Knowledge Base 
Subsystem 

XMI standard compatible PIM is 
constructed according to EM knowledge. 
It ensures PIM conformation to EMM 
defined formal constraints. 

PIM 

9.Transformatio
n from PIM to 
PSM 

Transformation 
tool 

Particular MDA tool performs 
transformation from PIM to PSM, adding 
to PIM platform specific information. 

PSM 

10.Transformati
on from PSM to 
CODE 

Transformation 
tool 

Particular MDA tool performs 
transformation from PSM to 
programming code as well as to other 
artifacts such as executable files, direct 
link libraries, user documentation etc. 

CODE 
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4   Conclusions 

Knowledge Based Subsystem, which improves traditional MDA conception with best 
practices of problem domain knowledge and user requirements acquisition methods, 
is presented in this article. It ensures the problem domain knowledge verification 
against EMM internal structure. Such usage of Knowledge Based Subsystem together 
with MDA will improve the consistency of software artifacts and will reduce IT 
projects dependency on empirical processes.  

The EMM is intended to be formal structure and set of business rules aimed to 
integrate the domain knowledge for the IS engineering needs. It is used as the 
“normalized” knowledge architecture to control the process of construction of an EM. 
Some work in this area has already been done [12], [14]. The EM is used as the main 
source of Enterprise Knowledge for discussed MDA approach. 

References 

1. Asadi, M., Ramsin, R.: MDA-based Methodologies: An Analytic Survey. In: Proceedings 
of the 4th European Conference on Model Driven Architecture, Berlin, pp. 419–431 
(2008) 

2. Ellis, K.: The Impact of Business Requirements on the Success of Technology Projects. 
Benchmark, IAG Consulting (2008) 

3. Ambler, S.W.: Agile Modeling, 
http://www.agilemodeling.com/essays/inclusiveModels.htm  

4. OMG: MDA Guide Version 1.0.1, http://www.omg.com  
5. ENV 12 204. Advanced Manufacturing Technology Systems Architecture - Constructs for 

Enterprise Modelling. CEN TC 310/WG1 (1996) 
6. ENV 40 003. Computer Integrated Manufacturing Systems Architecture - Framework for 

Enterprise Modelling, CEN/CENELEC (1990)  
7. Vernadat, F.: UEML: Towards a Unified Enterprise modeling language. In: Proceedings of 

MOSIM 2001, Troyes, France, 2001-04-25/27,  
  http://www.univ-troyes.fr/mosim01  

8. Gupta, M.M., Sinha, N.K.: Intelligent Control Systems: Theory and Applications. The 
Institute of Electrical and Electronic Engineers Inc., New York (1996) 

9. Gudas, S., Lopata, A., Skersys, T.: Approach to Enterprise Modeling for Information 
Systems Engineering. Informatica 16(2), 175–192 (2005) 

10. Lopata, A., Gudas, S.: Enterprise model based computerized specification method of user 
functional requirements. In: International Conference 20th EURO Mini Conference 
EuroOpt-2008, Neringa, Lithuania, May 20-23, pp. 456–461 (2008) ISBN 978-9955-28-
283-9 

11. Lopata, A., Gudas, S.: Workflow-Based Acquisition and Specification of Functional 
Requirements. In: Proceedings of 15th International Conference on Information and 
Software Technologies IT 2009, Kaunas, Lithuania, April 23-24, pp. 417–426 (2009) ISSN 
2029-0020 

12. Gudas, S., Pakalnickas, E.: Enterprise Management view based Specification of Business 
Components. In: Proceedings of 15th International Conference on Information and 
Software Technologies, IT 2009, Kaunas, Technologija, pp. 417–426 (2009) ISSN 2029-
0020 



238 A. Lopata and M. Ambraziunas 

13. Leondes, C.T., Jackson, R.H.F.: Manufacturing and Automation Systems: Techniques and 
Technologies, p. 97. Academic Press, London (1992) ISBN 0120127458 

14. Skersys, T.: Business Knowledge-Based Generation of the System Class Model. 
Informatica 37(2), 145–153 (2008) 

15. Lloyd, A.: How to Migrate from Code-centric to Model-centric Development using 
Rational Software Archit, 
http://www.ibm.com/developerworks/rational/library/ 
04/r-3247/index.html 



F.L. Wang et al. (Eds.): AICI 2010, Part I, LNAI 6319, pp. 239–247, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

ARIMA Signals Processing of Information Fusion on the 
Chrysanthemum 

Lanzhou Wang1 and Qiao Li2 

1 College of Life Sciences, China Jiliang University, Hangzhou 310018, Zhejiang, China 
lzwang@cjlu.edu.cn 

2 College of Science, China Jiliang University, Hangzhou 310018, Zhejiang, China 

Abstract. Weak electrical signals of the plant were tested by a touching test 
system of self-made double shields with platinum sensors. Tested data of 
electrical signals were denoised with the wavelet soft threshold. A novel 
autoregressive integrated moving average (ARIMA) model of weak electric 
signals of the chrysanthemum was constructed by the information fusion 
technology for the first time, that is, Xt =1.93731Xt-1 - 0.93731Xt-2 + εt + 
0.19287εt–1 - 0.4173 Xt-2 - 0.17443 Xt-4 - 0.07764 Xt-5 - 0.06222 Xt-7. A 
fitting standard deviation was 1.814296. It has a well effect that the fitting 
variance and standard deviation of the model are the minimum. It is very 
importance that the plant electric signal with the data fusion is to understand 
self-adapting regulations on the growth relationship between the plant and 
environments. The forecast data can be used as preferences for the intelligent 
system based on the adaptive characters of plants. 

Keywords: information fusion, ARIMA model, weak electrical signal, 
chrysanthemum. 

1   Introduction 

Now the information fusion is an effective technology to solve a lot of chaos 
information in various natural phenomena. The virtue of Autoregressive integrated 
moving average model (ARIMA model) is better ability to abstract the character and its 
model coefficient can make up of an eigenvector. We attempt to construct an ARIMA 
model of actual plant electric signals, and to obtain parameters of the model based on 
data fusion. The plant weak electric signal is the main physiology signal which is 
correlated to the plant physiological process of its inner transfer message for growth 
and it is a reaction to the stimulation of environments [1-9]. Electrical wave signals 
evoked the plant to come into being physiological changes, such as movement, 
metabolizing, growth and substance transportation etc., and to regulate relationships 
between the plant and the environment. If an appropriate model is founded, it can be 
applied to the research on self-adapting characters of plants, so as to develop some new 
instruments or methods for testing and determining their growth, metabolizing and 
substance transportation etc. and so as to realize the automatization management in 
crop/vegetable production to achieve the energy saving.  
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It is a basic method to construct a parameter model of signals for the signal 
processing [10-12]. Recently, it is quite common that the parameter model applied to 
the processing of the biomedical signal. One of the typical model is the ARIMA model 
in the parameter models, owing to easy calculation relatively for it, was tried to have 
application in the weak signal processing, such as brain wave signal [13-14], 
electromyographic signal and electrocardiosignal. Up to now, we cannot find a 
parameter model by the information fusion for processing plant signals. As to the 
no-stability signals [10-11] of time series in plant, some differences used to be a stabile 
series and then to express as a combination of the moving average both the 
autoregressive and noises on series. That is why the information fusion with ARIMA 
model is set up to analyze signals of the chrysanthemum. 

2   Materials and Method 

Aim at the difficult to process the plant no-stability signals of. An information fusion 
technology including signals test, denoise and process etc. will be used. 

2.1   Testing Instruments and Plant 

Chrysanthemum (Dendranthema morifolium) was purchased from the flower market and 
cultivated in lab surround. Testing instrument and method see reference 10-11 for detail. 

2.2   Set Up a Testing Device and Analysis of Obtained Original Electric Signals of 
Plants 

The basic principle of a testing device of plants: first, introducing the plant electrical 
signal by leading electrode into the biological testing system; second, magnifying and 
filtering electric signals; digitizing it by analog digital converting, and input the digitizing 
signal into the computer to analyze it (Fig. 1). Signals obtained in the experiment are 
de-noised by the wavelet soft-threshold de-noising method [10-11] in the MATLAB. 

 

Fig. 1. Testing system of weak electrical signals in plants based on the information fusion  
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2.3   Time, Frequency Domain, Wavelet Transform Analysis  

Basing on such characteristic, applying wavelet transform to the analysis of the plant 
electric wave signal to discuss the character of it. The wavelet transform comes from 
the analysis of signal, and has the ability of giving expression to time domain and 
frequency domain information at the same time. The function (basic wavelet), which 
satisfies some conditions, is used to decompose original signal. And the wavelet 
function make up of the wavelet basis by extending and contracting in frequency 
domain and translating in time domain. The definition of wavelet transform as follows:  

( ) ( ) ( ) ( )f a ,

R

1 t -
W T a , = < f t , t > = f t d t

aa
τ

ττ ⎛ ⎞Ψ Ψ ⎜ ⎟
⎝ ⎠∫

 

in the formula: a, denoting the scale frequency factor; t, denoting the time parameter; 
( )tΨ , denoting the wavelet generating function. The wavelet transform ( )fW T a ,τ  

is the two variable function, which was composed of the scale variable a and the 
variable τ. The variable a and variable τ defined the scale/ time plane. So, when we 
expand the function by the wavelet basis, it means that project a time function on the 
scale/ time plane. In this plane, we can sharply get the feature description of the signal, 
in different scale and time. 

The most important application of the wavelet analysis is the denoising to the signal. 
The model of the noisy signal can be expressed as follow: 

( ) ( ) ( )s i = f i + e iσ ⋅
   i = 0 , , n - 1  

( )f i is the actual signal, ( )e i is the yawp, ( )s i is the noisy signal. 
In the plant electric wave signal, the useful signal usually is low frequency signal, 

and the noisy signal usually is high frequency signal. So, the denoising course can be 
done by the following methods: firstly, decomposing the signal and the noise contain in 
the high frequency coefficient; secondly, processing the wavelet coefficient by the 
threshold value; then, reconstructing the signal to denoise. In this study, we choose the 
‘db3’ wavelet as the basis function to decompose the plant electric wave signal in 5 
levels, and got the low and high frequency coefficient, and reconstructed the coefficient 
to denoise.  

2.4   Autoregressive Integrated Moving Average Model 

As to the no-stability signals of time series, some differences should be used, to make 
into a stabile series and then to express as a combination of the moving average both the 
autoregressive and noises on the series from now to the past point. Autoregressive 
integrated moving average is abbreviated into model of ARIMA (p, d, q), which 
consists of the models at the autoregressive (AR), moving average (MA) and 
autoregressive moving average (ARMA). It shows as follow: 

tt
d εBΘxBΦ )()( =∇  

dd B)1( −=∇ is difference d; tx = original series; tε = noise series; B =delay 

arithmetic operators. 



242 L. Wang and Q. Li 

Arithmetic operators of the AR: p
p BφBφBΦ −−−= 11)(  

Arithmetic operators of the MA: q
q BθBθBΘ −−−= 11)(  

Steps: 
(1) The stabile checkout of original series: If it was no-stability, should be translated 

into a stabile series by the operation of difference.  
(2) Understanding of models: It holds the approximate direction by reading of ACF 

(Self correlation coefficient) and PACF (Partial self correlation coefficient) charts for 
ranking of the aim sequence and to provide several models so as to perfect it. 

(3) Parameter estimation and model diagnosis: The parameter estimation is to that 
the model diagnosis is by the model parameter estimation and hypothesis testing in the 
recognised phase. 

(4) Forecast.  

2.5   Program on ARIMA for Matlab 

goptions reset=global；  
gunit=pct cback=white border htext=5 
ftext='style' colors=(black); 
data number；  
do number=1 to 15000 by 1; 
output; 
end; 
data series; 
merge number value; 
proc print data=series; run; proc arima data=series; 

    identify var=F1(1) minic p=(0:24) q=(0:24);  
estimate p=m q=n noint; 
forecast lead=10 id=number out=results; 
proc gplot data=results; 
plot F1*number=1 forecast*number=2/noframe vaxis=axis1 haxis=axis2; 
symbol1 c=black i=join v=none l=1; 
symbol2 c=black i=join v=none l=1; 
axis1 label=(a=90 'Amplitude(μV)');  
axis2 label=('Number'); run; 

3   Results and Discussion 

3.1   The Time Domain Waveform of Electric Wave Signal 

Fig.2 is a time domain waveform of electrical signals in the chrysanthemum. Electrical 
signals of the plant are a weak signal, varied acutely with the different time (Fig. 2 s). In 
the plant weak electric wave signal, the noisy signal is high frequency signals (Fig. 2 
d1-d5), and the useful signal is low frequency signal  after denoised (Fig. 2 a3). 

Through calculating and trying, the fifth level decomposing is the best. So, that is 
why we choose the ‘db3’ wavelet as the basis function, to decomposing plant electric 
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signals in 3 levels (Fig. 2). The wavelet analysis is of the ability to express local 
characteristic of the signal in both time and frequency domain, and can accurately 
detect the arisen position of action electric waves. So, the wavelet analysis can be 
applied to research the plant no-stability electric signal as well. 

 

Fig. 2. Wavelet 3decomposing signals of the chrysanthemum (origin s, low frequency a3, high 
frequency d1-d3) 

It shows that the signal in the chrysanthemum is a kind of complex weak electric 
signals including the action, variation and shock electric signals (Fig. 3: time 1-8).    

An appearance of the action wave from the first to second time in the plant signals is 
about 30s and the action wave appears 8 times nearly in 300s, and that, action waves 
increasing as surge, the maximum of signals is about 1200 µv (Fig. 3). 

3.2   The Information Fusion Forecast of Electric Signals 

The chrysanthemum original electric wave signal (a piece of signal, same as follow) 
obtained in the experiment is Fig. 4a. The ARIMA model of the plant electric signal is 
shown that a fitting formula is X t =1.93731X t-1 -0.93731 X t-2 +εt + 0.19287εt –1 -0.4173 X 

t-2 -0.17443 X t-4 -0.07764 X t-5 -0.06222 X t-7. A fitting standard deviation is 1.814296. 
Fig. 4a and Fig. 4b are almost similarly from the model figure, which indicates that the 
ARIMA model is constructed successfully and can be used in forecast analysis for plant 
weak electric signals.  

For testing the fitting effect of ARIMA model, we can forecast the tail 10 values of 
plant electric signals by using the founded model. The comparison between the true and 
forecast values is shown in Table 1. Results indicate that the effect of short period 
forecast is well.  
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Fig. 3. Testing electrical signals after denoise in D. pinnata (each 5 min. in 8 times of a day at 
0:00-8:00, 26 Mar. 2006). 
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Fig. 3. (continued) 

 

 

Fig. 4. Chrysanthemum original signals (a); fitting curve (b) 

Table 1. Comparison between the true and predicted values of the signals of the ARIMA model 
in the chrysanthemum 

Future 
points 

1 2 3 4 5 6 7 8 9 10 

True value -23.551 -24.052 -24.988 -26.189 -25.777 -24.848 -24.267 -23.421 -23.348 -23.516 
Forecast 

value 
-23.306 -23.186 -23.063 -22.805 -22.540 -22.281 -22.023 -21.782 -21.556 -21.344 

Error (%) 1.040 3.601 7.704 12.921 12.558 10.331 9.247 6.998 7.675 9.236 

 
From the comparison results both the true value of the plant electric wave signal and 

the forecast values of ARIMA model in ten future positions, it shows that the forecast 
error of the beginning position is smaller and the forecast result is perfect, which 
indicates further that the plant ARIMA model we founded is successful. But with the  
 



246 L. Wang and Q. Li 

increasing of the future position, the forecast error based on the previous value is also 
increasing, which is one of limitation of the ARIMA model. Up to now, an application 
of data fusion at signals in the plant is finished. 

4   Conclusions 

It is not enough only understood characters of plant signals under a large numbers of 
chaos information. It is a good choice and succeeds in the information fusion 
technology for a research of plant weak electrical signals. There are abundant electrical 
signal information in the plant and it is difficulty to process and analyse the useful data 
from the disorderly and unsystematic information. So, the modern technology of weak 
signal processing should be used. 

As a dynamic model for representing the plant electro-physiological signal, a 
construction of the ARIMA model by the information fusion makes the character of 
plant weak electric signals could be represented by the coefficients of the model. The 
fitting standard deviations are small, that is, the effect is well for a base of the 
application in future. 

Based on the study we made before, obtained large numbers of data, it will construct 
a standard of ARIMA coefficient of plant signals and the environmental factor. We 
could compare the new monitoring data to forecast how the plant is growth in different 
conditions. 
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Abstract. It’s well known that a signal-noise-ratio(SNR) threshold named 
“SNR wall”[5] appears in the energy detection due to the noise uncertainty. It 
makes energy detector(ED) highly non-robust in  low SNR environment. In this 
paper, a log-normal distribution model of the noise power uncertainty is 
proposed. The detection performances of the energy detector are analyzed based 
on the proposed noise model. The numerical results illustrate that not only local 
but also cooperative low SNR Eds are reduced to invalid for a biggish noise 
power uncertainty. 

Keywords: cognitive radio; energy detector; noise uncertainty; log-normal 
distribution. 

1   Introduction 

The USA Federal Communications Commission (FCC) has approved secondary 
usage of TV bands for mobile communications[2].Cognitive radio is considered as the 
promising technology for these and other shared spectrum applications[1].IEEE has 
already founded an 802.22 workgroup to establish the standards of WRAN based on 
CR techniques[3].Distinguishing the absence or presence of the primary user become 
principal tasks of the congnitive users. Spectrum sensing is the key technology in 
Cognitive Radio (CR) for primary user detection. Due to its generality and low 
complexity, energy detector(ED) becomes the most widely used detector and has been 
studied extensively[4,7,9]. However, spectrum sensing is always a challenging task 
practically. It’s delightful to the secondary users(CU) when the SNR is sufficient. But 
mostly, the actual SNR for detection may be very low, and the received primary 
user’s signals are deeply attenuated even when the CU (the detection node) is nearby 
or the CU is very far away inherently. However, the CU still needs to detect the 
primary user to avoid strongly interfering with the primary receiver unadvisedly if it 
transmits. Furthermore, the negative effects of the noise uncertainty on the detector 
performance becomes prominent due to the low SNR[5,6,7]. The uncertainty comes 
from the independent noise sources and the recever’s approximation[5]. R. Tandra 
and A. Sahai[5,6] have made deeply studies on the noise uncertaity in low SNR 
“monent detector” on the basement of H. Urkowitz [4]and other antecessors, 
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proposing the “SNR wall” conception. Yonghong Zeng [8] etc. proposed an 
uniformly noise power uncertainty distribution model. Wei Lin and Qinyu Zhang [9] 
proposed a discrete/ continuous model on the noise uncertainty, which we think it 
stopgap. We propose a log-normal distributed model on the noise uncertainty statistic 
characteristics, which is more legitimated based on the statistic theory. Based on the 
model, our studies show that cooperative sensing can alleviate the negative impacts of 
the noise uncertainty in some sort, but is not all-purpose here. 

The remainder of this paper is organized as follows: section 2 first reviews Energy 
detector(ED) model and propose our noise power uncertainty model. In section 3, 
performances of single and cooperated detectors are formulated and numerical 
analyzed based on the proposed model. Conclusions and further works are provided in 
section 4. 

2   System Model 

2.1   Energy Detector  

The formulations of the energy detector have had a set of forms since H.Urkowitz[4]. 
The path gain is often assumed unitarily nowadays. The amount of the 
sensors/receivers in network is assumed as 1M ≥ . The sensing problem for each 
detector is formulated into the following binary hypothesis testing 

0
( ) ( )

i i
x n w n: =H and 

1
( ) ( ) + ( ) 

i i i
x n s n w n: =H , where i=1,2,…,M .  ( )iw n  

denotes the additive Gaussian noise process with zero mean and variance 2

n
σ . In the 

testing, ( )is n indicates the band-limited primary signal received at the secondary 

detector i. It is assumed having a zero mean and a power 2

sσ  similarly to the noise. 

We also assume that the primary signals ( )is n and noise ( )iw n received at each 

secondary detector are independent so as to the validity of the central limit theorem. n 
is the sample denote from 1 to N(total number in the sample interval).  

In spectrum sensing, energy detector is an easy realized detector for detection of 
unknown signals. It’s high-powered in the high signal-noise-ratio(SNR) environment 
especialy[10]. Central/Non-central Chi-square distribution is valid in the case[10]. In 
a low SNR scene, however, the central limit theorem becomes incontestable because 
it need a large samples number-N, when the Central/Non- central Chi-square 
distribution goes into ill-suited. It collect the test statistics and compare it with a 
threshold to decide whether the primary signal is present or not. The test statistic is 

given by 2

1
( ) 1/ ( )

N

i
n

T Y N y n
=

= ∑ .Where N is the samples number in the detection. ( )
i

T Y is 

compared with threshold iλ to make the final decision. iλ is set to meet the target 

probability of false alarm FP according to the noise power. The probability of 

detection DP  can be also identified. When there is no uncertainty and the noise 

variance is completely known, the central limit theorem gives the following 
approximations: 
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Using these approximations in (1), the false alarm probability ( FP ) and the detection 

probability( DP ) under the threshold iλ  are given as: 
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( )Q i is the standard Gaussian complementry difference function (CDF):  

21
( ) exp( )

22π

+∞

∫= −
t

x
Q t dx  

It’s easy to educe that samples number 1N SNR∝
2

/ , then the signals could be 
detected at arbitrarily low SNR by increasing the sensing time based on the known 

noise power 2

n
σ . However, it is almost impossible to have an exact knowledge of the 

noise power in the real-world. As the thermal noise or interference from remote 
transmitters  keep changing, the noise power uncertainty in detection may varies with 
time. The performance of detector should be impacted as the equations(4)(5) have to 
be modified. It should be considered seriously, especialy as the SNR is very low. 

2.2   Noise Uncertainty Model 

R. Tandra and A. Sahai have studied the “SNRwall” based on the noise uncertaity 
bound [1 ]ρ ρ/ ,  profoundly[5,6]. But they did not give out the uncertaity 

distribution. A. Sonnenschein and P. M. Fishman[7] gave a moderate peak-to-peak 
uncertainty based on a normal distribution of the noise power difference. Yonghong 
Zeng etc. analyzed the ROC of the detector assuming the uncertaity distribution as 
uniform distribution in dB. But it seems to be unreasonable to describe a fluctuated 
random process. A log-normal distributed uncertaity model is formulated and its 
impacts to the detector are studied next. 

We assume the true noise power in practice is 2σ , and 2 2  (in dB)nσ σΔ = −  

denoting the noise power random fluctuation, which is a new random variable. It’s 
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well-founded to assume the distribution of Δ  as a Gaussian normal distribution with a 

zero mean and a variance 2σ Δ  based on the statistic theory: 2

dB (0, )σ ΔΔ ∼ N . 
Then we can educe a log-normal distribution of the real noise power value . 

Assuming 2 2
/

n
σ σ ρ= , then 1010ρ

Δ

= , it’s easy to get: 

2ln 10

10
(0,  ( ) )ogρ σ Δ−∼ NL . 

The probability density function of ρ can be formulated as: 
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Variance 2σ Δ  depicts the fluctuation scope of the real noise power 2σ  compared with 

the referential noise power 2

nσ . Next studies are performanced basing on this 

distribution of the noise uncertainty ratio ρ  in diverse variances. It shows more 

rational than the uniform distribution model[8] evidently.  

3   Detection Performance 

3.1   Single Detection 

By averaging the noise uncertainty factor, we obtain the expected detection 
probabilities from formulae(2,3,4) as: 
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Note that threshold ' 2/i i nλ λ σ= , signal-noise-ratio 2 2/s nγ σ σ= , •̂  denotes an 

expected value. The thresholds '

iλ  are determined with the desirable probability of 

false alarm based on the equation (10). It shows that the two probabilitis are functions 
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of the variance 2σ Δ  after integrating noise fluctuation ratio ρ . Fig.1. illuminates the 

ROC of the miss-detection probability（ 1M DP P= − ）  against the false alarm 

probability( FP ) in several different noise uncertanty scenes with fluctuation standard 

variancesσ Δ . The curve ( 0σ Δ = ) is a referrence with no fluctuation in the Fig. Our  
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Fig. 1. ROC of EDs in different noise fluctation denoted with diverse σ Δ in dB comparing to the 

ED in no noise uncertainty with 0σ Δ = . 

numerical simulation is performed with a low SNR 15dBγ = −  and a large sample 

number N=10000. It shows that the detector is deteriorated remarkably even in a 

slight noise power fluctuation, e.g. 1 / 8σ Δ = . The detector almost becomes 

nonsensical when the fluctuation scope enlarges to 1σ Δ = , due to the “SNRwall”[5], 

though a wealthy sample number already becomes helpless. 

3.2   Cooperative Detection 

Cooperative communication or cooperative spectrum sensing has been studied deeply 
for a long time[10]. It has been proved that cooperation could improve sensing 
reliability greatly. Due to the complexity and susceptivity of the data fusion rules, 
“AND” or “OR” fusion rules are considered optimum in cooperation. In this paper, 
we apply the “OR” fusion rules to analyse the performance of cooperative detectors. 

In “OR” fusion rules, when at least 1 out of M secondary users detects the presence 
of primary users, the final decision declares a primary user presence. Therefore, the 
formulae of PF and PM  in the final decision are respectively: 
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Fig. 2. ROC of cooperation “OR”rules fusion detection in different cooperators denoted with 

M, and the samples number N=10000, SNR=-15dB, noise uncertainty 1/ 2σ Δ =  

10
-2

10
-1

10
0

10
-2

10
-1

10
0

PF

P
M

M=1

M=10
M=50

 

Fig. 3. ROC of cooperation “OR”rules fusion detection in different cooperators denoted with 

M, and the samples number N=10000, SNR=-15dB, noise uncertainty 1/ 8σ Δ =  
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Simply, we assume the M users are in the same noise scene, two defferent σ Δ  

uncertainty instances cooperation curves are illuminated in Fig.2 and Fig.3 based on 
(7). Each Fig. is with 10000 sample number and -15dB SNR and a set of distinct 
cooperators number denoted in M. We find that decision fusion rules are almost 
invalid when the noise power fluctuation scope is marked. Fig.2 shows the ROC of 

different M cooperating sensors with a noise uncertanty variance 2σ Δ =1/4. It shows 

that the performance is quite unacceptable though there are 500 cooperators working 
togather. However, cooperation takes effect when the uncertainty minishes to a 
certain scope. Fig.3 reveals an acceptable cooperation performance of moderate 
cooperators when the uncertainty standard variance diminishes to 1/8. We consider it 
due to the low-grade single detecting performance in a smart noise fluctuation relative 
to the low SNR. 

4   Conclusions and Future Works 

Cognitive Users(CU) need to monitor the primary signals continuously during their 
working time. However, the uncertaitive noise power deteriorates the performance of 
spectrum sensing greatly, in a low SNR environment. In this paper, we propose a log-
normal noise power uncertainty model, and study the impacts of the uncertainty to the 
detector based on the proposed model. We find that a tiny fluctuation of the noise 
power can deteriorate the validity of the single ED in low SNR. Applying “OR” 
fusion rules algorithm of cooperative spectrum sensing, we find that cooperative 
sensing can  improve  the performance  moderately when the uncertainty standard 
variance is not too large. However, cooperated ED system is invalid when the 
uncertainty enlarges to a certain range. Though the correlativities of the SNR and the 
uncertainty scope have been studied resulting in a “SNRwall” notion[5,6],  

the correlativity between noise uncertainty distribution characteristics( 2σ Δ ) and SNR 

or samples number N need further study. A valid and efficient detection system in low 
SNR situation and arbitrary noise uncertainty should be explored further. 
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Abstract. A human-computer ensemble system is one of time con-

cerned cooperative systems, which performs secondo of an ensemble

played by a computer-controlled piano cooperating with primo played

by a human performer. For creating expressive performance, a rehearsal

program is adopted to this system. By the rehearsal program, the system

learns the tendency of the expression that the human performer thinks

and/or plans. To do so, the program records his/her performance of solo

and calculates the tendency, which depends on not only the performer

but also the composition of music itself. Hence, it is necessary for the

expressive performance to analyze the score of the composition and to

experiment dependent on it.

This system is an example of intelligent realtime programs appropri-

ate for formal verification and analysis. NΣ-labeled calculus is a formal

system for verification for such time-concerned programs.

In this paper, a logical specification and experimental results for an

expressive ensemble system will be introduced.
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1 Introduction

A human-computer ensemble system [11,14,15,17] is one of time concerned coop-
erative systems, which performs secondo of an ensemble played by a computer-
controlled piano cooperating with primo played by a human performer. It is
an example of intelligent realtime programs appropriate for formal verification
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for such time-concerned programs, which are meant intelligent programs of ma-
chines, or of humans, to treat matters not only mathematically time-dependent
but also distinctively featured by subtle and sophisticated sensitivity, interest
or human concern in exact time or timing, such as traffic control, ensemble in
music, etc.

For creating expressive performance by the ensemble system, we adopt the
rehearsal program. By the rehearsal program, the system learns the tendency
of the expression that the human performer thinks and/or plans. To do so,
the program records his/her performance of solo and calculates the tendency.
The tendency of expression depends not only on the performer but also on the
composition of music itself. Hence, it is necessary for the expressive performance
to analyze the score of the composition and to experiment dependent on it.

In this paper, a logical specification and experimental results for an expressive
ensemble system will be described.

2 Ensemble System with “Rehearsal”

The ensemble system consists of two programs; the rehearsal and the perfor-
mance ones.

The aim of the system is to perform secondo (the second part) of an ensemble
to drive a MIDI acoustic piano by the performance program cooperating with
performing primo (the first part) by a human pianist or other musician play-
ing another MIDI instrument. Those two MIDI instruments are connected by
a computer. MIDI (Musical Instrument Digital Interface) is a standard proto-
col for electronic musical instruments and computers to communicate, control,
and synchronize with each other. A MIDI acoustic piano is an acoustic grand
piano that can be played with MIDI codes. There is a 0.5[s] delay between the
moment when each MIDI code as the input of the the piano and that when the
corresponding key moves and actually sounds, since the actuator must adjust
the timing of each group of notes which sound simultaneously. Hence, the pro-
gram must output each MIDI code 0.5[s] before the moment when the actual
performance is expected.

The program has the whole score data of ensemble. There are special notes
called reference notes to measure the performance speed (or ‘local tempo’), usu-
ally at the head of each or every other bar, depending on the structure and
expected tempo of the score.

Before the cooperating performance, the rehearsal program records solo primo
performed by the human performer. From this performance, the program calcu-
lates the rehearsal data which expresses the timing of performance of the whole
reference notes, and schedule of performance of secondo. During the cooperating
performance, the program modifies and updates the schedule in realtime from
the actual performance of primo using the score data (including the reference
notes), the rehearsal data and the schedule.
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3 Specification of the Ensemble System

The specifications of the ensemble system, consisting of the rehearsal and the
performance programs, are represented along with [14,15]. The specification of
the former is represented rather informally, since it is simple, and moreover, not
realtime processing, i.e. only the input/output relationship. Thus, it is easy to
represent this specification formally. In contrast, the latter must be described
by NΣ-labeled calculus since it is a rather complicated time-concerned program
involving a kind of intellectual processing.

In these representations, at least four functions denoting below are important
to design the system, where ω is the ordinal number of the natural numbers and
ω + 1 is ω with ∞.

– ϕ : ω → ω + 1: each note of primo sent onto its “note-on” time actually
played by a human performer, or ∞ if it is not played,

– φ : ω → ω + 1: the time when a reference note of primo performed,
– Ψ : ω → (ω + 1) × 2: sending each MIDI code onto a pair 〈the predicted

time of issuing codes, “note-on”/“note-off”〉 of secondo, the former of which
is expressed by Ψ(m).time and the latter Ψ(m).play.

– ψ : ω → (ω + 1) × 2: the time of each note in secondo part sent onto
〈“note-on” time, “note-off” time〉, the former and the latter of which is ex-
pressed by (ψ(x))0 and (ψ(x))1, respectively, so as to issue MIDI codes either
to depress or to release the key corresponding to the m-th note in secondo
at these time, or never (=∞).

It is essential to “predict” and “correct” for playing the secondo performance
Ψ , or its actual output ψ, along with the that of primo ϕ, especially that of the
reference notes φ. Hence, the correspondence between φ and ψ is very important
for both design and verification of the system.

Additionally, the following variables and functions as indexes are used in the
specification.

– l ∈ ω expresses the order of each primo note in the score.
– j: ω → ω is a function designating that n-th reference note is the j(n)-th

note at the original order in the score.
– x ∈ ω denotes the order of each secondo note.
– u and v: ω → ω are functions that maps each second note onto the corre-

sponding note-on and note-off MIDI codes, respectively.

3.1 Specification of the Rehearsal Program

The input of this program is a primo performance by a human performer and the
output is the correspondence secondo data as the rehearsal data of the input of
the performance program with the same or very closed expression to the primo
performance.

Though the measurement of the timing of the input of each primo note is
processed in realtime, the calculation and creation of the corresponding secondo
data is not in realtime.
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Table 1. Axiom tableau for the ensemble program

index condition action tense label

1.1 Ψ(m).time
≤ Timer + 500[ms] c1 < α = a2 ≤ d1 1sta1, t *, S

1.2 otherwise c1 < α = GetState ≤ d1

2.1

m = u(x),
Ψ(m).time

≤ Timer + 400[ms],
Ψ(m).play = on

c2 < α = a4 ≤ d2,
(ψ(x))0 = ∞[ms] @α

1sta2, t *, S

2.2 otherwise c2 < α = MIDIOut ≤ d2
3.1 m = u(x) (ψ(x))0 = Timer + 500[ms]@α

3.2 m = v(x) (ψ(x))1 = Timer + 500[ms]@α 1stMIDIOut, t *, S, P , L
3.3 - c3 < α = a4 ≤ d3

4 m = x α = GetState < ε, m = x + 1 @α 1sta4, t *, S

5.1 G(l, p),global c5 < α = a6 ≤ d5 (p + 1)stGetState *, S, P , L

5.2 otherwise, global α = a1 < ε (p + 1)stGetState

6.1 Match(n, ϕ(l), φ, j),
Gap = x

( Rate = Rate(n − 1, x), Gap = Gap(n), l = j(n))@α 1sta6, t *, S

6.2 - c6 < α = a1 ≤ d6

7.1 Timer = [ U−θ

4×106
] t

7.2 α = a1 = 1, (m = 1, Gap = 0, Rate = 1) @α *, S
7.3 U = t + θ t

8 βl-th = ϕ(l) *, P , L

S: The ensemble program, P : The person pianist, L: Listeners.

The detailed specification is as follows. For the note-on time ϕs(x) of the x-th
note of the secondo is calculated

– if there is a primo note l that must be performed simultaneously with x on
the score, then ϕs(x) = ϕ(l). Especially, if l is a reference note j(n), then
ϕs(x) = φ(n),

– otherwise, let l1 and l2 be the primo note just before and after x on the score,
respectively. Let b1 be the metric length (the length on the score) between
l1 and l2, and b2 be that between l1 and x. Then, ϕs(x) = ϕ(l1)+ b2

b1
(ϕ(l2)−

ϕ(l1)).

3.2 Specification of the Performance Program

A formal specification of the performance program of the system represented in
NΣ-calculus has been introduced in [14]. Table 1 is the specification represented
by a axiom tableau [9,10].

Explanation of variables and functions other than those described in the above
are as follows.

– ci and di (1 ≤ i ≤ 6) are the lower and upper bounds of computation
and performance time of each program block, respectively. ε is also an upper
bound that is only a few nanoseconds, i.e. a few steps of machine instruction.

– n is a program variable expressing the order in the score of the reference
note just processing.

– m is a program variable denoting the order of predicted output of MIDI code
“note-on”/“note-off”.

– Timer is a program variable representing the timer counting up every 4 [ms],
which is the resolution of the MIDI acoustic piano.
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– Rate and Gap are program variables expressing the ratio of primo tempo
and that of the rehearsal data, and the gap or difference between the per-
formance time of a primo note and that of the corresponding rehearsal note,
respectively.

– Rate : ω → ω → ω and Gap : ω → ω are functions expressing the ratio
between the tempo of primo performance and that of the rehearsal data,
and the gap or difference between the performance time of a primo note and
that of the corresponding rehearsal note, respectively.

– α and β are spurs, served as the generalizations of schedulers [7], for the
performance program and for the human performer.

– a1, a2, MIDIOut, a4, GetState and a6 are program labels.

Each program axiom is explained briefly.

– Axiom 1 (indexed by 1.1 and 1.2 in Table 1): When the program label a1

arises, expressed by “1sta1, t” in the tense cell, one of the following actions
1.1 or 1.2 is performed.

• 1.1: If Ψ(m).time ≤ Timer+ 500[ms] in the condition cell, then the next
action is to rise a2, performed between c1 [ns] and d1 [ns], expressed in
the action cell.

• 1.2: Otherwise, the control goes to GetState block between c1 [ns] and
d1 [ns] to get a new MIDI input from the performer.

– Axiom 2: When a2 arises,
• 2.1: if The next MIDI code Ψ(m).play is on, if m = u(x), and if Ψ(m).time

≤ Timer + 400[ms], then the note-on MIDI output is not played, i.e.,
(ψ(x))0 = ∞, which operation is performed between c2 [ns] and d2 [ns],
and

• 2.2: otherwise, the control goes to MIDIOut block between c2 [ns] and
d2 [ns] to output the MIDI code.

– Axiom 3: When MIDIOut arises,
• 3.1: If m = u(x), then the note-on time (ψ(x))0 is Timer+ 500[ms].
• 3.2: If m = v(x), i.e. the next output is note-off, then the note-off time

(ψ(x))0 is Timer+ 500[ms].
• 3.3: Each of the below operation is performed between c3 [ns] and d3

[ns].
– Axiom 4: When a4 arises, m counts up 1 and go to GetState within a few (ε)

nanoseconds.
– Axiom 5: When the program controller reached GetState (p + 1)-st times

from the period when the system started, represented by (p + 1)stGetState
in the tense cell,

• 5.1: if there is an input code at the input MIDI port, expressed by
G(l, p), then it is recognized as the l-th primo note and the controller
goes to a6 between c5 [ns] and d5 [ns], where G(l, p) is an abbreviation
of pthGetState < ϕ(l) ≤ (p + 1)stGetState, and,

• 5.2: otherwise, the controller goes to a1 between c5 [ns] and d5 [ns].
– Axiom 6: When a6 arises,
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• 6.1: if the input code matches the l-th primo note successfully
(Match(n, ϕ(l), φ, j)), then the value of Rate and Gap are calculated
from the these old values, and the value of n becomes to satisfy l = j(n),
and

• 6.2: the controller goes to a1 either the matching succeeds or not.
– Axiom 7 is for Timer and the initial conditions.

• 7.1 is for Timer counting up every 4[ms].
• 7.2 represents the initial values. Initially, the program label is a1, and

the values of m, Gap and Rate are 0, 1, 1, respectively.
• The free variable U represents the global clock and θ is a free variable

indicates the initialization time of the system.
– Axiom 8 represents the behavior of the human performer. The l-th the note-

on is at ϕ(l).

Essential properties for the system can be verified and analyzed by NΣ-
labeled calculus. Especially, the following property has been be proved in the
calculus in [14,15].

Theorem 1. (ψ(x))1 < ∞, every x < M ,
i.e. a note-off signal is issued for the x-th secondo note for all x < M , where M
is the number of secondo notes in the score, provided that every matching of the
reference notes from the first to the end is successful, i.e.

∀n ≤ N(Match(n, ϕ(j(n)), ψ, j))

holds, where N is the number of the reference notes in the score.

4 Experiments for Expressive Performance

The ensemble system has been implemented based on the specification described
in the previous section. In this system, the matching program between the stream
of input MIDI codes and the score data of the primo has been referred to the
best match algorithm in [4] that is used the dynamic programming technic.

By many actual experiments with a professional human performer performed
solo part, ensemble performances at a certain level have been obtained. However,
we have also obtained the result that there are many points to modify the system
for the further expressive performance.

Figure 1 is the first page of the score for ensemble of flute and piano of
Humoreske Op. 101-7 by A. Dvor̆ák [2], which is used in the actual experiments
for the system. It has 16 bars and there is a repeat mark after the 8th bars, then
it is performed as 24-bar length.

The tempo and rhythm must change at the 17th bar (the 9th bar after the
repeat). In general, the performance of between 1st and 16th bar is faster than
that after 17th bar. However, there is no clue of the expression from the rehearsal,
since there is only one note of the primo in the eight bar. Thus, the prediction
of the tempo only from the rehearsal data is very difficult.
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Fig. 1. Humoreske Op. 101-7

Several solutions for such problems have been considered, e.g. by the HMM
(Hidden Markov Model), the probabilistic or other statistical methods. Unfortu-
nately, these methods do not suitable in this case since they are for the solo per-
formance or for precise accompaniments, i.e. there are few gap of time between
each corresponding play of primo and secondo notes. Thus, we must consider
and experiment other solutions.

The following 4 candidates of solution have been considered and experimented.

(a) No special methods are used.
Namely, it follows the original specification.

(b) The data from the performance of the secondo of the 8th bar are added for
the rehearsal data.
To create the rehearsal data, the human performer first plays the primo solo,
and next, does the secondo of the 8th bar and the first note of the 9th bar.
The rehearsal program calculates the expression of the secondo using the
secondo play data by the human performer.
It is rather reliable method since the expression is given from the human
performer directly, but, of course, his/her load increases.
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(c) (d)

Fig. 2. Methods (c) and (d): (c) is added two 16th notes at the end beat of the 8th

bar, while (d) one 8th notes at the end beat of the 8th bar.

(c) Two 16th notes for the Auftakt (the upbeat) at the end beat of the 8th bar
are added for the rehearsal.
Figure 2(c) is the score of the 8th bar that has two added 16th notes as the
Auftakt.
For creating the rehearsal data, the human performer plays the primo in-
cluding these notes. The rehearsal program calculates the secondo data using
the timing of the adding notes. Note that the human performer does note
play these notes on the cooperative performance. It seems suitable since the
rehearsal program can calculate the timing of the 9th bar after the repeat
easily, and moreover, the load of the human rarely increases.

(d) One 8th note for the Auftakt at the end of the 8th bar are added for the
rehearsal (Figure 2(d)).
It is similar to the method (c).

Through many experiments, as shown in Table 2, the result is obtained that one
of the best solutions is (b).

The experiments of the methods (c) and (d) end in failure, since the human
performer performed the 8th bar with the Auftakt note(s) about 400 ms (c) or
250 ms (d) longer than that without such a note when she played at the re-
hearsal, which are not, of course, the intended expression of the performance.
It follows one hypothesis that performance of professional or experimental per-
formers remarkably different between the same scores but one has a rest and the
other has a correspondence note, although the they are unconscious.

5 Related Works

Many complicated problems have been verified and analyzed by the calculus, e.g.
an existing trains accident [9], a vehicle controlling system [10], and an existing
airplanes near miss accident [12,13].
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Table 2. Result of the Experiments

(a) (b) (c) (d)

(1) 74.4 47.2 59.7 67.8

(2) 74.8 58.0 77.3 74.0

(3) 5900.1 3987.9 9485.6 9422.4

(1) Average of the absolute value of the gap

between the notes of primo and the

corresponding secondo ones [ms],

(2) average of the absolute value of the gap

between the reference notes of primo

and the corresponding secondo ones [ms],

(3) the variance;

There are many reasoning systems for temporal or time-related logic of knowl-
edge and belief of human [1,5,6], etc. And also, airplane controlling systems as
well as vehicle controlling systems are formally treated in [3]. All of these systems
use model checking method, while NΣ-labeled calculus does the proof-theoretic
method on the natural number theory, which is one of the remarkable feature of
this calculus.

And also, there are many related works for automatic ensemble systems. Most
of them, e.g. [16,18], etc. use HMM or other statistical methods to predict future
rhythm and tempo of performance by human performer. Compared with them,
this system uses rehearsal data created by the rehearsal of solo by a human
performer to learn the expression pattern, while the cooperating program only
calculates the tempo from the “history” of the performance.

6 Conclusion

A formal specification of the ensemble system is introduced by the formal system
NΣ-labeled calculus. And also, it has been successfully implemented based on
this specification.

Though there is only one experimental validation and there is no logical ver-
ification that the solution described in Section 4 is the best, the authors think
that it must be better than most of other candidates since it uses performances
by a human performer directly for creating the correspondence expression.

One of our future works is that the uniform method for learning and creating
expression. Though there are many studies for expression of music, we think that
it is very difficult to adopt the ensemble system since the expression is depends
both on the score and the human performer.
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Abstract. A new Smooth Support Vector Machine (SSVM) is proposed and is 
called NSSVM for short. Different from traditional SSVM that treats 
perturbation formulation of SVM, NSSVM treats standard 2-norm error soft 
margin SVM. Different from traditional SSVM that uses the 2-norm of the 
Lagrangian multipliers vector to roughly substitute that of the weight of  
the separating hyperplane, which makes the obtained smooth model unequal to 
the primal program; NSSVM takes into account the connotative relation 
between the primal and dual program to transform the original program to a 
new smooth one. Numerical experiments on several UCI datasets demonstrate 
that NSSVM has higher precisions than existing methods.  

Keywords: Smooth Support Vector Machine; 2-norm error soft margin SVM; 
connotative relation; primal and dual program. 

1   Introduction 

 Support Vector Machine (SVM), recently developed by V. Vapnik and his co-
workers, has been a promising method for data classification and regression which is 
based on statistical learning theory and dual program [1,2]. SVM is reckoned as a new 
machine learning method for the small-sample sets and is based on structural risk 
minimization principle [3, 4], which minimizes an upper bound on the generalization 
error. When points are separable, we figure out the hard margin classifiers that 
completely separate the two classes which maximize their margin; but sometimes 
points are non-separable, as is usually the case, so soft margin classifiers are 
introduced which allow erroneous for misclassified points. The commonly used 
methods are 1-norm and 2-norm error soft margin SVM. The former is called box 
constrained SVM, since the Lagrangian multipliers vector satisfies 0 Cα≤ ≤ ; and 
the latter is called diagonal weighted SVM, since the Lagrangian multipliers vector 
satisfies 0 =Cα ξ≤ . 

This paper focuses on making use of smoothing techniques, which has been 
extensively used for solving important mathematical programming problems [5, 6] to 
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obtain a fast and iterative algorithm. Reference [7] first applies smoothing techniques 

to one specified reformulation of SVM by appending an additional bias term 2 / 2γ to 

the standard 2-norm error soft margin SVM, which technique do cause changes of 
accuracies [8] and obtain SSVM. Based on SSVM, diverse kinds of smooth methods 
have been proposed [9,10,11,12]: these methods aim at designing new smooth 
functions, or generalizing them to the regression case; but none of them prove the 
equivalence between the obtained models and the original program. In fact, the 2-
norm of the error is roughly used to substitute that of the weight of the hyperplane for 
all the above mentioned methods, which makes the obtained smooth models unequal 
to the primal program.  

This paper investigates a new Smooth Support Vector Machine (NSSVM), which 
overcomes the above mentioned disadvantages. The problem treated is the standard 2-
norm error soft margin SVM. We begin from the linear case to obtain the 
unconstrained optimization problem; then we take into account the connotative 
relation between the primal and dual program to generalize it to the kernel case. Upon 
obtaining the smooth formulations, we apply Newton algorithm to solve the optimal 
solution. Various numerical experiments on UCI dataset demonstrate its applicability. 

2   New Linear Smooth SVM 

Denote T as the training set { }1 1 2 2( , ), ( , ),..., ( , ) ( )n
m m iT x y x y x y x X R= ∈ = , 

and denote L as the label set 1 2{ , ,..., }( {1, 1})m iL y y y y= ∈ − . Training standard 

2-norm error soft margin SVM equals solving the following program:  

1

21
2 2 1( , , )

min ( )

. . ( ) 1 , 1,...,

n m

lT v
iiw R

T
i i i

w w

s t y w x i l

γ ξ
ξ

γ ξ

+ + =∈
+

+ ≥ − =

∑
 . (1)

Here w is the normal to the separating planes,γ is the offset and iξ is the error of the i-

th training sample, and the linear separating hyperplane is 0Tw x γ− = . Denote the 

training set and the label set in the matrix form as m nA ×  and ( )m mD Diag L× = , then 

training program (1) equals to (2): 

1

1
2 2

( , , )
min

. . ( )

0

n m

T Tv

w R
w w

s t D Aw e e

γ ξ
ξ ξ

γ ξ
ξ

+ +∈
+

− ≥ −
≥

 . (2)

Write the error as max( ( ),0) ( ( ))e D Aw e e D Aw eξ γ γ += − − = − − . Using 

this equation, we can convert (2) into its equivalent unconstrained formulation. 

21
2

( , )
min || ( ( )) ||

n m

T

w R
w w e D Aw e

γ
γ

+ +
∈

+ − −  . (3)
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It is easy to prove that this is a convex program, but since the objective function is not 
differential which precludes the use of a fast Newton method. Define an entropy 
penalty function as (4), we have two lemmas. 

1( )= ln(1 exp( ))P t t tβ β β−+ + −  . (4)

Lemma 1. ( )P tβ is a strict convex function. 

Lemma 2. [7] For x R∈ and
22 2 2ln 2| | : ( ) ( ) ( ) ln 2x P x x ρ

β β βρ +< − ≤ + , where 

( )P xβ is defined as in (8) with smoothing parameter 0β > . 

Corollary 1. Entropy penalty function 1( ) ln(1 exp( ))P t t tβ β β−= + + − conver-

ges to the plus function max{0, }t t+ = , where 0β > is the smooth parameter.  

Then we obtain the smooth model of the 2-norm error soft margin SVM as follows. 

21
2 2

( , )
min || ( ( )) ||

n m

T v

w R
w w P e D Aw eβξ

γ
+∈

+ − −  . (5)

3   New Kernel Smooth SVM 

In the kernel space, suppose the nonlinear map ( )xφ is used to map the original data 

to a high dimensional one. The optimization program is as follows. 

1

21
2 2 1( , , )

min ( )

. . ( ( ) ) 1 , 1,...,

n m

lT v
iiw R

T
i i i

w w

s t y w x i l

γ ξ
ξ

φ γ ξ

+ + =∈
+

+ ≥ − =

∑
 . (6)

Similar as the linear smooth case, we aim at deriving the corresponding smooth model 
in the kernel case for 2-norm error soft margin SVM. Taking into account the 
connotative relation between the primal program and the dual one, we transform  
the original program to one smooth model and prove the equivalence between the 
obtained model and the original one. 

It is known that, at the optimal solution, w is a linear combination of training data: 

1
( )

l

i i ii
w y xα φ

=
=∑  . (7)

Making use of the above relation, we have the following two equations 

1 1
( ) ( ) ( ) ( )

l lT T
i i i j j j i ij j ij j

y w x y y x x Q Qφ α φ φ α α
= =

= = =∑ ∑  . (8)

1 1
( ) ( )

l lT T T
i i i i ii i

w w y x w Q Qα φ α α α α
= =

= = =∑ ∑  . (9)

So (6) can be expressed as follows: 
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1

1
2 2

( , , )

min ( , , )

. .

m m

T Tv

R

F Q

s t Q Y e

α γ ξ
α γ ξ α α ξ ξ

α γ ξ
+ +∈

= +

+ ≥ −
 . (10)

Though (10) is different from (6), we will prove that for any optimal *α of (10), 
* *

1
( )

i

l

i ii
w y xα φ

=
=∑ is an optimal solution of (6). 

Theorem 1. Denote
1

( ),
l

i i ii
w y xα φ

=
=∑ suppose * * *( , , )bα ξ  is the optimal 

solution of (10), and then * * *( , , )w b ξ is the optimal solution of (6).  

Proof: Equations (8) and (9) show that: if and only if * * *( , , )w b ξ  and 
* * *( , , )bα ξ are respectively primal and dual optimal solutions, then * * *( , , )bα ξ and 
* * *( , , )w b ξ are respectively feasible for (10) and (6). 

Now we prove this statement that * * *( , , )w b ξ is the optimal solution of (6) can be 

inferred from the fact that * * *( , , )bα ξ is the optimal solution of (10). 

Using equation (7), we have (11) for feasible ( , , )w b ξ of (6) and ( , , )bα ξ of (10). 

1 1
2 2 2 2

* * * *1 1
2 2 2 2( ) ( )

T T T Tv v

T T T Tv v

Q w w

w w Q

α α ξ ξ ξ ξ
ξ ξ α α ξ ξ

+ = +

≥ + = +
 . (11)

Thus, * * *( , , )w b ξ is the optimal solution to (6). 

Having Theorem 1, we can obtain the optimal solution of (6) by solving (10). 
According to Corollary 1, we know (10) is equivalent to the following smooth 
formation for the kernel case:  

21
2 2,

min || ( ) ||T vQ P e Q Yβα γ
α α α γ+ − −  . (12)

4   NSSVM Implementation 

To apply the Newton algorithm, first we have to prove the convexity of (5) and (13) 
and figure out the corresponding gradient vectors and Hessian matrixes, which can be 
directly obtained by figuring out the first and twice order derivatives to program (13).  
The compurgation is easy, and therefore the detailed process is omitted.  

Defining a diagonal matrix ( )D Diag γ= for any vector nRγ ∈ , and introducing 

several denotations ( ), exp( ), ,t e DAw De v t Q DA Y Deγ β= − − = − = = and 

( ( ). ( ( ))M I Diag v Diag P tββ= + , then we get the formulas of the gradient 

vector and the Hessian matrix of NSSVM in the linear space. 
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 . (14)

To obtain the formulas of NSSVM in the kernel space, we define 

( ( , ) )Tt e DK A A Deα γ= − − and ( , )TQ DK A A= , then we obtain the formulas 

of the gradient vector and the Hessian matrix, in which ,v Y  and M  are the same 

with those in the linear space. 
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Q
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 . (16)

Using the expressions of (( , ) )T TFβ α γ∇ and 2 (( , ) )T TFβ α γ∇ , we can easily 

deduce Theorem 2. 

Theorem 2. Programs (5) and (12) are both convex programs. 

Having Theorem 2, we can apply Newton algorithm using Armijo stepsize to figure 
out the optimal solution. 

5   Numerical Experiments 

We demonstrate now the effectiveness and speed of NSSVM on several real word 
datasets from the UCI machine learning respiratory.  

All the experiments are carried out on a PC with P4 CPU, 3.06 GHz, 1GB Memory 

using MATALAB 7.01. When computing the gradient vector (( , ) )T TFβ α γ∇ and 

the Hessian matrix 2 (( , ) )T TFβ α γ∇ , the limits of 1( ( )) ( ) )Diag P t Diag e vβ
−⋅ +  

and 2( ) ( ( ) ( ( )))Diag e v I Diag v Diag P tββ−+ ⋅ + ⋅ are used.  

First, we carry out the experiments in the liner space. Three moderated sized 
datasets are used, the Bupa Liver, the Ionosphere and the Pima Indians. To further 
testify the advantages of NSSVM, we compare the ten-fold training and testing 
accuracies of NSSVM with RLP, SVM||1||, SVM||2|| and FSV, in terms of the number of 
iterations, the ten-fold training accuracies and the ten-fold testing accuracies.  
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Table 1. Comparisons with Various Methods 

Ten-fold Training Accuracies, % 
Ten-fold Testing Accuracies,% 

Data NSSVM RLP SVM||1|| SVM||2|| FSV 

Bupa 71.60 
70.19 

68.98 
64.34 

67.83 
64.03 

70.57 
69.86 

71.21 
 69.81 

Iono. 94.94 
89.18 

94.78 
86.04 

88.92 
86.10 

92.96 
89.17 

94.87 
86.76 

Pima 78.13 
77.99 

76.48 
76.16 

75.52 
74.47 

77.92 
77.07 

77.91 
76.96 

The results are illustrated in table 1, in which the bold type numbers indicate the 
best results. Obviously, NSSVM has the highest ten-fold training and testing 
accuracies. On the Ionosphere data, It has a training and a testing accuracy about 
0.16% and 3.14% higher than RLP; It has a training and a testing accuracy about 
6.02% and 3.08% higher than SVM||1||; It has a training and a testing accuracy  
about 1.98% and 0.01% higher than SVM||2||; It has a training and a testing accuracy 
about 0.07% and 2.42% higher than FSV. 

In fact, SSVM has been proven to be more effective than RLP, SVM||1||, SVM||2||, 
SOR, FSV, SMO and SVMlight[12], so in the following, we will compare the 
performances of NSSVM with SSVM on Bupa Liver to further demonstrate its 
effectiveness using Gaussian radial basis kernel. 

Table 2. Comparisons with SSVM 

Methods Arm. Iter. Time Tr. Cor. Ts. Cor. 
1 4.1 0.01 70.11% 68.08% Lin. 
0 4.3 0.01 70.08% 67.83% 
1 2 0.21 100% 60.36% 

SSVM 
Ker. 

0 2 0.20 100% 60.29% 
1 4.4 0.01 70.53% 69.56% Lin. 
0 4.3 0.01 70.37% 68.43% 
1 3.3 0.73 100% 61.12% 

NSSVM 
Ker. 

0 3.6 0.67 100% 60.91% 

In the above table, the bold type numbers indicate higher accuracies of NSSVM 
than SSVM. 

Apparently, NSSVM has higher accuracies over SSVM both in the linear and 

kernel case, which proves that removing the bias term 2 / 2γ  from SSVM model do 

increase the accuracy, while its the number of iterations and training time remains 
almost unchanged. Although Armijo stepsize can guarantee the global and quadratic 
convergence of Newton algorithm, it can cause only slight increases in accuracies and 
a little longer training time, so in practice, it can be turned off. Using kernel function, 
we can obtain much better results using less numbers of iterations.  
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6   Conclusions 

This paper investigates a new smooth formulation SSVM, which is an unconstrained 
smooth formulation for the standard 2-norm error soft margin SVM, and proposes 
Newton-Armijo algorithm to commutate the optimal solution. By using the 2-norm of 
the Lagrangian multipliers vector to replace that of the weight of the hyperplane or 
using the connotative relation between the primal and dual program, NSSVM can be 
easily extended to the kernel space without doubt. Numerical results show that 
NSSVM has higher accuracies over existing methods. Future work includes finding 
other smooth penalty functions or searching new efficient algorithm to solve the 
unconstrained smooth model. 
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Abstract. We mainly generalize consistency method in semi-supervised

learning by expanding kernel matrix,denoted by GCM(Generalized Con-

sistency Method), and study its convergence. Aimed at GCM,we give the

detailed proof for condition of convergence. Moreover,we further study

the validity of some variants of GCM. Finally we conduct the experi-

mental study on the parameters involved in GCM to face recognition.

Meanwhile, the performance of GCM and its some variants are compared

with that of support vector machine methods.
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Convergence.

1 Introduction

Face recognition has attracted many researchers in the area of pattern recog-
nition and computer vision because of its immense application potential[1].So
within the last several years,numerous methods have proposed for face recog-
nition.Afterward,reaserchers start to use the machine learning method for face
recognition and present some face recognition’s algorithms based on machine
learning technique.

It is well known that machine learning includes the supervised learning, the
unsupervised learning, and the semi-supervised learning. Given a dataset(x1,y1),
(x2,y2),. . . , (xN ,yN),where xi=(xi1,xi2,. . . ,xiN ) is the properties vector of the
i-th sample, element xij is the j-th properties value of the i-th sample, and
this value can be a discrete or continuous one. The primary differences among
above the three kinds of learning methods are whether the system has prior
knowledge or not and how much prior knowledge there is in the system. It is
supervised learning or unsupervised learning when all values of yi(i=1,2,. . . ,N)in
N sample points are known or unknown. However, labeled instances in real world
are often difficult, expensive, or time consuming to obtain, meanwhile unlabeled
data may be relatively easy to collect, which is rarely used, it is called semi-
supervised classification learning [2]. In other words, when the values of very
few sample points in N sample points are known, then it is semi-supervised
learning. The main goal of semi-supervised classification learning is that how
to use few labeled data and a large amount of unlabeled data to enhance the
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generalization performance of system.Up to now,researcher have presented many
semi-supervised learning algorithms [3][4][5].

In this paper we mainly study the consistency method,expand this method to
more generic measure(denoted GCM) and give the detailed proof about the im-
portant condition of generalized consistency method’s convergence. Moreover,we
apply GCM algorithm to face recognition.

2 Generalized Consistency Method

Given a data set X = {(x1, y1), . . . , (xl, yl), xl+1, . . . , xn}, xi ∈ Rm and yi ∈
{1, 2, . . . , c}, note that points for xl+1, . . . , xn don’t have label in data set X and
the goal of learning is to predict the labels of the unlabeled data (xl+1, . . . , xn).In
general,l is far less than n (l<<n).Let � denote the set of matrices with non-
negative entries. A matrix F = [FT

1 , . . . , FT
n ] corresponds to a classification on

the dataset X by labeling each point xi as a label. We can get the last label of
each point by taking the maximum value from each row in matrix F , namely
yi = arg maxj{Fij}. In addition, define matrix Y = (Yij),where Yij = 1 If yi = j
else Yij = 0 and W = (Wij), where if i 	= j then Wij = exp(−‖xi − xj‖2/2σ2))
else Wij = 0.Aimed at this, Zhou et al.[3] presented the CM algorithm. In this
paper,we generalize this algorithm and name it as GCM(Generalized Consistency
Method). In the following,we briefly give GCM framework.

Step 1 Calculate the similarity between each two points in the data set to form
the affinity matrix W = (Wij)n×n, where Wij = f(d(xi, xj)),f is a function,and
d(xi, xj)is a measure between a pair of points.

Step2 Construct a matrix S = D−1/2WD−1/2, where D is a diagonal matrix
and its (i,i)-element is equal to the sum of the i-th row of W . ”-1/2” denotes the
reciprocal of square root of element in D matrix.

Step3 Iterate the following formula until convergence:

F (t + 1) = αSF (t) + (1 − α)Y, (1)

where α is a parameter in (0,1). Step4 Let F∗ denote the limit of the sequence
F (t). Make the label of each point according to the following way:

yi = arg maxj≤c{F ∗
ij}. (2)

3 Condition of Convergence for Generalized Consistency
Method

In GCM, to obtain the resulting classification,it mainly uses iterated equation
(1).So convergence for GCM is very important for its application.In ref. [3],Zhou
et al. has shown that the absolute value of eigenvalues for matrix S is less than
1.However,they didn’t give a detailed proof for condition of convergence of CM.
In this section,we further study GCM and its variants. Especially,the detailed
derivative procedures are given in this paper.
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Lemma Given set A = (aij)n×n is a n-order complex matrix,its eigenvalue at
least satisfies one of the following inequation [6]:

|λ − aii| ≤
∑

1≤j≤n,j �=i

|aij |, i = 1, 2, . . . , n. (3)

Proposition 1 The eigenvalues of matrix S = D−1/2WD−1/2 is in [-1, 1],where
D is a diagonal matrix with its (i,i)-element equal to the sum of the i-th row of
W .

Proof As D−1W = D−1/2SD1/2, denote D−1W by P , so the matrix P is
similar with S. As similarity matrix has the same eigenvalues, the eigenvalues
of matrix S is equal to that of matrix P .Thus,we just need to prove that the
eigenvalues of matrix P is in [-1,1]. As P is equal to D−1W , we get the following
expression:

P =

⎛
⎝P11 0 . . . 0

. . . . . . . . . . . .
0 0 . . . Pnn

⎞
⎠
⎛
⎝ 0 W12 . . . W1n

. . . . . . . . . . . .
Wn1 Wn2 . . . 0

⎞
⎠ ,

where Pii = (
∑n

j=1,j �=i Wij)−1.Let Pi denotes the sum of the i-th row elements
in matrix P , we have the following expression

Pi =
n∑

j=1,j �=i

(Wij�

n∑
j=1,j �=i

Wij) = 1.

It may be known by above lemma that the eigenvalues of matrix P is in [-1,
1].That is to say that the eigenvalues of matrix S is also in [-1, 1].

In the following,aimed at the exponent measure in GCM,we give an explana-
tion for proposition 1.

For simplicity,we fix the dimension for matrix to 3 and specify function f in
GCM as exponent function.Since S = D−1/2WD−1/2,matrix S become⎛
⎜⎝

0 1√
W12+W13

W12
1√

W21+W23

1√
W12+W13

W13
1√

W31+W32
1√

W21+W23
W21

1√
W12+W13

0 1√
W21+W23

W23
1√

W31+W32
1√

W31+W32
W31

1√
W12+W13

1√
W31+W32

W32
1√

W21+W23
0

⎞
⎟⎠

Now let Ti(i=1,2,3) denote sum of column i elements.Then

T1 =
1√

W12 + W13

W12
1√

W21 + W23

+
1√

W31 + W32

W31
1√

W12 + W13

As W is a symmetric matrix and Wij = exp(−‖xi − xj‖2/2σ2),we have Wij =
Wji.On the basis of W23W13 ≥ W21 and W13 + W23 ≥ 2

√
W21,we further obtain

T1 ≤ 1
2 (W 1/4

21 + W
1/4
31 ).Similar,we can obtain T2 ≤ 1

2 (W 1/4
12 + W

1/4
32 ) and T3 ≤

1
2 (W 1/4

13 + W
1/4
23 ).By feature of exponent function,Ti(i=1,2,3)is all smaller than

1. According to lemma,we can know that proposition 1 holds true.
Proposition 2 Let F ∗ be the limit of the sequence {F (t)}, we have F ∗ =

(I − αS)−1Y for the classification [3].
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It is noted that since P is a stochastic matrix of S and P = D−1W =
D−1/2SD1/2, F ∗ = (I − αS)−1Y can be approximately expressed as F ∗ =
(I − αP )−1Y and F ∗ = (I − αPT )−1Y [3].The interested reader is referred to
[3] about consistency method. In GCM,there exist similar conclusions.

4 Experiments

In this section, our experimental focus is to study effectiveness of the GCM al-
gorithm and its variants through face database.Moreover, we experiment the
parameter involved in GCM algorithm. Thus, we use Orl [7] and Yale face
database[8]. Orl database contains 10 different images of each of 40 distinct
subjects; the resolution of each image is 112*92 pixels. In all the images of Orl,
the subjects are in an upright, frontal position with some variation in lighting,
facial expression, facial details etc. And the Yale database contains 11 different
images of each of 15 distinct subjects, the resolution of each image is 100*100
pixels.In all the images of Yale, the subjects have different occlusion and the
lighting change significantly. A part of face images are shown in Fig.1 and Fig.2.

Fig. 1. A part of Orl face database

Fig. 2. A part of Yale face database

Aimed at scale factor σ of exponential function, we select 5 values which are
0.15,0.35,0.55,0.75 and 0.95(in experimental results,using Si(i=1,2,. . . ,5)denote
them), respectively. In experiments, each chosen number of samples with class
label is the integer value between [1,10] and [1,11] respectively.The results re-
ported here are the mean of 10 test runs under same scale factor. In addition,
in order to compare different algorithm’s performance, we select LIBSVM to
experiment on the face database. For Orl, the training number chosen is 40,
80, 120,160, 200, 240,280,320 and 360, respectively and the remaining is used
for testing.While for Yale, the training number chosen is 15, 30, 45, 60,75, 90,
105,120,135 and 150, respectively and the remaining is used for testing.In SVM,
the selected kernel is radial basis function, other parameters use default val-
ues in LIBSVM. We run 10 times for SVM classifier. The results reported here
is the mean of 10 test runs. The experimental results are shown in the Fig.3-
Fig.8,where Fig.3-Fig.5 are the experimental results of Orl face database and
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Fig.6-Fig.8 are the experimental results of Yale face database. In experimental
results,Fig.3 and Fig.6 are the results of the standard GCM algorithm (denoted
as GCMS algorithm),respectively.And Fig.4 and Fig.7, Fig.5 and Fig.8 are the
results of a variant of GCM algorithm (denoted by GCMP and GCMPT algo-
rithm),respectively.In other words, they are the results of GCM algorithm which
replace S with P and PT . From Fig.3-Fig.8 , we can see that there has not
significantly change when replace S matrix with the PT , while when replace S
matrix with P , the test accuracy has a large fluctuations. Especially when S9
= 0.95, there have a significantly change. In addition, for different values about
scale factor, GCM algorithm’s accuracy are quite different; especially the value
of scale factor is more sensitive under the small number of known class label
samples.

To demonstrate the performance of GCM algorithm, we also use the SVM
classifier for the face recognition. In experiments, we choose different number of
face samples for training and the remaining for testing. The results are shown
in Table 1 and Table 2, where Table 1 is the result of Orl database and Table 2
is the result of Yale database.

Table 1. Experimental results with different methods for Orl

Method 40 80 120 160 200 240 280 320 360

GCMS 0.6898 0.8022 0.8540 0.8837 0.9077 0.9255 0.9351 0.9443 0.9522

GCMP 0.5632 0.6796 0.7418 0.7770 0.8037 0.8186 0.8295 0.8403 0.8499

GCMPT 0.7221 0.8177 0.8712 0.9016 0.9194 0.9347 0.9441 0.9543 0.9583

SVM 0.1608 0.2656 0.3529 0.4079 0.4705 0.5238 0.5650 0.6075 0.66

Table 2. Experimental results with different methods for Yale

Method 15 30 45 60 75 90 105 120 135 150

GCMS 0.5479 0.6747 0.7374 0.7601 0.7834 0.7982 0.8148 0.0.8260 0.8363 0.8411

GCMP 0.4494 0.5739 0.6353 0.6698 0.6997 0.7142 0.7235 0.7331 0.7366 0.7513

GCMPT 0.5730 0.6741 0.7238 0.7545 0.7811 0.8 0.8173 0.8292 0.8425 0.8524

SVM 0.1960 0.2519 0.2992 0.3352 0.3678 0.352 0.345 0.3178 0.3533 0.28

From the experimental results, we can know that performance for GCM algo-
rithm outperforms that of SVM algorithm, the performance of GCMS is equiv-
alent to the that of GCMPT method and the results show a large deviation
between GCMS and GCMP method. We think that the reason of the results
showing a large deviation between GCMS and GCMP algorithm is that P ma-
trix doesn’t a symmetric matrix.Besides,for Yale face database,we experiment
with Euclidean function about f for GCM,denoted GCMO.Table 3 shows ex-
perimental result.It is seen that performance of GCMO is very inferior to those
of methods presented above.Now,we further study them.
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Fig. 3. Experimental result for GCMS in Orl, where horizontal ordinate is the number

of known labeled samples and vertical coordinate is tested accuracy.Function f for

GCM is specified as exponent measure.
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Fig. 4. Experimental result for GCMP in Orl, where horizontal ordinate is the number

of known labeled samples and vertical coordinate is tested accuracy.Function f for

GCM is specified as exponent measure.
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Fig. 5. Experimental result for GCMPT in Orl, where horizontal ordinate is the number

of known labeled samples and vertical coordinate is tested accuracy.Function f for

GCM is specified as exponent measure.
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Fig. 6. Experimental result for GCMS in Yale, where horizontal ordinate is the number

of known labeled samples and vertical coordinate is tested accuracy.Function f for

GCM is specified as exponent measure.
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Fig. 7. Experimental result for GCMP in Yale, where horizontal ordinate is the number

of known labeled samples and vertical coordinate is tested accuracy.Function f for

GCM is specified as exponent measure.
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Fig. 8. Experimental result for GCMPT in Yale, where horizontal ordinate is the num-

ber of known labeled samples and vertical coordinate is tested accuracy.Function f for

GCM is specified as exponent measure.

Table 3. Experimental results with GCMO for Yale

Method 15 30 45 60 75 90 105 120 135 150

GCMO 0.1453 0.2255 0.2934 0.3341 0.3249 0.2976 0.2969 0.2937 0.3009 0.3126
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5 Conclusions

Generalized consistency method and its variants are deeply analyzed, the proof
about the important condition for generalized consistency method’s convergence
is given in detail. In addition, this paper carries out deep research on the con-
vergence of some other transformations of this algorithm, and proved that using
the transformation matrix in GCM algorithm is reasonable. Finally we carry
out the study on the parameters and the transformation matrix involved in this
algorithm for face recognition. Meanwhile, performance of consistency method
and its variants are compared with that of support vector machine.
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Abstract. In multi-label classification problems, some samples belong to 
multiple classes simultaneously and thus the classes are not mutually exclusive. 
How to characterize this kind of correlations between labels has been a key 
issue for designing a new multi-label classification approach. In this paper, we 
define two objective functions, i.e., the number of relevant and irrelevant label 
pairs which are ranked incorrectly, and the model regularization term, which 
depict the correlations between labels and the model complexity respectively. 
Then a new kernel machine for multi-label classification is constructed using 
two-objective minimization and solved by fast and elitist multi-objective 
genetic algorithm, i.e., NSGA-II. Experiments on the benchmark data set Yeast 
illustrate that our multi-label method is a competitive candidate for multi-label 
classification, compared with several state-of-the-art methods. 

Keywords: multi-label classification, kernel, regularization, multi-objective 
optimization, NSGA-II. 

1   Introduction 

Multi-label classification is a particular learning task, where some samples are 
associated with multiple classes at the same time, and thus the classes are not 
mutually exclusive. Currently there mainly exist two types of discriminative methods 
for multi-label classification: problem transform and algorithm adaptation [1]. The 
former converts training data sets to fit a large number of existing classification 
techniques, while the latter extends some existing multi-class algorithms to satisfy 
multi-label training data sets. 

Problem transform methods split a multi-label training set into either one or more 
single label (binary or multi-class) subsets, train a sub-classifier for each subset using 
some popular approaches, and integrate all sub-classifier into an entire multi-label 
classifier. Now there are three widely used data decomposition strategies: label 
powerset (LP), one-versus-rest (OVR), and one-versus-one (OVO). LP strategy 
considers each possible label combination of more than one class in a multi-label data 
set as a new single class, and then builds a standard multi-class training data set. Its 
main disadvantage is that many classes have very few samples [1, 2]. OVR strategy 
divides a k-label training set into k binary subsets, in which the positive and negative 
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samples in the ith subset come from the ith class and all other classes respectively. 
This strategy has been validated using many popular binary methods, e.g., support 
vector machines (SVM) [1-3], C4.5 [1, 4], naïve Bayes [1, 5], and kNN [1, 4]. OVO 
strategy splits a k-label set into k(k-1)/2 subsets, which results into some special 
subsets including a small proportion of double label samples. It seems reasonable to 
locate these double label samples between positive and negative samples. Two 
parallel hyper-planes are trained to separate three classes in [6], whereas in [7] these 
double label samples are forced to reside at the marginal region of binary SVM. The 
main limitation of problem transform methods is that they do not directly take the 
correlations between labels into account. 

In contrast to problem transform methods, algorithm adaptation methods extend 
some specific multi-class approaches to deal with entire multi-label training sets 
directly, usually resulting into some optimization problems with very high 
computational complexity. Their main advantage is that the correlations between 
labels are considered explicitly. So far, many famous multi-class classifiers have been 
generalized to build their corresponding multi-label versions. 

Through modifying the formula of entropy calculation and permitting multiple 
labels at the leave of the tree, a C4.5-type multi-label algorithm was proposed in [8]. 
BoosTexter [9] was derived from the well-known Adaboost algorithm, which include 
two slightly different versions: AdaBoost.MH and Adaboost.MR. The former is to 
predict the relevant set of labels of a sample, whereas the latter to rank labels of a 
sample in descending order. ADTboost [10] combines alternative tree with 
Adaboost.MH. It is hard to control the complexity of such boosting or tree based 
multi-label methods [3].  

Nearest neighbor (kNN) or instance-based (IB) method has been extended to build 
two slightly different algorithms: ML-kNN [11, 12] and IBLR-ML [4], cascading 
standard kNN and Bayesian inference. They utilize different ways to estimate the 
posterior probability for each label, in which ML-kNN uses Bayesian rule and IBLR-
ML logistic regression. 

In principle, traditional back-propagation (BP) neural networks can deal with 
multi-label classification directly via assigning many ones at their output layer. To 
improve the performance of BP, its multi-label version (BP-MLL) [13] utilizes a new 
empirical loss function derived from the ranking loss and a regularization term. Rank-
SVM [3] is a typical multi-label support vector machine, whose empirical loss 
function also is based on the ranking loss.  It is noted that for BP-MLL and Rank-
SVM, their objective functions combine an empirical loss function with a 
regularization term through weighted sum method. This is a classical solution method 
for multi-objective optimization [14, 15].  

In this paper, we regard multi-label classification as a multi-objective optimization 
problem rather than a single-objective one. On the basis of kernel based decision 
functions, two objective functions: the number of relevant and irrelevant label pairs 
which are ranked incorrectly, and the model regularization term, are minimized at the 
same time using fast and elitist multi-objective genetic algorithm, i.e., NSGA-II [16, 
17]. This setting can avoid determining a regularization constant in advance. 
Experimental results demonstrate that our new method is a highly competitive 
candidate for multi-label classification, compared with many state-of-the-art methods. 
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The remainder of this paper is organized as follows. In section 2, Rank-SVM is 
reviewed. Our new kernel machine for multi-label classification is proposed in section 
3 and NSGA-II is summarized in section 4. Our algorithm is experimentally evaluated 
and compared with some other popular multi-label classification algorithms on the 
benchmark data set Yeast in section 5. Finally some conclusions are drawn. 

2   Multi-label Support Vector Machine 

In this section, we briefly review the famous multi-label support vector machine, i.e., 
Rank-SVM [3]. Assume a q-label training data set of size l to be  

1 1{( , ),..., ( , ),..., ( , )},i i l lS Y Y Y= x x x  (1)

where d
i R∈x  and 2Y

iY ∈ denote the ith training sample in the d dimensional real 

space and its relevant set of labels, and {1,..., }Y q= is a finite set of class labels. 

Additionally, we refer to the complement of iY , i.e., \i iY Y Y= , as the irrelevant set of 

labels of ix . We define a linear decision function for each class, i.e., 

( ) , , 1,..., ,m m mf b m q=< > + =x w x  (2)

where  and m mbw stand for the weight vector and bias of the mth decision function. It 

is desired that the decision function values of relevant labels should be greater than 
those of irrelevant labels for every sample. Usually this objective is achieved by 
minimizing the ranking loss, which expresses the number of label pairs that the 
irrelevant labels are ranked higher than the relevant labels, 

1

1 1
RLoss ( , ) ( ), s.t. ( ) ( ) .

l

i i m i n i
i i i

m n Y Y f f
l Y Y=

⎛ ⎞
⎜ ⎟= ∈ × ≤
⎜ ⎟
⎝ ⎠

∑ x x  (3)

Rank-SVM builds a primary optimization problem as follows, 

1 1 ( , ) ( )

1
min , ,

s.t. ( ) ( ) 1 , ( , ) ( ),
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i i

q l

m m imn
m i m n Y Yi i

m i n i imn i i

imn
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f f m n Y Y

i l

ξ

ξ
ξ

= = ∈ ×

< > +

− ≥ − ∈ ×
≥ =

∑ ∑ ∑w w

x x  
(4)

where C is a predetermined regularization constant which can control the tradeoff 
between the number of errors and the complexity of classifier. For a pair of relevant 
and irrelevant labels ( , )i im Y n Y∈ ∈  of the ith sample, if ( ) ( ) 1m i n if f− ≥x x , the 

corresponding slack variable 0imnξ = ; otherwise 0imnξ > . Therefore the second term 

of objective function in (4) is a proxy of the ranking loss essentially. Similarly to 
SVM and other kernel machines, the above problem (4) can be converted into its dual 
version and then inner product between two sample vectors can be replaced by 
various kernels satisfying the Mercer theorem [18]. 
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3   Multi-label Kernel Machine with Two-Objective Optimization 

We propose our multi-label kernel algorithm based on two-objective optimization in 
this section. It is observed that the objective function of (4) consists of two terms, the 
regularization term to reflect the complexity of classifier and the empirical  
loss function to characterize the ranking loss, and further two of them are combined 
using weighted sum method. Now we split such an objective function into two 
objective ones and construct a two-objective optimization problem for multi-label 
classification, 

1
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1
min  ,

s.t.   ( ) ( ) 1 , ( , ) ( ),
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w w
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 (5)

Conversely, we also regard (3) as a classical solution for (5) through weighted sum 
method [14, 15]. It is attractive that the constant C is not needed in (5). Note that in 
(5), two objectives conflict with each other, which means that we can not achieve 
their minima at the same time. Since there are a large number of variables to be 
solved, it is difficult to deal with (5) directly using existing multi-objective 
optimization techniques. We rewrite the constraints in (5) as 

0,   ( ) ( ) 1,

1 ( ) ( ),  otherwise.
m i n i

imn
m i n i

if f f

f f
ξ

− ≥⎧
= ⎨ − −⎩

x x

x x
 (6)

Accordingly we utilize the definition of ranking loss (3) to replace the second 
objective function in (5), 

1 ( , ) ( )

1
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i i

l
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θ ξ
= ∈ ×
∑ ∑  (7)

where ( )zθ stands for the step function, i.e., ( ) 1zθ =  if 0z > ; otherwise ( ) 0zθ = . 

Now, a two-objective optimization problem for multi-label classification can be 
constructed as, 

1
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Here it is worth noting that the coefficient in the front of the second sum in (7) has 
been neglected to derive a concise formula. In this case, the second objective function 
in (8) can be regarded as the number of relevant and irrelevant label pairs, which are 
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ranked incorrectly. To design a nonlinear kernel multi-label classification algorithm, q 
kernel-based decision functions are adopted, 

1

( ) ( , ) , 1,..., ,
l

k
m im i m

i

f k b m qα
=

= + =∑x x x  (9)

where ( , )ik x x denotes some kernel function [18], and 1=[ ,..., ]T
m m lmα αα and mb stand 

for the coefficients vector and bias of the mth kernel decision function. In this paper, 
the polynomial and RBF kernels are utilized, 

2

( , ) ( ) ,
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T pk

k γ

=

= − −

x y x y

x y x y
 (10)

where  and p γ denote the degree of polynomial kernel and the scale factor of RBF 

kernel respectively, and −x y stands for the Euclidean distance between x and y. 

Similarly to the linear form (8), a two-objective optimization problem for our multi-
label kernel algorithm is constructed as follows, 
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We will solve (11) using NSGA-II outlined in the next section, producing a Pareto 
optimal set, each solution of which is impossible to improve in any objective without 
a simultaneous worsening in some other objectives. For (11), each solution consists 
of ( , ), 1,...,m mb m q=α , whose size is ( 1)l q+ . We pick up one solution from the Pareto 

set as our multi-label classifier, which minimizes the second objective function first 
and then minimizes the first objective one. In order to search a proper threshold to 
determine the relevant set of labels for a test sample, a linear model is built using least 
square regression method in the training procedure as in [3, 13]. In this paper, we 
simply refer to our novel multi-label kernel machine with two-objective optimization 
as ML-2OKM. 

4   Fast and Elitist Multi-objective Genetic Algorithm: NSGA-II 

Nowadays, there exist many multi-objective evolutional algorithms which can solve 
our two-objective problem (11) [14, 15], among which fast and elitist multi-objective 
genetic algorithm, i.e., NSGA-II [17], is one of the most popular approaches, Its 
computational complexity is 2( )O MN , in which M is the number of objectives and N 

is the population size. In this section we briefly describe the main loop of NSGA-II. 
A parent population P0 of size N is initially created randomly. The population is 

sorted according to non-domination. Each solution is assigned a fitness or rank equal 
to its non-domination level in which 1 stands for the best level, 2 is the next best  
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level, and so on. In this case, minimization of fitness is assumed. To begin with, the 
binary tournament selection, recombination and mutation operators are utilized to 
create an offspring population Q0 of size N. 

 
Fig. 1. Schematic of the NSGA-II. The combination of parent and offspring population ensures 
elitist selection, the non-dominated sorting ensures progress towards the Pareto-optimal front, 
and the crowded distance sorting ensures diversity among obtained solutions [16, 17]. 

From the first generation onward, the procedure becomes different. First, a 
combination population t t tR P Q= ∪  is formed, whose size is 2N. Then the 

population Rt is sorted according to non-domination. Solutions belonging to the best 
non-dominated set F1 are of best solutions in Rt and must be emphasized more than 
any other solution in Rt. When the size of F1 is smaller than N, its all members are 
chosen for the new population. The remaining members of the population are from 
subsequent non-dominated fronts in the order of their ranking. Thus solutions from 
the set F2 are chosen next, followed by solutions from the set F3, and so on. This 
procedure is continued until no more sets can be accommodated. Generally the count 
of solutions in the all sets from F1 to Fl would be larger than the size of population. In 
order to pick up N members exactly, we sort the solutions in the last front Fl using the 
crowded comparison operator in descending order and choose the best solutions 
needed to fill all population members. Finally, the new population Pt+1 of size N is 
used for selection, crossover and mutation to create a new population Qt+1 of size N. 

Finally, the NSGA-II provides us a Pareto optimal set of solutions to implement 
our ML-2OKM. The NSGA-II procedure is shown in Fig.1. Please see the detailed 
description of NSGA-II in [17, 18]. It is worth noting that the NSGA-II uses float 
coding method rather than binary one, whose free C software is available at [19]. 

5   Experiments 

In this section, we compare our method with several existing approaches on the 
benchmark data set Yeast. This data set comprises 2417 genes, in which 1500 and 917 
genes are used for training and test. Each gene is originally described using micro-
array expression data and phylogenetic profile, from which 103 features are extracted, 
and is associated with a subset of 14 functional classes. The 4.24 average labels 
indicate that this set is a typical multi-label classification problem. Before presenting 
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our experimental results, we list some evaluation measures used in this section in 
Table 1 briefly, in which the up (or down) arrow means that the higher (or lower) the 
corresponding measure is, the better a multi-label classification algorithm performs. 
For the detailed definitions of these measures, please refer to [1-3]. 

Table 1. Some evaluation measure 

Measure Abbreviation Good performance 
Ranking loss RLoss ↓ 

One error 1Err ↓ 
Precision 1 Prec1        ↑ 

Hamming loss HLoss ↓ 
Accuracy Acc        ↑ 

Recall Rec        ↑ 
Precision 2 Prec2        ↑ 

 
Fig. 2. A comparison between our ML-2OKM and Rank-SVM using the polynomial kernel 

In [4, 5, 12, 13], 10-fold cross validation was used to evaluate the performance of 
several method on the Yeast. But, in this paper, we train our ML-2OKM using the 
training set only and then validate its performance on the test set. To the best of our 
knowledge, some experimental results based on the same experimental setting are 
recited directly from a large number of literatures. 

Since our ML-2OKM is derived from Rank-SVM, we replicate the experimental 
setup of Rank-SVM in [3] to conduct the experimental evaluation of our method on 
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the Yeast. The degree of polynomial kernel varies from 2 to 9. It is worth noting that 
our method does not need a pre-defined regularization constant. For the NSGA-II, its 
key parameters include the number of generations and the size of populations, which 
are set as [100-200] and [80-150] respectively. Additionally, four same measures in 
[3] are estimated, as shown in Fig. 2. It is observed that our method performs better 
on the lower degree of polynomial kernel (2-5), whereas Rank-SVM works better on 
the higher degree of polynomial kernel (6-9). This means that our method builds 
simpler model than Rank-SVM does. 

In [11], multi-label kNN (ML-kNN) was compared with three previous methods: 
Rank-SVM [3], ADTBoost [10] and BoostTexter [9]. IBLR-ML proposed in [4] was 
evaluated by using the test set in [20]. Here we directly list their results in Table 2, 
along with the best results of our ML-2OKM from Fig.2. Note that all methods in 
Table II are categorized into algorithm adaptation ones. In Table 2, our ML-2OKM 
obtains the lowest ranking loss. Although Rank-SVM achieves the best performance 
on the other three measures, the differences between Rank-SVM and our method are 
very small. 

Table 2. A Comparison between our ML-2OKM and several algorithm adaptation methods 

Evaluation measue Method 
HLoss↓ RLoss↓ 1Err↓ Prec1↑ 

Rank-SVM[11] 0.196 0.179 0.225 0.763 
ADTBoost[11] 0.213 -- 0.245 0.738 
BoosTexter[11] 0.237 0.298 0.302 0.717 
ML-kNN[11] 0.197 0.168 0.239 0.761 
IBLR-ML[20] 0.199 0.169 0.232 0.760 

ML-2OKM(our) 0.198 0.166 0.230 0.760 

Table 3. A Comparison between our ML-2OKM and some problem transform methods 

Evaluation measure  
Method HLoss↓ Acc↑ Rec↑ Prec2↑ 

LP-kNN[1] 0.229 0.495 0.628 0.596 
LP-C4.5[1] 0.286 0.399 0.528 0.529 
LP-NB[1] 0.243 0.464 0.608 0.575 

LP-SVM[1] 0.206 0.530 0.672 0.615 
OVR-kNN[1] 0.243 0.479 0.601 0.596 
OVR-C4.5[1] 0.259 0.423 0.593 0.561 
OVR-NB[1] 0.301 0.421 0.531 0.610 

OVR-SVM[1] 0.200 0.502 0.711 0.579 
OVO-3CSVM[6] 0.199 0.537 0.654 0.693 
OVO-DLSVM[7] 0.181 0.572 0.687 0.606 
ML-2OKM(our) 0.202 0.511 0.577 0.717 

 
We also compare our methods with three types of problem transform methods 

using the other four evaluation measures, as shown in Table 3. LP and OVR strategies 
are combined with k nearest neighbor (kNN), C4.5 decision tree, naïve Bayes (NB) 
and SVM. These eight multi-label algorithms were verified in [1]. In [6, 7], three 
class SVM (3CSVM) and double label SVM (DLSVM) were designed to deal with 
the double label binary data subsets from OVO decomposition strategy. In Table 3, all 
SVM-type multi-label classifiers are tested by the RBF kernel, in which our method 



290 H. Xu and J. Xu 

uses 2γ = . According to this table, OVO-DLSVM performs the best on Hamming 

loss and accuracy, and OVR-SVM and our ML-2OKM work the best on recall and 
precision 2 respectively. 

According to the above experimental results, it is concluded that our ML-2OKM is 
a competitive multi-label classification algorithm, compared with many other state-of-
the-art ones. 

6   Conclusions 

In this paper, we propose a novel multi-label kernel classification machine with two-
objective optimization (simply ML-2OKM), which minimizes the number of relevant 
and irrelevant label pairs which are not ranked correctly and the model regularization 
term at the same time. Experimental results illustrate that our ML-2OKM can achieve a 
satisfactory performance, compared with some existing multi-label approaches. To the 
best of our knowledge, our method is the first multi-label kernel machine based on 
multi-objective optimization, which could open a new way to design new algorithms 
for multi-label classification. Additionally, our ML-2OKM only involves the kernel 
parameters, which will simplify model selection or parameter tuning task. 

In this paper, we only validate our method using the famous data set Yeast. In our 
further work, we will test more benchmark data sets. Additionally fast and elitist multi-
objective genetic algorithm (NSGA-II) can provide a Pareto optimal set (i.e., many 
classifiers), so we will create an ensemble of these classifiers for multi-label 
classification to improve the performance of our method further. 
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Abstract. Rapid and accurate collision detection is necessary to robot 
programming and simulation system based on virtual reality. A collision 
detection algorithm based on the data structure of the pre-built scene graph is 
proposed. It is the hierarchical accurate method. The architecture of collision 
detection system is established according to the hierarchy of scene graph for 
robot workcell, and implementation process of the collision detection algorithm 
is given. The collision detection system includes four collision detection 
managers. Groups filter manager, objects filter manager and faces & objects 
intersection manager are used in the broad phase of the collision detection, and 
they improve the speed of the algorithm by AABB intersection test and the 
layer by layer filtration. Polygons intersection manager is used in the narrow 
phase, and it ensures the accuracy of the algorithm. The result of the 3D 
graphics simulation experiment proves the effectiveness and feasibility of the 
way introduced. 

Keywords: virtual environment, robot workcell, collision detection, scene 
graph. 

1   Introduction 

Collision detection has been researched in many fields such as robotic and computer 
graphics for a long time. Whether a contact or penetration has happened in virtual 
environment (VE) is the basic issue. Many articles have given amount of valuable and 
practicable study on the problem [1-8]. But in the later years, with the rising of virtual 
reality and distributed interactive simulation, many researches focus on collision 
detection. 

Collision often happens between objects because of users’ interaction or the 
movement of objects in VE. To keep the reality of VE, the collisions should be 
detected in real time, and the corresponding collision responses should be calculated, 
then rendering results can be updated. Otherwise, penetration may happen, which will 
destroy the reality of VE and users’ immersion [9]. 
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Collision detection is one of the critical techniques for robot programming and 
simulation system based virtual reality, it affects the correctness, reality and security of 
application program. Collisions should be detected in VE of robot workcell at 
following aspects: 

Robot programming [10]. When operators program virtual robots in VE, they should 
know the contact relation between virtual manipulator and operational objects, and 
judge if the manipulator has moved to the desired operational position.  

Robot path planning and checking up [11]. In the path planning of virtual robot, if 
the moving manipulator of virtual robot collides with the obstacles, then system 
should send the order to stop the robot and re-plan the movement of manipulator. 
Collision detection can help the generation of collision-free paths for robot. Before 
the planned movement orders were send to the actual robot, it is necessary to check 
collisions between the moving robot and the obstacles in its workspace. It can help the 
operators to check the paths of the robot. 

Layout of robot workcell [12]. By adding the collision detection capability in true 
3D simulation scene with the sense of depth, we can visualize the layout of workcell 
before purchasing devices. Hence, we can better know the workspace of robot, and 
establish the layout of the robot workcell quickly. Thereby the rationality of the 
layout is ensured. 

By analyzing the hierarchy of VE for robot workcell, the hierarchy of AABBs for 
robot workcell and the hierarchy of the scene graph for the collision detection are 
obtained, and the architecture of the collision detection system is composed of four 
managers for collision detection is established. Groups filter manager, objects filter 
manager and faces & objects intersection manager are used in the broad phase of the 
collision detection, and polygons intersection manager is used in the narrow phase. 
AABBs (Axis-Aligned Bounding Boxes) intersection test is applied in the broad 
phase. The computation time is reduced by using the layer-by-layer filtration of the 
first three managers. The rapid and accurate collision detection in the virtual 
interactive environment is realized.  

2   Hierarchical Collision Detection System Based on the Data 
Structure of the Scene Graph 

2.1   Hierarchy of the Scene Graph for Robot Workcell 

The software system is bases on WTKTM (WorldToolkit) functions library of 
American Sense8 [13]. 3D models of the robots and environment devices are created 
using RGMS (Robot Geometric Modeling System) is developed by author. Then the 
models with format of graphics files acceptable for WTK are saved. These geometries 
models files are called by WTK, and they as nodes are added into the scene graph. 
These nodes compose an interrelated and inverse tree structure according to definite 
connection. This tree structure is called scene graph [14]. 

The hierarchy of the scene graph for robot workcell is shown in Fig. 1. M 
environment devices and n robots locate at first level of the scene graph. All  
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equipments except robots in the robot workcell are environment devices, such as 
machines, feeders, parts and tools. Environment device is complex polyhedron is 
composed of multiple objects. These objects locate at second level of the scene graph. 
On the other hand, robot is a machine which is composed of the joints and the links. 
For example, the Puma560 robot is composed of six links which are joined by six 
joints is shown in Fig. 2. Thus, Puma560 robot can be divided into six sub-
mechanisms, and each link has become a sub-mechanism. These links locate at 
second level of the scene graph. 

 

Fig. 1. Hierarchy of the scene graph for robot workcell 

 
Fig. 2. Links and joints of robot PUMA560 

2.2   Hierarchy of AABBs for Robot Workcell 

According to the hierarchy of the scene graph for virtual robot workcell, hierarchical 
bounding boxes can be divided into two levels: the first level is entire AABBs, 
namely the AABBs of environment devices and the AABBs of robots; the second 
level is the AABBs of objects, namely the AABB of the objects which compose 
environment devices and the AABB of the links which compose the robot. 
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2.3   Hierarchy of the Scene Graph for Collision Detection 

The hierarchy of the scene graph for collision detection is shown in Fig. 3. By 
establishing AABBs for robots, environment devices, objects and links, tree hierarchy 
of bounding boxes is formed, it can accelerate collision detection. Thus, the hierarchy 
of the scene graph for collision detection includes three levels: first level is groups 
which are AABBs of environment devices and AABBs of robots; second level is 
objects which are AABBs of the objects that compose environment devices and 
AABBs of the links that compose robot; third level is the polygons, because of objects 
and the links of robot can be expressed as the sets of polygons. 

 

Fig. 3. Hierarchy of the scene graph for collision detection 

2.4   Architecture of Collision Detection System 

Collision detection manager is composed of four layers: groups filter manager 
(responsible for the intersection check between AABBs of environment devices and 
AABBs of robots), objects filter manager (responsible for the intersection check 
between AABBs of the objects and AABBs of the links), faces & objects intersection 
manager (responsible for the intersection check between AABBs of objects and 
polygons), polygons intersection manager (responsible for the intersection check 
between the polygons which compose the objects). Accordingly, the architecture of 
the collision detection system is shown in Fig. 4. 

3   Implementation of the Collision Detection Algorithm 

A virtual robot workcell is composed of multiple robots and much environment 
devices. A robot is a special movable mechanism with multiple joints. Although the  
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Fig. 4. Architecture of collision detection system 

adjacent links of robot cannot collide each other due to the constraint at the moving 
range, it is possible to collide between the distant links, the end manipulator and the 
base. So, the implementation order for the collision detection algorithm is given here. 
Detailed implementation process of the collision detection algorithm is as follows. 

3.1   Groups Filter Manager 

This manager determines possible group candidates for collision, filtering groups that 

cannot collide. Two groups are called { }1 1,...iG O i n= =  & { }2 1,...jG O j m= = , if 

the corresponding AABBs do not overlap, then 1G  and 2G cannot intersect ( iO  and 

jO  are the object or link which composes the group 1G  and 2G  respectively)， and 

this pair of groups is filtered out. Otherwise they became candidates for collision into 
objects filter manager. Such process is continued until all combinations are 
completed. After the collision detection for the AABBs of groups is completed, many 
objects which are separate each other and cannot intersect are filtered out, so the 
numbers of pairs of objects to need intersection calculation are reduced observably. 
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3.2   Objects Filter Manager 

Before the collision detection for the pairs of objects, it is necessary to determine the 
type of the pairs of groups which output from groups filter manager and intersect. 
Following two cases exist here: 

1) If they are two environment devices, then the overlap between the AABB of 
each object from one environment device and the AABB of each object from other 
environment device is checked. Such process is continued until all combinations are 
completed. This process filtered out pairs of objects whose AABBs do not overlap. 

2) If one among two groups is a robot, because of that it is possible to a robot 
oneself collides, then the algorithm checks for the overlap between the AABBs of 
robot links, except using the method 1) to analyze the overlap between the 
combinations of the AABB of each object from two groups. Namely, the overlap 
between the combinations of AABBs of the robot links should be checked, but the 
overlap between the AABBs of adjacent links should not be checked. 

Object filter manager determinates possible objects candidates for collision, filtering 
objects that cannot collide. Two objects called 1O  & 2O , if the corresponding AABBs 

do not overlap, then 1O  and 2O  cannot intersect, and this pair of objects is filtered 

out. Otherwise they became candidates for collision into faces & objects intersection 
manager. 

3.3   Faces and Objects Intersection Manager 

Candidates for collide into this manager are pairs of objects whose AABBs overlap. 

Assume that, such a pair of objects is { }1 1,...iO P i n= = & { }2 1,...jO P j m= = , 

where, iP  & jP  are polygons that compose the object 1O  & 2O , respectively. The 

collision detection in this manager is comprised the two steps: 
1) This manager checks for the  intersection between all polygons iP  that 

belong to the object 1O  and the AABB of the object 2O , then { }1 1,...kA S k p= =  

which is a set of polygons that belong to 1O  and intersect with AABB of 2O  is 

obtained, where, { }1,...k iS P i n∈ = ; 

2) This manager checks for the intersection between all polygons jP  that 

belong to the object 2O  and the AABB of the object 1O , then { }2 1,...lA S l q= =  

which is a set of polygons that belong to 2O  and intersect with AABB of 1O  is 

obtained, where, { }1,...l jS P j m∈ = . 

If the number of the set 1A  or 2A  is zero, then two objects called 1O  & 2O  don’t 

intersect, otherwise they became candidates for collision into polygons intersection 
manager. 

Collision detection in this manager makes ready for intersection check in polygons 
intersection manager. After collision detection is completed in this layer, calculation 
of collision detection in polygons intersection manager will be reduced observably. 
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3.4   Polygons Intersection Manager 

This manager check for the polygons intersection between all polygons kS  that 

belong to the set of the polygons { }1 1,...kA S k p= =  and all polygons lS  that belong 

to the set of the polygons { }2 1,...lA S l q= = , then 3 { 1,... }rA D r n= =  which is the 

set of pairs of polygons that intersect each other is obtained, where, ( , )r k lD S S=  is a 

pair of polygons. If the number of the set 3A  is zero, then the polygons intersection 

does not happen between objects 1O  and 2O , otherwise the collision between two 

objects is determined, then the system will process the collision response. 

   

                                        a)                                                                         b) 

   

 c)                                                                            d) 

Fig. 5. Graphical simulation instance of the collision detection algorithms 

4   Solution and Graphical Simulation Application Instance 

We developed the prototype named RVTPS (Robot Virtual Teach Programming 
System) [15]. The hardware for this prototype includes a graphics workstation (SGI 
Indigo2TM), a data glove (5th GloveTM of 5DT), a 3D tracker for hand position 
(3SPACE FASTRAKTM of Polhemus) and a LCD shutter glasses (CrystalEyesTM 
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stereoscopic system of StereoGraphics). The software system is based on WTKTM 

(WorldToolkit) functions library of American Sense8. 
Collision detection can be implemented with above proposed algorithm in robot 

off-line programming simulation. When a robot moves along a path, collision 
between the robot and environment devices can be detected as long as such tests are 
used at each discrete points of the path. Thus we can determine whether the current 
robot path is security. When the moving robot collides with environment devices, the 
simulation system will alarm: colliding parts are shown in red. Here, if the operator 
continues to send movement orders, then the simulator will refuse to enforce the order 
and alarm. Using this algorithm in the 3D graphics simulation, we can check whether 
robots collide with environment devices and movement logic between robots and 
other devices, and accordingly modify the robot program, until the robot's movement 
to meet the requirements. 

The graphical simulation application instance of the algorithm is shown in Fig. 5. It 
expresses the process that collision between the robot and the environment devices is 
checked and processed by the system when we plan path of the robot. Fig (a) shows 
that the posture of the robot before the collision happens; Fig (b) shows: the system 
emits the collision alarm that the table top become red when the link of the robot 
collides with the table top; Fig (c) shows that the collision alarm disappear when the 
robot stop moving and begin return; Fig (d) shows that the robot return to the posture 
before the collision happens. 

5   Conclusion 

The collision detection technique in VE of robot workcell is researched. Hierarchical 
and step by step precise collision detection algorithm based the data structure of the 
scene graph is proposed in this paper. The implementation process of the algorithm in 
detail is described; finally the graphical simulation validates the effectiveness and 
feasibility of the algorithm. This algorithm is implemented on SGI graphics 
workstation, and it is applied in RVTPS developed by the author. The algorithm can 
successfully detect for the collisions between the elements in virtual robot workcell.  
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Abstract. The paper is concerned with a specific class of visual servoing 
problem, in which camera motion (including both translation and rotation) are 
constraint to be in the Z-axis direction. Such a constraint condition makes it 
possible to find appropriate image moments reflecting object depth and 
orientation. Image moments, as a kind of global image features, can be benefit 
to the performance of visual servoing system, such as insensitivity to image 
noise, nonsingularity in image Jacobian, and etc. In the paper, the mathematic 
relationships between image moments and object-depth-and-orientation are 
firstly introduced. Then appropriate image moments are selected, on the basis of 
which a hybrid visual servoing system is build. In our system, visual servoing 
controller consists of two parts: one is called translation controller which is in 
charge of object depth control, the other is called rotation controller which 
controls object orientation. The simulation results show that our hybrid visual 
servoing system performances well with a high accuracy. 

Keywords: visual servoing; image moment. 

1   Introduction 

In a visual servoing system, vision is employed as a feedback signal to control the 
actuator to track a static or moving part. Applications for visual servoing control 
include seam tracking, conveyor tracking, part placement precision, robotics, and etc. 
Generally speaking, the visual servoing control methods are divided into two classes 
[1]: position-based visual servo (PBVS) method and Image-based visual servo (IBVS) 
method. The former methods need to estimate the target position. The accuracy of this 
kind of methods relies on the accuracy of target model and camera calibration. While 
the latter methods treat the control problem as the one of controlling image features 
[2], hence can avoid the above disadvantage of PBVS methods. But IBVS methods 
have their own problems: local minima, coupled features that lead to unadequate 
robot trajectories [3], complexity control of a non-linear system, and etc. 

To overcome the problems of IBVS and PBVS, some authors [4]-[5] have been 
recently studying the hybrid method of visual servoing. In most hybrid methods, 
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translation motion v and rotation motion ω of a point in 3D workspace are separately 
controlled. The image Jacobian relationship is given by: 

ω),(),,( vuJvZvuJf wv +=  

where f is the velocity of the corresponding point in the image, Jv (u, v, Z) is a 

function of both image coordinates of the point and its depth, Jw(u, v) has no relation 
to depth and is a function of only the image coordinates of the point. 

It should be pointed out that the performances of visual servoing control largely 
depend on the selection of image features. Most hybrid visual servoing systems use 
local image feature, for example points (typically corners or centroids). The problems 
of local image feature are that they are sensitive to image noise, possibly result in 
singularities or poor conditioning in image Jacobian. One solution to such problems is 
using global image feature, since global image feature provide a generic 
representation of any object and is robust to image noise. Image moments [5], as a 
kind of global image feature, have been used for a long time in image analysis, and 
now can be calculated in real time. Studies indicate that object position and 
orientation in 3D space can be estimated from image moments [8]. 

In traditional IBVS control, motion in the Z-axis direction often play a key role, 
because depth information is essential to image Jacobian, and large rotation motion 
about Z-axis often leads to control problem. So, the study of our hybrid visual 
servoing control based on image moments is started from Z-axis control. That is, our 
study is concerned with a specific class of visual servoing problem, in which motion 
(involving translation and rotation) are constrained to be in the Z-axis direction. 
Therefore our control task can be described as how to design a hybrid controller under 
the above restrictions, in the control of which a camera is driven to its ideal position 
where the object depth and orientation are equal to the given expectation. 

In the paper, firstly we try to find out proper image moments reflecting object 
depth and orientation. Then, based on the selected image moments we design a 
translation controller and a rotation controller, which lead to satisfying dynamics of a 
hybrid visual servoing system. 

2   Mathematical Preliminaries 

In this section, we analyze the mathematical relationship between image moments and 
object pose in the assumption of that:  

1) the object be rigid and planar, which is always perpendicular to the optical 
axis of the camera (also called Z-axis or depth-axis) ; 

2) in the process of visual servoing, only the Z-axis motion of the camera be 
permitted, which includes both translation component and rotation 
component. 

As depicted in Fig.1, two reference frames are set: One is the camera frame {C} 
whose original point O is set at the center of camera lens, another is the image frame 
{I} whose original point o is set at the image center. 
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In Fig.1, an arbitary point P of the object is taken, and it projects at p in the image. 
Let P be at [X,Y, Z]T in the frame {C}, p be at [x, y]T in the frame {I}. In the 
assumption of the ideal pinhole model of camera, the perspective transformation 
formula is: 

XZ
kx x )(λ=     ,    YZ

k
y y )(

λ=   (1)

where Z is in fact object depth, λ is camera focal length, kx and ky are respectively 
horizontal and vertical magniscales of the camera.. 
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Fig. 1. The camera frame {C} and the image frame {I} 

2.1   Image Moments 

Let a be the region that an object projects on the image (the frame {I}), and a binary 
image function f(x,y) be the form of the following: 

⎩
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Definition 1: the (p+q)th-order geometric moment of a binary  image f(x,y) is defined 
by 

∫∫∫ ∫
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Definition 2: the (p+q)th-order central moment of a binary image f(x,y) is defined by 

∫∫∫ ∫
∈

∞

∞−

∞
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),(

)()(),()()(μ  (3)

where x and y are given by the relations 

0010 / MMx = ,    0001 / MMy =  (4)



304 X. Shen, D. Huang, and X. Qin 

2.2   The Relationship between Zero-Order Image Geometric Moment and 
Object Depth  

Supposing the object be static and the camera move translationally and rotationally in 
the Z-axis (the object motion in the frame {C} can be seen in fig.1). We have:  

[X’,Y’,Z’] T = R [X,Y,Z] T + T (5) 

where [X’,Y’,Z’]T and [X,Y,Z]T represent the coordinates of a 3D point P in the frame 
{C} after and before camera motion, R is the rotation matrix and takes the form of 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
−=

100

0cossin

0sincos

θθ
θθ

R
 

(6)

and T is the translation vector and expressed by: 

T =  [ 0, 0, TZ ] 
T,   TZ = Z'-Z (7)

If we observe in the frame {C}, we find θ is in fact the object orientation, and TZ is 
the object displacement in the Z-axis. 

Lemma 1: If an object is rigid and planar, and it is always perpendicular to the optic 

axis of a camera, the change of the zero-order image geometric moment ( 00M ) has 

only related to the translational motion ( ZT or Zv ). And the relationship between the 

zero-order image geometric moment and the object depth can be described by: 

( )2
0000 '' ZZMM =  (8)

where '00M  and 00M denote the zero-order image geometric moments of the object 

at the depth Z' and Z. 

Proof: Let [X,Y,Z]T and [X',Y',Z']T denote the coordinates of the point P in the 
frame{C} at time t and t’, and [x’, y’]T and [x, y]T be the coordinates of the 
corresponding point in the frame {I} (seen in Fig.1). In the assumption of the section 
ΙΙ, we can deduce the equation of (9) from (1), (5) and (6). 

[ ] [ ]TT YXsyx ,',' ΛΘ=   ,   [ ] [ ]TT YXyx ,, Λ=   (9)
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For the 2D region of a in the frame {I} (seen in Fig.1), we get the following equations 
of (11) from (2):  

dXdYYXyxdxdyM
ayx

∫∫∫∫
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where, A is the region of the object in the 3D space, and a is the region that the object 
projects on the 2D image plane.   

From (9) and (10) , we get: Λ==
∂∂∂∂
∂∂∂∂

=∂∂
2

2

),(),(
Z

ff

YyYy

YxXx
YXyx yxλ

. So:  
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From (9) we get the equation of (13):  

[ ] ( ) [ ]TT yxsYX ','1, 11 −− ΛΘ=  (13)

As 

'')','(),(
')','(),(

dydxyxYXdXdY
ayxAYX

∫∫∫∫
∈∈

∂∂=  
(14)

and the following equation obtained from (13) and (10):  

( ) 11
21)','(),( −− ΛΘ=∂∂ syxYX  (15)

In (14), a’ is the projection region of the object after motion. Thus, (16) can be 
deduced from (14) and (15):  

( ) ∫∫∫∫
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From (10), we know:     11 =Θ=Θ− .  

So, (17) is established from (12) ,(16), and (2):  

( ) '1')1( 00200
1

200 M
s

M
s

M =ΛΛ= −  (17)

Then, from (10) and (17), the equation of (8) is gotten and the lemma is proved.  

2.3   The Relationship between 2nd-Order Image Central Moments and Object 
Orientation 

As described in Fig.2, in the frame {C} M is let to be the gravity center of the object, 
P' and P be the position of an arbitrary point of the object after and before motion. In 
the frame {I}, the points of m, p, p’ are respectively let to be the corresponding point 
at which the point of M, P, and P’ projects in the image. 

If an object is plan and always perpendicular to the camera optic axis (Z-axis), then 
the object is always parallel to the image plane. Then, it is easy to judge that the two 
triangle of 'MPPΔ and 'mppΔ are similar. Therefore, the angle of 'MPP∠ is equal 

to the angle of 'mpp∠ . Thus, we can draw a conclusion of the following:  
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If an object is always perpendicular to the camera optic axis (Z-axis), the object 
orientation θ  is equal to the rotation angle of the region where the object projects on 
the image. 

p’
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Y

O 
y

o

{C}
{I}

M

P

θP’

m

 
Fig. 2. The object orientation of θ in the frame {C} and the region rotation angle in the frame {I} 

In the references (6), we found that for any region on the image, its rotation angle 
of σ can be estimated by the image central moments of order 2:  

)
2

arctan(
2

1

0220

11

μμ
μσ
−

=  

So, if the object is always perpendicular to the Z-axis, the object orientation θ can be 
estimated fromσ , that is:  

)
2

arctan(
2

1

0220

11

μμ
μθ
−

=  (18)

3   Image Feature Selection 

If Z' is equal to the given expectation Zd and the zero-order geometric moment of the 

corresponding image is denoted by dM )( 00 , then (8) can be written as:  

( ) dd MMZZ )( 0000
2 =  (19)

When the camera moves to the position where the object depth Z is equal to Zd, from 

(19) it is clearly to see that 00M  is equal to dM )( 00 . At this time, the task of object 

depth control can be finished. So, we select the zero-order image geometric moment 
as the image feature reflecting object depth. The error of edepth is:  

)()()( 0000 tMMte ddepth −=  (20)
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Let {
d)( 11μ ,

d)( 20μ ,
d)( 02μ } denote the set of the 2nd-order central moments of the 

ideal image which is taken at the time when the object orientation takes its ideal value 
θd. If {

11μ ,
20μ ,

02μ  } is equal to {
d)( 11μ ,

d)( 20μ ,
d)( 02μ  }, then from (18), we know 

that the object orientation θ is equal to θd, the task of object orientation control is 
finished. So, we select the set of 2nd-order image central moments of {

11μ ,
20μ ,

02μ } 

as the image features reflecting the object orientation.  
In summary, the set of {

00M ,
11μ , 

20μ , 
02μ  } is selected as the image feature set in 

our visual servoing system, in which 
00M  is used to control object depth, and the set 

of {
11μ ,

20μ ,
02μ  } is used to control object orientation.  

4   Control Structure of Visual Servoing System 

A hybrid visual servoing system is designed based on the selected image moments. 
The control structure of the system is described in Fig.3. 
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Fig. 3. The control structure of our hybrid servoing system 

In the proceeding of control, the object is static and the camera is driven by the 
controllers to move to its ideal position where the object depth is equal to the given 
expectation and the object orientation is equal to zero (i.e., θd=0).  

From (18), we know if 
11μ is equal to zero, then θ must be zero. So we set the error 

of θe  to reflect the error of the object orientation:  

)()()( 1111 tte d μμθ −= ,   0)( 11 =dμ  (21)

According to (20) and (21), the state vector of our system can be selected as:  

X=[ M00, μ11]
T 

Then: the desired state vector X*=[(M00)d , 0],  the system error E=X*
－X.  

When |E|< ε, Camera stops. 
As description in the Fig3, our visual servoing controller consists of two parts:  

one is a translation controller which treats the camera moving translationally along 
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the Z-axis, the other is a rotation controller which treats the camera rotating around 
the Z-axis. The control signal of U consists of two components: the linear velocity 
and the rotation speed of the camera in the Z-axis direction:  

[ ] [ ]T
cc

T vuuU ΖΖ== ω,, 21  (22)

The Translation controller in our visual servoing system is designed as a fuzzy logical 
controller, which has been introduced in the reference (7) in detail. The rotation 
controller will be designed in the next section. 

5   Rotation Controller Design  

Let θe  and czω  be the input and output of the rotation controller. An adaptive visual 

controller is then designed by a Lyapunov function to make the system asymptotically 

stable. The Lyapunov function L is selected as: 2/2
θpeL = . 

Let p>0, then the derivative of L is:  

θθ epeL = ,  p>0 (23)

From (21), the derivative of θe  can be written as: 11μθ −=e .  

When the above expression is substituted in (23), (23) is changed to (24):  

11μθpeL −= , p>0 (24)

It is well known that if 0<L , the system can be asymptotically stable. Because p> 0, 

to ensure 0<L  we have:  

θμ eku=11 ,     ku > 0 (25)

In the reference (11), we found that :  

cZcZ Zv ωμμμμ )()4( 20021111 −+=  (26)

Considering (19), (26) and (27), we design our rotation controller as: 

2002

0011 )(

μμ
μ

ω
−

−
= czduu

cz

vMCek
, 1

00 ))(( −= ddd MZC , 0>uk  (27)

6   Simulation Results 

The initial object image is displayed in Fig.4(a), which is taken at the initial position 
where object depth Z is 760mm and object orientation θ is 0.3radian. The ideal object 
image is displayed in Fig.4(b), which is taken at the ideal position where the ideal 
object depth Zd is 500mm and the ideal object orientation θd is 0radian.  
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(a) initial object image (b) ideal object image 

 

 

Fig. 4. Object images 

 

 
(b) object depth (a) object orientation 

(d) camera rotational speed wCZ (c ) camera linear velocity vCZ  

Fig. 5. Simulation results of translation controller and rotational controller 

The image moments of the above two images can be extracted by the module of 
image feature extraction described in Fig.3. Their values are:  

(1) the ideal image moment (M00)d=21717; (2) the initial image moments:  

M00(0) = 9090, μ11(0)=－1595000, μ20(0)=57851000, μ02(0)=28252000. 
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Supposed that:  

(a)  camera parameter: λ=16mm, kx=40.25pixels/mm, ky=37.21pixels/mm.  
(b)  sampling time:    Ts=100ms.  
(c)  for Rotation controller:  ku=0.8 

The simulation results of our hybrid servoing system in control of the rotation 
controller designed by (27) and the translation controller introduced in the reference 
(7) can be seen in Fig.5. 
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Abstract. Moving objects detection by an also moving camera plays an 
important role in driver assistance systems and robot navigations. Many motion 
detection methods have been proposed until now. But most of them are based 
on normal cameras with a limited view and not suitable for large FOV (field of 
view) cameras. For motion detection using large FOV cameras, there are two 
main challenges. One comes from difficulties to tell moving objects from 
moving background due to camera motion. The other comes from the image 
distortion brought by large FOV cameras. These two problems are solved in our 
approach by a novel motion detector which can be considered as a special 
motion constraint based on virtual planes. The experimental results under 
various scenes illustrate the effectiveness of this work. 

Keywords: moving detection; large FOV; motion constraint; virtual planes. 

1   Introduction 

Moving objects detection has long been being an important theme in computer 
vision. It can be used in many applications such as driver assistance, road safety, 
surveillance and robot navigation. In the past, normal cameras with a limited field of 
view were generally used for motion detection and numerous algorithms were 
proposed to tackle this issue. In recent years, large FOV cameras, such as fish-eye 
camera and omnidirectional camera, are more and more popular as their much wider 
imaging angle [1]. Many researchers have focused on the research of driver 
assistance systems based on large FOV cameras in order to avoid the blind area [2]. 
So motion detection algorithm based on a large FOV camera has important 
significance. 

There are two main challenges in motion detection using moving large FOV 
cameras. Firstly, compared with using camera which stays at a fixed location, it is 
more difficult, as the moving camera also induces apparent motion of the scene. 
Secondly, the camera’s large angle of view brings image distortion of object’s real 
shape, which makes many feature based algorithms inapplicable. 
                                                           
*  This work was supported by national high technology research and development program 863 

under grant No.2009AA011908. 
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In this paper, we solve the above two questions by setting six special virtual planes 
and a novel motion detector is designed based on these virtual planes. It is suitable for 
road scene and can be used in driving assistance systems. 

This paper is organized as follows. Section 2 gives a briefly review of existing 
approaches related to our work. Section 3 introduces the large FOV camera model 
which can be considered as an extension to conventional pine-hole model. Section 4 
gives a detailed description to our approach. Section 5 shows the experimental results 
under various scenes captured by a fish-eye camera. Finally, the conclusion is given 
in section 6. 

2   Related Works 

Numerous methods have been proposed to tackle the issue of motion detection. 
When the camera stays at a fixed location, typically change detection methods are 
used such as inter-frame difference and background modeling. After a little 
modification these methods are also suitable for large FOV cameras [3]. When the 
camera is moving, the task becomes complex due to the moving background. The 
commonly used motion detection methods in this case can be classified into 
methods based on motion compensation [4] [5] [6], optical flow [7] [8] [9] and 
geometric constraint [10] [11] [12]. 

Motion compensation method adopts the idea of firstly compensating the global 
motion and then finding the motion regions by frame difference between current 
frame and the compensated frame. This method is reliable and robust when applied 
to distant scenes, planar scenes, or the camera is undergoing only rotations and 
zooms. In [6], a moving human detection approach based on an omni-directional 
camera is proposed. The author uses motion compensation method to get the 
potential human regions on the assumption that the background is relatively far away 
from the camera and roughly in the same plane. However, this assumption is difficult 
to meet in road scenes when utilizing large FOV cameras, as they broaden the field 
of view and many nearby objects are mapped into image which brings strong 
parallax. 

Optical flow method is a classical approach to analyze image apparent motion. The 
continuity of optical flow fields is usually used in moving object detection and 
segmentation. But determining accurate optical flow is a difficult and computationally 
expensive operation [7]. In the image that shot by large FOV camera, since the 
imaging distortions complicate the optical flow field, it is more difficult to detect 
moving objects from such optical flow field. In [9], an approaching vehicle detection 
algorithm using in-vehicle fish-eye cameras is proposed. In this paper, the fish-eye 
images are firstly rectified into plane images and then motion region is detected by 
analyzing the optical flow field in each rectified images. However the rectification 
process will cause the imaging angle loss. Although rectifying the image to more 
planes can avoid this, the processing time will prolong and the image pixel accuracy 
will decrease. 
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In geometric constraint method, there are two-view methods and n-view methods. 
The basic idea of this kind of methods is to utilize various geometric constraints to 
detect moving objects. The epipolar constraint [10] is a usually used geometric 
constraint for motion detection in two views. However, there exists degenerated case 
[11]. In order to solve this problem, n-view methods are developed such as trilinear 
constraint method [12]. But computing the trifocal tensor is a difficult work.  

Besides the above methods some special motion analysis methods have been 
developed for large FOV cameras [13] [14]. In [13], a framework for performing 
stereo analysis using a pair of vehicle mounted omnidirectional cameras is described. 
Although using more than one large FOV cameras can get the depth information of 
the scene and realize motion detection indirectly, the stereo matching is somewhat 
time-consuming and sensitive to the accuracy and stability of the calibration. 

The algorithm proposed in this paper can detect moving objects using only one 
large FOV camera. It detects moving objects in a direct way and doesn’t need to get 
the depth information. It can be seen as a special kind of geometric constraint method. 

3   Large FOV Camera Model 

The imaging model of normal camera is based on pinhole camera model, while the 
imaging model of large FOV camera can be considered as spherical projection model. 
For comparison the two kinds of camera models are shown in Fig. 1, where O XYZ− is 
the camera coordinate system, P is a space point, and its projection point in the image 
is p . Suppose the coordinate of P in O XYZ−  is ( , , )X Y Z . For normal cameras, the 

normalization vector
sp  of P can be computed by the equation ( , ,1)s

X Y
p

Z Z
= , but it’s 

not suitable for large FOV cameras. Thus, we adopt the spherical projection method 
in [14] to define the normalization vector

sp  of P in large FOV cameras. 

2 2 2

1
( , , )sp X Y Z

X Y Z
=

+ +
. (1) 

Suppose the image coordinate of p is ( , )u v . A one-to-one projection from p to P can 

be given as 

( , ) ( ( , , ))s s s sp u v M p x y z= .  

Where M is a mapping rule which can be deduced by the image calibration algorithm 
in [15], so 

1( , , ) ( ( , ))s s s sp x y z M p u v−= . (2) 

Here, 1M − is the reverse mapping of M and ( , , )s s s s sp p x y z= . Equation (1) and (2) 

give a relationship between p and P by
sp . This relationship will be used frequently in 

the following discussion. 
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(a)                                                      (b) 

Fig. 1. Imaging models: (a) pin-hole model which is suitable for normal cameras; (b) large 
FOV camera model 

4   Proposed Algorithm 

The algorithm is comprised of three main steps: (1) setting virtual planes, in which 
virtual camera coordinate systems between two consecutive frames are built and six 
special virtual planes are set around them; (2) computing projection points, in which 
the correlation between the point in large FOV image and virtual plane is deduced and 
the virtual plane projection points of image feature points are computed by this 
correlation; (3) detecting moving points, in which moving points in image are 
detected according to their displacement vectors in virtual planes. 

4.1   Setting Virtual Planes 

The motion of camera coordinate system in two consecutive frames is shown in Fig. 2 
(a), where 

1 1 1 1t t t tO X Y Z− − − −− and
t t t tO X Y Z− denote the camera coordinate system at time 

t-1 and time t respectively and , ,α β γ  denote the rotation angles around , ,X Y Z axes 

respectively. The coordinate of origin 
tO  in 

1 1 1 1t t t tO X Y Z− − − −−  is ( , , )x y zT T T . In order to 

set virtual planes, two virtual camera coordinate systems 
1 1 1 1t t t tO X Y Z− − − −′ ′ ′ ′−  

and
t t t tO X Y Z′ ′ ′ ′− are set, as is shown in Fig. 2 (b). 

1 1 1 1t t t tO X Y Z− − − −′ ′ ′ ′−  is gotten by rotating 

1 1 1 1t t t tO X Y Z− − − −−  for θ degrees around the vector N . 
t t t tO X Y Z′ ′ ′ ′− is gotten by firstly 

rotating
t t t tO X Y Z−  for , ,γ β α− − − degrees around the , ,Z Y X  axes in turn, and then 

rotating for θ degrees around the vector N . Here, 

2 2

( )
x y

z

T T
arctg

T
θ

+
=  , ( , , ) (0,0,1)x y zN T T T= ×  .  

After setting virtual coordinate systems in the two consecutive frames, six virtual 
planes are set in either of them. Let ( ), 1, 2, ,6plane i i = denote the virtual planes, 

where i denotes the plane index. The expressions of these virtual planes are given 
as 1X = , 1X = − , 1Y = , 1Y = − , 1Z =  and 1Z = − in turn. Fig. 2 (c) illustrates the 
appearance of these virtual planes. 
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Fig. 2. (a) The camera coordinate systems between consecutive frames. (b) The new coordinate 
systems which are gotten by rotating the coordinate systems in (a). (c) Foundation of virtual 
planes in consecutive frames. 

4.2   Computing Projection Points 

For simplification, only the image feature points are analyzed. To select and match 
feature points between two frames KLT method [16] is employed because of its 
accuracy and efficiency.  

Given a pair of feature points 1( , )t tp p− , where 1tp −  denotes the feature point in 

frame t-1 and tp  denotes the corresponding point in frame t, its projection point 

pair
1( , )t tp p−  in virtual planes can be computed by the following steps. 

Step1. Compute the normalization points ( , , )t t t t
s s s sp x y z of tp in

t t t tO X Y Z−  and 
1 1 1 1( , , )t t t t

s s s sp x y z− − − −  of 1tp − in 
1 1 1 1t t t tO X Y Z− − − −− respectively by equation (2). 

Step2. Compute the normalization points ( , , )t t t t
s s s sp x y z′ ′ ′ ′ of t

sp in 
t t t tO X Y Z′ ′ ′ ′−  

and 1 1 1 1( , , )t t t t
s s s sp x y z− − − −′ ′ ′ ′  of 1t

sp −  in
1 1 1 1t t t tO X Y Z− − − −′ ′ ′ ′− by equation (3). 

1 1

t
t

s
s

t t
s s

t
t

s
s

x x

y R r y

zz

− −

⎛ ⎞′ ⎛ ⎞⎜ ⎟ ⎜ ⎟⎜ ⎟′ = ⎜ ⎟⎜ ⎟ ⎜ ⎟′⎜ ⎟ ⎝ ⎠⎝ ⎠

,
1

1

1 1 1

1
1

t
t

s
s

t t
s s

t
t

s
s

x x

y R y

zz

− −

− − −

−−

⎛ ⎞′ ⎛ ⎞⎜ ⎟ ⎜ ⎟⎜ ⎟′ = ⎜ ⎟⎜ ⎟ ⎜ ⎟′⎜ ⎟ ⎝ ⎠⎝ ⎠

 . (3) 

Here, 

sc c c s s s c c s c s

r s c s s s c c s s c c s

s c s c c

γ β γ β α γ α γ β α γ α

γ β γ β α γ α γ β α γ α

β β α β α

⎛ ⎞− +
⎜ ⎟= + −⎜ ⎟
⎜ ⎟−⎝ ⎠

 ,  
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2 2
1 1 1 2 3 1 3 2

2 2
1 2 3 2 2 2 3 1

2 2
1 3 2 2 3 1 3 3

(1 ) (1 ) (1 )

(1 ) (1 ) (1 )

(1 ) (1 ) (1 )

n n c n n c n s n n c n s

R n n c n s n n c n n c n s

n n c n s n n c n s n n c

θ θ θ θ θ

θ θ θ θ θ

θ θ θ θ θ

⎛ ⎞+ − − − − +
⎜ ⎟= − + + − − +⎜ ⎟
⎜ ⎟− − − + + −⎝ ⎠

 , 
 

1 2 3

( , , ) (0,0,1)
( , , )

( , , ) (0,0,1)
x y z

x y z

T T T
n n n

T T T

×
=

×
 . 

 

Where sinxs x≡ , cosxc x≡ . 

Step3. Compute the virtual plane projection points ( , , )t t t tp x y z′ ′ ′  of t
sp ′  in 

t t t tO X Y Z′ ′ ′ ′− and 
1 1 1 1( , , )t t t tp x y z− − − −′ ′ ′ of 1t

sp − ′ in 
1 1 1 1t t t tO X Y Z− − − −′ ′ ′ ′− respectively. The 

virtual plane which tp is projected into is determined by the direction of vector t
t sO p ′′ . 

Here, we choose the one whose projection point has the smallest Euclidean distance 

from origin
tO′ . As for 1t

sp − ′ , it will be projected into the virtual plane which has the 

same plane index as that of t
sp ′ . 

4.3   Detecting Moving Points 

Feature points tp and 1tp − can be seen as images of a space point P in different time. If 

P is still, the normalization point ( , , )t t t t
s s s sp x y z  and 1 1 1 1( , , )t t t t

s s s sp x y z− − − −  will meet 

the following equation: 
1

1

1

t t
s s x

t t
s s y

t t
s s z

x x T

y r y T

z z T

−

−

−

⎛ ⎞ ⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟ ⎜ ⎟= +⎜ ⎟ ⎜ ⎟ ⎜ ⎟

⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎝ ⎠⎝ ⎠ ⎝ ⎠

 . 
(4) 

From equation (3) and (4), we have: 

1

1

1

0

0

t t
s s

t t
s s

t t
z

s s

x x

y y

Tz z

−

−

−

⎛ ⎞ ⎛ ⎞′ ′
⎛ ⎞⎜ ⎟ ⎜ ⎟
⎜ ⎟⎜ ⎟ ⎜ ⎟′ ′= + ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟′′ ′⎜ ⎟ ⎜ ⎟ ⎝ ⎠

⎝ ⎠ ⎝ ⎠

 . (5) 

Where, 
2 2 2

z x y zT T T T′ = + +  .  

We can know from equation (5) that the relation between tp and 1tp − is simplified by 

using their virtual plane projection coordinates. When 1, , 4i = , ( )plane i is parallel 

to line
1t tO O−′ ′ , so the displacement vector

1 1 1( , , )t t t t t td x x y y z z− − −′ ′ ′ ′ ′ ′− − −  of tp in 

( )plane i is also parallel to line
1t tO O−′ ′ . When 5,6i = , ( )plane i  is perpendicular to 

line
1t tO O−′ ′ , so the displacement vector 

1 1 1( , , )t t t t t td x x y y z z− − −′ ′ ′ ′ ′ ′− − − of tp in ( )plane i is 
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perpendicular to 
1t tO O−′ ′and intersects with

1t tO O−′ ′ . Thus, a motion constraint of a still 

space point P can be given by the direction of its displacement vector d . This 
constraint can be written as: 

( , ( )) 0angle s zf d d sign T  .  (6) 

Here, 
2 2 2(0,0, ), 1, , 4

( , ,0), 5

( , ,0), 6

x y z

s t t

t t

T T T i

d x y i

x y i

⎧ − + + =
⎪⎪ ′ ′= =⎨
⎪ ′ ′− − =⎪⎩

 , 
1, 0

( ) 0, 0

1, 0

z

z z

z

T

sign T T

T

>⎧
⎪= =⎨
⎪− <⎩

 . 
 

( , )angle sf d d  denotes the angle between vectors d and
sd , and 

( , ) arccos s
angle s

s

d d
f d d

d d

⋅=
⋅

 . 
 

When P is moving, it will not meet this constraint. So moving points can be detected 
by equation (6).  

5   Experimental Results 

Our algorithm is evaluated on real sequences which captured by a fish-eye camera 
whose field of view is 185 degrees. The size of captured images is 720 480× pixels 
and the frame frequency is 30 fps. When shooting, the camera is fixed to a car and 
moves with it and there is no much illumination change. The camera’s height is 0.8 
meters. The scenes in the sequences can be grouped into planar scenes and strong 
parallax scenes. In the first group, the background is far from the camera, or the flat 
road occupies dominant part. In the second group, the background contains large 
depth variations and this kind of scene generally exists in our daily life.  

In the application of our motion detection algorithm, the required ego-motion 
parameters are retrieved by a vision-based estimation scheme. When judging whether 
a feature point in current frame is moving or not, if the length of displacement vector 
of this feature point is less than 0.5 pixels it will be omitted, for the direction of its 
displacement vector will be affected by the precision of ego-motion estimation 
greatly. 

5.1   Planar Scenes  

Fig. 3 (a) shows crossing pedestrian. The background is relatively far from ego 
vehicle and the flat road occupies dominant part. Ego vehicle is moving in a straight 
manner and moving objects which need to be detected are marked with red rectangles. 
The red points in Fig. 3 (b) denote the final detected moving points. We can see that 
the moving pedestrians are detected successfully. 

We compare our method with motion compensation method used in [6]. In that 
method, the original images are firstly transformed into cylindrical images as shown 
in Fig. 3 (c) and then the background offset introduced by ego vehicle is compensated 
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by using an affine transformation model. Finally, the motion objects are detected by 
temporal differencing. Fig. 3 (d) shows the detection result of motion compensation. 
We can see that the moving target is highlighted successfully. Both our method and 
motion compensation method show promising results in planner scenes. 

 
(a)                                                (b) 

 
(c)                                                (d) 

Fig. 3. Motion detection in planar scene: (a) original fish-eye image where the red rectangles 
mark moving objects need to be detected; (b) motion detection result of our method where the 
red points denote the detected moving points; (c) cylindrical transformation image of (a); (d) 
motion detection results of method in [6], where the highlighted regions show the detected 
moving objects. 

 
(a)                                                  (b) 

 
(c)                                                 (d) 

Fig. 4. Motion detection in strong parallax scene: (a) original fish-eye image where the red 
rectangle marks moving object need to be detected; (b) motion detection result of our method 
where the red points denote the detected moving points; (c) cylindrical transformation image of 
(a); (d) motion detection results of method in [6], where the highlighted regions show the 
detected moving objects. 
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5.2   Strong Parallax Scenes  

A parking lot scene is shown in Fig. 4 (a). The target vehicle is steering near. The 
static pedestrian, dustbin and road-blocks near ego vehicle induce the strong parallax 
of the scene. Ego vehicle is moving in a curve manner. Our method can still detect the 
moving object. But the motion compensation algorithm in [6] doesn’t work well as is 
shown in Fig. 4 (d). Both the moving vehicle and the still obstacles nearby are 
highlighted. Our method gives a better detection result than motion compensation 
method when there are strong parallaxes in the scene. More detection results of our 
algorithm are shown in Fig. 5. 

 

 

 

Fig. 5. Experimental results achieved with our approach. The red rectangles in the first row of 
images mark the moving objects need to be detected. The red points in the second row of 
images show the moving point detection results. 

6   Conclusion 

This paper has presented a novel method of moving objects detection which is 
suitable for large FOV cameras. The proposed method can detect objects both in 
planar scenes and strong parallax scenes. Up to now, only two consecutive frames are 
used in order to judge whether a point is moving or not. Since the error matching 
feature point pairs can cause false detection, a further improvement can be reached by 
utilizing a more sophisticated tracking method within multi-frames. How to overcome 
the degradation case of our algorithm is another further work. 
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Abstract. We address the large scale visual classification problem. The

approach is based on sparse and redundant representations over trained

dictionaries. The proposed algorithm firstly trains dictionaries using the

images of every visual category, one category has one dictionary. In this

paper, we choose the K-SVD algorithm to train the visual category dic-

tionary. Given a set of training images from a category, the K-SVD al-

gorithm seeks the dictionary that leads to the best representation for

each image in this set, under strict sparsity constraints. For testing im-

ages, the traditional classification method under the large scale condition

is the k -nearest-neighbor method. And in our method, the category re-

sult is through the reconstruction residual using different dictionaries.

To get the most effective dictionaries, we explore the large scale image

database from the Internet [2] and design experiments on a nearly 1.6

million tiny images on the middle semantic level defined based on Word-

Net. We compare the image classification performance under different

image resolutions and k -nearest-neighbor parameters. The experimental

results demonstrate that the proposed algorithm outperforms k -nearest-

neighbor in two aspects: 1) the discriminative capability for large scale

visual classification task, and 2) the average running time of classifying

one image.

Keywords: visual classification, dictionary learning, sparse representa-

tion.

1 Introduction

Classifying visual objects into different categories is one of the core problems in
computer vision, which has received much attention over the past decades. In
recent years, there are two main kinds of visual classification approach: genera-
tive [7, 10, 16] and discriminative approaches [8, 9]. They are all benefit from the
advance of local appearance descriptors [11, 12, 13, 14]. With the local feature
description, the images can be represented by the bag of visual words which are
built by quantized the local descriptors, such as SIFT [11]. This greatly simplifies
the analysis. The generative models represent the image data by a co-occurrence

F.L. Wang et al. (Eds.): AICI 2010, Part I, LNAI 6319, pp. 321–330, 2010.
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Fig. 1. Image samples from tiny images database. There are nine categories in this

figure: aircraft, apple, beetle, flower, boat, auto, cap, trousers and baby. The tiny

images database totally contains 1,608,326 color images of size 32 × 32 pixels, labeled

by 53,650 nouns in English, which are a subset of the lexicon of WordNet.

matrix, a table of the counts of each visual word in each document. Then un-
der the bag-of-visual-words representation, the text analysis technique can be
adapted to the computer vision area, such as the probabilistic Latent Semantic
Analysis (pLSA) [19, 20] and the Latent Dirichlet Allocation (LDA) [18]. The
discriminative method use the feature pyramid to construct the effective kernel
function, and then train the classifier, such as SVM (support vector machine), to
finish the classification task. The above generative and discriminative approaches
have some shortcomings: (1) the class counts are very limited in these visual clas-
sification algorithms, it usually has less than ten classes in the reported results;
(2) the training process of classification model is very slow in the generative and
discriminative methods; (3) there usually have many model parameters; (4) the
images used to train the classification model are very limited, it is usually several
thousands.

With the fast development of the Internet, people can access overwhelming
amounts of image data from the Internet. The Internet has become a large
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scale distributed database. The tiny image database is one of typical image
databases using the large amount of image data in the Internet [2]. Other such
large scale image databases include the ImageNet [21] and LabelMe [22]. The
construction processes of these large scale image databases are very similar each
other. They are all built upon the backbone of the WordNet structure [3], which
reflects the semantic relationship of English language. There are total about
80,000 synsets in WordNet. These large-scale image databases use the synsets
of WordNet as query words of search engines, such as Google, Bing, and Yahoo,
to collect images from searching results. The collected images are organized
using the hierarchical structure of WordNet. The data count of these large-
scale image databases usually beyond one million. The simplified tiny images
database totally contains 1,608,326 color images of size 32 × 32 pixels, labeled
by 53,650 nouns in English, which are a subset of the lexicon of WordNet. Figure
1 shows the image samples of nine categories from tiny images database. They
are aircraft, apple, beetle, flower, boat, auto, cap, trousers and baby. In this
paper, we use the images from tiny images database as our experimental data.
The large scale images database provides the following benefits: (1) the potential
visual categories count are vast; (2) the training images is a dense subset of the
total natural images; (3) the hierarchical structure of the large scale images
database provides the natural different semantic scales. The above three points
are very favorable for the large scale visual classification task.

Recent years, the sparse representations of signals have attracted a grow-
ing interest in the search area of information theory, signal processing, image
processing and computer vision owing to its powerful discriminative and recon-
structive ability [1, 4, 5, 6], which can be used to the visual classification task.
Using an overcomplete dictionary matrix that contains prototype signal-atoms
for columns, a signal can be represented as a sparse linear combination of these
atoms. The reconstructive representation of the original signal may either be ex-
act or approximate. Obtaining an overcomplete dictionary from a set of signals
is the core problem of sparse representation which allows us to represent sig-
nals as a sparse linear combination of dictionary atoms. Pursuit algorithms are
then used for signal decomposition to get sparse representation. The K-SVD is
a novel method for training overcomplete dictionaries that lead to sparse signal
representation. It has been used in many research area of image processing and
computer vision, such as image denoising, super-resolution and image and video
compression.

In this paper, we use the sparse representation to solve the large scale image
classification problem. We firstly choose the middle semantic level in WordNet as
the target concept. The images from the hyponyms of each target concept which
include the target concept itself are collected as the training images. Then we
use the K-SVD algorithm to learn the dictionaries using the training images.
For the testing image, we use the dictionaries from different target concepts to
compute the sparse representation. The difference between the reconstructive
image and the original image is used as the image classification standard, i.e. we
classify the testing image as the target concept with the smallest reconstructive
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residual. In the experimental part, we compare the classification performance of
the proposed method with the k -nearest-neighbor that is the previous method
under the large scale visual classification [2].

In section 2, we describe the details of the proposed method. To explain
and compare performance, in section 3 we apply the proposed algorithm to the
large scale visual classification task. We give experimental results about the
classification performance and the average running time of visual classification.
We conclude our work in section 4.

2 Visual Classification Based on Sparse Reconstruction

In our work, the natural image I√m×√
m with

√
m×

√
m resolution is represented

by a column vector x ∈ Rm, with the m dimension. Assume that there are N nat-
ural images in the training set, represented as a data matrix X = [x1, x2, ..., xN ].
The class label of the image xi is assumed to be li ∈ {1, 2, ..., C}, where C is the
total number of visual classes. xt denotes the testing image.

2.1 Image Classification via k-Nearest-Neighbor

The traditional method that performs the large scale visual category task is
the k -nearest-neighbor approach [2], which uses the sum of squared differences
(SSD) to compare two images. The SSD between two images I1 and I2 is:

D2
ssd =

∑
x,y,c

(I1(x, y, c) − I2(x, y, c))2

With a fixed k, this method first retrieves k nearest neighbors to the query image
from the training set, and then computes the label histogram and sets the label
of query image as the most frequent label in these k nearest neighbors.

2.2 Sparse Representation of Signals

We begin the presentation of our proposed large scale classification algorithm by
first introducing the sparse representation problem of signals. For the effective
sparse representation, we need to construct a dictionary (matrix) D ∈ Rm×k

(where k > m implying that it is redundant). If we have had a dictionary (the
above matrix D is known), the sparse representation suggests that every tiny
image signal, x, could be represented sparsely over this dictionary. To be more
formal, the sparsest representation is the solution of

ŵ = argmin
w

‖ w ‖0 subject to ‖ Dw − x ‖2 ≤ ε (1)

where ‖ · ‖0 is the l0 norm, counting the nonzero entries of a vector. It means
that every signal instance can be represented as a linear combination of few
atoms from the redundant dictionary D.
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For the overcomplete dictionary D that leads to sparse representations, there
are two main types of dictionaries. One is the predefined dictionary, such as
overcomplete wavelets, curvelets, contourlets, steerable wavelet filters, Fourier
transforms etc.; and the other is the learned dictionary which is trained accord-
ing to the signals need to be represent. The researches in recent years demon-
strate that designing dictionaries based on learning outperform the predefined
dictionaries [1, 4, 6]. So, in this work, we use the learned dictionary to achieve
the visual classification tasks.

2.3 Visual Dictionary Learning via K-SVD

We now describe our scheme for image classification problem. Our approach
contains two main processes: an off-line K-SVD dictionaries learning process [1]
and an online image classifying process. The K-SVD learning process is an off-
line procedure, which produces a set of K-SVD image dictionaries that are then
considered fixed for the image classifying step. In our method, a single dictionary
is learned by the total images from the same category images of the tiny image
dataset.

For images set X = [x1, x2, ..., xN ] with an unknown dictionary, the dictionary
learning and sparse representation problem should be the solution of

D̂, Ŵ = argmin
D,W

{‖ DW − X ‖2
F } subject to ∀i, ‖ wi ‖0 ≤ T0 (2)

where X is the data matrix, D is the dictionary should be learned and W is
the sparse representation matrix of X . The K-SVD algorithm minimizes the
objective expression in (2) iteratively, which includes the sparse coding stage
and codebook update stage. In the sparse coding stage, the algorithm fixes the
dictionary D and update the signal coding W ; in the codebook update stage, it
fixes the W and solved the new dictionary to minimize the objective function.

In the sparse coding stage, the traditional K-SVD algorithm uses the orthog-
onal matching pursuit (OMP) as the sparse signal decomposition solution [23,
24]. However the orthogonal matching pursuit is based the l0 norm minimization,
and so is NP-hard and difficult even to approximate. Recent development of the
sparse representation theory [25, 26] reveals that if the signal is sparse enough,
the solution of the l0-minimization problem (1) or (2) is equal to the solution to
the l1-minimization problem:

ŵ = argmin
w

‖ w ‖1 subject to ‖ Dw − x ‖2 ≤ ε (3)

This is a convex optimization problem and can be solved in polynomial time by
standard linear programming methods [27].

In the codebook update stage, the algorithm update one column of dictionary
D each time. For each column di ∈ D, the algorithm firstly computes the repre-
sentation error matrix of di, which denotes by Ei and is the reconstruction error
when remove the di from D:

Ek = X −
∑
j �=i

djw
j
T (4)
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where wj
T is the jth row in W , the coefficients that correspond to the jth column

dj in dictionary D. Then according to the partial reconstruction property of
SVD, the algorithm applies the SVD decomposition to Ek, Ek = UΔV T and
get the best rank-1 approximation of Ek in the sense of the Frobenius norm (i.e.
the best least-squares approximation) by only using the first column of U , the
first column of V and the item Δ(1, 1). So updated column of di is also the first
column of U .

The above two stages are repeated until convergence to learn the dictionary.
After the dictionary learning process, we get a set of visual dictionaries, D1 ∼
DC , and C represents the total count of visual categories.

2.4 Visual Classifier Based on Reconstruction Residual

For more effective visual classification, we combine the visual categories D1 ∼
DC to one global visual dictionary D. For a testing image xt, the l1-minimization
algorithm is firstly used for signal decomposition to get sparse representation of
xt with D, and we can get coefficients of sparse representation, wt. And the, we
decompose wt into the sub coefficient vector, w1

t ∼ wC
t , according to different

categories. Each sub vector of wi
t accords to each sub matrix of Di. We use each

part of pairs {Di, w
i
t} to reconstruct the testing image xt. Finally the difference

between the reconstructive image and the original image is used as the standard
of the image classification. We classify the testing image as the target concept
with the smallest reconstructive residual. The sparse reconstruction residual are
computed with Frobenius norm, defined as ‖ X ‖F =

√∑
ij X2

ij . The final clas-
sifying result of the testing image xt is computed as:

lct = argmin
i

‖ Diw
i
t − xt ‖2

F (5)

where lct represents the final class label of testing image xt.

3 Experiments and Results

In our experiment, we learn the visual dictionaries with different image resolution
and color depth. We will describe the experiment details and model parameters
in this section. Before the learning process for each tiny image, the mean image
of the examples in one special image category is calculated and subtracted from
all the samples of this image category.

We test our image classification approach via learned dictionaries and sparse
representation using the tiny images dataset. There are millions of tiny images in
our experiment. The tiny image dataset is hierarchically constructed according to
the semantic hierarchy of WordNet and all images are crawled from the Web. We
randomly selected 5000 images from the tiny images dataset as testing images.

In our experiment, we use the WordNet as a semantic tool to divide the
images into different semantics. If we only consider the hypernym and hyponym
relationship between different semantics (synset in WordNet), the relationship
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between semantics reduce to the ‘IS-A’ relationship between visual objects and
the semantics form a semantic tree. We choose the ‘entity’ as the root of the
sub hierarchy in WordNet which we choose as the experiment semantic set.
To the classification problem, too higher and too lower semantic levels are all
nonsense. So we choose the middle semantic level which is the eighth level from
‘entity’ root in the semantic tree. Each semantic in eighth level represents the
root of a new sub semantic tree according to the ‘IS-A’ relationship between
semantics and we collect all images from this sub semantic tree (including the
root) as the training samples of this semantic. There are many semantics in
this level, but not all of them are proper in the learning process. Because we
need to learn the overcomplete dictionaries of each visual category, the training
samples should be more than the dimension of the atoms in dictionaries. In
our experiment, the training samples in each category must be more than the
twice of the atom dimension in dictionaries. In our experiment, we test the three
kinds of combination of image resolution and color depth, and they are 16 × 16
resolution with 1 byte depth gray, 16 × 16 resolution with 3 bytes depth color
and 32 × 32 resolution with 1 byte depth gray. For example, if the training tiny
images are 16×16 resolution and gray, the atom dimension is 16×16×1 = 256,
so the training examples must be more than 256 × 2 = 512. It is similar that
the training samples for 16 × 16 resolution and color images must be more than
16 × 16 × 3 × 2 = 1536 and for 32 × 32 resolution and gray images must be more
than 32 × 32 × 1 × 2 = 2048. The categories that satisfy the above conditions
are respectively 222, 67 and 51 in the above three kinds dimension. The total
semantics count, for example in the 222 sub semantic trees, are more than 15000,
so the potential visual categories count in this paper is also more than 15000.
Figure 2 shows the learned dictionaries of the visual concept ‘aircraft’ with 16×16
gray images.

We compare the image classification performance of our proposed method and
the traditional k -nearest-neighbor method under the large scale visual classifi-
cation task [2]. We summarize the classification result and time consuming at

Fig. 2. Learned dictionaries of the visual aircraft category, 16× 16 resolution and gray
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Table 1. Classification Performance

Correct Rate Average Time (second)

SR (16 × 16 gray) 52.4% 1.58

SR (16 × 16 color) 53.12% 6.13

SR (32 × 32 gray) 54.42% 9.49

k -NN (k = 1) 13.3% 2413.8

k -NN (k = 10) 26.5% 2483.8

k -NN (k = 50) 32.2% 2510.6

k -NN (k = 100) 31.8% 2403.9

k -NN (k = 200) 27.2% 2435.4

table 1. Table 1 shows that SR (sparse representation) methods all outperform
k -nearest-neighbor methods in classification correction rate. At the time, the
average classifying time of one image in SR method is extremely less than the
k -nearest-neighbor time.

4 Conclusion and Future Works

4.1 Conclusions

In this paper, we have investigated ways to classify the large-scale tiny visual
images via the learned dictionaries and sparse representation. Our method in-
cludes the offline process of learning dictionaries and the classification process
using the learned dictionaries. In experiment part, we compare our method based
on sparse representation with the k -nearest-neighbor method. The experimen-
tal results show that the proposed method outperforms the k -nearest-neighbor
method both in the classification performance and in the time consuming.

4.2 Future Works

The proposed method of image classification via the learned dictionaries and
sparse representation can be widely used in image understanding related areas,
such as image annotation, natural scene recognition, and content-based image
retrieval. Our future works will concentrate on these potential application areas.

In the tiny images dataset, almost every image category contains a lot of
noise data. The noise in the tiny images dataset will decrease the classification
performance very much. So another future research direction will focus on the
incremental dictionary learning with which we can use the initial dictionary
to reject the noise category images and accept the non-noise images to refine
the category visual dictionary. We believe that we can get more robust visual
image dictionaries through the dictionary learning process based on incremental
manner.
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Abstract. Feature extraction is the key problem of face recognition. In

this paper, we propose a new feature extraction method, called

semi-supervised local mean-based discriminant analysis (SLMNND).

SLMNND aims to find a set of projection vectors which respect the

discriminant structure inferred from the labeled data points, as well as

the intrinsic geometrical structure inferred from both labeled and unla-

beled data points. Experiments on the famous ORL and AR face image

databases demonstrate the effectiveness of our method.

1 Introduction

Face recognition is an important topic in the fields of pattern recognition and
computer vision. Feature extraction (or dimensionality reduction) is the key
problem in face recognition. Over the past decades, there have been lots of feature
extraction techniques, among which, principal component analysis (PCA) [1] and
linear fisher analysis (LDA) [2] are the two most popular ones.

PCA is an unsupervised method, which aims to find a set of orthogonal pro-
jection axes in the sense of minimum mean square error, but does not consider
the class information and may thus be not reliable for classification task [3, 4].
Unlike PCA, LDA is a supervised method, which searches for a series of projec-
tion vectors that maximizes the inter-class scatter while minimizes the intra-class
scatter. In general, when the label information is known, e.g. for classification
task, LDA can achieve more significant performance than PCA [3, 4]. However,
LDA is a linear algorithm, when the given data are nonlinearly distributed, LDA
may fail to discover the essential intrinsic structure of the data [8, 9]. Recently,
several manifold-learning based learning methods, with emphasis on local struc-
ture of the data, represented by LLE [5], LPP [6] and Local-Mean based Nearest
Neighbor Discriminant (LMNND) [7] have attracted more and more attention
on pattern recognition. These methods have shown their impressive performance
both for data visualization and classification. According to the methods referred
above, we can find that for classification problems, both local information and
label inform are important.

In real world, the label information of the data are usually known little or
unknown so that the classification ability of the methods on testing samples

F.L. Wang et al. (Eds.): AICI 2010, Part I, LNAI 6319, pp. 331–338, 2010.
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can not be guaranteed. In this case, a possible solution to deal with insufficient
labeled samples could be learning on both labeled and unlabeled samples (e.g.
semi-supervised learning).

In this paper, we proposed a semi-supervised and robust version of LMNND
(SLMNND). SLMNND aims to find a set of projection vectors which respect the
discriminant structure inferred from the labeled data points, as well as the intrin-
sic geometrical structure inferred from both labeled and unlabeled data points.
Specifically, the labeled data points, combined with the unlabeled data points,
are used to build a graph incorporating neighborhood information of the data
set. The graph provides a discrete approximation to the local geometry of the
data manifold. Using the notion of graph Laplacian, a smoothness penalty on the
graph can be incorporated into the objective function. In this way our SLMNND
algorithm can optimally preserves the manifold structure. Experiments on the
well-known face image databases such as the ORL and AR databases validate
the effectiveness of our proposed method.

2 Review of LMNND

Given a set of M samples x1, x2, . . . , xM ∈ IRn, belonging to C classes, and let
xr

i denote the ith sample in class r. Suppose the K-nearest neighbors of xr
i in

class p are xp
ik, where k = 1, 2, . . . , K. Let us calculate the mean vector of these

K-nearest neighbors of xr
i in class p as follows:

mir
p =

K∑
k=1

xp
ik (1)

The within-class local scatter matrix in LMNND is defined as:

SL
w =

∑
r,i

(xr
i − mir

r )(xr
i − mir

r )� (2)

Similarly, the between-class local scatter matrix is calculated by:

SL
b =

∑
r,i

(xr
i − mir

l )(xr
i − mir

l )� (3)

where mir
l is the minimal local mean of xr

i in class l(l 	= r) and the Euclidean
distance between xr

i and mir
l meets the condition:

d(xr
i , m

ir
l ) = min

p,p�=r
d(xr

i , m
ir
p ) (4)

The objective function of LMNND is defined as follows:

LLM−NND(ϕ) = argmax
ϕ�ϕ

ϕ�SL
b ϕ

ϕ�SL
wϕ

(5)
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3 Semi-supervised Local-Mean Based Nearest Neighbor
Discriminant Analysis (SLMNND)

3.1 Modification of LMNND

Suppose xi is the ith column (sample) in the training set X = [x1, x2, . . . , xM ],
and ωi denotes the class label of xi. After the projection of each sample onto
the projection axis ϕ, where yi = ϕ�xi, we will get the transformed images
Y = [y1, y2, . . . , yM ]. If ωi = ωj = p and xj is one of the K-nearest neighbors
of xi in class p, the within-class local scatter of xi in the transformed space is

defined as zi = yi − 1
K

K∑
j=1

yj . The total within-class scatter can be calculated as:

f(y) =
M∑
i=1

(zi)2 (6)

where

zi = yi −
K∑

j=1

W ijyj (7)

and

W ij =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1
K

if ωi = ωj = p

and xj is one of the K − nearest
neighbors of xi in class p

0 otherwise

(8)

Following some algebraic transformations, the total within-class scatter f(y) can
be converted into:

f(y) =
M∑
i=1

(yi − 1
K

K∑
j=1

yj)2 =
M∑
i=1

z2
i = z�z

= y�(I − W )�(I − W )y
= ϕ�X(I − W )�(I − W )X�ϕ
= ϕ�XMwX�ϕ
= ϕ�SL

wϕ

(9)

where,
SL

w = XMwX� (10)

Mw = (I − W )�(I − W ) (11)

Similarly, for a given sample xi, its between-class local mean vectors are repre-
sented as {mr

i |i = 1, 2, . . . , M, r = 1, 2, . . . , C, r 	= ωi}, where mr
i is the between-

class local mean vector of xi in class r. We can choose Kc nearest between-class
local mean vectors of xi from {mr

i }, and these chosen vectors are represented as
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{miq|i = 1, 2, . . . , M, q = 1, 2, . . . , Kc}, where miq represents the qth minimal
between-class local mean vector of xi.

We define the elements of Bq by:

Bq
ij =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1
K

if ωi = r 	= ωj , mp
i = miq, and

xj is one of the K−nearest
neighbors of xi in class p.

0 otherwise

(12)

Thus, the modified between-class scatter in the transformed space can be rewrit-
ten as:

S̃
L

b =
Kc∑
q=1

M∑
i=1

(xi − miq)(xi − miq)�

=
Kc∑
q=1

X(I − Bq)�(I − Bq)X�

= XMbX�

(13)

where

Mb =
Kc∑
q=1

(I − Bq)�(I − Bq) (14)

The modified LMNND discriminant criterion function can be defined by:

JNLM−NND(ϕ) = argmax
ϕ�ϕ

ϕ�S̃
L

bϕ

ϕ�SL
wϕ

(15)

3.2 Semi-supervosed Extension of Modified LMNND

The modified LMNND aims to find a projection vector ϕ such that the ratio of
ϕ�S̃

L

bϕ and ϕ�SL
wϕ is maximized. When there is no sufficient training sample,

overfitting may happen. A typical way to prevent overfitting is to impose a
regularizer. The optimization problem of the regularized version of the modified
LMNND can be written as follows:

argmax
ϕ�ϕ

ϕ�S̃
L

bϕ

ϕ�SL
wϕ + ηJ(ϕ)

(16)

where J(ϕ) controls the learning complexity of the hypothesis family, and the
coefficient η controls a balance between the model complexity and the empirical
loss.

Given a set of examples X = [x1, x2, . . . , xM ], we can use a p-nearest neighbor
graph G to model the relationship between nearby data points. Specifically, we
put an edge between nodes i and j if xi and xj are ”close”, i.e., xi and xj are
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among p nearest neighbors of each other. Let the corresponding weight matrix
be H, defined by:

Hij =

{
1 if xi ∈ Np(xj) or xj ∈ Np(xi)
0 otherwise

(17)

where Np(xj) denotes the p-nearest neighbors of xi. In general, the mapping
function should be as smooth as possible on the graph. Specifically, if two data
points are linked by an edge, they are likely to be in the same class. Moreover,
the data points lying on a densely linked sub-graph are likely to have the same
label. Thus, a natural regularizer can be defined as follows:

J(ϕ) = 1
2

∑
ij

Hij(ϕ�xi − ϕ�xj)2

=
∑
i

ϕ�xiDijx
�
i ϕ −

∑
ij

ϕ�xiH ijx
�
j ϕ

= ϕ�X(D − H)X�ϕ
= ϕ�XLX�ϕ

(18)

where D is a diagonal matrix,and each diagonal entry is the column (or row,
since H is symmetric) sum of H, namely Dii =

∑
j H ij , and L = D − H is

called the Laplacian matrix.
With this data dependent regularizer, the generalized objective function of

SLMNND can be defined by:

JSLMNND(ϕ) = argmax
ϕ�ϕ

ϕ�S̃
L

bϕ

ϕ�(SL
w + ηXLX�)ϕ

(19)

The projective vector ϕ that maximizes the objective function is given by the
maximum eigenvalue solution of the generalized eigenvalue problem:

S̃
L

bϕ = λ(SL
w + ηXLX�)ϕ (20)

3.3 The Algorithm

Given a labeled set {xi}l
i=1 belonging to C classes and an unlabeled set {xi}M

i=l+1.
The algorithm procedure of the proposed methods is stated below:

1. Construct the adjacency graph: Construct the p-nearest neighbors graph
matrix H in Eq. (18) and calculate the graph Laplacian L = D − H .

2. Construct the labeled graph: Construct the weight matrix W and Bq

using Eq. (8) and Eq. (12), and then we can get Mw and M b using Eq. (11)
and Eq. (14) respectively. Then the labeled graph can be constructed as:

M̃ b =
(

M b 0
0 0

)
, M̃w =

(
Mw 0

0 0

)
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3. Eigen-problem: Compute the eigenvectors with respect to the non-zero
eigenvalues for the generalized eigenvector problem:

XM̃ bX
�ϕ = λX(M̃w + ηL)X�ϕ (21)

where X = [x1, . . . , xl, xl+1, . . . , xM ].
4. SLMNND Embedding: Let Φ = [ϕ1, . . . , ϕd],an n × d transformation

matrix and ϕi(i = 1, . . . , d) is a vector corresponding to the ith largest non-
zero eigenvalue computed by Step 3. The samples can be embedded into d
dimensional subspace by Y = Φ�X.

4 Experimental Results

In this section, we test the effectiveness of the proposed SLMNND method on
face recognition problem. We compare SLMNND with PCA, LDA, LPP and
LMNND on the ORL and AR face database. Since the dimensions of the face
images are large, we apply PCA to reduce their dimensionality and remove the
noise in these databases before we perform these algorithms.

4.1 Experiments on the ORL Database

The ORL face database contains images from 40 individuals, each providing 10
different images. For some subjects, the images are taken at different times. The
facial expressions (glasses or no glasses) also vary. The images are taken with a
tolerance for tilting and rotation of the face of up to 20o. Moreover, there is also
some variation in the scale of up to about 10%. All images are grayscale and
normalized to a resolution of 112 × 92 pixels.

In this experiment, we take the first 5 images each person as the training set,
the rest 4 images as the testing set. Among these 5 images, q = 1, 2, 3 images are
labeled and the rest 5 − q images are unlabeled respectively. First we choose the
dimensions of PCA subspace as 30, 35, 40 corresponding to different training sets,
then the parameters in our proposed method are set as K = 1, Kc = 40/2 = 20
and p = 5 − 1 = 5, η = 1. Table 1 shows the optimal recognition rates of the 5
methods corresponding to different training samples per class, and the baseline
approach is the nearest neighbor classifier on the original image space. From the
table 1, we can see that the proposed methods outperforms other four methods
in the recognition rate cases. When q = 1, LDA and LMNND fail to work due
to the singularity of their intra-class scatter matrices.

4.2 Experiments on the AR Database

The AR face database contains over 4,000 color face images of 126 people (70 men
and 56 women), including frontal views of faces with different facial expressions,
lighting conditions, and occlusion. The pictures of 120 individuals (65 men and
55 women) were taken in two sessions (separated by two weeks) and each section
contains 13 color images. In our experiment, each image was manually cropped
and resized to 50 40 pixels.
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Table 1. Optimal recognition rates and the corresponding dimensions of the methods

with different training samples per class

Method
Labeled training samples per class

1 2 3

Baseline 69.00 80.00 83.50

PCA 69.50(40) 80.00(40) 83.50

LDA NULL 81.50(18) 85.50(19)

LPP 70.50(25) 81.50(29) 83.50(29)

LMNND NULL 80.50(32) 85.50(20)

Proposed method 70.50(30) 86.00(31) 86.50(29)

The proposed method is tested on a subset of the AR database. This subset
includes 1200 images of 120 individuals (the first 10 images of each person are
chosen from the total AR database). In the experiments, we take the first 5
images per class as the training set, the rest 5 images as the testing set. Among
the 5 training images per class, q = 2, 3 images are labeled and the rest 5 − q
images are unlabeled. First the dimensions of PCA subspace are both 120 for
LDA, LPP, LMNND and SLMNND in two cases. In our proposed method, the
parameters are set a Kc = 120/2 = 60 and p = 5 − 1 = 4, η = 1, and for
simplicity, K = 1.

Table 2. Optimal recognition rates and the corresponding dimensions of the methods

with different training samples per class

Method
Labeled training samples per class

2 3

Baseline 80.00 78.67

PCA 79.67 77.50

LDA 87.83 93.67

LPP 93.50 94.50

LMNND 88.33 91.17

Proposed method 94.17 95.67

From table 1, we can see that the proposed method achieves the best recog-
nition rate in all approaches.

5 Conclusions

In this paper, we proposed a novel semi-supervised learning-based feature extrac-
tion algorithm named Semi-supervised Local-Mean Based Nearest Neighbor Dis-
criminant Analysis (SLMNND). SLMNND can efficient take use of the labeled
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and unlabeled data points. The experimental results show that the proposed
method is more effective and robust than the other methods.
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Abstract. In this paper, we generalize a set of decentralized control

laws for cohesive motion of 3-dimensional multi-agent formation based

on point-agent system model, which has been originally introduced for 2-

dimensional formation. According to the numbers of degree of freedom,

we investigate the persistency of multi-agent formation system. Then

we design the corresponding control laws for the different class agents

in the multi-agent formation. As a result, the 3-dimensional persistent

formation can move cohesively along the trajectory as the target of the

formation moves continuously along the prescribed trajectory. The ef-

fectiveness of the proposed control laws is demonstrated via simulation

results.

Keywords: multi-agent formation; decentralized cohesive motion; point-

agent; graph theory; 3-dimensional space.

1 Introduction

In recent years, the problem of multi-agent formation has attracted considerable
attention as witnessed by explosion of papers in the area. Multi-agent formation
system is widely applied in a variety of fields. Taking something in detail, in ap-
plications like exploration, surveillance and tracking, the multi-agent formations
can be considered as a group of combat robots, teams of manned or unmanned
aerial, space or underwater vehicles, etc. (1, 2, 3, 4, 5, 6, 7).

In the recent literatures, most of the works about the multi-agent formation
system mainly focus on the following researches: the formation structure, includ-
ing acquisition, maintenance and interconnected systems’ stability of formation
(5, 6, 7, 8, 9, 10, 11), the formation operation, including formation merging,
formation splitting, and closing ranks (12, 13, 14, 15, 16), the formation coordi-
nation and control, including types of agent dynamics, flocking, cohesive motion,
obstacle avoidance and so on(17, 18, 19, 20, 21, 22, 23, 24).

The formation coordination and control are particularly active areas of multi-
agent formation system since many cooperative tasks are performed by control-
ling the agents to form up and move in a specified pattern. In (24), a theoretical
framework that consists of graph theory and Lyapunov-based approaches to sta-
bility analysis and distributed control of multi-agent formations is provided, in

F.L. Wang et al. (Eds.): AICI 2010, Part I, LNAI 6319, pp. 339–348, 2010.
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which the formation control of the whole system is implemented via controlling
each agent respectively.

In a slightly different context, in (19), a set of decentralized control laws for the
cohesive motion of 2-dimensional multi-agent formation have been presented(the
aim is to move a given persistent formation with specified initial position and
orientation to a new desired position and orientation cohesively, i.e., without
violating the persistence of the formation during the motion.). Based on (19),
two strategies for obstacle avoidance by the entire formation have been further
studied in (20).

Most of the above work are based on the 2-dimensional space. However, in the
real world, the applications of multi-agent formation are often in 3-dimensional
space as opposed to the plane. Furthermore, in 3-dimensional space, there are
many characteristics which differ from that in 2-dimensional space. The multi-
agent formation problem is much more complex in 3-dimensional space. Thus, we
focus on the decentralized control laws for the cohesive motion of 3-dimensional
multi-agent formation in this paper, where each of the agents makes decisions
based only on its own observations and state. Considering a point-agent system
model, we categorize the agents according to the numbers of degrees of free-
dom(DOFs) of them, i.e., we label the agents as 0-DOF agents, 1-DOF agents,
2-DOF agents, 3-DOF agents, respectively. Then we design the corresponding
control laws to the different class agents, distinctively. Furthermore, we let the
target of the formation move continuously along the prescribed trajectory, and
the 3-dimensional persistent formation can move cohesively along the trajectory.
The effectiveness of the proposed control laws is illustrated by some simulations.

The structure of this paper is organized as follows: the section 2 provides
the definition of the problem; in section 3, the proposed control framework is
discussed; in section 4, some results of simulations are presented. The paper ends
with concluding remarks in section 5.

2 Problem Definition

In this section, we introduce some important notions, and also give some assump-
tions relevant to our work. We mainly consider the 3-dimensional point-agent
persistent formation.

The formation graph of multi-agent is a directed graph G = (V, E), which
consists of a set of vertices V and a directed edge set E. It can be used to depict
the control architecture as follows: each agent corresponds a vertex in V , and
for each agent(vertex) pair (Ai, Aj), there is a directed edge

−−−−−→
(Ai, Aj) from Ai to

Aj if Ai has a constraint on the distance it must actively maintain from Aj , in
which case only can we say that Ai follows Aj (or Ai is a follower of Aj ).

A formation is named rigid if it, under the continuous motion, satisfies that
the distance of each agent pairs explicitly maintains constant, then the shape of
the formation will be maintained. A rigid formation is further called minimally
rigid if no single inter-agent distance constraint can be removed without losing
rigidity. The notions we refer above are all defined in the undirected graph.
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Correspondingly, in the directed graph, the persistence is defined, corresponding
to the rigidity in the undirected graph. A formation is called persistent if it
is rigid and satisfies another condition named constraint consistence, which is
equivalent to the requirement that it is possible to maintain the nominated
inter-agent distances. Similarly, a formation is called minimally persistent if it
is minimally rigid and constraint consistent. Rigorous definitions and detailed
characteristics of rigidity, minimally rigidity, constraint consistence, persistence
and minimally persistence can be found in Refs.(5, 6, 7, 8).

Generally, we use the term out-degree of a vertex Ai to denote the number of
distance constraints. Associated with the out-degree, a rather significant notion,
the number of degrees of freedom of a vertex Ai refers to the dimension of
the space in which the corresponding agent can choose its position. Usually, we
abbreviate degree of freedom as DOF. The number of DOFs of a vertex Ai in R3

is given by max(0, 3 − d+(Ai)), where d+(Ai) represents the out-degree of the
vertex Ai. For example, in R3, the numbers of DOFs of the vertices with zero,
one, and two out-degrees are 3, 2, and 1, respectively; all the other vertices have
0 DOF.

In 2-dimensional space, for a persistent formation, it has been shown in
(7, 19),that the sum of DOFs of all the individual agents is at most 3 and
for a minimally persistent formation, exactly 3. Based on the distribution of
these 3 DOFs, minimally persistent formations can be divided into two cate-
gories: S1 = {2, 1, 0, 0,...}, S2 = {1, 1, 1, 0, 0,...}. S1 is called formation with the
leader-follower structure where one agent has 2 DOFs, another has 1 DOF and
the rest have 0 DOF. S2 is called formation with the 3-coleader structure where
three agents have 1 DOF respectively and the rest have 0 DOF. Similarly, in 3-
dimensional space, the sum of DOFs of all the individual agents is at most 6, and
for a minimally persistent formation,it is exactly 6. Based on the distribution of
these 6 DOFs, minimally persistent formations can be divided into the following
categories: S1 = {3, 2, 1, 0, 0,...}, S2 = {2, 2, 2, 0, 0,...}, S3 = {3, 1, 1, 1, 0, 0,...},
S4 = {2, 2, 1, 1, 0, 0,...}, S5 = {2, 1, 1, 1, 1, 0, 0,...}, S6 = {1, 1, 1, 1, 1, 1, 0, 0,...}.
In the above categories, a last possible category is skipped, S0 = {3, 3, 0, 0,...},
since it is an undesired one that can be accepted only temporarily during for-
mation changes as a transient state. This is because S0 apparently allows two
leaders simultaneously in a formation, corresponding to failure of structural per-
sistence and we want the DOFs assignment to avoid this state. Further detailed
interpretations can be found in Refs.(6, 7).

As mentioned above, providing that the numbers of DOFs of the agents are
different, the numbers of the constraints of them are also different. If some agent
Ai has 3 DOFs then it can move freely in R3, If the agent Ai has 2 DOFs, then it
can move freely on the spherical surface with center Aj and radius dij , where Aj

is the agent which Ai follows and dij is the distance between them. If the agent
Ai has 1 DOF, then it can rotate freely on the circle, which is the intersection
of two spherical surfaces with Aj , Ak as the centers and dij , dik as the radiuses,
respectively. If the agent Ai has 0 DOF, then it can move depending on three
agents it follows completely.
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In the paper, we mainly consider a formation F with agents Ai, . . ., Am

(m ≥ 3). Assume each of the agents Ai, . . ., Am are point agents whose posi-
tions on the 3-dimentional (x, y, z) Cartesian coordinate system at time t are
given by pi(t) = (xi(t), yi(t), zi(t)) ∈ R3, i ∈ {1, . . . , m}. The control task is to
move a given persistent formation F , whose initial position and orientation are
specified, to a new desired position and orientation in R3 cohesively, i.e. without
violating the persistence of the formation F during its motion,using a decentral-
ized strategy. The initial and final positions and orientations of F are defined
by the initial positions pi0 and final positions pif of the individual agents Ai for
i ∈ {1, . . . , m}, respectively. Assume that the final positions pif are consistent
with the desired inter-agent distances dij between neighbor agent pairs (Ai, Aj).

In a given formation, assume that each agent Ai satisfies the following velocity
integrator kinematics:

ṗi(t) = vi(t) (1)
where vi(t) = (vxi(t), vyi(t), vzi(t)) ∈ R3 denotes velocity of Ai at time t. The
velocity vi(t) is considered as the control signal to be generated by the individual
controller of agent Ai. It is required that vi(t) is continuous and satisfies | vi(t) |
<v̄, for some constant maximum speed limit v̄ > 0 at any t ≥ 0 for any i ∈
{1, . . . , m}.

According to the requirement for the task of control, we give several assump-
tions as below:

1. Each agent Ai in the formation can know its own position pi(t), velocity
vi(t), final desired position pif as well as the position pj(t) of any agent Aj that
it follows at any time t ≥ 0. In addition, it is also assumed that the distance
sensing range for a neighbor agent pair (Ai, Aj) is sufficiently larger than the
desired distance dij to be maintained.

2. The motion of every agent in the formation at any time just relies on the
agents it follows and the final position it desires to reach.

3. For each 1-DOF agent or each 2-DOFs agent, we design the control laws
as following such that meeting the distance constraints has a higher priority
to reaching to the final desired position, i.e., 1-DOF agents or 2-DOFs agents
can undergo their DOFs movements, only when their distance constraints are
satisfied within a certain error bound.

Based on the agent kinematics (1) and the assumptions above, in the next
section, we develop control laws for the cohesive motion of 3-dimensional multi-
agent formation.

3 Control Law for Agents with Different DOFs

According to the previous section, we know that providing the numbers of DOFs
of the agents differ, the numbers of the constraints of them are distinct. Fur-
thermore, we can classify the agents in terms of the numbers of DOFs of them,
that is, we can label the agents as 0-DOF agents, 1-DOF agents, 2-DOF agents,
3-DOF agents, respectively.

In this section, for the cohesive motion of a persistent formation, we design
various control laws to the above classes, distinctively.
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3.1 Control Law for the 0-DOF Agents

Consider a 0-DOF agent Ai and the three agents Aj , Ak and Al it follows. Due to
the distance constraints of keeping | pi(t)−pj(t) |, | pi(t)−pk(t) |, | pi(t) − pl(t) |
at the desired values dij , dik, dil respectively, at any time t ≥ 0, the desired posi-
tion pid(t) of Ai is the point whose distances to pj(t), pk(t), pl(t) are dij , dik, dil

respectively. Further, pid(t) must vary continuously. Assuming | pi(t) − pid(t) |
is sufficiently small, pid(t) can be explicitly determined as pid(t) = p̄jkl(t, pi(t)),
where p̄jkl(t, p0) for any p0 ∈ R3 denotes the intersection of the spherical surface
O(pj(t), dij), O(pk(t), dik), and O(pl(t), dil) that is closer to p0, and in the notion
O(·, ·) the first argument denotes the center and the second denotes the radius.
Based on this observation, we use the following control law for the 0-DOF agent
Ai :

vi(t) = v̄βi(t)δid(t)/|δid(t)| (2)

δid(t) = pid(t) − pi(t) = p̄jk(t, pi(t)) − pi(t)

βi(t) =

⎧⎨
⎩

0, |δid(t)| < εj
|δid(t)|−εj

εj
εj ≤ |δid(t)| < 2εj

1, |δid(t)| ≥ 2εj

where v̄ > 0 is the constant maximum speed of the agents, and εj > 0 is a small
design constant. In (2), the switching term βi(t) is introduced to avoid chattering
due to small but acceptable errors in the desired inter-agent distances.

3.2 Control Law for the 1-DOF Agents

Consider a 1-DOF agent Ai and the two agents Aj , Ak it follows. Ai requires
to maintain its distances to Aj , Ak. It is free to move on the circle which is
the intersection of two spherical surfaces with the centers Aj , Ak, the radiuses
dij , dik, respectively. It does not need to use the whole of its velocity capacity
to satisfy its distance constraints. Considering that the agent should satisfy
two constraints of distance, without losing generality, we assume that the two
constraints are in order, namely one after another. Based on this observation and
the assumption, we propose the following control scheme for the 1-DOF agent
Ai :

vi(t) = βi(t)vi1(t) +
√

1 − β2
i (t){β̄i(t)vi2(t)

+
√

1 − β̄2
i (t)(¯̄βi(t)vi3(t))}

vi1(t) = v̄sgn(δ̄ji(t))δji(t)/|δji(t)| (3)

vi2(t) = v̄sgn(δ̄ki(t))δki(t)/|δki(t)| (4)

vi3(t) = v̄δ̄∗ji(t) (5)

δ̄∗ji(t) = (δif (t) − δji(t)
| δji(t) | · | δif (t) | · cos θ)/|(δif (t)
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− δji(t)
| δji(t) | · | δif (t) | · cos θ)|

cos θ = (δif (t)δji(t))/(|δif (t)|δji(t)|)
δif (t) = pif (t) − pi(t)

δji(t) = pj(t) − pi(t) = (δjix(t), δjiy(t), δjiz(t))

δ̄ji(t) = |δji(t)| − dij

δki(t) = pk(t) − pi(t) = (δkix(t), δkiy(t), δkiz(t))

δ̄ki(t) = |δki(t)| − dik

βi(t) =

⎧⎪⎨
⎪⎩

0, |δ̄ji(t)| < εj
|δ̄ji(t)|−εj

εj
, εj ≤ |δ̄ji(t)| < 2εj

1, |δ̄ji(t)| ≥ 2εj

β̄i(t) =

⎧⎨
⎩

0, |δ̄ki(t)| < εk
|δ̄ki(t)|−εk

εk
, εk ≤ |δ̄ki(t)| < 2εk

1, |δ̄ki(t)| ≥ 2εk

¯̄βi(t) =

⎧⎨
⎩

0, |δif (t)| < εf
|δif (t)|−εf

εf
, εf ≤ |δif (t)| < 2εf

1, |δif (t)| ≥ 2εf

εj , εk, εf > 0 are small design constants. the switching term βi(t), β̄i(t), and
¯̄βi(t) are introduced to switch translational action (3), (4) to satisfy |AiAj | ∼= dij ,
|AiAk| ∼= dik, and a rotational action (5). δ̄∗ji(t) is the unit vector perpendicular
to the distance vector δji(t) = pj(t) − pi(t) in the plane formed by vector δji(t)
and δif (t), and we denote the angle of δji(t) and δif (t) by θ.

3.3 Control Law for the 2-DOF Agents

Consider a 2-DOF agent Ai which only maintains its distance to Aj . It is free to
move on the spherical surface with the center Aj and the radius dij provided that
it does not need to use the whole of its velocity capacity to satisfy |AiAj | = dij .
Based on this observation, we propose the following control scheme for the 2-
DOF agent Ai :

vi(t) = βi(t)vi1(t) +
√

1 − β2
i (t)vi2(t) (6)

vi1(t) = v̄sgn(δ̄ji(t))δji(t)/|δji(t)| (7)

vi2(t) = v̄β̄i(t)δ̄∗ji(t) (8)

δji(t) = pj(t) − pi(t) = (δjix(t), δjiy(t), δjiz(t))

δ̄ji(t) = |δji(t)| − dij
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δ̄∗ji(t) = (δif (t) − δji(t)
| δji(t) | · | δif (t) | · cos θ)/|(δif (t)

− δji(t)
| δji(t) | · | δif (t) | · cos θ)|

cos θ = (δif (t)δji(t))/(|δif (t)|δji(t)|)

δif (t) = pif (t) − pi(t)

βi(t) =

⎧⎪⎨
⎪⎩

0, |δ̄ji(t)| < εj
|δ̄ji(t)|−εj

εj
, εj ≤ |δ̄ji(t)| < 2εj

1, |δ̄ji(t)| ≥ 2εj

β̄i(t) =

⎧⎨
⎩

0, |δif (t)| < εf
|δif (t)|−εf

εf
, εf ≤ |δif (t)| < 2εf

1, |δif (t)| ≥ 2εf

εj , εf > 0 are small design constants. In (6), via the switching term βi(t), the
controller switches between a translational action (7) to satisfy |AiAj | ∼= dij ,
and a rotational action (8) to move the agent Ai towards pif , which can take
place only when |AiAj | is sufficiently close to dij .

In (8), δ̄∗ji(t) is the unit vector perpendicular to the distance vector δji(t) =
pj(t) − pi(t) in the plane formed by vector δji(t) and δif (t), and we denote the
angle of δji(t) and δif (t) by θ. The switching term β̄i(t) is for avoiding chattering
due to small but acceptable errors in the final position of Ai.

3.4 Control Law for the 3-DOF Agents

For a 3-DOF agent Ai, since it does not have any constraints to satisfy, it can
use its full velocity capacity only to move towards its desired final position pif .
Hence the velocity input at any time t can be simply designed as a vector with
the constant maximum speed v̄ in the direction of pif (t) − pi.

vi(t) = v̄β̄i(t)δif (t)/|δif (t)| (9)

δif (t) = pif (t) − pi(t)

β̄i(t) =

⎧⎨
⎩

0, |δif (t)| < εf
|δif (t)|−εf

εf
, εf ≤ |δif (t)| < 2εf

1, |δif (t)| ≥ 2εf

The switching term β̄i(t) again prevents chattering due to small but acceptable
errors in the final position of Ai.
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4 Simulations
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5 Conclusion

In this paper, we have presented a set of decentralized control laws for the
cohesive motion of 3-dimensional multi-agent formation based on point-agent
system model, which has been originally introduced for 2-dimensional formation.
We consider persistent formation that can be modeled by directed graphs. The
effectiveness of the designed control schemes have been demonstrated via a set
of simulation results.

As further extensions of this study, there exist a number of topics for future
work. The control and sensing in the simulations are assumed to be noiseless in
this paper. In real world applications, however, the scheme clearly has to be im-
plemented to be robust to noise, and scalability and complexity are among other
aspects to be considered. As to optimization of the current approach, the control
scheme can be re-designed for agent kinematics other than the velocity integra-
tor model. Since the operations of most of the multi-agent systems are naturally
delayed, the study of the formation system with delay needs more attention. In ad-
dition, obstacle avoidance for the formation system is yet another future problem.
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Abstract. For lack of information exchange and mechanism to share 
knowledge,the traditional distributed collaborative design mode is more 
difficult to adapt to the increasing development needs of product design. This 
paper propose an collaborative design mode based on multi-agent, according to 
the environment of the collaborative design and design goal, the whole process 
of product development is considered by this model effectively, so it will 
shorten the time of design, reduce the cost of product, improve quality and 
response the need of customers rapidly. 

Keywords: CSCWD; MAS; X.509 Certificate; XML signature; XML encryption. 

1   Introduction 

With the universal use of the worldwide net and Internet characterized by information 
technology， computer supported cooperative work in design has gained more and 
more attentions. CSCWD make different people at different locations co-design a same 
product [1,2]. Because it is executed by the team who is at different geography, 
information exchange, knowledge sharing and exchange of the design result between 
the team must overcome the areal restrictions . As a result，  it will bring about 
difficulties to access to relevant information for the user. Machine manufacture 
enterprise are in the process of using conventional CAD/CAM/CAE/PDM software, 
they often refer to queries and selection of information resources, such as a variety of 
standards and norms, common basic data, curve, etc, it also refer to professional 
application， as checking calculation and design analysis of the common mechanical 
parts and standard component, etc. When it refer to queries of standard basic data 
resources to calculate popular formula and professional check, engineer and technician 
still need to use traditional paper information to query, select parameters, cope result. 
Related parameters are input into universal CAD/CAM software system to design , 
calculate and draw the mechanical products , this way of working has more difficulties 
to adapt the need of evolving product design.Meanwhile,design data information is 
dispersed ,self-contained ,and cannot reflect inner link between those data material 
under the model of dependence on the traditional paper material.  

Agent serve as a soft entity with self-governing, interactive, adaptability and 
intelligence ,it can help people obtain information and services independently , then 
finish a complicated job [3,4,5]. CAD or CAM software can be regarded as a agent. 
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They have a different communication interface with other general application 
program， allowing them to represent user and other agent or other person to 
accomplish all the tasks in collaboration. Multi agent system is composed of several 
agent of interactions and connection, every agent in system is capable of cooperating, 
cohering, consulting or mutual service and completing the tasks together [6]. 
Cooperative solving ability of Multi agent system is far more than a single agent. So, 
multi agent system is an ideal choice which can solve complex problems of multi-task, 
multi-object. 

This paper proposes collaborative design model based on multi agent. In accordance 
with collaborative design environment and requirements, this model consists of five 
parts. These agents collaborate to achieve the following objectives: 

1. Manage the product development process to avoid duplication of design, it 
includes managing design data, supporting the designer access to information in 
different design stages and releasing of information and knowledge in distributed 
environment.  

2. Through effective communication, information access and coordination, it can 
help distribution of the design team Establish and maintain design process. 

3. Provide content-based data exchange , information and knowledge can share and 
reuse in distributed design environment. 

4. Provide isomeric tool software to guarantee normal work of information flow for 
designer. 

5. Using XML data format accomplish the information alternately. 
6. Using XML signature and encryption mechanisms provide security for multi-

agent communication [7,8,9]. 

2   Cooperative Design Model for Based on Multi-Agent system 

This model contains five types of agent, it is respectively design management agent 
(DMA), digital certificate management agent (CMA), knowledge maintenance agent 
(KMA), tools agent (TA), application agent (AA). 

The kernel of system is design management agent (DMA), DMA mainly come to 
coordinating and management for the whole system activities. Agent tools include the 
electronic whiteboard, conference management, FTP, Email, etc; they mainly supply 
cooperative tools for DMA. Registering information about the agent and conflict 
process in the collaboration process is always transmitted and received by Internet. 
Agent applications include CAD / CAM system agent, control agent, CAPP system 
agent, etc. Developers can use their familiar tools to do this job, they collaborate with 
existing agent in the system by sending coordinated request to DMA.XML data 
formats are used to describe information and data for different applications，  interacted 
information between agent mainly are: 

1) Standard information includes the creator of information, version, creation date, 
modification date, etc 

2) External information includes interface standards, operating parameters, 
configuration, etc. 

3) Technical information includes the operating platform, enabling technology. 
4) Performance information includes performance parameters and limitations and 

so on 
5) Internal information includes technical details, operational logic, etc 
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2.1   Basic Structure of Agent  

The internal structure of agent is mainly to describe the module and how these 
modules work together. In the collaborative design and manufacturing system based 
agent, Agent's features include: network center-based, interactive, semi-autonomy, 
responsiveness, consultative, collaborative, proactive, predictive, adaptive, flexible, 
durable and movable. Though, in the specific design and manufacture of agent -based 
system may only need a subset of these features [10], to achieve these characteristics, 
the appropriate module is necessary. The simple agent may only need a small number 
of modules (such as perception, inference, and execution), while the complex agent 
need more. Based on the previous model, the subject put forward the basic structure 
of agent, shown in Figure 1. 
 

 

Fig. 1. General agent architecture 

1) Communication rules: to send the mission, to transmit the information and 
express the attitude of the target tasks on various agents  

2) Application programming interface, database interface and the tool interface: the 
interface is provided between agent and the application, database and connection of 
some tools. 

3) Security modules: supply the security services for the interact information 
between the agent and the outside world, such as encryption or decryption, digital 
signature and signature verification [11]. 

4) Perception module: it is responsible for the sensation of the outside information, 
understanding of the situation as complete as possible. At the same time, it filter the 
received information, assist reasoning module identify and translate the information. 

5) The reasoning module: recognize, translate, decompensate the received 
information .The module make agent with a higher intelligence, it is the key to the 
agent with the complex decision-making and knowledge processing. 

6) Decision-making modules: According to the information received and the 
agent's goals make decisions based on the existing knowledge. 

7) Planning module: according to the overall objective of agent plan their behavior. 
8) The implementation of the modules: are mainly used for implementation 

planning. 
9) Knowledge library: it contains two types of knowledge, one is the rule and the 

other is the knowledge block. Agents accomplish tasks conveniently and independently 
according to this knowledge. 

Based on the basic structure of agent, the other agent’s structure will go into 
details. 
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2.2   Design Management Agent 

Design management agent (Figure 2) mainly is responsible for coordination and 
management of the entire process of product development, it can be a people or an 
expert system, etc, and DMA’s main functions are as follows: 
 

  
Fig.2. Design management 
agent 

Fig. 3. Architecture of tool 
agent 

Fig. 4. Application agent 

1) Manage the entire collaborative design process, including decision making, 
monitoring progress, assigning tasks. 

2) Control collaboration and consultation between agents, understand the state of   
resources uses, monitor and evaluate the design process and resolute the conflict. 

3) And interact with other agent systems. 
DMA Knowledge library Base is composed of Task processing library, the product 

information database and resource library. Tasking library provides product 
information throughout the design process; Product information database provide all 
the information in the product life cycle; Resources library  provides  existing 
resources information ， such as tools, applications, related agent, expert information, 
etc.  

This knowledge can be acquired by inheritance from past experience and learning 
by way of. Through existing knowledge, DMA in collaboration with other agent, 
follow the appropriate rules, make implementation and management of this system. 

2.3   Tools Agent 

Most tools belong to an existing system，These systems provide very little 
interoperability among these single Application package ，Traditional technology 
does not have a satisfactory solution to integrate these systems. By agent Technology 
，Each tool is encapsulated as an agent. Tools agent serve as middleware tool 
between agent and these tools including electronic whiteboards, meeting 
management, FTP, Email, etc, it mainly contains an interactive layer and the interface 
which is connected with these tools. Figure 3 shows the structure of agent tool. 

2.4   Application Agent 

The main role of application agent is ： discover, provide and manage application 
based on design needs，  including CAD / CAM system agent, controlling system 
agent, CAPP system agent, manufacturing system agent, engineering analysis system 
agent, etc. Its structure is similar with tools agent (Figure 4). 
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2.5   Database Maintenance Agent 

Database maintenance agent provides a connection which is establishing between the 
agent and the existing project (or product) database, it is mainly for the storage and 
management of product data. Production data is mainly used for the corresponding data 
storage in the design process, engineering data is mainly used for storage national 
standards data in existing. The structure of the database maintenance agent is shown in 
Figure 5. 
 

 
  

Fig. 5. Database 
maintenance agent 

Fig. 6. Certificate management 
agent 

Fig. 7. Digital certificate format 
for agent 

2.6   Digital Certificate Management Agent 

Digital certificates management agent realized authentication on the agent in the form 
of X.509 certificate (Figure 6). In addition to general functions, Agent-MA contains 
the audit module, certificate management module, key management module, 
information dissemination module and digital certificate database. 

 
1) Audit Module 
Audit module is responsible for the checking information of the user identity and 

application information for review, and the request who meet the requirements is 
submitted to the certificate management module. 

2) The certificate management module 

CMA certificate management module is to provide trust services to the core service 
facilities. Mainly provides the following services: digital certificate system and the user 
is responsible for the links, that is to receive the user's service request (certificate of 
application, revocation and updates), and the results returned to the user. As shown in 
diagram 7: 

 
3) The key management module 
Key management module is responsible for management of the system key and 

user key. It includes key generation, updating, archiving, recovery, destruction and 
maintenance of key historical. The main function of the key management module is: 

A, Control the key generation and storage security, supply the black box services 
for the certificate management. 

B, The key management service, it provides the key preservation, restoration and 
operation of inquiry to ensure that all actions associated with user reversible. 
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4) Information dissemination module 
News module includes the certificate database and CRL. The module's main 

function is to receive a certificate issued by CMA and CRL data, accept request of the 
certificate user query and verify. News module on the data of all certificates and CRL 
CMA database server related data. 

5) Certificate Database 
Database server for data key, user information and the processing status information 

in the authentication centers such as old local chronicles and statistical information 
storage and management. Database system uses a two-machine backup, disk arrays, 
etc., in order to maintain the database system stability, security, performance and 
scalability. 

3   System Implementation 

3.1   Digital Certificate 

Digital certificate is a digital ID, it used to provide network identification. Simple 
certificate contains the public key, name, and certificate authority digital signature. 
Simple certificate contains the public key, name, and certificate authority digital 
signature. In general, certificate also contains the issuing authority (certificate 
authority) of the name, certificate serial number and other information.. 

3.1.1   Mathematical Model of X.509 Certificates 
In general, X.509 v3 certificate version includes all the relevant information such as 

user name U, its corresponding public key ApubK ,  and the 

signature（ ),,,,( espubCA DDCNKUSing ） of the issuer. Certificate format is: 

)),||(||||( ,,, CAprivApubAApubAA KKIDSKIDCert =
 

Which ApubK ,  is a effective public key of agent A between effective date SD  and the 

expiry date eD  

),||( ,, CAprivApubA KKIDS  present the signature of certification authority center. Thus, 

the certificate achieves binding for the agent’s identity and public key ApubK , . 

3.1.2   Agent-Oriented Digital Certificate 
Digital certificate is an identity proof of agent entity in the virtual world. Now 
including X. 509, PGP, the existing PKI certificates are all for people identification. 
In real life, there is basic trust relationship among people, the trust chain relationships 
is easy to be built up in system based on identity [12], position and role. However, in 
multi- agent virtual world (Figure 2), in addition to the third party certification, trust 
among these agent entities also depends on its owner's trust. So, when agent 
implement the illegal operation，  to ensure that Multi agent System can track and 
audit liability to its owner. Agent-oriented digital certificates need to achieve banding 
between agent and their legitimate owners identity. Shown in Figure 7, based on X. 
509 3rd edition, agent digital certificate needs to do the following modification and 
expansion. 
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1) The user name of certificate, public key information of certificate holders and 
unique identifier of certificate holders were changed to entity alias ，public key 
information and unique identifier of agent. Here, the alias is the unique identifier of 
agent entity within the agent platform. A multi- agent system can be made up of 
multiple agent platforms, so in a multi- agent system, agent’s unique identifier can be 
defined as: agent alias @ agent platform name, for example book-buyer agent 
@platform.com. Agent public key information, includes public key encryption 
algorithm identifier, key length and the agent’s public key. 
2) Issuing authority name, unique identifier of the issuing authority and issuing 
authority figures signatures were changed to agent alias of (CMA) certificate issued 
by the certificate management agent , global unique identifier and digital signature 
value. Certificate management agent is constituted by a team of agents which have 
very high security level security services. 
3) Using signature private key of agent legal owner do signature processing for the 
agent's public key information, has it as investigate legal basis of its owner liability. 
Meanwhile, make agent’s security level and the identity of the agent owner serve as 
extended field to add to agent digital certificate agent. It is easy to implement access 
controlling based on role and agent community management based on security level 
and running state. 

3.1.3   XML Digital Signature 
XML digital signatures ensure message authentication, data integrity and non-
repudiation. XML digital signatures can be used in any level of the tree structure. It 
can be a single element a part or the entire document. The mathematical model is: 

)),(( , privSAD KXhSignS = .Here, S is the signature results; m represents the original 

message to be signed; privSAK ,  is the sender key. Verification process is used to do 

verify the validity of signatures, the mathematical model is: 
),,(},{ , pubSAD KSXverifyinvalidvalidV ←= .Here, v indicate verification results, its 

value is valid or invalid; m indicate the information that has been signed; pubSAK ,  is the 

sender's public key. 

3.1.4   XML Encryption 
XML Encryption ensure confidentiality of the message, XML encryption allows 
customers to encrypt for the part of the XML document, While keep other original 
data unchanged. Mathematical model of encryption and decryption process is: 

)),,(( ,, privRApubRADD KKXEDX =  
Here: 

DX - indicate all the information to encrypt or decrypt text; 
E - Encryption process, the input parameters is m

，KSA,Pub, KSA,Pub is the 
receiver's public key. We can obtain the cipher text c after encryption, 

Cc ∈
， ),( , pubSAD KXEC ← . 

D - Decryption process, the input parameters is c, KRA,Priv, Cc ∈ ,KRA,Priv is the 
recipient's private key , We can obtain the original information XD after decryption, 

，

),( privD KcDX ← . 
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4   Conclusions 

For the shortcomings of traditional distributed collaborative design model, this paper 
presents an collaborative design model based multi- agent, The model can provide 
information services for various process activities in the product design cycle. And 
effectively organize multi-disciplinary product development team; Make full use of 
various computer-aided tools .And it can shorten product development cycles and 
lower costs. Meanwhile, we achieved entities certification for the communication of 
both through agent -oriented digital certificates in the model. The XML encryption and 
signature mechanisms ensure the safety of agent Interaction. 
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Abstract. Frequent Itemsets Mining Classifier (FISC) is an improved Bayesian 
classifier which averaging all classifiers built by frequent itemsets. Considering 
that in learning Bayesian network classifier, estimating probabilities from a 
given set of training examples is crucial, and it has been proved that m-estimate 
can scale up the accuracy of many Bayesian classifiers. Thus, a natural question 
is whether FISC with m-estimate can perform even better. Response to this 
problem, in this paper, we aim to scale up the accuracy of FISC by m-estimate 
and propose new probability estimation formulas. The experimental results 
show that the Laplace estimate used in the original FISC performs not very well 
and our m-estimate can greatly scale up the accuracy, it even outperforms other 
outstanding Bayesian classifiers used to compare. 

Keywords: Frequent Itemsets Mining Classifier; estimating probabilities; 
Laplace estimate; m-estimate. 

1   Introduction 

A Bayesian network consists of a structure model and a set of conditional 
probabilities. The structural model is a directed graph in which nodes represents 
attributes and arcs represents attributes dependencies. But theoretically, learning an 
optimal Bayesian network is intractable [1]. Moreover, it has been observed that 
learning an unrestricted Bayesian network classifier seems to not necessarily lead to a 
classifier with good performance. For example, Friedman et al. [2] observed that 
unrestricted Bayesian network classifiers do not outperform Naïve Bayes (NB), the 
simplest Bayesian network classifier, on a large sample of benchmark datasets. In 
practice, learning restricted Bayesian network classifiers is a more realistic solution. 

NB [3] is the simplest Bayesian classifier and one of the most efficient algorithms 
for machine learning. Despite the strong independence assumption between predictive 
attributes given the class value, it provides a surprisingly high level of accuracy, even 
compared to other more sophisticated models [4]. But in many real applications it is 
obvious that the conditional independence assumption in NB is rarely true, which 
would harm its performance in the applications with complex attribute dependencies. 

During the last few years attentions have been focused on developing NB variants 
in order to alleviate the independence assumption between attributes, such as 
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Decision Tree NB Hybrid (NBTree) [5], Selective Bayesian classifier (SBC) [6], Tree 
augmented Bayesian Network (TAN) [2], Lazy Bayesian Rules (LBR) [7], 
Conditional Independence Tree (CITree) [8], Boosted NB (BNB) [9], Clustered NB 
(CNB) [10], Extended Bayes (EB) [11], Aggregating One Dependence Estimators 
(AODE) [12] and so on. Among all these approaches, the Bayesian classifiers based 
on frequent itemsets are relatively few. 

Large Bayes (LB) [13] is another outstanding Bayesian classifier which using the 
long itemsets. LB uses the subsets of itemset A to derive a product approximation of 
P(A, ic ) for all classes ic . In the training phase, LB employs an Apriori-like frequent 

pattern mining algorithm to discover frequent and interesting itemsets of arbitrary size 
together with their class supports. The class support is an estimate of the probability 
that the pattern occurs with a certain class label. Upon arrival of a new case to 
classify, a local classification model is built on the fly depending on the evidence of 
the new case. In the extreme case where all the discovered itemsets are of size one 
only, LB reduces to NB.  

The group of one dependence estimators (ODEs) [14] provides a powerful 
alternative to NB. ODEs are very similar to NB but they also allow every attribute to 
depend on, at most, another attribute besides the class. Super-Parent one dependence 
estimators (SPODEs) [15] can be considered a subcategory of ODEs where all 
attributes depend on the same attribute. They have received much attention because of 
their efficiency in training time and their effectiveness and accuracy in classification. 
AODE is another outstanding Bayesian classifier. It can be considered as only using 
frequent itemsets whose length is 2. AODE only uses one-dependence classifiers. 
WAODE [16] is an improved algorithm based on AODE. Hidden One-Dependence 
Estimator (HODE) [17] classifier is proposed as an alternative approach to AODE in 
order to alleviate its problems by estimating a new variable as a super parent besides 
the class, whose main objective is to gather all the dependences existing in the AODE 
models. Hidden Naïve Bayes (HNB) [18] also creates a hidden parent for each 
attribute which combines the influences from all other attributes. 

Frequent Itemsets Mining Classifier (FISC) [19] is an improved Bayesian classifier 
which averaging all classifiers built by frequent itemsets. Considering that in learning 
Bayesian network classifier, estimating probabilities from a given set of training 
examples is crucial, and it has been proved that m-estimate can scale up the accuracy 
of Bayesian classifiers contained NB, TAN, AODE and HNB in [20], in this paper, 
we aim to scale up the accuracy of FISC by m-estimate and propose new probability 
estimation formulas. 

This paper is organized as follows. The second section presents FISC. The third 
section singles out a special m-estimate method after we simply introduce Laplace 
estimate and m-estimate. The fourth section is the experimental setting and the 
experimental results. The last section concludes this paper and proposes the further work. 

2   FISC 

Section 2.1 presents the training phase which consists of discovering the set F of all 
frequent itemsets. Section 2.2 shows how these itemsets and the class supports are 
used to classify new cases. 
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Assume D is a set of training instances, 1{ , , }NA A A=  is the attributes variable 

set, where N is the number of attributes, C  is a class variable, ic is a value of C . 

One training instance can be present as { 1 1j
A a= , ,

ji iA a= , , 
jN NA a= , iC c= }, 

where 
jia is the j th value of attribute iA .  

2.1   Training 

The training phase generates all the frequent itemsets using a bottom-up approach 
based on Apriori [21]. The input of the procedure is the database D and the output is 
the set of frequent itemsets F with their class counts. To facilitate the class counting, 
each itemset has an associated counter icount  for each class ic . Dividing a class 

counter by the number of tuples |D| provides the class support, that is, 
. / | | ( , )i il count D p l c= . An itemset is frequent, it must satisfy the requirement:  

| |

1

.

| |
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2.2   Classification 

When given a newly observed instance X = ( 1 1 j
A a= , ,

jN NA a= ) with an 

unknown class label, FISC firstly finds all the frequent itemsets X contains. For each 
frequent itemset x  that X contains, FISC builds a corresponding Bayesian classifier. 

Similar to other Bayesian classifier, the newly observed instance X  is classified 
by the following equation:  
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i i
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P c X
P c X P c X

P X
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Once we get a frequent itemset x  ( x X⊆ ), x  divides attributes into two sets: 

1 { | }i iG A A x= ∈  and 2 { | }j jG A A X x= ∈ − . The attributes in 2G  are conditional 

independence with each other when given x  and ic , so ( , )iP c x  can be calculated 

using x  by the following equation: 
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Finally, FISC averaged all the classifiers and classifies a new instance using (4): 
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where ( , )i xP c X is computed by (3). 
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In order to improve the efficiency in classification, all the needed probabilities can 
be computed and stored in the training phase. Moreover, in order to improve the 
stability of the algorithm, x = ∅  can be viewed as a frequent itemset for each test 
sample. Therefore, in the extreme case where the test sample doesn’t contain frequent 
itemsets, FISC reduces to NB.  

3   Laplace Estimate and M-estimate 

As we know, when the training examples are not enough, probabilities estimation 
method inevitably suffers from the zero-frequency problem. To avoid this practical 
problem, Laplace estimate is usually used to estimate probabilities, Just as we all 
know, m-estimate is another probability estimation method. In [19], FISC adopts 
Laplace estimate to estimate ( | )iP c x  and ( | , )j iP a c x  as 
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where (.)F is the frequency with which a combination of items appears in the training 
data, x  is a frequent itemset gained from D , 

jAV  is the number of values of attribute 

jA , | |C  is the number of class labels, | |D  is the number of training examples.  

M-estimate [21] is another method to estimate probability, which can be defined as 
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where m  and p  are two parameters. p  is the prior estimate of the probability we 

wish to determine. m  is a constant called the equivalent size, which determines how 
heavily to weight p  relatively to the observed data. In fact, m-estimate can be 

comprehended as augmenting the actual observations by an additional m  virtual 
samples distributed according to p . In our implementation, we set m  to 1. We set 

p to a uniform distribution. Now, we review the equations used to estimate 

probabilities needed in FISC as 
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4   Experimental Setting and Results 

We ran our experiments on 10 UCI data sets selected by WEKA [22, 23], which 
represent a wide range of domains and data characteristics. They are described with 
the number of instances, the number of class values, and the number of attributes. All 
of the details are described in Table 1.  

Table 1. Datasets 

 Domain Size C# A# 
1 autos 205 7 22 
2 Breast-w 699 2 9 
3 Car 1728 4 6 
4 Diabetes 768 2 6 
5 Glass 214 7 7 
6 Hepatitis 155 2 16 
7 labor 57 2 11 
8 machine 209 7 7 
9 wine 178 3 13 

10 Zoo 101 7 16 

 
In our experiments, we adopted the following three preprocessing steps. 

a. Missing values: We used the unsupervised filter “Replace Missing Values” in 
WEKA to replace the missing values in each data set. 

b. Discretization of numeric attributes: We used the supervised filter “Discretize” 
in WEKA to discretize all the numeric attributes. 

c. Removal of useless attributes: Apparently, if the number of values of an attribute 
is almost equal to the number of instances in a data set, it does not contribute useful 
information to classification. Thus, we removed this type of attributes using the 
unsupervised filter “Remove useless” in WEKA. 

Comparisons of the classification performances between FISC used Laplace 
estimate (FISC-L) and FISC used m-estimate (FISC-M) are done in terms of 
classification error rate. We conducted 10 runs of 10-folds CV test for comparing the 
classifier performances. Each datasets are divided into 10 almost equal-sized blocks 
randomly, and in each validation, one block was used for test data and the remaining 
blocks were used for training classifiers. Throughout all the tests, we measured the 
classification error rate, i.e., the percentage of incorrectly classified instances. To 
reduce the running time of FISC-L and FISC-M, we set the maximum number of the 
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Fig. 1. Comparison between FISC-L and FISC-M 

Table 2. Detiled results of error rate and standard deviation 

 Domain NB AODE LBR NBTree FISC-L FISC-M 

1 autos 26.93±2.46 18.87±1.05 20.96±1.79 20.00±1.99 17.45±0.96 14.09±1.28 

2 Breast-w 2.75±0.06 3.03±0.11 2.75±0.06 2.93±0.15 3.21±0.15 3.15±0.18 

3 Car 14.54±0.27 8.59±0.39 5.97±0.34 5.57±0.60 8.73±0.11 8.22±0.22 

4 Diabetes 22.15±0.15 21.77±0.29 22.33±0.18 22.73±0.43 21.41±0.24 21.17±0.22 

5 Glass 25.61±0.77 23.74±0.59 25.66±1.07 21.84±1.01 22.18±0.75 21.50±0.84 

6 Hepatitis 15.78±0.55 14.50±0.56 14.54±1.01 15.97±1.81 15.49±0.93 14.58±0.48 

7 labor 7.47±1.07 7.47±0.88 6.87±1.46 7.97±2.75 6.90±0.59 5.77±0.79 

8 machine 11.49±0.38 11.29±0.72 11.73±0.33 12.77±1.41 11.10±0.65 10.64±0.45 

9 wine 1.18±0.18 1.63±0.17 1.18±0.18 2.35±0.69 1.70±0.02 0.56±0.01 

10 zoo 6.02±1.06 5.34±0.70 6.02±1.06 6.44±1.14 6.07±1.30 3.76±0.75 

Mean 13.39±0.69 11.62±0.55 11.80±0.75 11.86±1.20 11.42±0.57 10.34±0.52 

 
generated frequent itemsets is 1000 for all data sets. Fig. 1 shows the comparison of 
FISC-L and FISC-M, and the detailed experimental results are shown in Table 2. 

The above experiments show that the classifiers with our m-estimate perform 
overall better than classifiers with Laplace estimate, i.e. FISC-M significantly 
outperforms FISC-L. The bars of FISC-L are almost higher than those of FISC-M.  

Further, we also compare FISC-M with some other outstanding classifiers such as 
NB, LBR, AODE and NBTree. We implemented the experiments within the WEKA 
framework and used the implementation of those four classifiers in WEKA. We also 
conducted ten runs of 10-folds CV test for comparing the classifier performances. 
Table 2 shows the detailed experimental results.  

We also compared related algorithms via two tailed t-test with a 95 percent 
confidence level. According to the statistical theory, we speak of two results for a data 
set as being “significantly different” only if the probability of significant difference is 
at least 95 percent. Table 3 shows the compared result of two-tailed t-test, and we 
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perform a win/draw/loss summary to compare overall perform of FISC-M against 
each other algorithms. For each pair-wise comparison we present first the number of 
data sets for which FISC-M obtained significantly lower average error than the 
comparator algorithm, the number for which the algorithms obtained the same 
average error, and the number for which the alternative algorithm obtained the 
significantly lower average error. From our experiments we can see that our FISC-M 
can rival those outstanding classifiers in performance.  

Table 3. The compared results of two-tailed t-test 

 Domain NB AODE LBR NBTree FISC-L 
1 autos win win win win win 
2 Breast-w loss draw loss loss draw 
3 Car win loss loss loss win 
4 Diabetes win win win win win 
5 Glass win win win draw win 
6 Hepatitis win draw draw win win 
7 labor win win win draw win 
8 machine win win win win win 
9 wine win win win win win 
10 Zoo win win win win win 

W/D/L 9/0/1 7/2/1 7/1/2 6/2/2 9/1/0 

5   Conclusions 

Considering that in learning Bayesian network classifier, estimating probabilities 
from a given set of training examples is crucial, and it has been proved that m-
estimate can scale up the accuracy of Bayesian classifiers contained NB, TAN, 
AODE and HNB. Based on the above achievements, in this paper, we proposed new 
probability estimation formulas called FISC-M and aimed to scale up the accuracy of 
FISC. Our experimental results show that the classifiers with our m-estimate perform 
better than the ones with Laplace estimate used in [19]. Moreover, the proposed 
FISC-M outperforms other outstanding algorithms used to compare in terms of 
performance accuracy.  

To speak frankly, FISC-M will lead to heavy time overhead and storage burden 
since it ensembles a large number classifiers generated by frequent itemsets. At this 
point, it has the same shortage with the original FISC. So how to select the optimal 
classifiers to ensemble is one direction for our future research. Moreover, we want to 
further combine decision tree with FISC-M to determine optimal amount of frequent 
itemsets, i.e., use different number of frequent itemsets for different datasets.  
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Abstract. A major problem of text categorization is the high dimen-

sionality of the input feature space. This paper proposes a novel ap-

proach for aggressive dimensionality reduction in text categorization.

This method utilizes the local feature selection to obtain more positive

terms and then scales the weighting in the global level to suit the clas-

sifier. After that the weighting is enhanced with the feature selection

measure to improve the distinguishing capability. The validity of this

method is tested on two benchmark corpuses by the SVM classifier with

four standard feature selection measures.
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1 Introduction

Text categorization (TC) is a task of automatically assigning predefined cat-
egories to a given text document based on the content[1]. A growing number
of machine learning techniques have been applied to the TC in recent years.
For example, k-nearest neighbor (kNN)[2], neural networks[3], support vector
machines (SVM)[4][5] and concept-based model[6].

In the TC, the high dimensionality of the input feature space is still a major
difficulty. Generally, there are tens of thousands or even hundreds of thousands of
dimensions. However, such high dimensionality is not permitted for many learn-
ing algorithms. Moreover most of these dimensions are not relative to the text
categorization and their impact on increasing complexity is worse relatively[2].
So it is necessary to reduce the dimensionality of the feature space. Features
selection (FS) is one of the most used methods for the purpose of dimensionality
reduction by selecting significant terms, which minimizes the loss of performance
and maximizes the reduction of complexity.

It can be performed basically in two ways: local and global FS[1]. For the
local FS, a set of terms is selected based on the relevant and irrelevant docu-
ments in the category, each category is represented by a set of unique features.
In the global FS, a set of terms is chosen for all the categories based on the

F.L. Wang et al. (Eds.): AICI 2010, Part I, LNAI 6319, pp. 365–372, 2010.
� Springer-Verlag Berlin Heidelberg 2010
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value of each term-assessed category-independent. In most reports, the number
of dimensionality can be reduced more than 90%[2]. More aggressive FS, with
more than 95% reduction, is reported in[7][8].

It should be noted that there are some problems in aggressive dimensionality
reduction with the FS. For the global FS, averaging the score of a feature will
reduce significantly the high relevancy of the term to the specific category as the
score might be dispersed to other category[9]. So the number of features may
become zero after aggressive FS, and the accuracy of classifier will be dropped
drastically. For the local FS, although it manages to preserve better specific
category information, the number of features being selected is also small after
aggressive FS. So the capability of distinguishing categorization is impacted
easily by one or two dominance terms.

To overcome these problems above, this paper proposes a reinforcement local
FS approach, in which more than 99% dimensionality reduction is implemented
and at the same time the accuracy of TC has few loss even a few improvement.

This method utilizes the character that local FS dose not take into account the
negative features to obtain more positive terms after aggressive dimensionality
reduction. Then the weighting of these selected terms is scaled in a global level
in order to suit the classifier in which the discrimination function value can be
compared in the same scale. After that these weighting values are weighted with
the FS measure to enhance the capability of distinguishing categorization.

The rest of this paper is organized as follows: Section 2 explains the proposed
approach in detail. Experimental results and analyses are given in Sections 3.
Conclusion is presented in Sections 4.

2 The Reinforcement Local Feature Selection

2.1 The Feature Selection Measure

The FS measure is used as the criterion of term space reduction. Here, we present
four commonly known FS measures (see Table 1). To be brief, their mathematical
justifications are omitted and more descriptions can be found in[1].

In Table 1, each of these measures is actually a function f(ck, tk) with a
term tk and a category ci as its parameters. The function value indicates some

Table 1. Feature selection measures

Description Equation

Information Gain IG(tk, ci) =
∑

c∈{ci,c̄i}

∑
t∈{tk,t̄k}

P (t, c) log
P (t,c)

P (t)P (c)

CHI-Square CHI(tk, ci) =
N[P (tk,ci)·P (t̄k,c̄i)−P (tk,c̄i)·P (t̄k,ci)]

2

P (tk)·P (t̄k)·P (ci)·P (c̄i)

Correlation Coefficient CC(tk, ci) =
√

N [P (tk,ci)·P (t̄k,c̄i)−P (tk,c̄i)·P (t̄k,ci)]√
P (tk)·P (t̄k)·P (ci)·P (c̄i)

GSS-Coefficient GSS(tk, ci) = P (tk, ci) · P (t̄k, c̄i) − P (tk, c̄i) · P (t̄k, ci)
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relationship between the term and the category. In the global FS, the value of a
term is assessed in a global, or category-independent. Either the average or the
maximum of their category-specific values is computed[2]. That is,

favg(t) =
m∑

i=1

P (ci)f(t, ci) (1)

fmax(t) =
m

max
i=1

{f(t, ci)} (2)

2.2 The Local Feature Selection and Weighing

In the local FS, a term is assessed with a FS measures for each category, and all
the terms are sorted according to the measure value. Then for each category, a
set of terms with high measure value is selected as the features and the rest of
terms are removed. Therefore when a document belonging to a specific category
is used, the chance of significant terms appearing to classifier for the specific
category is increased because the local FS does take into account of the positive
features.

Here, given a document dj , its feature (term) vector is represented by

dj = (t1, t2, · · · , tN ) (3)

where N is the number of native features.
We calculate the weighting of term tk in document dj with the function

tfidf(tk, dj) = #(tk, dj) · idf(tk) , where #(tk, dj) denotes the number of times
tk occurred in dj , and idf(tk) is the inverse documents frequency which is defined
as

idf(tk) = log
|Tr|

#(tk)
(4)

where #(tk) denotes the number of documents in training set in which tk occurs
at least once, and |Tr| denotes the number of documents in training set.

For a specific category ci from the category set space {c1, c2, · · · , cm}, we select
a set of terms by scoring the value of the FS measure function f(tk, ci) (see Table
1), and then the document dj can be represented by

dj ⇒

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

d1
j = (τ1

1 , τ1
2 , · · · , τ1

n)
...

di
j = (τ i

1, τ
i
2, · · · , τ i

n)
...

dm
j = (τm

1 , τm
2 , · · · , τm

n )

n << N (5)

where di
j means the document dj after FS for a specific category ci, and

(τ i
1, τ

i
2, · · · , τ i

n) is a subset of (t1, t2, · · · , tN ). So every term τ j
i has a weighting

value tfidf(τ i
k, dj).
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In order to let the tfidf(τ i
k, dj) falls in the [0,1) interval, the weighting value

needs to be scaled. However, normalization only in the local level would lead to
different scale because different category space has different feature set. There-
fore, we scale the feature weighting value in the global level so that the discrimi-
nation function value calculated by classifier can be compared in the same scale.
Then the weighting of term τ i

k in document dj is calculated as

ω(τ i
k, dj) =

tfidf(τ i
k, dj)√∑|N |

s=1 (tfidf(ts, dj))2
(6)

where i is from 1 to n, n << N .
To avoid the disadvantage impact of dominance terms, we multiply the weight-

ing value with the FS measure function. So the effect of a dominance term with
low relevancy will descend and the effect of a dominance term with high rele-
vancy will increase. Then the capability of distinguishing categorization will be
improved. We obtain the following equation

w(τ i
k, dj) =

tfidf(τ i
k, dj) · f(τ i

k, ci)√∑|T |
s=1 (tfidf(ts, dj))2

(7)

Finally, a document dj can be represented by

dj ⇒

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

d1
j = (w1

1
, w1

2
, · · · , w1

n
)

...
di

j = (wi
1
, wi

2
, · · · , wi

n
)

...
dm

j = (wm
1

, wm
2

, · · · , wm
n

)

(8)

where wi
k

= w(τ i
k, dj).

2.3 The Categorization Algorithm

We apply the linear SVM with the one-versus-rest method as the classifier. The
more descriptions about the SVM theory can be referred to[4]. A pseudo-code
of our TC algorithm is given in Algorithm 1..

3 Experiment

3.1 Experimental Setting

We use two standard TC benchmarks in this evaluation: Reuters-21578 and
20 Newsgroups. It can be downloaded from a publicly available repository of
datasets1. For the Reuters-21578 dataset, we use the files r8-train-stemmed and
1 Available at http://web.ist.utl.pt/~acardoso/datasets/

http://web.ist.utl.pt/~acardoso/datasets/
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Algorithm 1. The TC algorithm with the reinforcement local FS
Input: A set of labeled vectors of the training and test set

Output: A set of labels of the test set given by classifier

for all tk appearing in the native term space (t1, t2, · · · , tN) do
calculating idf(tk) using the equation 4

for all ci in the category space {c1, c2, · · · , cm} do
calculating the FS measure f(tk, ci) in Table 1

end for
end for
for all dj in training set do

for all ci in the category space {c1, c2, · · · , cm} do
calculating the dj using the equation 5 6 7 8

using dj as input of classifier for SVM leaning

end for
end for
for all dj in test set do

for all ci in the category space {c1, c2, · · · , cm} do
calculating the dj using the equation 5 6 7 8

calculating the output value of SVM classifier using dj as input

end for
assigning a category label to dj according to the output value of the classifier

end for

r8-test-stemmed, and for the 20 Newsgroups, we use the files 20ng-train-stemmed
and 20ng-test-stemmed. These files have been pre-processed including the re-
moval of short words, removal of stop words, and stemming.

To evaluate the reinforcement FS method (abbreviated as RFS for conve-
nience), we retest the norm FS method[2] (abbreviated as NFS) for comparisons.

According to the experimental results of the NFS method, the performance
used in equation 2 is better than that used in equation 1. So we choose the result
used in equation 2 as the result of the NFS to compare with our RFS method
to be brief.

We apply the SVMlight62 as the SVM classifier and adopt its default param-
eters for comparison convenience.

3.2 Performance Measure

For a specific category ci from the category space {c1, c2, · · · , cm} , a well-known
F1 measure is defined as follow

F1i =
2 × Pri × Rei

Pri + Rei
(9)

where Pri is the precision and Rei is the recall [1].

2 Available at http://svmlight.joachims.org/

http://svmlight.joachims.org/
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Fig. 1. The microaveragingF1 for four FS measures in Reuters-21578 (The legend

“CC NFS” denotes the result of NFS method with the CC FS measure, and the rest

may be deduced by analogy)

For all categories, we adopt the microaveragingF1 and the macroaveragingF1
to evaluate the performance overall, they are defined as follows

microaveragingF1 =
2 ×

∧
Prμ ×

∧
Reμ

∧
Prμ +

∧
Reμ

(10)

macroaveragingF1 =
∑m

i=1 F1i

m
(11)

where
∧

Prμ is the microaveraging precision and
∧

Reμ is the microaveraging recall,
and their detail descriptions can be found in [1].

3.3 The Experimental Results and Analyses

The experimental results in Reuters-21578 with the FS level form 5% to 1�
are plotted in Fig.1 and Fig.2. There is little difference about the performance
between the NFS (plotted by the solid line) and RFS (plotted by the dashed
line) in the 5% FS level (the number of features equal to 700). However, the
performance of the NFS descends drastically while the FS level is less than 1%.
On the other hand, the performance variety of the RFS is not obvious, and the
best performance according to some FS measures appears mostly in about 1%
FS level.

The experimental results in 20 Newsgroups with the FS level form about 5%
to 1� are plotted in Fig.3 and Fig.4. From the two figures, we can see that the
performance of NFS (plotted by the solid line) begins to drop drastically from
the 3% FS level (the number of features equal to 1500). On the contrary, the
performance of RFS (plotted by the dashed line) alters rarely in the same FS
level.
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Fig. 2. The macroaveragingF1 for four FS measures in Reuters-21578
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Fig. 3. The microaveragingF1 for four FS measures in 20 Newsgroups

50010001500200025003000
60

65

70

75

80

85
macroaveraging F1 in 20 newsgroups

number of features

m
ac

ro
av

er
ag

in
g 

F
1 

(%
)

 

 

CC NFS
CC RFS
CHI NFS
CHI RFS
GSS NFS
GSS RFS
IG NFS
IG RFS

Fig. 4. The macroaveragingF1 for four FS measures in 20 Newsgroups

From above results, we can see that the RFS method has outperformed the
NFS method in most FS measures and most FS levels especially in the situation
of aggressively FS.
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4 Conclusion

This paper proposes a reinforcement local FS approach for aggressive dimen-
sionality reduction in the TC. It can accelerate the speed of the classifier as
well as improve the performance after aggressive dimensionality reduction. The
experimental results with four standard FS measures show the effectiveness of
the proposed approach on two benchmark corpuses. The major contributions of
this paper include (1) incorporating the local FS and global scaling to suit the
classifier and (2) using the FS measure to enhance the distinguishing capability
after the aggressive dimensionality reduction. For the further research, we are
trying to incorporate sematic conception to improve the efficiency and expand
the reinforcement local FS to more classifiers.
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Abstract. Co-occurrence matrix is traditionally used for the representation of 
texture information. In this paper, the co-occurrence matrix is combined with 
Gaussian curvature for 3D shape representation and a novel 3D shape 
description approach named Gaussian curvature co-occurrence matrix is 
proposed. Normalization process to Gaussian curvature co-occurrence matrix 
and the invariants independence of the translation, scaling and rotation 
transforms are demonstrated. Experiments indicate a better classification rate 
and running complexity to objects with slight different shape characteristic 
compared with traditional methods. 

Keywords: Gaussian curvature; Co-occurrence matrix; Differential Geometry; 
Pattern Recognition. 

1   Introduction 

3D shape matching is a fundamental issue in 3D computer vision with many 
applications, such as shape registration, 3D object recognition and classification 
[1,2,3]. In recent decades, there has been lots of research on 3D shape matching. The 
key question in shape matching is the shape characteristic representation. Different 
approaches include Fourier descriptor representations [4], moment invariants 
representations [5], curvature-based representations [6], shape distributions [7], 
harmonic shape images [8], and neural network approaches [9], etc. However, many 
shape characteristic representations using local shape signatures cannot represent the 
relationship between different parts on the object, and methods based on global shape 
characteristic cannot distinguish objects with slight different shape characteristic.  

In this paper, we propose a new solution that does not suffer from such problems. 
According to differential geometry principle, the inherent characteristic of a spatial 
surface can be represented by spatial curvature of each point [10], such as mean 
curvature and Gaussian curvature. A good distinguish result will be achieved even to 
the objects with slight different shape characteristic. But spatial curvature can only 
describe the local characteristic of the surface, and cannot perform well in the 
presence of noise, occlusion and clutter.  

Gray level co-occurrence matrix, one of the most known texture analysis methods, 
can estimate image properties related to second-order statistics [11]. Since the gray 
level co-occurrence matrix can describe the gray statistical characteristic on a texture 
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image, a new defined “Gaussian curvature co-occurrence matrix” can also represent 
Gaussian curvature statistical characteristic on a 3D object. Consequently the 
matching problem of 3D shapes can be simplified to the comparison of the new 
defined Gaussian curvature co-occurrence matrix.  

We extend the ideas of traditional co-occurrence matrix put forward in [11] and 
introduce a different solution to match the 3D object with slight different shape 
characteristic. Traditional co-occurrence matrix has been proven to be very powerful 
for texture analysis, and dealt mainly with gray level to describe the characteristic of 
texture; here we compute the co-occurrence matrix based on the Gaussian curvature 
of each pixel on the spatial curved surface. Then a new shape description approach 
named Gaussian curvature co-occurrence matrix is proposed. Normalization process 
to Gaussian curvature co-occurrence matrix and some characteristic invariants 
independent of the translation, scaling and rotation transforms are illustrated. Finally 
the surfaces can be matched based on these characteristic invariants. In fact, co-
occurrence matrix has been combined with the mean curvature for shape 
representation[12], so the idea proposed in this paper is an improvement to the mean 
curvature co-occurrence matrix. Experiments indicate a better classification rate and 
running complexity than traditional approaches to 3D objects with slight different 
shape characteristic. 

2   Computing the Gaussian Curvature 

According to differential geometry principle, curvature is the inherent characteristic 
of a spatial surface. When a rigid transform is applied to a spatial surface, curvature is 
an invariant [10]. Therefore, spatial curvature can be employed for the representation 
of a spatial surface. In 3D Euclidean space, given a parametric surface defined as: 

DyxyxfyxyxS T ∈= ),(,)],(  [),(  (1) 

where YX −  is the reference plane in 3D space, D  is projection region of the surface 
to YX −  plane, ),( yxf  represents the distance from the surface to point ),( yx  in 

reference plane. 
),( yxS  can be represented by two fundamental forms. The first fundamental form 

can be posed as follows [10]:  

22 2)()(),( GdyFdxdyEdxdySdxSdySdxSdSdSdydxI yxyx ++=+•+=•=  (2) 

where E , F , G  are parameters of the first fundamental form:  

yyyxxx SSGSSFSSE •=•=•= ,,  (3) 

The second fundamental form can be represented as follows [10]:  

2222 2)2(),( NdyMdxdyLdxndySdxdySdxSdndSdydxII yyxyxx ++=•++=•−=  (4) 

where L , M , N  represent the parameters of the second fundamental form, n is unit 
normal vector in point )),(,,( yxSyx : 
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||/)(,, yxyxyyxyxx SSSSnnSNnSMnSL ××=•=•=•=  (5) 

The two fundamental forms of a surface can be uniquely determined by six 
parameters: E , F , G , L , M , N . 

Gaussian curvature K can be formulated as follows [13]:  

2

2

FEG

MLN
K

−
−=  (6) 

For a discretized parametric surface, xS , yS , xxS , xyS , yyS can be computed as 

follows:  

T
yyyy

T
xyxy

T
xxxx

T
yy

T
xx fSfSfSfSfS ] 0 0[,] 0 0[,] 0 0[,] 1 0[,] 0 1[ =====  (7) 

So that Gaussian curvature K can be computed according to following formulas:  

222

2

)1( yx

xyyyxx

ff

fff
K

++

−
=  (8) 

For digital range image surface, approximations can be computed by local polynomial 
fitting approach, nn×  operator is usually utilized to the convolution operation with 
original range image [14]：  

fDffDffDffDffDf yyyyxyxyxxxxyyxx ∗=∗=∗=∗=∗= ,,,,  (9) 

where D  is nn×  operator. Paul et al. [14] have proposed the formulas for 7=n : 

T
xy

T
yy

T
xx

T
y

T
x DDDDDDDDDDDDDDD 1102200110 ,,,, =====  (10) 

where 

TTT DDD ]5  0  3-  4-  3-  0  5[
84

1
,]3  2  1  0  1-  2-  3-[
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1
,]1  1  1  1  1  1  1[

7

1
210 ===  (11) 

where 0D , 1D , 2D  are column vectors for window operator computing. 

3   Gaussian Curvature Co-occurrence Matrix 

3.1   Construction of Gaussian Curvature Co-occurrence Matrix 

The surface of 3D objects can be considered to be composed of spatial pixel points 
characterized by spatial curvature. Spatial distribution of the Gaussian curvatures 
discriminates different shape classes. Traditional co-occurrence matrix can well 
 
describe the texture characteristic, and it is computed based on gray level. In this 
paper, the co-occurrence matrix will be compute based on “Gaussian curvature level”, 
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and then we will construct some invariants, which are independent of the translation, 
scaling and rotation transforms.  

To measure the relationship of gray level on the texture image, co-occurrence 
matrix has been introduced [11]. Let ),( yxf be an image of size NM × . Suppose 

that the gray value of each pixel is normalized into n  levels. A −d dependent co-
occurrence matrix may be defined as a two-dimensional array whose generic element 

),( jipd  represents the joint probability, approximated by the relative frequency, of 

the occurrence of a pair of points, spatially separated by d  pixels, one having gray 
level i  and the other with gray level j . 

In our work, co-occurrence matrix will be constructed based on Gaussian curvature 
value of each pixel.   Firstly, we will normalize all the Gaussian curvature values into 
n  levels, then define a −d dependent co-occurrence matrix whose element ),( jipd  

represents the occurrence of a pair of points, spatially separated by d  pixels, one 
having Gaussian curvature level i  and the other with level j .  

However, in many cases, a lot of plane points, whose Gaussian curvature are zero, 
can exist in the surface. They cannot contribute to the matching but will occupy large 
computing and reduce the matching efficiency. So that these plane points will be 
discarded before matching. Therefore, the definition of Gaussian curvature co-
occurrence matrix is proposed as follows:  

Definition 1： Let S  be a spatial curved surface， a Gaussian Curvature Co-
occurrence Matrix named ),( jipd  is defined as:  

|}),(,0)(,0)(|,{|),( 212121 dppDjpKipKSppjiPd =≠=≠=∈=  (12) 

where ),( 21 ppD  is the Euclidean distance between point 1p  and 2p , ||#  represents 

the cardinality of a set. 
Co-occurrence matrix is quite effective for discriminating different textures; 

however, it has the disadvantage of a high computational cost. F. Argenti et al. [15] 
presented fast algorithms for texture analysis using co-occurrence matrix, these 
algorithms will be applied in our approach to shape analysis. 

3.2   Normalization and Invariants 

In Definition 1, ),( jipd  represents the occurrence of a pair of points, spatially 

separated by d , one having Gaussian curvature level i  and the other with level j . 

After a rotation transform, the spatial relationship and Gaussian curvature level of 
each pair will not be changed. Therefore, Gaussian curvature co-occurrence matrix 
will be independent to rotation transform.  

We consider a scaling transform with a scaling factor. After this transform, 
Gaussian curvature of every pixel point will be changed according to the scaling 
factor. So the normalized Gaussian curvature level value n  is invariant. In addition, 
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the size of neighborhood d  must change with the scaling factor. In our approach, we 
define the value of d  as follows:  

|| Skd =  (13) 

where 0>k is a neighborhood factor 
Hence, the independence of the Gaussian curvature co-occurrence matrix to scaling 

transforms can be guaranteed by neighborhood factor k . 
Measure of co-occurrence matrix uniformity may be used for discrimination. 

Several parameters have been proposed to analyze texture in [11]. To Gaussian 
curvature co-occurrence matrix, we define four invariants to describe the shape 
characteristic of 3D objects:  
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where xμ  and xσ  are the Gaussian and standard deviation of the row sums of the 

Gaussian curvature co-occurrence matrix, and yμ  and yσ  are analogous statistics of 

the column sums. 

4   Experimentation Results  

The classification performance of Gaussian curvature co-occurrence matrix will be 
verified in the first experiment. 15 images with slight different shape characteristic are 
shown in Fig. 1. The sample objects in the gallery are numbered from 1 to 15. This 
gallery consists of 10 different kinds of shapes: {1}, {2,11}, {3,10}, {4,12}, {5,8}, 
{6}, {7}, {9,13}, {14} and {15}. The scene size of each object is 240 pixels. In this 
experiment,some traditional approaches for classification and our algorithm will be 
applied in classification process for performance comparison. 

To each object, we firstly compute the Gaussian curvature of each pixel on the 3D 
surface. Secondly, a neighborhood factor k  will be selected to construct the Gaussian 
curvature co-occurrence matrix according to Definition 1. Again, the shape 
characteristic invariants are computed. Finally, classification process will be 
performed through measuring the similarity distance to every pair of objects in the 
gallery. In our experiment, one-order Minkowski distance is employed to measure the 
difference of each two surfaces in the gallery. Let S and 'S  be two spatial curved 
surface, the one-order Minkowski distance between S and 'S   is defined as follows:  
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In our algorithm, a good neighborhood factor is chosen as 0.4 for the performance 

comparison(the choosing approach of neighborhood factor is proposed in 
reference[12]), and the threshold value is 20%. In addition, we apply some traditional 
approach proposed in [4,5,6,12] for comparision. The classification results of 
applying these approaches are shown in the Tab.1. Classification rate represents the 
percentage of correct classification quantity in the gallery. The fourth column of 
Tab.1 illustrates the running time of every algorithm. 

Table 1. Classification result(CPU: PIV 2.0G Hz, RAM: 512M) 

Algorithm Classification Result 
Classification 

Rate 
Time 
(ms) 

In [4] {1,14}, {2,11}, {3,10},{4,12},{5,8}, {6, 7},{9,13},{15} 73% 835 
In[5] {1,14}, {2,11,9,13},{3, 4,12},{5,8}, {6},{7}, {14} ,{15} 40% 623 
In[6] {1,14, 4,12,3,10},{2,11}, {5,8},{6},{7}, {9,13} ,{15} 60% 728 
In[12] {1},{2,11},{3,10},{4,12},{5,8},{6},{7},{9,13},{14},{15} 100% 432 

Our algorithm {1}, {2,11},{3,10},{4,12},{5,8},{6},{7},{9,13},{14},{15} 100% 213 

 
As can be seen from the table, Our algorithm and the algorithm in [12] can get the 

correct result. In fact, the algorithm proposed in [12] is based on mean curvature co-
occurrence matrix. However, our algorithm cost only 213 ms in the experiment 
because the plane points are discarded before matching. Therefore,  the idea based on 
Gaussian curvature co-occurrence matrix can get better classification result to objects 
with slight different shape characteristic.  

In the second experiment, firstly, we add Gaussian noise )),0(( σN  on each object 

in the database. In this experiment σ  increases from 0 mm to 2.0 mm. We classify 
the various noisy surfaces using Gaussian curvature co-occurrence matrix and four 
traditional approaches. The classification rates are shown in Fig. 2 for various σ  
values.  

Fig. 1. 15 images with slight difference 

1                   2              3               4                   5

6                    7                 8                  9                10

11               12                13               14             15
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We can see from the figure that our algorithm appears robust to Gaussian noise 

than some traditional approaches. But our algorithm has a lower classification rate 
than the method proposed in[5] when σ  increases. However, our algorithm can keep 
a good classification rate when 1<σ  mm. 

5   Conclusion 

In this paper, Gaussian curvature is employed to represent the inherent characteristic 
of spatial curved surfaces, the conception of traditional co-occurrence matrix in 
texture analysis is extended to the idea of basing on Gaussian curvature of the spatial 
points, and then the Gaussian curvature co-occurrence matrix is constructed to 
describe the shape characteristic of 3D objects. Normalization method is proposed to 
form some invariants independent to the translation, scaling and rotation transform. 
Experiments indicate a better classification rate and running complexity than 
traditional approaches to 3D objects with slight different shape characteristic.  

In the future work, the research of the recognition problems for occluded surfaces 
will be focused. 
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Abstract. System identification is the basis of designing control system. The 
bicycle robot is an under-actuated, non-linear, non-integrated system with 
lateral instability, it’s two wheels are longitudinal and has non-sliding contact 
with the ground, meanwhile it’s dynamic characteristics are complicated. So it 
is very difficult to set up more precise dynamics model. While precise model of 
complex system often requires more complex control design and calculation. In 
this paper, linear ARX model and nonlinear ANFIS model are proposed. The 
identifications of bicycle robot system are completed through the data of 
handlebar angle and those of inclination angle which are gathered when bicycle 
robot is stable. Simulation result by ANFIS based on T-S model could be very 
similar to the actual test data of  bicycle robot sysytem, and it’s identification 
precision is higher than that of linear ARX model. The obtained conclusions of 
fuzzy inference between input and output by above identificaton methods can 
provide some reference value for effective control on bicycle robot system in 
future. 

Keywords: Bicycle robot; System identification; ARX Parameter model; 
ANFIS(Adpative-Network-based Fuzzy Inference Systems). 

1   Introduction 

The dynamic characteristics of Bicycle robot often show non-linear, time-varying, 
large delay, large inertia and other characteristics, which makes it difficult to establish 
a relatively accurate models of dynamatics. Mathematical model of the system is 
usually established in two ways, one is derived from the basic laws of physics models 
for the mechanism model, and the other one is running from the system and 
experimental data to establish a system identification model. For most complex 
systems, it is difficult to establish a relatively accurate models by the modeling 
method of mechanism [1]. System identification is the process of constructing a 
model to predict the behavior of a target system, and it is to find a equal model from a 
group of given models using the data of input and output, which points out the three 
major elements of system identification---the data of input and output, the model class 
and equal principle [2]. Conventional system identification techniques are mostly 
based on linear models with fast computation and rigorous mathematical support. In 
recent years, fuzzy neural network modeling represents nonlinear identification 
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techniques that require massive computation but without mathematical proofs of 
convergence to global minima.The nature of system identification is an optimization 
problem, and to select the optimization standard depends on the goals of identification 
and the complexities of identification algorithm.This paper applies two representative 
approaches(ANFIS and ARX) from both disciplines and compare their performance 
on a classic system identification problem of bicycle robot[3].  

This paper is organized into five sections. In the next section, the basics of ANFIS 
are briefly introduced. Section 3 explains the problem of bicycle robot modeling and 
how to use the ARX model to find a linear model. Section 4 exhibits the use of 
ANFIS for the same problem. Section 5 gives concluding remarks. 

2   Basic Theory of ANFIS 

Adaptive neural fuzzy inference system(ANFIS) is a product by combining the fuzzy 
inference system with the neural networks. ANFIS fully makes use of the excellent 
characteristics of the neural network and the fuzzy inference system, and is widely 
applied in many fields of fuzzy controller design and model identification. As a 
special neural network, ANFIS can approximate all nonlinear systems with less 
training data and quicker learning speed and higher precision. ANFIS is a neural 
network in fact, which realize sugeno fuzzy system using network.  

Jang's ANFIS [4] is a 5-layered feedforward neuro-fuzzy network whose node 
functions of the same layer are of the same function family. ANFIS applies the rules 
of TSK (Takagi, Sugeno and Kang) form in its architecture. Let us consider a physical 
system with m input variables 1 2[ , ,..., ]T

mx x x x=  and a single output y , with  

,min, ,max[ ]i i i ix D x x R∈ = ⊆   ( i  = 1, .., m )  

and min, max[ ]y Y y y R∈ = ⊆ . The TSK fuzzy rules are of the following form: 

 R(r):  

IF 1x is 1
rA AND ... AND mx is r

mA THEN  
 

0 1 1( ) ...r r r r
r m my g x x xα α α= = + + +   

( r  = 1, ..., n ).   
(1) 

 

where n is the number of rules, ix ( i  = 1, .., m ) are the model inputs, and ry  is the 

output of the rule ( )rR . r
iA  ( i  = 1, .., m ) are fuzzy sets in iD characterized by 

membership functions ( )r
i

iA
xμ and r

iα  are real coefficients of the rule polynomials, 

( )rg x . the m-tuple ( r
iA , ..., r

mA ) of fuzzy sets in the premise part of ( )rR  forms a 

fuzzy region ...r r
i mA A× × in 1 ... mD D D= × × , called the fuzzy hyper-cube (FHC) in 

this paper.  
Considering a first-order TSK fuzzy inference system which contains the 

following rules in identification of bicycle robot system: 
Rule r: If 1x  is 1

iA  and 2x  is 2
jA and 3x is 3

kA , then 

1 2 3
r r r r

ry s p x q x r x= + + + ,where {1,..., 27}r ∈  and , , {1,2,3}i j k ∈ ,  
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The corresponding ANFIS architecture is depicted in Fig. 1. Circles in ANFIS 
represent fixed nodes.Fixed nodes function as predefined operators to their inputs and 
no other parameters but the inputs participate in their calculations. Adaptive nodes, on 
the other hand, have some internal parameters which affect the results of their 
calculations[5]. 

 

 

Fig. 1. An adaptive-network-based fuzzy inference system 

Layer 1 is an adaptive layer which denotes membership functions to each input. 
In this paper we choose Gaussian functions as membership functions[6，7]: 

2( )
1 ( ) exp

i

i

i

x c

a
i AO xμ

−
−

= = . (2) 

where x is the input to node i; Ai is the membership function associated with this 
node; and { , }i ic a  is the parameter set that changes the shapes of the membership 

function. Parameters in this layer are referred to as the premise parameters. 
Layer 2 is a fixed layer in which each node calculates the firing strength of each 

rule via multiplication: 

2
1 2 3( ) ( ) ( )

i i ii i A B CO w x x xμ μ μ= = × × .,   i=1,2,3 (3) 

Layer 3 is a fixed layer in which the i-th node calculates the ratio of the i-th rule's 
firing strength to thesum of all rule's firing strength: 

3
27

1

j
j j

i
i

w
O w

w
=

= =
∑

, j = 1,2,...27.   
 

(4) 
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Layer 4 is an adaptive layer in which the i-th node deals with the consequent 
parameters of the i-th rule as mentioned in (1). Node i in this layer has the following 
node function: 

4
1 2 3( )i i i i

j j j jO w f w p x q x r x s= = + + + ,  i=1,2,...27                      (5) 

where w- is the output of i-th node of layer 3 and 1 2 3{ , , }i i iα α α  is the parameter set. 

Parameters in this layer are referred to as the consequent parameters. 
Layer 5 is a fixed single-node layer which computes the overall output as the 

summation of all incoming signals: 

27

27
15
27

1

1

j j
j

j j j
j

i
i

w f

O w f
w

=

=

=

= =
∑

∑
∑

                             

 

(6) 

ANFIS is a special neural network, if input variables are divided into enough fuzzy 
sets, the network can accurately approximate all kinds of nonlinear function by 
adjusting parameter of membership function in the first layer and adjusting output 
function parameter in the fourth layer. 

3   Bicycle Robot Modeling and ARX Model 

In order to analyze the relationship between handlebar angle and the inclination angle 
of bicycle during bicycle robot runing stably, linear and nonlinear identification have 
been done based on the ARX model and adaptive network-based fuzzy inference 
systems(ANFIS) by using the test data of tilt angel and handlebar angle. To proceed 
system identification on bicycle robot, firstly,we need to collect input-output data 
pairs through the ARM9 Embedded Processor. The  sampling time is 0.03 second. 
The datas are consisted of two parts: the input ( )u k  is the voltage of handlebar 

rotation angle, which is potentiometer output. And the output ( )y k is the tilt angle β  

of bicycle robot. Tilt angle β  through three-dimensional attitude measurement system 

MTi measured. As the three-dimensional attitude measurement system built-in three-
axis gyroscopes and three-axis acceleration, real-time data updates, accesses to high-
precision values of the body tilt angle. 

In this paper, From Fig. 2, one thousand input-output data points were collected at 
1.1m / s speed of the bicycle robot for the system identification model. 

ARX model is to remove the means from  the data and assume a linear model of  
the form:  

1 1( ) ( 1) ( ) ( ) ( 1)
a bn a k n k by k a y k a y k n bu k n b u k n n+ − + + − = − + + − − +              (7) 

an  is the rank scopes of the polynomial output of ARX model,  bn  is the rank scopes 

of the polynomial input of ARX model, kn  is the scopes of time extended[8] . 

To find  an ARX model for bicycle robot,  the data set was divided into training  ( k = 
1 to 300) and test  ( k  = 301 to 600) data sets. We performed an exhaustive  search on 
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Fig. 2. 1.1m/s input-output data pairs 
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Fig. 3. The RMSE comparison of training data, checking data and prediction data of ARX 

the ARX structure  [ an , bn , kn ],  where each of the structure  parameters is allowed to 

changed from 1 to 10  independently. In other words, we constructed 1000 ARX 
models whose  parameters are  identified  by least-squares methods. The best model 
was selected  as the one with  the smallest test error. and the best ARX model is 
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[ an , bn , kn ] = [2,5,10], with training RMSE 1.048 (root-mean-squared  error) and test  

RMSE 0.90775.  Figure 3 demonstrates the fitting results of  the ARX model. 
However, if a better performance is desired,  then we have to resort to nonlinear 
models.  

4   ANFIS Model of Bicycle Robot 

To use ANFIS  for  system identification, the first  thing we need to do is input 
selection,  i.e., to determine which variables should be  the input arguments to the 
ANFIS model. Once  the  input  arguments are fixed,  then  we  can  specify the 
ANFIS model structure, such as the style for  input space partitioning, the numbers 
and  types  of membership  functions  on each  input, and so on.  

For  the  bicycle robot  modeling  problem, we  can  partition  the  input  candidates 
ito two disjoint sets:  

{ }( 1), ( 2 ) , ( 3) , ( 4 ),Y y k y k y k y k= − − − −  

{ }( 1), ( 2), ( 3), ( 4), ( 5), ( 6),U u k u k u k u k u k u k= − − − − − −
 
The exhaustive search approach 

for input selection is used, and non-linear model identification of bicycle robot can be 
completed through the adaptive neuro-fuzzy inference system (ANFIS).  
 

 
Fig. 4. Training RMSE and checking RMSE of ANFIS 

From Fig. 4, respectively, it can be seen that the system finally selected three 
input ( 1), ( 3) ,y k y k− −  and ( 3)u k −  at the speed of 1.1m/s. Fig.5 shows the simulation 

results of ANFIS approaches, and its training RMSE = 0.068796, checking RMSE = 
0.11223.  
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Fig. 5. The RMSE comparison of training data, checking data and prediction data of ANFIS 

5   Concluding Remarks 

This paper mainly studies the bicycle robot system identification on relation between 
handlebar angle and inclination angle of bicycle through the data of handlebar angle 
and those of inclination angle which are gathered when bicycle robot is stable. We 
have compared the  performance  of  bicycle robot modeling by using two 
approaches: ANFIS and ARX model. It is obvious that the RMSE and error of data is 
less using ANFIS than ARX model. We can draw a conclusion that Simulation result 
by ANFIS based on T-S model could be very similar to the actual test data of 
nonlinear bicycle robot sysytem, and it’s identification precision is higher than that of 
linear ARX model. The obtained conclusions of fuzzy inference between input and 
output by above identificaton methods can provide some reference value for effective 
control on bicycle robot system in future. 
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Abstract. A novel and effective approach is proposed in this paper to detect 
smoke using transmission from image or video frame. Inspired by the airlight-
albedo ambiguity model, we introduce the concept of transmission as a new 
essential feature of smoke, which is employed to detect the smoke and also 
determine its corresponding thickness distribution. First, we define an optical 
model for smoke based on the airlight-albedo ambiguity model. Second, we 
estimate the preliminary smoke transmission using dark channel prior and then 
refine the result through soft matting algorithm. Finally, we use transmission to 
detect smoke region by thresholding and obtain detailed information about the 
distribution of smoke thickness through mapping transmissions of the smoke 
region into a gray image. Our method has been tested on real images with 
smoke. Compared with the existing methods, experimental results have proved 
the better efficiency of transmission in smoke detection. 

Keywords: smoke detection, dark channel prior, soft matting; transmission. 

1   Introduction 

Traditional smoke and fire detections which have been widely applied in the buildings 
are based on sensors. Such detection approaches require a very close proximity to fire 
or smoke and are often disturbed by a variety of noises, so they may be not reliable 
and cannot be spread into open spaces and larger areas. Vision based fire detection 
approaches make it possible to serve large and open spaces, such as auditoriums, 
tunnels and forest, and they also provide abundant visual information about fire or 
smoke. Within the computer vision based fire detection, smoke location and analysis 
are very important, especially in the cases that flame is covered by smoke during 
burning or there is obvious smoke but little flame during the initial procedure of fire 
disaster. 

Color, shape and texture are three usually used important features in detecting 
smoke from one single image or the video sequence. Color is widely used in either 
single image or multiple frames, while shape and texture are mostly utilized in 
continuous video frames. Color feature provides a clue as the precondition to locate 
the possible smoke regions. Chen et al. [1] and Yuan [2] proposed chrominance 
                                                           
* Corresponding author. 
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detection approaches which specify the color ranges of smoke in RGB color space 
and the intensity ranges of smoke in HSI color space. Shape feature is used as a good 
indication of the presence of smoke in the view field of camera, and its variation is 
analyzed by geometry differences of successive frames, which can be implemented by 
background subtraction or neighbor frames subtraction. Fujiwara [3] assumed that 
smoke shapes have the property of self-similarity, and thus proposed the technique for 
extracting smoke regions from an image using fractal encoding concepts. Chen et al. 
[4] used a shape disorder decision rule involving the quantity of smoke pixels to 
verify a real smoke extracted by the color feature from the captured image sequences. 
Xu et al. [5] extracted features of the moving target including growth, disorder, and 
self-similarity as important components of a joint shape feature vector to recognize 
fire smoke. Toreyin et al. [6] detected the boundary of smoke region and then used the 
high frequency nature of boundaries represented in wavelet domain as a clue to model 
the smoke flicker, which helps detect smoke in video. Texture is another feature 
which can express the difference between smoke and non-smoke, and is usually 
extracted and analyzed by two popular approaches including Gray Level Co-
occurrence Matrices (GLCM) [7] and wavelet-based analysis [8]. Cui et al. [9] 
investigated the smoke texture and the non-smoke texture with wavelet packet and 
GLCM, and then a neural network is used to help judge whether a fire occurs. 
Fazekas et al. [10] proposed a method for detecting regions with dynamic texture in 
video sequences, and segmented the frame into static regions and dynamic regions 
using a level set scheme. Yu et al. [11] proposed a method of texture analysis for real-
time fire smoke detection, using neural network to classify smoke and non-smoke 
regions based on the texture features. Ferari [12] adopted the discrete wavelet 
transformation on suspicious regions, describe the intensity of texture features with 
wavelet coefficients and then determine whether smoke exists according to whether 
the details of texture features reduce. 

However, the existing methods using the aforementioned smoke features cannot 
achieve satisfying results: (1) they can locate heavy smoke regions but have difficulty 
to detect the light smoke regions; (2) they cannot directly provide the thickness 
distribution of smoke region which is important for fire estimation. Therefore, it is 
necessary to investigate new and more essential features for smoke to solve these two 
problems in smoke detection. 

In recent years, some research works are carried out on haze removing based on the 
airlight-albedo ambiguity model. Inspired by the model, we introduce the concept of 
transmission into smoke detection and test its validity through experiments. In haze 
removal algorithms [13-14], transmission is only used to recover the scene radiance of 
the image. Comparatively, we use transmission as a new feature of smoke to detect 
smoke region and its thickness distribution. Based on our knowledge, there is no such 
attempt previously. 

The paper is organized as follows. Section Ⅱ  presents the optical model for 
smoke. In Section Ⅲ , smoke transmission is preliminarily estimated using dark 
channel prior, then refined through soft matting algorithm, and then smoke regions 
can be detected and their thickness distributions can be described based on the 
calculated transmissions. Section Ⅳ provides the experimental results on real images. 
Section Ⅴ concludes this paper with brief discussion. 
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2   Optical Model for Smoke 

Based on References [13-17], the final image observed intensity consists of two parts: 
scene radiance and global atmospheric light, while the relationship between these two 
parts can be represented with the airlight-albedo ambiguity model described as:  

AxxJxxI )(1()()()( ττ −+=                                        (1) 

For one pixel ),( jix  of the image with three RGB color channels, )(xI  stands for 

the observed intensity, A  is the global atmospheric light, )(xJ  is the surface 

radiance vector at the intersection point of the scene and the real-world ray 
corresponding to pixel x , and )(xτ  describes the portion of the light that is not 

scattered and reaches the camera. 
Considering that in our work we focus on smoke detection and take transmission as 

the essential feature of smoke, we specially define an optical model based on Equation 
(1) for smoke as: 

SxtxJxtxI )()())(1()( +−=                                           (2) 

In our defined model, S  is the global smoke color vector which is constant and 

available to reference, and )(xt  is the smoke transmission of pixel x  describing the 

portion of S  that contributes to the ultimate observed intensity. 
Therefore, the defined model of Equation (2) can be applied for the image in the 

presence of smoke. By calculating the smoke transmission )(xt  we can judge whether 

the pixel x  belongs to the smoke region or not. If pixel x  is decided to be within the 

smoke region, transmission )(xt  can imply the information about smoke thickness at 

the pixel. 

3   Estimate the Smoke Transmission 

3.1   Preliminary Estimation Using Dark Channel Prior 

The dark channel prior is described as: at least one channel among R, G and B color 
channels has very low intensity at some pixels in a block. According to Reference [14], 
the color channel whose value is the lowest is called dark channel. In most cases of the 
real world, color of smoke may be prone to white color and the dark channels in the 
areas where smoke exists have high values. Therefore, the intensity of the dark channel 
can be taken as a rough approximation to describe the thickness of smoke, and we use 
the intensity property to estimate the smoke transmission preliminarily. 

Based on the descriptions above, we express the dark channel for an image J  as: 

( )⎟
⎠
⎞⎜

⎝
⎛=

Ω∈∈
)(minmin)(

)(},,{
yJxJ c

xybgrc
dark                                       (3) 
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where )(xΩ  is the local block or window with pixel x  as the center point, and the 

block size can be adjusted with parameter. 

We denote )(~ xt  as smoke transmission of block )(xΩ , which is assumed as the 

minimum value of transmission values of all the pixels in region )(xΩ . We take 

)(~ xt  as the preliminary transmission of any pixel in )(xΩ , i.e. all pixels in block 

)(xΩ  have the same preliminary transmission. Then the min operation is performed 

for )(xΩ , and Equation (2) can be rewritten as: 

( ) ( ) ( ) cc
xy

c
xy

SxtyJxtyI )(~)(min)(~1)(min
)()(

+−=
Ω∈Ω∈

                        (4) 

Considering that cS  is the constant global smoke color vector and is always positive, 

after both sides are divided by cS , Equation (4) is equivalent to: 
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Notice that the min operation is performed on three color channels independently, we 
still need to choose the minimum value among these three values on Equation (5). 
Thus we have: 
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According to the conclusion from the dark channel prior, the dark channel darkJ  of the 

smoke-free radiance J  should be prone to zero: 
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By substituting Equation (8) into Equation (6), the block’s smoke transmission (or the 

preliminary transmission of any pixel in the region) )(~ xt  can be derived as following: 
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3.2   Refine Preliminary Estimation through Soft Matting 

Although the smoke transmission )(xt  of one pixel can be estimated simply and 

approximately with )(~ xt  depending on foregoing assumptions, the equations (2)-(8) 
above are based on blocks rather than specific pixel. To obtain the more precise 
transmission for each pixel, the soft matting algorithm [18] is used to refine the 

preliminary transmission )(~ xt . Based on Reference [18], the optimal transmission 
can be acquired through solving the following large sparse linear equation: 

ttUL ~)( λλ =+                                                          (10) 

In Equation (10), t  and t~  are denoted as the vector form of )(xt  and )(~ xt  

respectively, L  is the Matting Laplacian matrix put forward by Levin [18], λ  is a 

regularization parameter and we set the value as 410−  in our experiment, U  is an 
identity matrix of the same size as L . Any element in matrix L  can be described as: 
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In Equation (11), iI  and jI  are the color vectors of the ith  pixel and the jth  pixel 

of the input Image I , ijδ  is the Kronecker delta, kμ  and kΣ  are the mean and 

covariance matrix of the color vectors in window kw , 3U is a 33×  identity matrix, 

ε  is a regularizing parameter, and kw  is the number of pixels in the window kw . 

To solve the large sparse linear Equation (10), we choose the Preconditioned 
Conjugate Gradient (PCG) algorithm as solver. By solving this equation, the outcome 
of transmission t  for each pixel can be used to detect the smoke regions and imply the 
corresponding distribution of smoke thickness. 

3.3   Smoke Detection Based on Transmission 

For images used in experiment, we set the value of cS  as the color vector of the pixel 

whose dark channel value is the largest in the related image. As for the rule of smoke 
detection based on transmission, we consider a pixel as a smoke pixel belonging to 
smoke region if its value of smoke transmission is larger than the threshold value, 
otherwise it is taken as a non-smoke pixel. We denote the threshold value and the 

maximum value of smoke transmission as 0t  and maxt  respectively. To represent the 

thickness distribution of smoke region, we simply map the smoke transmission range 

],[ max0 tt  to the gray color range ]255,255[ 0 ×t  by: 
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From Equation (12), we can find that the grayish value is larger where the smoke 
transmission is larger, therefore the gray image can visually imply the smoke 
thickness distribution in the detected smoke region. 

4   Experimental Results 

The proposed novel approach for smoke detection is implemented on PC with 2.79 
GHz Intel(R) Core(TM) 2 Duo CPU and 2.0 GB RAM using OpenCV library. To 
validate the performance of our approach, the existing method based on color feature 
from Reference [2] is used for comparison. 

Experimental results on real images with heavy smoke are shown in Figure 1. It can 
be found that our approach detects the smoke regions accurately, and also provides 
more detailed information about thickness distribution, i.e. smoke is thicker where the 
mapped gray value from transmission is larger. 

 

Fig. 1. Detection results of heavy smoke, Top: original images; Middle: results from Reference 
[2]; Bottom: our results 

Experimental results on real images with light smoke are shown in Figure 2. The 
semi-transparent light smoke often exists with fire, and it can appear with non-grayish 
color caused by the covered objects, e.g. soil, trees, or flame. Thus the existing 
methods using color, shape or texture features have difficulties to detect the light 
smoke. Different with them, we adopt transmission as one essential smoke feature, and 
can greatly reduce the effects from covered objects. 
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Fig. 2. Detection results of light smoke, Top: original images; Middle: results from Reference 
[2]; Bottom: our results 

5   Conclusion 

In this paper, a novel approach to detect smoke using transmission is proposed. We 
estimate the preliminary smoke transmission using dark channel prior and then refine 
the result through soft matting algorithm. According to the calculated transmission 
value, smoke pixels can be detected accurately and the detailed information about 
thickness distribution of smoke region can also be provided directly. Our method has 
been tested on real images with heavy or light smoke, and the experimental results 
have proved its efficiency. 

Of course, the estimation method of smoke transmission is preliminarily based on 
dark channel prior, so our approach is currently limited in detecting gray-white smoke. 
Although most smoke in natural fire disasters is prone to gray-white, in a few cases 
there really exist smoke of other colors and gray-white objects like motionless marbles, 
which will affect the accuracy of our method. In the future, we will add color range to 
recognize smoke with other colors and take motion feature to eliminate the effect from 
gray-white non-smoke objects. 
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A Novel Features Design Method for Cat Head Detection 
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Abstract. In this paper we have proposed a new novel features model 
whichdesigned to robustly detect the highly variable cat head patterns.Do not like 
human, cats usually have distinct different face, pose,appearance and different 
scales of ears, eyes and mouth. So manysignificant features on human face 
detection have presented but itis not satisfying to use them on cat head. We have 
designed a newfeatures model by ideally combining the histogram frame 
withGLCM-based (gray level co-occurrence matrix) texture features todescribe 
both the shape information of cat's head and textureinformation of cat's eyes, ears 
and mouth in detail. SVM-basedclassifier achieves the detection results. 
Extensive experimentalresults illustrating the high detection rate with low false 
alarm.  

Keywords: Cat Head Detection, Gray Level Co-occurrence Matrix, Support 
Vector Machine. 

1   Introduction 

This paper designed a novel feature model for detecting the head ofcat-like animals in 
images, adopting cat as a test case. Petdetection or cat detection has a few works now, 
but the similarproject, for example, human detection has been developed in 
recentyears. 

Significant research works of human detection include: Human [1][2] and face 
detection [3][4], achievingnear 90% detection rate on the frontal face in real-time 
[4]using a boosting based approach. Local face features, two class'sfeatures, image 
features and gradient features, which belong to thelow level features of images, play a 
crucial role in objectsdetection. The image features are directly extracted from 
theimages, such as intensity values[3], imagepatch[5], PCA coefficients[6], and 
waveletcoefficients[4][7][8]. The image featuresare suitable for small window and 
usually require a good photometricnormalization. Contrarily, the gradient features are 
more robust toillumination changes. The gradient features are extracted from theedge 
map[9][10] or oriented gradients, which mainlyinclude SIFT[11], EOH[12], 
HOG[1]covariance matrix[13], shapelet[14], andedgelet[15]. The literatures[1][17][18] 
showthat locally normalized Histogram of Oriented Gradient (HOG)descriptor provide 
excellent performance relative to other existingfeature sets including wavelet. 
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Human detection and cat head detection have the same applications onfilm and 
media analysis or visual surveillance. On these applicationbackgrounds the two works 
have the same problems as wide variety ofarticulated poses, variable appearance, 
complex backgrounds,unconstrained illumination and different scales,etc. But, on 
theother hand, they have important different aspect in detail analysis:human have 
relative coherent proportion of facial features and thefour limbs of the body, but cat 
head donot always has such nice andclear character. Figure 1 illustrates this idea.Figure 
1 compares human body and cat head by addingand averaging about 2000 sample 
images of human body and cat head.Figure1(a) is the result of human body, it 
hasdistinct body profile. Figure1(b) is the result ofcat head aligned by ears, it shows 
ears' legible profile in thefirst half of image. Figure1(c) is the result of cathead aligned 
by eyes, it has vivid eyes' details. These figures showthat cat heads have more rich 
textures information than human body. 

(a)

(b)

(c)
 

Fig. 1. Comparison of three average samples: (a) human body, (b) cat head aligned by ears, (c) 
cat head aligned by eyes 

On such idea literature[16] authors proposed a joint shapeand texture detection 
method for cat heads by using the features ofin-channel HOOG and orthogonal-channel 
HOOG. On both shape detectorand texture detector using their own cat data set, 
compare of HOOGfeatures with conventional features as Haar, Haar+EOH and HOG 
arepresented also. The results are: 1) use shape detector, for giventotal false alarm 
count 200, the recall of Haar, Haar+EOH, HOG andthat paper proposed are 
0.53/0.63/0.72/0.78. 2) Use texturedetector, for given total false alarm count 200, the 
recall of Haar,Haar+EOH, HOG and that paper proposed are 0.52/0.71/0.67/0.79. 
TheHaar feature using all four kinds of Haar templates on intensitygives the poorest 
performance because of large shape and texturevariations of the cat heads. With help of 
oriented gradientfeatures, Haar + EOG improve the performance. HOG features 
performbetter on the shape detector than on the texture detector. Usingin-channel and 
orthogonal-channel information, the detector based onHOOG features produce the best 
results. HOG and similar features aresensitive to edge information and they have good 
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performance inhuman detection. However, they maybe lost if the objects to detecthave 
no clear edge information. 

Do not like human, cats usually have distinct different face, pose,appearance. 
Meanwhile their ears, eyes and mouth usually be indifferent size. So efficient details 
descriptions for cat's head isimportant. In this paper, we proposed a new feature model, 
whichideally combing the histogram frame with GLCM-based texture featureswhich 
describe the detailed information of eyes, ears and mouth ofthe cat's head. In this 
method space cells were composed by definiteorder at first. Some features were 
computed for every cell then andformed feature vectors which had the alike form as 
histogram. In theexperiments, we compare the performance of several features, 
eachcorresponding to a frontal upright face detector. Performanceevaluation has been 
carried out by a 10-fold cross validation andusing well labeled cat images downloaded 
fromhttp://mmlab.ie.cuhk.edu.hk/ and PASCAL 2007 cat data set. 

This paper proposed a new feature design method which focused on the details 
texture description on some part of cat head. Section 2 describes the new feature and 
their algorithm forconstructing the feature vectors. Experimental results are shown 
inSection 3. 

2   Our Proposed Feature Design Method 

HOG and EOH are two classical features and HOG have good performancein human 
face detection. But HOG don't have very good performance indetecting cat heads. We 
compared our feature's false alarm andrecall values with HOG in later.  

2.1   Histogram of Oriented Gradients (HOG) 

HOG and EOH features have the same feature cell with different formvector. The basis 
unit in the HOG cell is the weighted orientationhistogram which is a small spatial 
region, e.g., 8*8 pixels.Usually it is represented as: 

HOG_cell(R) = [s1(R), s2(R),…,sk(R)] 

Where K is the orientations sub images. Every cell S(R) expressesthe orientation 
gradients information. 

But the HOG feature is not good for cat head detection because theorientation 
gradients information can't to express the rich textureinformation of cat head perfectly. 
Varying pose, Illuminationchange, partial occlusion, and different scale size of eye or 
ears,all of these will affect the orientation gradients uniformity. 

2.2   Our Proposed Method: GLCM-Based Texture Histogram (HOT) 

The cat head template is relatively rich in texture, features e.g.eyes, nose and mouth can 
carry enough discriminative information totell them apart from almost possible 
background images. We use thesetextures information by adding GLCM-based 
textures in featurevectors. 



400 H. Bo 

The basic unit of HOT descriptor is small regions or cells. Thesecells were obtained 
by slide window which pass through whole sampleimages step by step. All the cells are 
aligned in order and form ahistogram which is called GLCM-based texture histogram. 
HOT can berepresented in a same form as HOG instead oriented gradients withtextures 
information. It can be represented as: 

Feature_cell(R) = [H1(R), H2(R),…,Hk(R)] 

R means small region or cell, and K means the number of textures.The overlapped cells 
grouped and normalized to form a large specialregion called "block". 

The textures are calculated form GLCM method. GLCM is an imagetexture analysis 
technique. The GLCM for an image is a matrix ofjoint probabilities pi,j(θ,s)with which 
two neighboringpixels separated by distance s at an angle ө occur on theimage, one 
with grey level i and the other with gray level j.Such matrices of gray spatial 
dependence frequencies are a functionof the angular relationship between the 
neighboring resolution cellsas well as a function of the distance between them. 

It is difficult to analyze the texture or structure of an image byGLCM because its 
large matrix forms. So it is often to use theassociated texture features that are computed 
using only GLCMvalues. In literature[20]some features measure relatedto contrast use 
weights related to the distance from the GLCMdiagonal, for example: 

Constract=∑i,jpi,j × (i-j)2 (1)

Homogeneity=∑i,jpi,j /(1+(i-j)2) (2)

Dissimilarity= ∑i,jpi,j × |i-j| (3)

And some features measure related orderliness. It means how regularthe pixel values 
with the window, for example: 

ASM=∑i,j pi,j2 (4)

Entropy=∑i,jpi,j×log(pi,j) (5)

Max=max(pi,j) (6)

Where ASM is angular second moment. Energy is the square root ofASM. And MAX is 
the largest pi,j value found within thewindow.There are many other features too, for 
example entropy,correlation and difference variance etc. 

The procedure for forming HOT features is shown inAlgorithm 1. Detection 
windows are samples. A set of sizeof N×N, e.g., 8×8 pixels, cells were obtained byslide 
windows and aligned in order to form a histogramR=[R1,R2,…RM]. GLCM is 
calculated at firstand the normalization is finished then. Afterwards the texturalfeatures 
are computed in every cell. The overlap cells are groupedover complete spatial region 
to form our final features. 
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Algorithm 1. Our Feature: GLCM-based Texture Histogram 
1: Detection window is given and unit cell is obtained by slide window of size N×N pixels; 
2: Calculate the pi,j( ,s) in four directions and let distance s=1 and normalization pi,j( ,s)  

pi,j( ,s)=#{((k,l)(m,n)) (lx×ly),I(k,l)=i,I(m,n)=j} 
3: Compute texture values by using pi,j to sign it as H(R) and form the HOT_cell: 

HOT_cell=[H1(R),H2(R), ,Hk(R)] 
  Where K is the number of  and every H(R) is a feature vector including six or more kinds of texture 

values. 
4: Form a block from overlapped cells and normalize the every cell s values. 
5: Output the final feature as from all the blocks.  

Using above method, the shape outline information and detailedtexture information 
were ideally combined in a histogram. Thishistogram can describe the cat head feature 
effectively and can tellthem apart from all possible background images. 

3   Experimental Analysis and Results 

In human face detection, all training samples are normalized by arotation-scale 
transformation for reducing the variability andimproving the accuracy of a detector. In 
literature [16],authors show that the cat head cannot be normalized by a rotation +scale 
transform due to the large intra-class variation. Theynormalize all images by ears and 
by eyes separately. Every cat headimage is manually labeled by 9 points as shown in 
Figure 2. The author provides shape detector and texture detectorseparately too. Joint 
two detectors they obtained better performancethan use only one and they have good 
precision 0.91 for a fixedrecall 0.4. 

In this paper we rotate and scale cat images by ears and eyes toobtain the opposite 
samples at first. The both ears and eyes are ona horizontal line and the distance between 
them are 36 pixels and 24pixels separately, and based on ears points, the head region 
arealigned and scaled to a base resolution of 48×48 pixels or 32×32 pixels based on 
eyes points. We will show thesimulation results bellow. 

, 

Fig. 2. The cat head image is manually labeled by 9 points 

3.1   Data Set and Training Samples 

Cat head samples were collected by extracting about 10,000 welllabeled cat images 
downloaded from http://mmlab.ie.cuhk.edu.hk/. Werotate and scale the images by the 9 
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points. Most of cat data arenear frontal view. The cat head samples do not include 
posevariation but a variety of face and illumination conditions. Werandomly divide the 
10,000 samples into three sets: 4,000 fortraining and 2,000 for validation, and 4,000 for 
testing. 

Negative samples were collected more than 10,000 images from the Webthat do not 
contain any of the objects of interest. Each image waspartitioned into patches of 
size48×48 pixels or 32×32 pixels and selected randomly 4 times so that the number of 
initialnegative samples became 4 times of the positive samples. There are40,000 
negative samples for the cat head classifier and detector. 

3.2   Performance Evaluation by Cross Validations 

We adopt a 10-fold cross validation for performance evaluation andsvm-based 
classifier was used. The samples are partitioned into 10sets. Nine sets are used for 
training, and the trained classifier istested on the remaining set. The average 
performance is calculatedby repeating training and testing 10 times on different 
combinationsof samples sets. Error rates are calculated by counting the numberof 
misclassification. 

3.3   Experiment: Based on Flicrk Cat Database 

We test the performance of different textural features in different θand distance s. We 
choose the fourdirection: θ=[0°,45°,90°,145°], and distance s=[1,2,…L].Where Lis 
fixed on one fourth of the samplessize. The features vector is obtained by the texture 
values ofhomogeneity, dissimilar, contract, ASM, Energy, MAX and Entropy. 

Figure 3 and figure 4 give thecomparison results of HOG and HOT by samples 
rotating by eyes andears separately. 
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Fig. 3. Performance compared our feature with HOG 
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Fig. 4. Performance compared our feature with HOG 

 

Fig. 5. Detection results 

As the introduction shows, figure 1 (b) is the resultof cat head aligned by ears. It has 
more clear shape profile thantexture information. Figure 1(c) is the result of cathead 
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aligned by eyes. There is rich texture information in it. So,HOG has better performance 
in Figure 3 than inFigure 4. HOTdescriptor includes the cat head'stexture information 
and its histogram aligned method uses the shapeinformation, so it has more good 
performance than HOG in figure 3 and figure 4. 

We also evaluate the proposed approach on the PASCAL 2007 cat data.Figure 5 
gives some selection examples having variableappearance, head shape, illumination, 
and pos. 

4   Conclusion 

In this paper, we have proposed a novel feature, GLCM-based texturehistogram, for cat 
head detection. HOG is classical feature that hasgood performance on detecting human 
body by clearly and completelyexpressing the edge information of human body. But cat 
heads havebigger intra-variation and more rich textural information than humanbody. 
The features that we proposed can catch not only the edgeinformation but also textural 
information of images. So they havebetter performance than HOG. Experimental 
results show that theproposed features have more robust performance on 
illuminationchange and different scale size of eye or ears of cats. 

Although we focus on the cat head detection problem in this paper, our approach can 
be extended to detect cat body or other categories of animals. In the future, we are 
planning to extend our approach to cat body detection and more animal categories. We 
are also interest in further improve the performance by using more effective detection 
mechanism. 
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Abstract. Rock burst is a mining disaster, which can bring large harm. The 
theory studies have showed that, rock burst is a kind of dynamic phenomenon 
of mining rock, and is a kind of dynamic disaster from mining. Considering the 
dynamic character of rock burst, the construction time serial model of rock 
burst is studied by evolutionary neural network based on immunized 
evolutionary programming. At last, the proposed model is tested by a real 
magnitude series of a mine. The result has showed that, evolutionary neural 
network model not only has high approaching precision, but also has high 
predicting precision, and is a good method to construct the non-linear model of 
rock burst. 

Keywords: rock burst; mechanics of explosion; dynamic model; evolutionary 
neural network; time serial. 

1   Introduction 

In coal mining, at sometimes, the coal or rock will be burst, and a lot of energies will 
be released. At the same time, the nearby stratum will be produced violence shake, 
which will be earthquake produced be people. This phenomenon has been called rock 
burst or coal burst in coal mining branch. From the first rock burst happened in 
England at 1738, this disaster have been occurred in many coal mine in a lot of 
countries, such as USA, former U.S.S.R. and Poland, et al. In our country, from the 
first rock burst happened in Fushun mine at 1933, this disaster have become more and 
more frequently [1]. So, how to prevent this disaster has become an important work. 

For its importance, there have been a lot of studies on rock burst. And many 
theories have been proposed [2], such as strength theory, stiffness theory, energy 
theory [3], burst trend theory, catas trophic theory [4], chaotic theory [5], fractal 
theory [6], et al. Also, a lot of methods to monitor rock burst have been found [7], 
such as drilled chip measurement, AE technique [8], seismological method [9], 
electromagnetic emission method [10], et al. We can find that, those theories have 
only studied the rock burst by mechanical method or mathematic method, and cannot 
used well in real engineering. While those monitor methods are all only to collect data 
about rock burst simply and not propose a method to analyze data from theory. So, a 
utility method to study rock burst is to analyze field data and extract essential model 
about rock burst. 
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2   Time Serial Model of Rock Burst Based on Neural Network 

For rock burst system is a very complicated dynamic system, its time serial is a very 
complicated non-linear time serial. To model this kind of time serial, neural network 
is a very suitable one [11]. 

The general process of model construction by neural network is as follows. 

(1) Supposing the time serial is {x(i),i=1,2, … ,n}, before model construction, the 
sample set from the original serial that is applied in training and forecasting process 
must be constructed. As to forecasting problem, generally the network structure is 
multi-input and single-output model. 

(2) After the above work, the training sets can be formed by sample modes from 
original serial. If neuron number of input layer is p, the number of the training sets 
will be n-p. The training sets are as follows, 

The first sample is that input values are x(1), … ,x(p) and output value is x(p+1); 
The second sample is that input values are x(2), … ,x(p+1) and output value is x(p+2); 
… ; The sample which order is n-p is that input values are x(n-p), … ,x(n-1) and 
output value is x(n). 

In real practice, in order to get the better results, the rolling model method is used, 
which principles can be showed in Fig. 1. In this method, as a new serial value is 
produced, this value is added into time serial and the oldest one is displaced. So, the 
time serial that is used to construct neural network model is all new serial, and then 
the timeliness effect can be maintained. 

 

Fig. 1. Principles of rolling model for non-linear time serial forecasting 

3   Time Serial Model of Rock Burst Based on Evolutionary Neural 
Network 

To construct a neural network model for rock burst time serial, the construction of 
neural network is the main problem to be solved. Because for this problem, the hidden 
layer construction and input layer construction all can be confirmed. This problem can 
be solved by evolutionary algorithm very well. Here, as a primary study, one new 
evolutionary neural network which construction is confirmed by evolutionary 
algorithm and which weight is confirmed by MBP (Modified Back Propagation) 
algorithm is proposed. To make problem simpler and generalization bigger, the three 
layers neural network is studied. So, here, only the number of input neuron and 
number of hidden layer neuron are to be confirmed. In MBP algorithm, there are two 
parameters, iterating step η and inertia parameter α , to be confirmed. These two 



408 W. Gao 

parameters affected MPB algorithm very seriously. So, these two parameters are all 
confirmed by evolutionary algorithm. And then, in evolutionary neural network, there 
are four parameters to be evolved. In order to get the better effect, the new 
evolutionary algorithm- immunized evolutionary programming [12] proposed by 
author is used in evolutionary neural network. In order to study conveniently and 
directly, the indirect coding method is used in our algorithm. Also, to make the model 
as simple as possible, the full-linking network is applied, that is to say, the designed 
ENN must satisfy follow conditions. 

(1) The input neuron has no input linking. 
(2) The output neuron has no output linking. 
(3) There is only one linking between any two neurons. 
(4) There is only feed forward linking between any two neurons. 

3.1   Immunized Evolutionary Programming 

The main steps of immunized evolutionary programming are as follows. 

(1) Individual Description: In immunized evolutionary programming, the 
individual is described directly by its representation. That is, if the search space is a n-
dimension space, then the individual is described by n-dimension vector. 

(2) Fitness Function: In immunized evolutionary programming, the fitness function 
of individual is generally a kind of transformation of its objective function. The 
purpose of this transformation is not only to guarantee the fitness value of each 
individual positive, but also to maintain the diversity among individuals. 

(3) Mutation Operator: Mutation operation is the only optimization search operator 
in immunized evolutionary programming. 

In traditional evolutionary programming, the mutation operator is one kind of 
Gauss mutation. While in immunized evolutionary programming, one kind of 
adaptive Cauchi mutation is used, which form is as follows, 

Suppose one individual of the population is ),...,( 41 aaX = , the new mutated 

individual is ),...,( 41 aaX ′′=′ , then the component of the new individual can be 

described as follows, 

)1,0(iiii CTaa ⋅⋅+=′ σ          (i=1-4). (1) 

where, 
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σ
+

=
)(

0.1         (i=1-4). 
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where, iσ is the standard deviation of the parameters, Ci(0,1) is the Cauchi random 

number; F(X) is the fitness of individual, iβ , iγ are two parameters, there 1i =β , 

0i =γ , T is a adaptive parameter, which description is as follows, 
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where, T0 is the initial parameter, which value is 2.5; Fmax, Fmin are the maximum and 
minimum fitness of the current population. 

The adaptive mutation can make the disturbing extent of mutation adaptively 
changeable through the evolutionary extent, so the search performance of the whole 
algorithm can be improved. 

(4) Selection Operator: In traditional evolutionary programming, the selection 
operator is a kind of stochastic tournament modal that is called random competition 
with parameter q. The basic process of this operator is as follows. 

a. Calculate the fitness of each offspring. 
b. Conduct pairwise comparison over the union of parents and offspring. For each 

individual, q opponents are chosen uniformly at random from all the parents and 
offspring. For each comparison, if the individual’s fitness is no smaller than the 
opponent’s, it receives a “win.” 

c. Select the individuals out of the parents and offspring that have the most wins to 
be parents of the next generation. 

Considering the shortcomings of losing diversity of population and premature of 
algorithm, in immunized evolutionary programming, we improve the selection 
operation of evolutionary programming by principles of artificial immune system. 
From principles of artificial immune system, we take the problem to be solved as 
antigen and solution as antibody. And then, the adjustment mechanism based on 
thickness is introduced to improve selection operation. 

According to the stimulative reaction and restraining reaction in immune system, 
one kind of thickness factor is introduced into selection operation to adjust the score 
of individual. If the thickness of individual is high, the premature is easy to appear in 
the evolutionary process, so the individual whose thickness is high should be 
restrained and the selection probability of individual whose fitness is large must be 
high. The detailed method is as follows, the adjustive modification based on thickness 
and fitness of individual is added to the score of individual, which is as follows. 

( )
( ). ( ). (1 ) ( ).

max
( )

( ).
max

F i
p i scores p i scores C p i score

F
F i

p i scores
F

α

β

′ = + ⋅ ⋅ − ⋅ +

⋅ ⋅

. 
(4) 

where, βα ,  are parameters which are in the range of [0~1], and here 50.== βα , C 

expresses the thickness of individual, whose definition is the ratio of number of 
individuals whose fitness is highest or near highest to total number of population, and 
here it can be expressed as follows, 

N

FF80t
C

)maxmax.( →⋅⋅
= . (5) 

where, numerator is the summation of individuals whose fitness is between maxF and 
0.8maxF, F(i) is the fitness value of individual whose sequence number is i, maxF if 
the maximum fitness of the population. 

From the score formula equation, we can see that, as to the individuals whose 
thickness is high and total number is t, if their fitness is high, their scores are little 
(this can be seen from second term of score formula). While if the thickness of 
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individual is low, the score of individuals whose fitness is high must be higher due to 
the third term of score formula. 

3.2   New Evolutionary Neural Network 

The details of new evolutionary neural network are as follows. 
(1) The search range of input neuron and hidden layer neuron are given firstly. And 

also the search range of two parameters in MBP algorithm are given. And some 
evolutionary parameters, such as evolutionary generation stop criteria, individual 
number in one population, the error criteria of evolutionary algorithm, number of 
output neuron in neural network, iterating stop criteria and iterating error criteria in 
MBP algorithm are all given. 

It must be pointed out that, to construct the suitable samples, the number of input 
neuron must be smaller than total number of time series. 

(2) One network construction is generated by two random numbers in search range 
of input neuron and hidden layer neuron. And also, one kind of MBP algorithm is 
created by two random numbers in search range of parameters η and α . And then, 

one individual can be generated by the four parameters. 
It must be pointed out that, for two numbers of neuron are integer numbers and two 

MBP parameters are real numbers, so the expressions of one individual must be 
structural data. 

(3) To one individual, its fitness value can be gotten by follow steps. 
a. The whole time series of stock market is divided to construct the training 

samples based on number of input neuron and number of hidden layer neuron. And 
also, the total number of samples is noted. 

b. The whole learning samples are to be divided into two parts. One part is the 
training samples, which is to get the non-linear mapping network. The other part is 
the testing samples, which is to test the generalization of network. 

c. The initial linking weights of network individual are generated. 
d. The iterating step of MBP algorithm is taken as 1=j . 

e. This network individual is trained by testing samples, and the square error E(j) is 
computed, and this error is taken as minimum error of the whole training, 

)(min jEE = . If minE is smaller than the error criteria of evolutionary algorithm, 

then the fitness value is minE. And the computing process is changed to step (3). 
f. This network individual is trained by training samples. If its training error is 

smaller than iterating error criteria of MBP algorithm, then the fitness value is also the 
minE. And the computing process is changed to step (3). 

g. The whole linking weights are adjusted by MBP algorithm. 
h. 1+= jj , and the computing process is changed to step e. 

i. If j is lager than iterating stop criteria of MBP algorithm, then the fitness value is 
also the minE. And the computing process is changed to step (3). 

(4) If the evolutionary generation reaches its stop criteria or computing error 
reaches error criteria of evolutionary algorithm, then the algorithm stop. At this time, 
the best individual in last generation is the searching result. 

(5) Every individuals in population are mutated. For there are different data types 
in one individual, the different mutation types are used for each parameter. For 
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numbers of input neuron and hidden layer neuron are integer number, the uniform 
mutation is used. For parameters η and α are real numbers, the adaptive Cauchi 

mutation is used. And then the offspring population is generated. 
(6) The fitness value of each individual in offspring population is calculated by the 

method in step (3). 
(7) The set of offspring population and parent population is selected by selection 

operation based on thickness, then the new offspring population is generated. 
(8) The number of evolutionary generation increases 1, then the computing process 

is changed to step (4). 
From the above algorithm, the four parameters, number of input neuron, number of 

hidden layer neuron, two parameters η and α in MBP algorithm can be confirmed. 

So, the optimization neural network for rock burst time serial will be gotten. 

4   Engineering Example 

To verify the method proposed in this paper, the rock burst data from Daanshan mine 
of Beijing mine bureau in reference [13] is used here. The rock burst has been studied 
by seismological method in Beijing mine bureau. But for the rock burst is a 
microseismic activity, there will be exist large error to study rock burst by 
seismological method. So, to solve this problem, here the rock burst is studied by our 
method. 

The microseismic magnitude data in Daanshan mine of Beijing mine bureau are 
used here, which are showed in follow Table 1. 

Table 1. The comparison of computing results and magnitude records 

Serial number 1 2 3 4 5 6 7 8 9 
Observed value 1.0 2.2 1.4 1.1 1.6 1.3 1.2 1.0 2.1 
Method in [13] 1.2 2.2 1.37 1.07 1.7 1.28 1.22 1.1 2.17 

 Fitting results 
Our method 1.08 2.14 1.41 1.18 1.52 1.34 1.15 0.91 2.02 

 
Serial number 10 11 12 13 14 15 16 17 18 

Observed value 1.5 1.5 2.1 1.1 2.1 1.6 1.1 1.9 2.6 
Method in [13] 1.62 1.44 2.3 1.11 2.3 1.66 1.01 1.75 2.74 

 Fitting results Forecasting results 
Our method 1.61 1.53 2.21 1.15 2.17 1.56 1.12 1.95 2.7 

 
The former 13 data are used for training computation, and the last 5 are used for 

testing computation. And the evolutionary neural network model is trained by the 
training data and testing data. In computation, the parameters are set as follows. The 
range of input neuron number is from 1 to 10. The range of hidden neuron number is 
from 1 to 20. The range of iterating step is from 0.01 to 1. The range of inertia 
parameter is from 0 to 0.99. 
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From the computation of evolutionary neural network, the follow results can be 
gotten. The number of input neuron is 4. The number of hidden neuron is 7. The 
iterating step is 0.226 and inertia parameter is 0.948. So, the optimal construction of 
neural network for rock burst serial model is 4-7-1, that is to say, the training samples 
can be constructed as follow Fig. 2. 

 

Fig. 2. Training samples 

The first seven sets of samples are used as training samples, and the last two as 
testing samples. 

The whole data are computed by the above neural network, the follows results can 
be gotten in Table 1. From Table 1, we can see that, evolutionary neural network 
model not only has high approaching precision, but also has high predicting precision, 
and is a good method to construct the non-linear model of rock burst. 

5   Conclusions 

The theory and practice are all proved that, to study complicated system, using its 
external behavioral representation is a very good method. For the neural network is a 
black box model, which can model very complicated system very well, in this paper, 
one method based on new evolutionary neural network to study rock burst time serial 
is proposed. From used in one real mine engineering, our method is tested to be a very 
good method, which can not only fit measured data well, but also can forecast 
accurately. 

For rock burst system is a very complicated dynamic system, which cannot be 
described very well by one system parameter. In this paper, limited by technical 
condition, the proposed method is not very comprehensively. So, to study rock burst 
system by more system parameters is our next work. 
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Abstract. Models in today’s microcontrollers, e.g. engine control units,

are realized with a multitude of characteristic curves and look-up ta-

bles. The increasing complexity of these models causes an exponential

growth of the required calibration memory. Hence, neural networks, e.g.

multilayer perceptron networks (MLP), which provide a solution for this

problem, become more important for modeling. Usually sigmoid func-

tions are used as membership functions. The calculation of the therefore

necessary exponential function is very demanding on low performance

microcontrollers. Thus in this paper a modified activation function for

the efficient implementation of MLP networks is proposed. Their advan-

tages compared to standard look-up tables are illustrated by the appli-

cation of an intake manifold model of a combustion engine.

Keywords: nonlinear system identification, neural network, multilayer

perceptron network, modified activation function.

1 Introduction

The requirements of modern vehicles with respect to fuel consumption, emissions
and driveability can be fulfilled only with increasing variability of the combus-
tion engine. The corresponding actuators are driven by the engine control unit
(ECU), which requires models of growing complexity. For the model of the cylin-
der air mass an exemplary comparison of manifold absolute pressure (map) based
methods and a neural network is performed. Both approaches benefit from tak-
ing into account prior knowledge about the physics of the modelled system for
the model generation. While map-based methods are the best choice for simple
systems with few degrees of freedom, the modeling effort grows exponentially
with increasing complexity for this method. Thus, for complex models, i.e. for
models with more than five inputs, neural networks such as multilayer percep-
tron (MLP) networks are superior. Furthermore, some functions in the ECU,
e.g. the intake manifold model, face the challenge that the outputs of the model
have to be computed in real-time, because the results are necessary for each
cycle of the combustion engine. Thus an efficient implementation of the MLP
on the inbuilt microcontroller is of particular importance. The computation of

F.L. Wang et al. (Eds.): AICI 2010, Part I, LNAI 6319, pp. 414–421, 2010.
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the standard activation function (AF) is not possible, because the calculation
of an exponential function is too demanding for the microcontroller. The only
way to implement this standard AF could be realized by storing this function
in a look-up table (LUT). A more promising method is to replace the sigmoid
with a polynom of similar form. This has the crucial advantage that the complex
computation of the exponential function is reduced to a simple multiplication
for the polynomial function.

This article is organized as follows. Section 2 gives an overview on multilayer
perceptron networks and specifies their advantages. In Sect. 3 the standard sig-
moid activation function and a modified activation function, consisting of piece-
wise polynomial functions, are introduced and their properties are discussed.
The modified activation function is implemented in an intake manifold model
and the results are discussed in Sect. 4. This paper ends by summarizing the
important conclusions.

2 Multilayer Perceptron Networks

A MLP network is an universal approximator [5] and consists of simple cal-
culation units, the neurons, and directed, weighted connections between them.
These neurons are arranged in so called layers. Usually a perceptron network
consists of a layer inputs and one or more neuron layers with trainable weights.
A perceptron network with a single trainable layer can divide the input space
by means of a hyperplane. A two-stage perceptron can classify convex polygons.
Finally a three-stage perceptron can classify sets of any form by combining and
separating arbitrarily many convex polygons. Hence a MLP with one input, two
hidden and one output layer, as shown in Fig. 1, further described in [6], is a
common form.

Fig. 1. A feedforward MLP Network with three trainable layers: Two hidden layers

and one output layer

Figure 2 shows a neuron of the hidden layer of a multilayer perceptron.
This single neuron is called a perceptron. The operation of this neuron can be
splited into two parts. First, ridge construction is used to project the inputs
u = [u1 u2 · · · up]T on the weights. In the second part, the nonlinear acti-
vation function g(x) transforms the projection result. The perceptron depicted
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Fig. 2. A perceptron: The ith hidden neuron of a multilayer perceptron

in Fig. 2 depends on nonlinear hidden layer parameters. These parameters are
called hidden layer weights :

θ
(nl)
i = [wi0 wi1 wi2 · · · wip]T . (1)

The weights wi0 realize an offset, sometimes called “bias” or “threshold”. These
hidden layer weights determine the shape of the basis functions.

With M1 and M2 as the number of neurons in the first and second hidden
layer, respectively, wi as output layer weights, and w

(1)
jl and w

(2)
ij as weights of

the first and second hidden layer, the basis function formulation becomes

ŷ =
M2∑
i=0

wiΦi

⎛
⎝M1∑

j=0

w
(2)
ij ξj

⎞
⎠ with Φ0(·) = 1 , (2)

and with the outputs of the first hidden layer neurons

ξj = Ψj

(
p∑

l=0

w
(1)
jl ul

)
with Ψ0(·) = 1 and u0 = 1 . (3)

Usually the activation functions of both hidden layer Φi and Ψj are chosen to
be off saturation type, see Sect 3. With p as the number of inputs and q as the
number of outputs, the number of trainable weights of a MLP with two hidden
layers is

M1 (p + 1) + M2 (M1 + 1) + (M2 + 1) q . (4)

Owing to the term M1M2 the number of weights grows quadratically with an
increasing number of hidden layer neurons.

3 Activation Function

Typically, the activation function of hidden layer neurons is chosen to be of
saturation type. Common choices are sigmoid functions such as the hyperbolic
tangent

g(x) = tanh(x) =
1 − exp(−2x)
1 + exp(−2x)

. (5)
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This function exhibts the interesting property that the derivative can be ex-
pressed as a simple function of its output:

dΦi

dx
=

d tanh(x)
dx

=
1

cosh2(x)
=

cosh2(x) − sinh2(x)
cosh2(x)

= 1 − tanh2(x) = 1 − Φ2
i . (6)

These derivatives are required in any gradient-based optimization technique ap-
plied for training of a MLP network; see Sect 4.1. The gradient with respect
to the weights of the second hidden layer and tanh(·) activation function is
(i = 1, . . . , M2, j = 0, . . . , M1):

∂ŷ

∂w
(2)
ij

= wi(1 − Φ2
i )Ψj with Ψ0 = 1 . (7)

The gradient with respect to the weights of the first hidden layer and tanh(·)
activation function is (j = 1, . . . , M1, l = 0, . . . , p)

∂ŷ

∂w
(1)
jl

=
M2∑
i=0

wi(1 − Φ2
i )w

(2)
ij (1 − Ψ2

j )ul with u0 = 1 . (8)

The gradient with respect to the ith output layer weight of an MLP is (i =
0, . . . , M):

∂ŷ

∂wi
= Φi with Φ0 = 1 . (9)

Note that the basis functions Φi in the above equations depend on the network
inputs and the hidden layer weights. These arguments are omitted for better
readability.

3.1 Modified Activation Function

The problem in the transition from a standard MLP network to a MLP on a
microcontroller (μC) is to overcome the limitations μC impose on MLP calcula-
tions. It is important to distinguish two different problems: The minor problem
is the limited computational performance due to the architecture of the μC.
Thus calculations may have to be done with a reduced accuracy e.g. 16-bit.
Early results show, that this limitation has an observable impairing effect on the
resulting model, but it does not render the method useless.

The focus of this work and the major problem however is how to compute
the network output in real time on a μC with low performance. To calculate a
MLP output a series of calculations have to be done. While basic calculations
e.g. addition, subtraction, multiplication and division are uncomplicated, there
is one bottleneck, which cannot be solved in real time on a low performance
μC: The calculation of the exponential function in the hyperbolic tangent. To
overcome this, a suitable approximation has to be found. Traditionally a look-
up table (LUT) with linear interpolation would be used in an ECU to do this.
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An accompanying flaw of this is that a high-resolution LUT would be needed
to achieve a satisfying accuracy and smooth model-transition, which demands
a corresponding high consumption of data memory. Therefore as a trade-off be-
tween computing time and accuracy an approximation with piecewise polynomial
models (PPM) is explored.

A simple approximation of the sigmoid function is possible by the application
of two quadratic functions, given by

ĝ(x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−1 for: x ≤ −3,
(3 m−1)

9 x2 + m x for: − 3 < x ≤ 0,
(1−3 m)

9 x2 + m x for: 0 < x ≤ 3 and
1 for: x ≥ 3.

(10)

The aim is to minimize the quadratic difference between the hyperbolic tangent
and the approximation above. Numeric optimization gives us m ≈ 0.875. See
Figure 6a.

4 Application Intake Manifold Model

As a complementary work to [2] the realization of a multilayer perceptron net-
work in a resource-friendly algorithm has been investigated for the application
of the intake manifold model, see Fig. 3. For the abidance by the ambitious
emission laws, the ECU has to model an exact air mass flow depending on the
engine operating point. The needed injection fuel mass is calculated with the aid
of the model in such a way that an optimal air fuel ratio (λ = 1) is reached for
the exhaust aftertreatment in the catalyzer. Today the modeling of the air mass
flow (MAF) depending on the manifold air pressure (MAP) occurs in a linearized
form with the ordinate value OFFSET and the gradient SLOPE [4]. These two
parameters are stored for steady state in the ECU with a set of numerous look-
up tables subject to the engine speed N, the intake camshaft position CAM IN,
the exhaust camshaft position CAM EX and the two-stage actuator settings for
the swirl flap PORT and for the variable intake manifold VIM, see Fig. 4 [1].

4.1 Multilayer Perceptron Network Training

On the engine test bench, 360 operating points are measured by systematic
combination of all inputs to calibrate the look-up table:

– 10 values for engine speed (N)
– 3 values for intake camshaft position (CAM IN)
– 3 values for exhaust camshaft position (CAM EX)
– 2 values for swirl flap position (PORT)
– 2 values for variable intake manifold length (VIM)
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Fig. 4. Signal flow for one PORT-VIM-combination

Figure 5 shows the measured set values for one PORT-VIM-combination. The
two-stage actuator settings PORT and VIM are binary values and therefore they
are either zero or one. Hence, it proves successfully not to define both binary
set values as an input for the neural network, but to train one network for each
PORT-VIM-combination. The three inputs (N, CAM IN and CAM EX) and
the two outputs (OFFSET and SLOPE) build the training data. With the aid of
these data, a look-up table can be generated or a MLP network can be trained.
After initialization of the weights recommended by Nguyen and Widrow [7] the
MLP network was trained using the Levenberg-Marquardt algorithm [3].

The MLP network is extremely sensitive to its activation function. Hence there
will be a problem if the approximation of the AF allows overshooting outside of
the bounds of the standard hyperbolic tangent [-1,1]. To sort out this problem a
more complex approximation has to be used, which strictly forbids overshooting.
A solution to this is to increase the number and order of the polynomial functions.
A sufficient increase consists of three polynomials of third order; see Fig. 6b.

4.2 Results

In Fig. 7a the overfitting problem is clearly distinguishable, since the measured
data samples for the engine speed (1000 rpm, 2000 rpm, 3000 rpm, 4000 rpm,
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a) b)

Fig. 6. a) Modified sigmoid function consisting of two polynoms of second order. b)

Approximation of the activation function without overshooting.

5000 rpm, 6000 rpm) are approximated very well. The interpolation behaviour
shows no satisfying results. Due to the fact that no validation data are obtain-
able, the analysis of the neural network interpolation behaviour is done by the
comparison of interpolated values of MLP network and look-up table.

If the MLP is allowed to use the bounded approximation, the interpola-
tion behaviour of the MLP in Fig. 7b will be almost equal to that of the
LUT. Thus the bounded approximation is helpful to improve the interpola-
tion behaviour. As a drawback in comparison to [2] a MLP network needs
many more training attempts until a reliable solution is found. This leads to
an extreme time consuming network training compared to a local model tree
technique.
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a) b)

Fig. 7. a) Interpolation behavior with CAM IN = 90◦CRK, CAM EX = −90◦CRK

and unbounded approximation of the sigmoid function. b) Interpolation behavior with

CAM IN = 90◦CRK, CAM EX = −90◦CRK and bounded approximation of the sig-

moid function.

5 Conclusion

With the aid of modified activation functions, it is achieved to replace all look-
up tables of the intake manifold model with four different MLP networks, one
for each combination of the two-stage actuator settings for the port flap and
the variable intake manifold. The interpolation behaviour of the MLP network
shows no indication of overfitting in comparison with the LUT interpolation. The
realization in a series-ECU yields an obvious reduction of the necessary read-
only memory at the expense of a moderately higher computational effort. The
number of required parameters of a MLP does not grow exponentially, but as a
good approximation linearly with the number of inputs. Hence, this alternative
way of modeling avoids the so-called ”curse of dimensionality”.
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Abstract. In this paper, a kernel-based nonlinear version of the oblique 
subspace projection (OBSP) operator is defined in terms of kernel functions. 
Input data are implicitly mapped into a high-dimensional kernel feature space 
by a nonlinear mapping, which is associated with a kernel function. The OBSP 
expression is then derived in the feature space, which is kernelized in terms of 
the kernel functions in order to avoid explicit computation in the high-
dimensional feature space. The resulting kernelized OBSP algorithm is 
equivalent to a nonlinear OBSP in the original input space. Experimental results 
based on simulated hyperspectral data and real hyperspectral imagery shows 
that the kernel oblique subspace projection (KOBSP) outperforms the 
conventional OBSP. 

Keywords: kernel function; kernel oblique subspace projection; hyperspectral 
image. 

1   Introduction 

Hyperspectral imaging (HSI) sensors and their applications have been developed 
tremendously over the past three decades. Detection of man-made objects or materials 
(i.e. targets) by using hyperspectral sensors is of great interest for civilian and military 
applications. Linear spectral mixture models are widely used in hyperspectral image 
for detection and identification of a desired target spectral signature in spectrally 
mixed pixels of subpixels. Several techniques based on linear spectral mixture model 
have been proposed in the literature, such as the Reed-Xiaoli anomaly detector (RX) 
[1], the orthogonal subspace projection (OSP) [2], matched subspace detector (MSD) 
[3], spectral matched filter (SMF) [4 ], and adaptive subspace detectors(ASD) also 
known as adaptive cosine estimator (ACE) [5,6]. For the OSP to classify the pixel or 
to detect the target effectively, a complete knowledge of the signature abundances is 
required. Generally, it is difficult to obtain such prior knowledge in many practical 
applications.  Chein-I Chang extends the OSP by three unconstrained least squares 
subspace projection approaches, called signature space OSP (SSP), target signature 
space OSP (TSP), and oblique subspace projection (OBSP)[7].   

In real imagery, when light reflects off surfaces that are composed of an intimate 
mixture of various material components that cause multiple bounces, spectral mixing 
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tends to become nonlinear.[8] The nonlinear relationships between different spectral 
bands within the target or clutter spectral signature need to be exploited in order to 
better distinguish between target and background. Though the above methods have 
been widely used for hyperspectral image classification and target detection, they 
only exploit second order correlations, thus completely ignoring nonlinear (higher 
order) spectral interband correlations that could be crucial to discriminate between 
target and background. To overcome this drawback, Heesung Kwon and Nasser M. 
Nasrabadi introduced nonlinear versions of RX, MSD, OSP, SMF and ASD detectors 
which effectively exploit the higher order spectral interband correlations in a high-
(possibly infinite) dimensional feature space associated with a certain nonlinear 
mapping via kernel-based learning methods [9,10]. Based on the ideas of SSP and 
kernel-based learning theory, we proposed a kernel version of the SSP called as 
kernel signature orthogonal space projection (KSSP) [11]. A nonlinear mapping of the 
input data into a high dimensional feature space is often expected to increase the data 
seperability and reduce the complexity of the corresponding data structure [12]. 
Certainly, the use of kernel methods offers many advantages: they combat the high 
dimensionality problem in hyperspectral images, make the method robust to noise, 
and allow for flexible non-linear mappings with controlled (regularized) complexity. �

Motivated by the research on the above kernel-based techniques, the aim of this 
paper is to extend OBSP to its corresponding kernel versions by using the idea of 
kernel-based learning theory. The rest of the paper is outlined as follows. Section 2 
provides the background to the kernel-based learning methods and kernel trick. 
Section 3 introduces the linear OBSP and its kernel version. Performance comparison 
between the conventional and the kernel version of the algorithm is provided in 
Section 4. Conclusions are given in Section 5. 

2   Kernel Methods and Kernel Trick 

Suppose that the input hyperspectral data is represented by the data space χ  and F  

is a feature space associated with χ  by a nonlinear mapping function φ  

:φ →χ F , ( )φ→x x  (1) 

where x  is an input vector in χ  which is mapped into a potentially much higher 

(could be infinite) dimensional feature space.  
Definition 1. (Kernel function）  A kernel is a function k  that for all , χ∈x z  

satisfies 

( , ) ( ) ( )k φ φ=< ⋅ >x z x z  (2) 

where >⋅<  is the dot products. 
Due to the high dimensionality of the feature space F , it is computationally not 

feasible to implement any algorithm directly in feature space. However, kernel-based 
learning algorithms use an effective kernel trick given by (2) to implement dot 
products in feature space by employing kernel functions [12]. There are a large number 
of Mercer kernels, such as the Gaussian radial basis function (RBF) kernel, polynomial 



424 L. Zhao, Y. Shen, and X. Li 

kernel, sigmoidal kernel,etc., that have the kernel trick property (see [12] for detailed 
information about the properties of different kernels and kernel-based learning).  

3   OBSP and Kernel OBSP Algorithm 

3.1   Linear Mixture Model and OBSP 

Linear spectral unmixing is a widely used approach in multispectral/hyperspectral 
imagery to determine and quantify individual spectral signatures in a mixed pixel. Let 
r  be a mixed pixel consisting of L  spectral bands and p  spectral signature present 

in the mixed pixel. r  is denoted by an 1L×  column vector, and the p  endmembers 

are represented by an L p×  matrix M  whose columns are the endmember 

spectrums. A linear mixture model for pixel r  is described by 

= +r Mα n  (3) 

where α  is a 1p×  column vector whose elements are the coefficients that account 

for the proportions (abundances) of each endmember spectrum contributing to the 
mixed pixel and n  is an 1L×  vector representing an additive zero-mean Gaussian 

noise with covariance matrix 2Iσ ( 2σ : noise variance) and I is an L L×  identify 
matrix. 

In the following, we briefly review the OBSP approach given in [7]. First of all, we 
rewrite model (3) as 

iα= + +r d Uγ n  (4) 

where M  is made up of a desired signature  ,1i i p= ≤ ≤d m  and the undesired 

spectral signature matrix 1 1 1( )i i p− += ⋅⋅⋅ ⋅⋅⋅U m m m m , while iα  is the abundance of 

im and 1 1 1 1( )T
i i pα α α α− + −= ⋅⋅⋅ ⋅⋅⋅γ  represent the abundances for the undesired 

spectral signatures. Model (4) can be extended straightforwardly to more than one 
desired signature. We also assume that < >d , < >M and < >U  are the spaces 

linearly spanned by d , M and U , respectively.  
In the SSP and OBSP, model (4) was reformulated by a posteriori model based on 

a posteriori information obtained from images and given by  

ˆ ˆ ˆ ˆ ˆ
i= + = + +r Mα n dα Uγ n  (5) 

where ˆ ˆ, iaα  and γ̂  are estimates of iα,α  and γ ,respectively, based on the observed 

pixel r  itself. Let MP 1( )T T−= M M M M  be the signature space orthogonal 

projector, < >d  and < >U  be two non-orthogonal subspaces. 
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Fig. 1. Oblique Subspace Projection (OBSP) 

The OBSP designates < >d  as its range space < >U  and as its null space. In 
other words, the OBSP maps an observed pixel into the target signature space, while 
annihilating all undesired signatures by mapping into the null space.  Figure 1 shows 

the sketch map of the OBSP approach, where MP  is decomposed as a sum of two 

oblique subspace projections 

= +M dU UdP P P  (6) 

with 

1( )T T⊥ − ⊥=dU U UP d d P d d P  

                                     1( )T T⊥ − ⊥=Ud d dP U U P U U P  

(7)  

  
(8) 

where 1( )T T⊥ −= −UP I U U U U  denotes the background rejection operator. 

Particularly, =dUP d d , 0=dUP U . 

The OBSP operator is given by 

1( )T T T T T
OBSP

⊥ − ⊥= =dU U Uq d P d d d P d d P  (9) 

Applying (9) to posteriori model (5) results in 

1ˆ
T T
OBSP α=q r d d  (10) 

where ˆ 0T n =dUd P . 

   So, from (9) and (10), a normalized OBSP detection operator can be defined by 

1( ) ( )
T

T TOBSP
OBSP T

⊥ − ⊥= = U U

q r
D r d P d d P r

d d
 (11) 

According to the analysis in [7], SSP and OBSP are essentially equivalent, in the 
sense that they both generate identical results. 
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3.2   OBSP in Feature Space and Its Kernel Version 

A new mixture model can be defined by assuming that the input data has been 
implicitly mapped by a nonlinear function φ into a high-dimensional feature space 

F . The mixture model is linear and additive in F and given by 

( ) φ φ φφ = +r m α n  (12) 

where φm  is a matrix whose columns are the endmember spectra in the feature 

space; φα  is a coefficient vector that accounts for th abundances of each endmember 

spectrum in the feature space; φn  is an additive zero-mean Gaussian noise with 

covariance matrix 2Iφ φσ ( 2
φσ : noise variance) and Iφ  is the identity matrix in the 

feature space. The model (4) can also be rewritten as 

( ) ( ) iφ φ φ φφ φ= + +Ur d α U α n  (13) 

where ( )φ d  represent the spectral signature of the desired target with the 

corresponding abundance iφα  in the feature space and the columns of φU  represent 

the undesired background signatures in the feature space.  
According to the normalized operator of OBSP and the derivation of LSMM in the 

feature space, it is easy to obtain the OBSP operator in the feature space and the result 
of normalized OBSP for the pixel vector r . 

1( ) ( )[ ( ) ( )] ( )T T T T
OBSPφ φ φφ φ φ φ φ⊥ − ⊥= U Uq d d d P d d P  

1( ) ( ( ) ( )) ( ) ( )T T
OBSPφ φ φφ φ φ φ⊥ − ⊥= U UD r d P d d P r  

(14) 
 

(15) 

where 1( )[ ( ) ( )] ( )T T
φ φ φ φφ φ φ φ⊥ − ⊥=d U U UP d d P d d P , #

φ φ φ φ
⊥ = −UP I U U ， φI  is a 

unit matrix in the feature space. 
Due to it is difficulty to confirm an actual nonlinear mapping φ , equations (14)-

(15) is not able to directly implement. However, it can be implemented by employing 
kernel functions using an efficient kernel trick without any knowledge of the actual 
nonlinear mapping φ . In the following, we show how to kernelize the OBSP in the 

feature space. 

Suppose the rank of matrix T
φ φU U  is bN , ( 1, 2, , )i bi Nλ = ⋅⋅⋅  are the nonzero 

eigenvalues of matrix T
φ φU U , 1 2( , , , )

bNdiagφ λ λ λ= ⋅⋅⋅Σ , and φA is the 

eigenvector matrix  of T
φ φU U  corresponding to φΣ , then using the singular value 

decomposition theorem and its deduction [13], we get 
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T T
φ φ φ φ φ= ΣU U A A  (16) 

Therefore, 

1 T T

φ φ φ φ φ φ φ
−⊥ = −UP I U A Σ A U  (17) 

Instituting equations (17) into equation (15) results in 

1

1

1( ) [ ( ) ( )] ( ) ( )

( ) ( ) ( ) ( )
              

( ) ( ) ( ) ( )

T T
OBSP

T T T T

T T T T

φ φ φ

φ φ φ φ φ

φ φ φ φ φ

φ φ φ φ

φ φ φ φ
φ φ φ φ

−

−

⊥ − ⊥=

−
=

−

U UD r d P d d P r

d r d U A Σ A U r

d d d U A Σ A U d

 (18) 

each element of vectors ( )T
φφ d U , ( )T

φ φU d  is also a kernel function, denote these 

vectors as dUK  and UdK ， ( ) ( )Tk φ φ=dr d r  and ( ) ( )Tk φ φ=dd d d are kernel 

functions too. Now, equation (18) can be simply rewritten as 

1

1

( , ) ( , ) ( , )
( )

( , ) ( , ) ( , )

T

KOBSP T

k

k
φ φ φ

φ φ φ

−

−

−
=

−
d r K d U A Σ A K U r

D r
d d K d U A Σ A K U d

 (19) 

Using equation (19), KBOSPD  can be calculated by kernel trick without any 

knowledge of the actual nonlinear mapping φ .  

4   Experiments 

4.1   Experiment Using Synthetic Hyperspectral Data 

Firstly, we select three spectral signatures from the USGS digital spectral library [14], 
which are Carnallite, Ammonioalunite, and Biotite. The synthetic nonlinear mixture 
data was created using the Hapke Model described by Bo wu[15]. The datasets has 50 
mixture pixels, and the angle of incidence is 30° and SNR is 30:1. The abundance 
fractions of the 50 synthetic mixture pixels are shown in Table 1. 

Table 1. Assigning relative abundances of endmembers for datasets 

  1-19 20 21 … 29 30-50 

Carnallite 0.5 0.45 0.455 … 0.495 0.5 

Ammonioaluni-te 0.5 0.45 0.455 … 0.495 0.5 

Biotite 0 0.1 0.09 … 0.01 0 
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To evaluate the performance of the three algorithms, correlation coefficients, 
spectral angle distance (SAD) [16] are used to measure the similarity between the true 
endmember signature and its estimate, correlation coefficients(Cor) and root mean 
square error  (RMSE) [17] are used to measure the similarity between the true 
abundances and the estimated abundances.  

By several experiments, the kernel parameters of KOBSP was chosen as 0.1a = , 
b=0. 01, 0.8c =  for the datasets. Table 2 gives the three performance comparison 
between the abundances of target generated by OBSP and KOBSP based on Cor, 
AAD, and RMSE for the datasets. The detection result curve is shown in Figure 2. 

From Figure 2, it is shown that the result obtained by KOBSP is very similarly with 
real abundance， and it also shows that the KOBSP obviously restrains the noise. The 
performance comparison in table 2 demonstrate that all the three performances of 
KOBSP are better than that of OBSP.  

Table 2. The performance comparison between OBSP and KOBSP on the accuracy of 
abundance 

 Cor AAD RMSE 

OBSP 0.991711 0.12921 0.0495267 

KOBSP 0.996843 0.0914265 0.0344829 
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Fig. 2. The comparison of performance curves of OBSP, KOBSP and real abundance 

 

Fig. 3. Band 30 of the real hyperspectral scene 
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(a) pyrope                                        (b) alunite 

 

 (c) dersert varnish                                   (d) muscovite 

Fig. 4. The detect results of OBSP for the four objects 

 
(a) pyrope                                           (b) alunite 

 

(c) dersert varnish                                      (d) muscovite 

Fig. 5. The detect results of KOBSP for the four objects 

4.2   Experiment for Real Image 

In this section, we apply the two algorithms to real hyperspectral data captured by the 
AVIRIS over Cuprite, Nevada, shown in Figure 3, which has been widely used for 
remote sensing experiments. Our study is based on a subimage (250×190 pixels). To 
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improve the unmixing performance, we have removed the low SNR bands as well as 
the water-vapor absorption ban-ds (including bands 1-2, 104-113, 148-167, and 221-
224) from the original 224 band data cube. Therefore, a total of 188 bands are used in 
the experiment[18]. 

In this experiment, we choose the RBF kernel as the kernel function of KOBSP. Its 

parameter 22σ  is proved by experiments to be between 1.5 and 3.5. Figure 4 is the 
detect results of OBSP for the object pyrope, alunite, dersert varnish and muscovite 
respectively. Figure 5 is the results of KOBSP for the four objects with 22 2.52σ = . 
In Figure 4 and Figure 5, pure black denotes that the abundance of a certain material 
in this pixel is 0%, whereas pure white denotes 100%. As shown in these figures, each 
object is detected, but the results of OBSP are more blurry than that of KOBSP. 

5   Conclusion 

In this paper, we extended OBSP to its corresponding kernel version called KOBSP 
by using the idea of kernel-based learning theory. Experimental results based on 
simulated hyperspectral data and real hyperspectral imagery have indicated that 
KOBSP outperforms the conventional OBSP. Both OBSP and KOBSP have typically 
used the spectral information only, further work is to incorporate contextual 
information to KOBSP with various effective methods so as to obtain more perfect 
results. 

Acknowledgments. This work is supported by Natural Science Basic Research Plan 
in Zhejiang Province of China Grant Y1100196 to X.R.Li. 
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Abstract. Almost of the current spectral conversion methods required parallel 
corpus containing the same utterances from source and target speakers, which 
was often inconvenient and sometimes hard to fulfill. This paper proposed a 
novel algorithm for text-independent voice conversion, which can relax the 
parallel constraint. The proposed algorithm was based on speaker adaptation 
technique of kernel eigenvoice, adapting the conversion parameters derived for 
the pre-stored pairs of speakers to a desired pair, for which only a nonparallel 
corpus was available. Objective evaluation results demonstrated that the 
proposed kernel eigenvoice algorithm can effectively improve converted 
spectral similarity in a text-independent manner. 

Keywords: voice conversion, Gaussian mixture model, text independent, kernel 
eigenvoice, adaptation. 

1   Introduction 

The aim of voice conversion (VC) is to change the speaker individuality [1] [2]. Many 
approaches to VC have been studied, which include vector quantization(VQ)[3], 
codebook mapping, sentence hidden Markov Model (HMM) and Gaussian mixture 
model (GMM), radial basis function networks (ANN)[1,2,3].  

However, these traditional voice conversion techniques are text-dependent, i.e., 
they require parallel training data which must be further aligned using e.g. dynamic 
time warping. From the viewpoint of practical applications, the requirement of having 
parallel speech databases is rather inconvenient and sometimes hard to fulfill. 
Moreover, in some cases it may be even impossible to obtain parallel speech corpora. 
This is the case e.g. in cross-lingual voice conversion where the source and the target 
speakers speak in different languages [4]. Due to these reasons, it is important to 
develop text-independent voice conversion techniques that can be trained using non-
parallel databases. 

In this paper, we would like to apply kernel methods to improve the performance 
of eigenvoice-based methods for text-independent voice conversion. The proposed 
algorithm will exploit possible nonlinearity in the speaker supervector space, and 
investigate the use of nonlinear PCA to find better eigenvoices.  
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2   Conventional GMM-Based Mapping 

2.1   Parallel Training 

Let tx  and ty  be D -dimensional source and target feature vectors at frame t , 
respectively. The joint probability density of the source and target feature vectors is 
modeled by a GMM as follows [5]: 

( ) ( ) ( )

1

( ) ( ; , )
M

z z z
t m t m m

m

P z w N zλ μ
=

= Σ∑                                             (1) 

Where tz is a joint vector ,
TT T

t tx y⎡ ⎤⎣ ⎦ . The mixture component index is m .The weight 

of the thm  mixture component is mw . The mean vector ( )z
mμ and the covariance matrix 

( )z
mΣ of the thm  mixture component are written as: 
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Where ( )x
mμ and ( )y

mμ  are the mean vector of the thm mixture component for the source and 

that for the target. The matrices ( )xx
mΣ and ( )yy

mΣ  are the covariance matrix of 

the thm mixture component. The matrices ( )xy
mΣ and ( )yx

mΣ are the cross covariance matrices. 

2.2   Mapping Function 

The conditional probability density of ty , given tx , is also represented as a GMM as 
follows: 
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The mean vector ( )
,
y

m tE  and the covariance matrix ( )y
mD of the thm conditional 

probability distribution are written as:  

1( ) ( ) ( ) ( ) ( )
, ( )y y yx xx x

m t m m m t mE xμ μ
−

= + Σ Σ −                                         (6) 

1( ) ( ) ( ) ( ) ( )y yy yx xx xy
m m m m mD

−

= Σ − Σ Σ Σ                                                 (7) 

The conversion is performed on the basis of the minimum mean-square error 
(MMSE) as follows: 
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Where [ ]E ⋅  means the expectation and ˆty  is the converted target feature vector. The 
converted feature vector is defined as the weighted sum of the conditional mean 
vectors, where the posterior probabilities in (4). 

3   Proposed Text-Independent Kernel Eigenvoice Conversion 

EVC has three main processes: training, adaptation and conversion. In the training 
process, an eigenvoice GMM (EV-GMM) is trained in advance using multiple 
parallel data sets consisting of the specified source speaker and many pre-stored target 
speakers. In the adaptation process, the trained EV-GMM is capable of being flexibly 
adapted to a new target speaker using only a few arbitrary utterances of the target 
speaker. A few adaptive parameters are estimated in a completely text-independent 
manner. In the conversion process, arbitrary utterances of the source speaker’s voice 
are converted into those of the new target speaker’s voice using adapted EV-GMM. 
The whole process of EV-GMM suggests that the acoustic feature correlation between 
pre-stored speaker pair is effectively used as a prior knowledge for building the 
correlation of new speaker pair. In the following subsections, the EV-GMM’s 
structure and the proposed kernel eigenvoice conversion (KEVC) processes are 
described in detail. 

3.1   Eigenvoice Gaussian Mixture Model 

EV-GMM represents the joint probability density in the same manner as the 
conventional GMM shown in (1), except for a definition of the target mean vector [5] 
written as: 

( ) (0)y
m m mB bμ = +w                                                     (9) 

Where (0)
mb  is a bias vector for the thm mixture. The matrix [ (1), ( )]m m mB b b J=  

consists of basis vectors ( )mb j for the thm mixture. The number of basis vectors is J . 
The target speaker individuality is controlled with the J -dimensional weight 
vector [ (1), ( )]Tw w J=w . Consequently, the EV-GMM has a parameter set 

(EV)λ consisting of the single weight vector and parameters for individual mixtures 
such as the mixture weights, the source mean vectors, the bias and basis vectors, and 
the covariance matrices. 

3.2   Training of EV-GMM Based on Principal Component Analysis 

First, a target-speaker-independent GMM (TI-GMM) (0)λ is trained with multiple 
parallel data sets consisting of utterance-pairs of the source speaker and multiple pre-
stored target speakers as follows: 
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Then, using only the parallel data set for the ths  pre-stored target speaker, the ths  

target-speaker-dependent GMM (TD-GMM) ( )sλ  is trained by only updating target 

mean vectors ( )y
mμ  of (0)λ  based on maximum likelihood (ML) estimate as follows: 
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After training the TD-GMMs for all pre-stored target speakers, a 2 D M× ×  

dimensional supervector ( ) ( ) ( ) ( )
1 2[ , , ]

T T Ts y y y T
s s MsSV μ μ μ= is constructed for each pre-

stored target speaker by concatenating the updated target mean 

vectors { }( ) ( ) ( )
1 2, ,y y y
s s Msμ μ μ of ( )sλ . Finally, bias vector (0)

mb  and basis vectors mB  are 

extracted by performing principal component analysis (PCA) for the supervectors 

{ }(1) (2) ( ), , SSV SV SV  for all pre-stored speakers, where S denotes the number of 

pre-stored target speakers. Each supervector is approximated as follows: 

( ) ( ) (0) (0) (0)
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Where (s)w consists of ( 2 )J S DM< << principle components for the ths  pre-stored 

target speaker. 

3.3   Training of the Proposed KEV-GMM Based on Kernel Principal 
Component Analysis 

As mentioned above, in traditional EV-GMM algorithm, the eigenvoice is found by 
linear PCA. Then a new speaker is represented as a linear combination of a few most 
important eigenvoices, and the eigenvoice weights are usually estimated by 
maximizing the likelihood of the adaptation data. In this paper, we will exploit 
possible nonlinearity in the speaker supervector space, and investigate the use of 
nonlinear PCA to find the eigenvoices by kernel methods. We will call the proposed 
method kernel eigenvoice conversion (KEVC). In principle, since the KEV 
conversion method is a nonlinear generalization of the EV conversion method, the 
former should be more powerful than the latter, and KEV conversion is expected to 
give better performance.  

Let ( , )k ⋅ ⋅ be the kernel with an associated mapping ϕ  which maps a pattern 
2d∈x R (a speaker supervector in the eigenvoice approach) in the input space to 

3( ) dϕ ∈x R  in the high-dimensional kernel- induced feature space. Given a set of 

S patterns { }S1x , x , their ϕ -mapped feature vectors are{ ( ), ( )}Sϕ ϕ1x x . The S  
mapped patterns are first centered in the feature space by finding the mean of the 
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feature vectors
1

(1 ) ( )
S

i

Sϕ ϕ
=

= ∑ ix . Let the “centered” map be ϕ  so 

that ( ) ( )ϕ ϕ ϕ= −x x . In addition, let [ ]ijk=Κ  be the kernel matrix with: 

( ) ( ) ( )T
ijk k ϕ ϕ= =i j i jx , x x x                                         (14) 

And Κ be the centered version of Κ with ( ) ( )T
ijk ϕ ϕ= i jx x . Notice that Κ is related 

to Κ  by Κ = ΗΚΗ , where TΗ = Ι - (1 N)11 is the centering matrix, Ι is the 

S S× identity matrix, and [1,1, 1]T=1 is an S -dimensional vector. To perform 

kernel PCA, instead of directly working on the covariance matrix in the feature space, 

one may carry out eigen-decomposition on the centered kernel matrix Κ as 
T= ΛΚ U U , where 1[ , ]Sα α=U with 1[ , ]T

i i iSα α α= , and 1diag( , , )Sλ λ=Λ . 

The thj  orthonormal eigenvector of the covariance matrix [13] in the feature space is 

then given as: 
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α
ϕ
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=∑ iV x                                                (15) 

For the ths supervector, ( ) ( ) ( ) ( )
1 2[ , , ]

T T Ts y y y T
s s MsSV μ μ μ= , we map each constituent ( )y

msμ  via 

a separate kernel ( , )mk ⋅ ⋅ to ( )( )y
m msϕ μ  and construct ( ) ( ) ( )

1 1( ) [ ( ), ( )]
T Ts y y T

s M MsSVϕ ϕ μ ϕ μ= . 
Let the centered supervector of a new target speaker found by kernel eigenvoice 
method in the feature space be (kev) ( )sϕ , which is assumed to be a linear combination 

of the first J  eigenvectors with the largest eigenvalues found by kernel PCA . That is 
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Its thm  constituent is then given by:  

(kev)

1 1
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ϕ ϕ

λ= =

=∑∑ imx                                   (17) 

3.4   Unsupervised Adaptation of Trained KEV-GMM and Conversion  

In adaptation stage, given the new desired target speaker non-parallel 
data 1{ , }Ty y y= , the eigenvoice weights are usually estimated by maximizing the 

likelihood of Y . Notice that only the desired target speaker data is used for 
adaptation, then non-parallel data is qualify, furthermore, different language data is 
expected to convert. Mathematically, we can find w  by maximizing the following 
auxiliary function [6]: 
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In this paper, we apply the generalized EM algorithm [7] to find the optimal 
weight ŵ for the desired target speaker by solving the nonlinear equations. 

3.5   Conversion with Adapted KEV-GMM  

In the conversion stage, given the source speaker feature vectors { , 1, , }tX x t T= = , 

the converted target feature vectors ŷ are obtained in the same manner as traditional 

GMM, but the mean vector ( )
,
y

m tE  in (6) is modified as: 

1( ) (0) ( ) ( ) ( )
, ˆ ( )y yx xx x

m t m m m m t mE B b x μ
−

= + + Σ Σ −w                                    (19) 

4   Experimental Results and Discussion 

The speech data used in voice conversion is collected with 22.05 kHz sampling rate 
and 16-bit coding quantization. It consists of 60 speakers (28 females and 32 males). 
The whole database is recorded in Chinese Mandarin, including three parts. In digit 
session, each speaker pronounces ten sentences about 4 connected digits, the duration 
of each connected digits is about 6 seconds. In fixed session, each speaker reads ‘the 
wind and the sun’ in Chinese edition, which is about 1minute. In random session, 
every speaker pronounces ten sentences about routine matters, the duration of which 
is varying between 8~10 seconds. The speech data was weighted by Hamming 
window and divided into frames of 512 samples with a frame overlapping of 50% and 
pre-emphasized with coefficient 0.98. We use 24-dimensional mel-cepstrum as a 
spectral feature, which is extracted from smoothed spectrum analyzed by 
STRAIGHT. We evaluate mel-cepstral distortion between the target and converted 
features. Mel-cepstral distortion [5] is calculated as: 

24

1

10
Mel-CD[dB] 2 ( )

ln10
= t c

d d
d

m m
=

−∑                                    (20) 

Where t
dm  and c

dm  represent the thd dimensional component of target mel-cepstrum 

and that of converted mel-cepstrum, respectively. 
The purpose of this experiment is to evaluate the text-independent conversion 

performance using eigenvoice method. For constructing non-parallel conversion 
based on EV-GMM and KEV-GMM, we choose 50 speakers as pre-stored target 
speaker and 1 female speaker as source speaker (marked as F). The fixed content 
sessions of source speaker and pre-stored speakers are used for parallel training and 
the number of mixture components is 256M = . We choose 4 residual speakers (2 
females and 2 males, which is marked as F1, F2 and M1, M2) as desired target 
speaker respectively. Digit session of desired target speaker is used as adaptation data, 
which is different from the source training data. In conversion stage, we choose random 
sentences as testing data. For constructing baseline system of traditional parallel GMM, 
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we use fixed session of source and desired target speaker as training data and random 
sentences as testing data. The number of mixture components for baseline system 
is 128M = . The contrast of performance for parallel and non-parallel conversion is 
showed in Fig.1. 

 

Fig. 1. The contrast of performance for parallel and non-parallel conversion methods 

In Fig. 1, “F1” in the x-axis means the conversion from female source speaker F to 
target speaker female F1. From the analysis of four conversion results, we can draw 
two conclusions as follows: 

The performance of baseline system based on GMM is superior to other two 
methods more or less, we think proximate cause of major difference is that the 
training and testing data is parallel based on GMM, while the training data for source 
speaker and desired speaker is non-parallel based on EV-GMM and KEV-GMM, 
there is an adaptation process and only the mean vector is adjusted. However, the two 
algorithms of EV-GMM and KEV-GMM have incomparable advantage of allowing 
nonparallel corpus. 

The proposed KEV-GMM algorithm performs quite favorably, and the distortion is 
lower than EV-GMM, which demonstrated that kernel PCA can effectively analyze 
the nonlinear information from the supervectors and find better eigenvoices for 
adaptation. Further, the performance of KEV-GMM is somewhat inferior to baseline 
system of GMM, but the difference is not so large, in other words, the proposed 
algorithm can achieve comparable performance in nonparallel manner with baseline 
system using parallel data. 

5   Conclusions and Future Works 

A new approach to the concept of text-independent voice conversion has been 
developed in this study. The proposed algorithm considers the nonlinearity in the 
speaker supervector space, and investigates the use of nonlinear PCA to find the 
eigenvoices by kernel methods. Objective evaluate results indicated that the proposed  
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algorithm was a promising technique for text-independent voice conversion. The 
subjective listening test and cross-language conversion based on the proposed 
algorithm are the next work. 
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Abstract. Since synthetic aperture radar (SAR) images are very sensitive to the 
pose variation of targets, SAR automatic target recognition (ATR) is a well-
known very challenging problem. This paper introduces an effective method for 
SAR ATR by using a combination of kernel singular value decomposition 
(KSVD) and principal component analysis (PCA) for feature extraction and the 
nearest neighbor classifier (NNC) for classification. Experiments are carried out 
on the Moving and Stationary Target Acquisition and Recognition (MSTAR) 
public database to evaluate the performance of the proposed method in 
comparison with the traditional PCA, singular value decomposition (SVD), 
kernel PCA (KPCA) and KSVD. The results demonstrate that the proposed 
method performs much better than the other methods with a right recognition 
rate up to 95.75%. 

Keywords: synthetic aperture radar (SAR) images; automatic target recognition 
(ATR); kernel singular value decomposition (KSVD); principal component 
analysis (PCA); feature extraction. 

1   Introduction 

Synthetic aperture radar (SAR) has been widely used in military and civil fields for its 
all weather and all time work capability. Over the last decades, researchers have 
drawn much attention on the automatic target recognition (ATR) based on SAR 
images. 

Many template matching based methods which are popular nowadays have already 
been used in SAR ATR [1]-[6]. Since the recognition performance lies largely on the 
effectiveness of feature extraction, it is important to find an effective feature extract 
method. As a classical method for feature extraction, principal component analysis 
(PCA) and its variations have been used in SAR ATR for the purpose of data 
compression and redundancy reduction [2][3][6]. Although good recognition results 
are reported in the public papers, the PCA features are very sensitive to the target’s 
azimuth angle. Therefore, the kernel based methods are used to extract the nonlinear 
features of images. Han et al. [1] proposed a SAR ATR algorithm using kernel PCA 
(KPCA) as feature extractor and support vector machine (SVM) as classifier, which 
could reach a right recognition rate of 91.5% on SAR images with no target azimuth 
information. 
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In this paper, an effective method for SAR ATR is proposed using a combination 
of  kernel singular value decomposition (KSVD) and PCA for feature extraction and 
the concise and quick nearest neighbor classifier (NNC) for classification. The 
performance of the proposed method is evaluated on the Moving and Stationary 
Target Acquisition and Recognition (MSTAR) public database compared to the PCA, 
singular value decomposition (SVD), KPCA and KSVD methods. The experimental 
results show the effectiveness of the proposed method with a right recognition rate of 
95.75% even if no target azimuth information is available. 

2   Kernel SVD (KSVD) 

2.1   SVD 

Due to the advantages of stability, position invariance, rotation invariance, 
transposition invariance, mirror transformation invariance and so on, SVD can be 
regarded as an effective algebraic characteristic of images [7][8]. 

Firstly, create a data matrix [ ] *
1...

m n
na x x R= ∈  from image set, where m

ix R∈  
denotes the i-th input image. Without loss of generality, we assume that m n> . Given  
the SVD of a : Ta U V= ∑ , we can compute the rank-r singular value factorization of 
a  by 

( )Tr r r ra U V= ∑  . (1) 

where r n< , ,r rU V  are the first r columns of ,U V , respectively, and 

( )1,...,
r

rdiag σ σ∑ =  with 1 ... 0rσ σ≥ ≥ > . 

2.2   KSVD 

Since SVD is a linear algorithm, nonlinear features can’t be extracted effectively, but 
they exist widely in practical problems. Thus, nonlinear feature spaces may be more 
suitable to describe SAR images which are known to lying on highly complex 
manifolds. For this reason, similar to SVM, KSVD [9][10] takes advantage of the kernel 
trick to nonlinearly map the input data to a higher dimensional space using the function 

: FmRφ → , and perform the SVD in F . The map φ  is induced by a kernel function 

( ).,.k  that evaluates the inner product between mapped input data in feature space. 

We transform a  into ( ) ( )1 ... nA x xφ φ= ⎡ ⎤⎣ ⎦  using φ  assuming ( )
1

0
n

i
i

xφ
=

=∑ . Consider 

TM A A=  and its eigenvalue decomposition TM Q Q= Δ . Matrix M  contains inner 
products between the columns of A  and can be computed via the kernel function 
without having to evaluate ( )ixφ . Then the rank-r singular value factorization of A is 

( ) ( ) ( ) ( )
1 1
2 2

T Tr r r r r r r rA AQ Q U V
−⎡ ⎤ ⎡ ⎤ ⎡ ⎤= Δ Δ ≡ ∑⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦

 . (2) 
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with rQ  being the first r  columns of Q  and rΔ  being the top left r r×  square matrix 
of Δ . M  is positive semi-definite if it is constructed using a Mercer kernel. 

From formula (2) we can see that rU  is expanded by A  in F 

( )
1

2r r rU AQ Aα
−

= Δ =  . (3) 

Thus, the mapping of B  in F to rU  is 

( )Tr T TU B A Bα⋅ =  . (4) 

According to the Mercer theorem, we replace the inner products in F by the kernel 
function 

( ), TK A B A B=  . (5) 

Therefore, formula (4) can be changed into 

( ) ( ),
Tr TU B K A Bα⋅ =  . (6) 

It should be noted that we assume ( )
1

0
n

i
i

xφ
=

=∑  at the start of this part. If the samples 

in F do not meet this condition, they should be replaced by 

( ) ( ) ( )
1

1 n

i i i
i

x x x
n

φ φ φ
=

= − ∑  . (7) 

while other processes are the same as above. At the same time, the K  in formula (5) 
changes into 

n n n nK K l K Kl l Kl= − − +  . (8) 

with nl  being the n n×  matrix with all the elements being 1 n . 
Commonly used kernel functions are as follows. 
• Polynomial kernel 

( ), ' , '
d

K x x x x=  . (9) 

with , ' mx x R∈  and d being integer, to avoid appearing zeros in kernel function 

we use ( ), ' , ' 1
d

K x x x x= +  to replace (9). 

• Gaussian radial basis kernel 

( )
2

2

'
, '

2

x x
K x x exp

δ
⎛ ⎞−

= ⎜− ⎟
⎜ ⎟
⎝ ⎠

 . (10) 

with δ  being the width of kernel. 
• Index of radial basis kernel 
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( ) 2

'
, '

2

x x
K x x exp

δ
⎛ − ⎞

= −⎜ ⎟
⎝ ⎠

 . (11) 

• Multi-layer perception kernel (sigmoid kernel) 

( ) ( ), ' tanh , 'K x x p x x c= +  . (12) 

with p  being the gain coefficient and c  the threshold coefficient. 

3   PCA 

The central idea of PCA [1] is to reduce the dimensionality of a data set in which 
there are a large number of interrelated variables. Assume { }1 2, ,..., MX x x x= , where 

N
jx R∈  ( 1, 2,...,j M= ) is a column vector, M  is the number of images in the training 

set. Then the maximum likelihood estimation of the covariance matrix among the M  
samples is 

1

1 M
T

x j j
j

C d d
M =

= ∑  . (13) 

where j jd x m= − ,  
1

1 M

j
j

m x
M =

= ∑ . 

Apply eigenvalue decomposition on xC  

i i x iv C vλ =  . (14) 

where iλ  is the eigenvalue of xC  with 1, 2,...,i N=  and iv  is the corresponding 
eigenvector. The eigenvectors corresponding to n  largest eigenvalues are used to 
form the mapping matrix. Thus, using the mapping matrix, we can transform both the 
training and testing data into an n-dimensional feature space. Usually, we choose n 
according to the contribution rate η  as the following formula 

1 1

n N

j j
j j

η λ λ
= =

=∑ ∑  . (15) 

where η  is a constant number between 0 and 1, usually set 85%η ≥ . 

4   Feature Extraction Based on KSVD and PCA 

To make the extracted features stable and remove the redundancy among the features, 
we combine KSVD and PCA to extract the features of SAR images. The concrete 
steps are as follows.  

• Feature extraction on training set: 
1) Transform each image in the training set into a column vector and standardize 

them. 
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2) Apply KSVD on the standardized matrix to obtain the first feature 
KSVDFeature  and mapping matrix KSVDMap . 

3) Further carry out PCA on KSVDFeature  to get the last feature TRAINFeature  
and mapping matrix PCAMap . 

• Feature extraction on testing set: 
1) Transform each image in the test set into a column vector and standardize 

them. 
2) Use kernel function to map the standardized matrix to the high dimensional 

space and obtain the centralized kernel matrix TESTMidKernel  for testing set. 
3) From the training process we can get the last mapping matrix 

*Map KSVDMap PCAMap=  and then the feature of testing set is 
*TTESTFeature Map TESTMidKernel= . 

5   Experimental Results and Analysis 

MSTAR public dataset, including T72, BMP2 and BTR70, is used to compare the 
performance of the proposed method with traditional PCA, SVD, KPCA and KSVD 
methods. The data is actual measurement of ground stationary targets, and it is 
gathered by spotlight SAR with 0.3 0.3m×  resolution. In the dataset, all images are 
128 by 128 pixels, and the azimuth coverage for each type targets is 00  to 0360  with 

01  interval. The training and testing targets are collected at a depression angle of 017  
and 015 , respectively. The number of the three types of training targets is 232, 233 
and 233, and the testing targets 196, 196 and 196, respectively. A part of the optical 
images of three types of tank are shown in Fig. 1, and SAR images in Fig. 2. 
 

 
Fig. 1. A part of the optical images of three types of tank 

We carry out the experiments using a combination of NNC and the different feature 
extractors, including the proposed KSVD and PCA, PCA, SVD, KPCA, KSVD, for 
recognition. For all these feature extraction methods, if there is a need, the feature 
dimension is set as 20, and the Gaussian radial basis kernel function with 100δ =  is 
adopted. Shown in Fig. 3 is the flow chart for recognition of the proposed method, 
where solid lines show the training process, and dash lines show the testing process. 

Table 1 shows the recognition results on SAR images. We can see that the 
performance of the proposed KSVD and PCA based method is better than that of the 
PCA, SVD, KPCA and KSVD based methods when no target azimuth information is 
known, which indicates that the proposed method can greatly reduce the sensitivity to 
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target azimuth for SAR images. This is mainly because we make a more efficient target 
feature extraction using a combination of KSVD and PCA. In addition, the NNC we 
used is concise and quick with lower computation times. 

 
Fig. 2. A part of MSTAR dataset. (a)~(c) are the BMP2, BTR70, T72 targets in the training set 
respectively, (d)~(f) are the corresponding targets in the testing set. 

 
Fig. 3. The flow chart for recognition 

Table 1. Comparison of different ATR methods without target azimuth information (%) 

Different methods for feature extraction combined with NNC 

PCA SVD KPCA KSVD KSVD+PCA 

64.8 88.27 87.42 90.8 95.75 

Training 
targets KSVD PCA Extract the feature 

of training targets 

Testing targets 

Save the 
mapping 
matrix 

Extract the 
feature of 

testing targets 

Nearest 
neighbor 
classifier 

result 

(a)                                 (b)                                (c) 

(d)                                 (e)                                (f) 
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6   Conclusion 

In this paper, an effective method for SAR ATR based on the combination of KSVD 
and PCA is proposed. First, the original targets are nonlinearly mapped to a high 
dimensional subspace using the kernel function. Then we use linear SVD in the 
subspace to get the nonlinear structural features. We further apply PCA to get the 
final classification features. At last, NNC is used for classification. In this way, we 
make full use of the advantages of KSVD and PCA, which makes the design of 
classifier more concise and effective. The experimental results on MSTAR dataset 
indicate that the performance of the proposed method is superior to that of PCA, SVD, 
KPCA and KSVD, with a higher right recognition rate without target azimuth 
information. Moreover, the NNC we used is very efficient for its simplicity. Therefore, 
the method proposed in this paper is effective for SAR ATR. 
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Abstract. A novel version of spectral mapping for partially labeled sample 
classification is proposed in this paper. This new method adds the label 
information into the mapping process, and adopts the geodesic distance rather 
than Euclidean distance as the measure of the difference between two data 
points. The experimental results show that the proposed method yields 
significant benefits for partially labeled classification with respect to the 
previous methods.  

Keywords: Semi-supervised Learning; Spectral Mapping; Geodesic Distance. 

1   Introduction 

In many applications of pattern classification and data mining, collecting labeled 
samples can be a costly and time-consuming task, whereas unlabeled ones are far 
easier to obtain. Therefore, semi-supervised learning has attracted much interest from 
researchers [1]. Recently, there have been several transductive learning algorithms 
based on the nearest neighbor graph on the set of high-dimensional ‘inputs’, such as 
the methods with local and global consistency [2], using Gaussian fields and 
harmonic functions [3], and so on. These nonlinear schemes on manifold structures 
can discover the intrinsic geometry of the data, and thereby propagate the label 
information from labeled samples to unlabeled ones. 

In addition, Belkin & Niyogi [4] and Du et al. [5] presented another manifold 
method, referred to as spectral mapping, for partially labeled classification by 
developing the idea of Laplacian eigenmaps [6]. Like other schemes on manifold 
structures, this method assumes that nearest neighbors (according to some similarity 
measure) in the high-dimensional input space have similar ‘outputs’, thereby projecting 
all samples into a low-dimensional manifold. This method exploits the intrinsic 
structure of the data to improve classification with unlabeled examples under the 
assumption that the data resides on a low-dimensional manifold within a high-
dimensional representation space, and this assumption seems to be reasonable in some 
cases. For example, a handwritten digit ‘0’ can be fairly accurately represented as an 
ellipse, which is completely determined by the coordinates of its foci and the sum of the 
distances from the foci to any point. Thus the space of ellipses is a five-dimensional 
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manifold. On the other hand the dimensionality of the ambient representation space is 
the number of pixels which is typically far higher.  

Unfortunately, the label information, which can make the projection more 
beneficial to classification, is omitted from the mapping process. Though labeled 
samples may be less among the sample set, the label information, as the prior 
knowledge, is very important to improve the mapping efficiency, and has been 
utilized in the designs of energy functions of other manifold methods [2][3]. In this 
paper, we propose a new version of spectral mapping that makes use of the label 
information for semi-supervised learning. Moreover, in order to better preserve the 
intrinsic geometry of the data when performing spectral mapping, we adopt the 
geodesic distance rather than the straight-line Euclidean distance as the measure of 
the difference between two data points.  

2   Basic Framework 

Compared with the unsupervised version, our semi-supervised spectral mapping has 
two advantages. One is to consider for mapping not only the distances between the 
pairs of data points, but also their label information, though the labeled samples may 
be less; the basic idea for this change is to forcibly make two data points with the 
same class label have the strongest connection to each other among all point pairs, 
while two points with different class labels have the weakest connection to each other. 
Shown in Figure 1 is the plot of the connection between each data point pair.  

 

Fig. 1. The plot of the connection between each data point pair 

The other advantage of our method is to use the geodesic distance rather than the 
straight-line Euclidean distance as the measure of the difference between two data 
points. Generally, on an underlying manifold, it was found that the geodesic distance 
along the surface of the manifold better preserves the intrinsic geometry of the data 
than the Euclidean distance [7]. Our proposed algorithm is summarized as follows. 



450 Z.-Q. Zhao, J. Gao, and X. Wu 

Given a dataset 1 2 1{ , ,..., , ,..., }l l nX X X X X X+= , the first l  samples are 

labeled by 1 2{ , ,..., }lt t t , while the remaining samples do not have labels. 

Step 1) Formation of an adjacent graph. Firstly set the parameter K . Then define 

the graph G  with all n  data points, and construct an edge to link point iX  to point 

jX , with the length of  

( , )
;,     

     ,   

K

i j i jX X
d i j

X Xif

otherwise

⎧ −⎪
⎨
⎪⎩

=
+∞

∼                                       (1) 

where 
K

i jX X∼  denotes that the points iX  and jX  are among the K-nearest 

neighbors of each other. 
Step 2) Estimate of the geodesic distances. (In case of a neighboring point pair, the 

geodesic distance is approximated by the Euclidean distance. While in case of a 
faraway point pair, the geodesic distance is approximated by adding up a sequence of 

“short hops” between neighboring points.) Firstly initialize ( , ) ( , )Gd i j d i j= ; for 

each value of 1, 2,...,k n= , in turn replace all entries ( , )Gd i j  by 

{ }min ( , ), ( , ) ( , )G G Gd i j d i k d k j+ . 

Step 3) Define the affinity matrix ( )ijW w=  by the following rule: 

if      & i l j l≤ ≤ ,       
1,         

0,        ij

i j
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t t

t t
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                                 (2) 

Then construct a diagonal matrix ( )ijS s=  with the same size as W , where 

1

n

ii ij
j

s w
=

=∑ . 

Step 4) Solve the optimization problem as 

2

y
1 1

min ( )
n n

ij i j
i j

w y y
= =

⎧ ⎫
−⎨ ⎬

⎩ ⎭
∑∑ ,   2

1
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n

ii i
i

subj to s y
=

=∑                (3) 

where ( )1 2y , ,...,
T

ny y y=  denotes the coordinates of the first dimension for the n  

samples in the low-dimensional space. The solution is given by computing the top 
eigenvector for the eigenvector problem: 
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1 y yS W λ− =                                                     (4) 

Then the coordinates of all n  points on a mapped m -dimensional manifold are 

found by computing the top 1m +  eigenvectors of the graph Laplacian 1S W− . The 
top eigenvector is generally discarded since it consists of all equal components and 
gives no information on data structure [8]. 

Finally we classify an unlabeled sample by the simple nearest neighbor rule in the 
m -dimensional space, i.e., assign it to the class to which the nearest labeled sample 

belongs. Note that though two free parameters, namely K  and β , appear in our 

algorithm, the parameter β  can be easily defined. Since β  is used to prevent ijw  

from falling too fast when ( , )Gd i j  is relatively large, its value is set to be the 

average geodesic distance between all pairs of data points. 

 

 

Fig. 2. Visualization of the USPS data mapped into low-dimensional spaces described by the 
first two coordinates. Bottom: unsupervised spectral mapping; Top: supervised spectral 
mapping. The 1st column: K=10, l=100; the 2nd column: K=10, l=300; the 3rd column: K=20, 
l=100; the 4th column: K=20, l=300. 

3   Experimental Results 

Our semi-supervised spectral mapping has been compared with the unsupervised 
version and other manifold methods on the famous USPS (U.S. Postal Service) 
database. The database was collected from actual handwritten postal codes, which 
contains 9298 normalized grey scale images of size 16*16. These images are all from 
10 classes, which represent digits from 0 to 9.  

In the database, all images are provided with class labels. For each trial, we 
randomly draw a set of 1000 samples from the database, among which a random 
subset is used with labels as the labeled set, and the remainder is used as the unlabeled  
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Fig. 3. Comparison of mapping performance scored by  between unsupervised spectral 
mapping and semi-supervised version.  Left curve chart: K=10; right curve chart: K=20. Each 

 is calculated in the mapped low-dimensional space. The results are all averaged over 
20 different random draws for the dataset, and the short lines on the curves show the standard 
deviations for the estimated values of . 

set. For all trials, we set the parameter K  as 10K =  and 20K = , respectively. For 
both of the methods of spectral mapping, namely the unsupervised spectral mapping 
and our semi-supervised version, we set the dimensionality of the low-dimensional 
space, namely, m  as / 5l , which seems to work well in a series of tests. 

Shown in Figure 2 is a comparison between the unsupervised spectral mapping and 
our semi-supervised version, of the visualizations for the 1000 data points mapped 
into the low-dimensional spaces described by the first two coordinates. As shown in 
Figure 2, our method gathers the data points from the same classes closer, and maps 
the points from different classes farther. To make a clearer observation, we also 
compute the ratio of the within-class scatter and the between-class scatter, namely 

w bS S  in the mapped space, to evaluate the mapping performance. Let the within-

class scatter matrix be defined as: 

1

( )( )
k i

c i i T
W k k

i Y C

S Y Y Y Y
= ∈

= − −∑ ∑                                    (5) 

and the between-class scatter matrix be defined as: 

1

( )( )
Tc i ii

b
i

S n Y Y Y Y
=

= − −∑                                       (6) 

where kY  denotes the mapped coordinates of the sample kX ; 
1

(1/ )
n

jj
Y n Y

=
= ∑  is 

the mean mapped coordinates of all samples; 
1

(1/ )
ii ni i

jj
Y n Y

=
= ∑  is the mean 

mapped coordinates of the ith class; in  is the number of samples in the ith class; and 
c  is the number of classes. Then the comparison of the mapping performance scored 
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by w bS S  between unsupervised spectral mapping and our semi-supervised version 

is depicted in Figure 3. These results in Figure 3 show that in the mapped spaces, our 

semi-supervised spectral mapping always has smaller values of w bS S  than the 

unsupervised version, and with the increase of the number of labeled samples, the 

values of w bS S  for our method gradually fall. Further, in Figure 4, we also 

summarize the average classification error rates of various semi-supervised learning 
methods, and the best k-NN (k=1; 3; 5) in the original space as well, for different 
numbers of labeled samples. It can be seen that our semi-supervised mapping method 
outperforms others, especially when the size of the labeled set is relatively small. 

 

Fig. 4. Classification error rates of various semi-supervised learning methods for different 
numbers of labeled samples. Left bar chart: K=10; right bar chart: K=20. Each error is 
calculated on the unlabeled part of the dataset. The results are all averaged over 20 different 
random draws for the dataset, and the short lines on the bars show the standard deviations for 
the estimated classification error rates. 

4   Conclusions 

In this paper, a novel version of spectral mapping for partially labeled classification 
has been proposed. Our method adds the label information into the spectral mapping, 
and adopts the geodesic distance rather than Euclidean distance as the measure of the 
difference between two data points. Thereby, our new spectral mapping obtains a 

smaller value of w bS S  than the original version, which implies that the data 

points from the same class are closerly projected to the low-dimensional manifold, 
while the ones form different classes are more apart projected to the low-dimensional 
manifold. The experimental results have shown that our approach not only improves 
the performance of spectral mapping, but also outperforms other semi-supervised 
learning algorithms. 
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Abstract. Drop analysis technology developed rapidly, the recognition of drop 
fingerprint become more and more important. It discussed about drop analysis 
technology and the methods to recognize liquid drop fingerprint. With the self-
learning, self-organizing and out-supervision, self-organizing feature map 
network is suitable to use in drop fingerprint recognition. By MATLAB 
simulation, a SOM neural network which has been trained is established. Two 
groups of samples are identified.  The identification ratio of one group is 97.5 
percent, and the other group is 95 percent. The recognition performance 
achieved the goal as expected. 

Keywords: We would like to encourage you to list your keywords in this 
section.  

1   Introduction 

In recent years, Fiber-Capacitive Drop analysis technology developed rapidly, drop 
fingerprint identification methods are more and more, for example: 

Graphics-based fingerprint recognition, the principle for this method is comparing 
the drop fingerprint graphics between the control group and the test group, if the 
difference between the graphs within the threshold, the result returns true, otherwise 
false. 

Eigenvector-based fingerprint recognition, the principle for this method is 
comparing the eigenvectors between the control group and the test group. When the 
Euclidean distance between the eigenvectors beyond a certain value, the result returns 
false. 

Eigenvalue-based fingerprint recognition, the principle for this method is 
comparing the eigenvalues between the control group and the test group. 

The methods described before can only test the liquid is true or false, they can’t 
realize the pattern recognition in drop analysis. And the eigenvalues and eigenvectors 
based on a large number of test data. It will reduce the efficiency of liquid 
recognition. 

As the relationship between drop fingerprint and liquid lack of theoretical results, 
the color, composition and other physical and chemical characteristics is not easy to 
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judge by the drop fingerprint. But researches show there are many difference in drop 
fingerprints between different liquids. The self-organizing feature map network is out-
supervision, self-organizing, self-learning network. In this paper, it introduces a drop 
fingerprint recognition method base on self-organizing feature map network. By this 
method, it can realize liquid pattern recognition. 

2   Drop Fingerprint 

Drop Analysis Technology (DAT) is a technology that under a certain test system, use 
various means to implement monitoring of drop growing, in order to obtain the 
physical and chemical parameters for liquids and recognize the liquids from the 
parameters.  

With DAT, the drop fingerprint can be obtained. It reveals the variation law when 
optical signal through the droplet with the droplet growth. Drop fingerprint reflects 
the measured liquid variety of physical and chemical properties, and under certain 
conditions, the result is exclusive. 

In this paper, the drop fingerprint means Fiber-Capacitive Drop Fingerprint. The 
fiber and capacitive signals obtained by Fiber-Capacitive Drop Sensor, after filtering, 
normalization, forming drop fingerprint graphs. Fanta, Coca Cola, Sprite, Xingmu are 
four kinds of drinks, their drop fingerprint graphs are different (as Fig.1).  

 

Fig. 1. Drop Fingerprint graphs of Fanta, Coca Cola, Sprite and Xingmu 

3   Self-Organizing Feature Map 

The Self-Organizing Feature Map (SOM) was proposed by Finnish scholar Teuvo 
Kohonen in 1981. This network is based on the physiology and brain science 
research. It is based on the biological function of nerve cells as following: 

1, The sensitive cells are stimulated by external signals, by self-learning they 
reflect some of the physical characteristics of external stimuli, and form neurons 
which sensitive to some physical characteristics. 
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2, Under the stimulation by external signals, the cells form a kind of feature column 
by self-learning and self-organizing. A feature column executes a certain function. 

3.1   The Structure of SOM Network 

The structure include four parts: 
(1) Array processing unit. Accept the event input, and form discriminant function 

to these signals.  
(2) The mechanism of comparison and selection. Compare the discriminant 

function and select the processing unit with max output.  
(3) Local Interconnection. Stimulant the selected processing unit and its 

neighboring processing unit at the same time. 
(4) Adaptive process. Correct the parameters of the stimulant processing unit, in 

order to increase the output of discriminant function with a certain input. 
The basic structure of SOM has two layers, competitive layer and input layer. The 

data inputted to the input layer, after weighted between the competitive layer and 
input layer, it returns a set of output. (as Fig.2) 

 
Fig. 2. Structure Model of SOM Network 

3.2   Operational Summary of the SOM Algorithm 

(1), Initialize the weights ( )ijW t  to some small random numbers, the value of the 

neighbourhood around node j  (0)jN , and the learning rate 0η . 

(2), Pick a input vector 0 1 1( ) [ ( ), ( ), ( )]nX t x t x t x t−= ……， , ( )ix t  is the input 

of node i  at time t . 

(3), Calculate the distance of input and output, 

1
2

0

[ ( ) ( )]
n

j i ij
i

y x t w t
−

=
= −∑ . 

(4), Select the output node i  with minimum jy . 

(5), Update kη  and ( )jN k . 

(6), Return to (2) until there is no observable change in the map. 
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4   Methods 

Because of the color, transparency, viscosity, surface tension and other physical 
characteristics of different liquids are different, their drop fingerprints are different. A 
drop fingerprint graph can represent a kind of liquid. 

In this paper, 1000 fiber signal data in a drop fingerprint are used as an input vector 

iX  in SOM network. According to the demand, output nodes are set as M N×  

neurons. With the SOM algorithm, every input vector gets a winning neuron iY  as 

output after training in the network. The output iY  represents the drop fingerprint. 

Different sample vectors are training in the neural network in order to get their 

outputs 1Y , 2Y , 3Y ……. 1Y , 2Y , 3Y  represent different liquids. When recognize an 

unknown liquid, use DAT to get its drop fingerprint, and simulate in the network 

which has been already trained. The output of the network is tY . If tY  equals to iY , 

the unknown liquid is the liquid which iY  represent. 

With the help of MATLAB Neural Network Toolbox, the code of the SOM algorithm 
is reduced greatly. Fig.3 and Fig.4 are the main procedure flow chart in this experiment. 

 

Fig. 3. The flow chart of self-organizing feature map neural network training 

 

Fig. 4. The flow chart of pattern recognition 
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5   Results  

In this paper, 40 kinds of liquid samples are training. The function to establish SOM 
network like this:  

net=newsom(P,[30 30],'hextop','linkdist',200,1) 

Taking into account the dispersion of 40 samples, the number of the neurons in output 
layer is 30x30. When the training is finish, the neural network realized the exact 
classification of 40 liquids.(as Fig.5) 

 

Fig. 5. Liquid classification diagram 

To verify the identification ratio, the experiment is divided into two groups. One 
group selects 40 kinds of liquids, every liquid select a sample, 40 samples in total. In 
this group, Nongfu Spring is the only one which is not identified. The identification 
ratio is 97.5% (as Table.1). The other group selects 6 kinds of liquids, every liquid 
select 10 samples, 60 samples in total. In this group, 3 samples can not be identified 
(T on behalf of the correct identification, F on behalf of the wrong identification). The 
identification ratio is 95% (as Table.2). The identification ratio of this neural network 
is more than 95%. 

Table 1. Recognition results of some samples 

sample result sample result sample result sample result 
Nestle 
mineral 
water 

Nestle 
mineral 
water 

Nongfu 
spring 

Unknown Glutinous 
rice wine 

Glutinous 
rice wine 

Five 
Star 
Beer 

Five 
Star 
Beer 

Wahaha 
mineral 
water 

Wahaha 
mineral 
water 

Shanxi 
mature 
vinegar 

Shanxi 
mature 
vinegar 

Quanxing 
Liquor 

Quanxing 
Liquor 

Yanjing 
Beer 

Yanjing 
Beer 

Wahaha 
Purified 
Water 

Wahaha 
Purified 
Water 

Coco 
Cola 

Coco 
Cola 

Erguotou 
liquor 

Erguotou 
liquor 

White 
vinegar 

White 
vinegar 
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Table 2. Recognition results of the samples 

sample 1 2 3 4 5 6 7 8 9 10 
Nongfu 
spring 

T F F F T T T T T T 

Wahaha 
mineral 
water 

T T T T T T T T T T 

Shanxi 
mature 
vinegar 

T T T T T T T T T T 

Quanxing 
Liquor 

T T T T T T T T T T 

Dark soy  T T T T T T T T T T 
Sprite T T T T T T T T T T 

6   Conclusions 

Self-organizing feature map neural network has features as automatic classification 
and recognition. Therefore, the successful applications in data classification are many. 
In this paper, SOM network is successful used in drop fingerprint recognition, and 
very good results obtained. It verifies the feasibility of neural network used in liquid 
recognition, and provides a good technology to drop fingerprint recognition. 
However, the neural network did not achieve 100% drop fingerprint recognition. In 
future research, can improve on the parameters and algorithm to obtain a more 
favorable neural network. 
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Nonlinear Complementarity Problem and Solution 
Methods 

Longquan Yong  

Department of Mathematics, Shaanxi University of Technology,  
Hanzhong 723001, Shaanxi, P.R. China 

yonglongquan@sohu.com  

Abstract. This paper provides a survey to some of recent developments in the 
field of nonlinear complementarity problems (NCP). Some existence conditions 
of solution to the NCP are given according to the monotonicity of the functions, 
and corresponding NCP examples are demonstrated respectively. Meanwhile, a 
couple of different solution methods for NCP are described. Finally, we provide 
a brief summary of current research trends. 

Keywords: nonlinear complementarity problems, monotone function, NCP-
function, Newton method, projection-type method, interior point method. 

1   Introduction 

The nonlinear complementarity problem (NCP), which is to find a vector nx ∈  
satisfying the system of equations and inequalities 

0,   ( ) 0,   ( ) 0x F x x F xΤ≥ ≥ =  

or, equivalently, 

0,   ( ) 0,   ( ) 0 i i i ix F x x F xΤ≥ ≥ = for 1, , .i n= …  

Here : nF Χ → is a given function defined on a subset nΧ ∈  containing at 
least the nonnegative orthant. 

NCP was introduced by Cottle in his Ph.D. thesis in 1964, and the closely related 
Variational Inequality Problem (VIP) was introduced by Hartman and Stampacchia in 
1966, primarily with the goal of computing stationary points for nonlinear programs 
[1-2].  

Well over a thousand articles and several books have been published on the subject 
of complementarity problems. Many of the basic theoretical results in 
complementarity problems have been known for a long time. An excellent survey of 
much of the research in this area prior to 1990 can be found in [Harker and pang, 
1990]. Further references and more recent work can also be found in [Ferris and Pang, 
1997, Harker, 1993, Pang, 1994]. Here, we give just a flavor of the known existence 
and uniqueness results and concentrate more on the algorithmic point of view. For a 
general treatment of NCP and VIP we recommend Ref. [3-6]. Additional references 
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are given in [2], as well as in the references mentioned above. We limit the scope of 
this paper. 

In this paper, we give a survey of complementarity problems that covers some 
standard results and presents a number of new developments in the field. The 
organization of this paper is as follows. In section 2 we then state a few existence 
conditions for the standard NCP, and section 3 describes a couple of different solution 
techniques for NCP. Discussions some of applications and trends in NCP are describe 
in Section 4. 

The notation used in this paper is assumed to be rather standard: Then n -

dimensional Euclidean space is denoted by n  with x  being the Euclidean norm 

of a vector nx ∈ , and 2
+  denotes the set of n  dimension nonnegative vectors. 

The scalar product of two vectors , nx y ∈ is written as x yΤ . 

2   Theoretical Results for NCP 

In this section, we deal with the follow questions: Does the NCP have at least one 
solution? When is the solution unique? Consider the following simple examples [7]. 

Example 2.1. In all examples gives here, the function 1 1:F →  is defined. 

(a) If ( ) 1F x x= − − , then NCP has no solution since ( ) 0F x <  for all 0x ≥ . 
(b) If ( ) 1F x x= − , then NCP has a unique solution * 1x = . 
(c) If ( ) 0F x ≡ , then NCP has infinitely many solutions * 0[ ),x ∈ +∞ . 

(d) If 2( ) ( 1) 1F x x= − − , then NCP has two isolated solutions * 0x =  and * 2x = . 

In order to state some existence and, possibly, uniqueness results, we now introduce 
some classes of functions that play the role of corresponding convexity properties in 
optimization problems. 

Definition 2.2. Let nΧ ⊆  be a nonempty set and : nF Χ →  be a given 
function. Then F  is said to be 

(i) monotone if ( ) ( )( ) ( ) 0x y F x F y
Τ− − ≥  for all ,x y ∈ Χ ; 

(ii) strictly monotone if ( ) ( )( ) ( ) 0x y F x F y
Τ− − >  for all ,x y ∈ Χ with x y≠ ; 

(iii) strongly monotone if there exists a constant 0μ > (called modulus) such that 

( ) ( ) 2
( ) ( )x y F x F y x yμΤ− − ≥ −  for all ,x y ∈ Χ . 

Using these definitions, we can state the following result. 

Theorem 2.3. Let : nF Χ →  be a continuous function on n
+Χ = . Then the 

following statements hold: 

(a) If F is monotone on Χ , then NCP has a convex (possibly empty) solution set. 
(b) If F is strictly monotone on Χ , then NCP has at most one solution. 
(c) If F is strongly monotone on Χ , then NCP has a unique solution. 
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Definition 2.4. A vector nx ∈  is called feasible for NCP if 0x ≥ and ( ) 0F x ≥ , 
and a vector ˆ nx ∈  is called strictly feasible for NCP if ˆ 0x > and ˆ( ) 0F x > . 

Theorem 2.5. Let : nF Χ →  be a continuous function on n
+Χ = . Assume 

that F is monotone on Χ and there is a strictly feasible point x̂  for NCP. Then NCP 
has a nonempty and compact solution set. 

Following we give some examples of NCP. 

Example 2.2. [8]Example of unique solution. 

Consider the NCP, where 5 5:F →  is given by 

1 2 3 4 5

2 1 3 4 5

3 1 2 4 5 4

4 1 2 3 5

5 1 2 3 4

/ 50

/ 50 3

( ) / 50 1

/ 50 1/ 2

/ 50

x x x x x

x x x x x

F x x x x x x

x x x x x

x x x x x

+⎛ ⎞
⎜ ⎟+ −⎜ ⎟
⎜ ⎟= + −
⎜ ⎟

+ +⎜ ⎟
⎜ ⎟+⎝ ⎠

 

The NCP has only one solution * (0,3,1,0,0)Tx = . 

Example 2.3. [9, Kojima–Shindo Poblem] Example of two solutions.  

Consider the NCP, where 4 4:F →  is given by 

2 2
1 1 2 2 3 4

2 2
1 1 2 3 4

2 2
1 1 2 2 3 4

2 2
1 2 3 4

3 2 2 3 6

2 10 2 2
( )

3 2 2 3 9

3 2 3 3

x x x x x x

x x x x x
F x

x x x x x x

x x x x

⎛ ⎞+ + + + −
⎜ ⎟

+ + + + −⎜ ⎟= ⎜ ⎟+ + + + −⎜ ⎟
⎜ ⎟+ + + −⎝ ⎠

 

This is a degenerate NCP and has two solutions * 6 2,0,0,0.5( )Tx =  and * 1,0,3,0( )Tx = . 

Example 2.4. [10-11] Example of alternative solutions.  

Consider the NCP, where 4 4:F →  is given by 

( ) ( )
( ) ( )

2 3 4

1 3 4 2

1 3 4 3

1

4.5 2.7 / 1
( )

5 0.5 0.3 / 1

3

x x x

x x x x
F x

x x x x

x

− + +⎛ ⎞
⎜ ⎟− + +⎜ ⎟= ⎜ ⎟− − + +⎜ ⎟
⎜ ⎟−⎝ ⎠

 

This problem has infinitely many solutions * ( ,0,0,0)Tx λ= , where [0, 3]λ ∈ . 

Remark 2.1 

If 2 2:F + →  is monotone, and there exists feasible point (but not exists strictly 

feasible), then NCP maybe unsolvable.  
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For example, let ( )2
1 1 2 1 1( ) 2 2 1, 2 1

T
F x x x x x x= − + + − . Since Jacobian matrix 

( )F x′  is positive semi-definite in 2
+ , 2 2:F + →  is monotone. The feasible 

region { } { }2
1 20 , 0 1, 0S x x x x x x+= ≥ ≥ = ∈ = ≥ . For any feasible point 

x S∈  we have ( ) 1Tx F x = , thus this monotone NCP is unsolvable. 

Remark 2.2 

If 2 2:F + →  is strictly monotone and the feasible point of NCP exists, then 

NCP maybe unsolvable.  

For example, let ( )1 2 2( ) ( ) ,
T

F x x x xϕ= + , where 1 1:ϕ →  is monotone 

increasing and for any 1t ∈ , ( ) 0tϕ < . It is easy prove that 2 2:F + →  is 

strictly monotone and feasible point exists. If any feasible point ' ' '
1 2( , ) 0x x x= ≥  

satisfies ' '( ) ( ) 0Tx xF = , then ' '

1 2 0x x= = . However, ( ) 2(0) (0),0
TF ϕ += ∉ , thus 

this monotone NCP is unsolvable.  

3   Algorithms for NCP 

3.1   Projection-Type Methods 

Projection-Type Methods are based on the following simple observation. 

Proposition 3.1. A  vector *x  is a solution of NCP if and only if *x  satisfies the 
fixed-point equation 

( ( ))x x F xγ += − , 

where 0γ >  is an arbitrary constant and z+  denotes the Euclidean projection of a 

vector nz IR∈  onto the nonnegative orthant. 
Projection-Type methods typically attempt a fixed-point iteration. The simplest 

consists of the iteration 

1 : ( (( ( )) )) ,   0,1,2, ,k k k kx x F x F x kγ γ+
+ += − − =  

Where 0 nx +∈  is any given starting point. An excellent survey of much of 

projection-type methods can be found in [12]. 

3.2   Merit Functions Methods 

We first give the definition of a merit function. 

Definition 3.2. A function : nΨ →  is called a merit function for NCP if it has 
the following properties:   
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(a) ( ) 0xΨ ≥  for all nx ∈ ; 

(b) ( ) 0xΨ =  if and only if x  is a solution of NCP. 

This definition suggests replacing the NCP by the unconstrained minimization 
problem 

min ( ),   nx xψ ∈ . 

More and new merit function can be found in [13]. 

3.3   Nonsmooth Newton Methods 

It is possible to reformulate the NCP as a nonlinear system of equations using so-
called NCP-functions. 

Definition 3.3. A function 2:φ →  is called an NCP-function if it satisfies the 

condition ( , ) 0 0, 0, 0a b a b abφ = ⇔ ≥ ≥ = . 

The following functions are NCP-functions: 

(a) ( ) { }, min ,a b a bφ = ; 

(b) ( ) 2 2,a b a b a bφ = + − − ; 

(c) ( ) ( ) ( ) { } { }2 2, 1 max 0, max 0,a b a b a b a bφ λ λ= + − − − −  with ( )0,1λ ∈ fixed; 

(d) ( ) { }21
, min 0,

2
a b ab a bφ = − + + . 

Normally (a) is called the minimum function, and (b) is called the Fischer-Burmeister 
function. Example (c) is termed the penalized Fischer-Burmeister function. Example 
(d) is the only NCP-function that is differentiable on the whole space. Many other 
NCP-functions are known in the literature [14-15]. 

For any given NCP-function φ ，define : n nΦ →  by 

( ) ( ) ( )( )1 1: , ( ) , , , ( )
T

n nx x F x x F xφ φΦ = . 

If F and the NCP-function φ  are continuously differentiable, then the same holds for 

the equation operator Φ . In this case, we can apply the classical Newton method to 

( ) 0xΦ =  to solve the underlying NCP [16-17]. This leads to the iteration 

( ) ( )11 : , 0,1, 2k k k kx x x x k
−+ ′= − Φ Φ =  

for a given starting point 0 nx ∈ . We can expect local fast convergence if the 
standard assumptions for the Newton method are satisfied; in particular, the Jacobian 
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matrix ( )*x′Φ  has to be nonsingular at a solution *x of NCP. Unfortunately, 

Kanzow shows that this matrix is singular at any degenerate solution. One way to 
overcome the singularity problem is to use smooth NCP-function. 

3.4   Smooth Newton Methods 

Smoothing Newton method for nonlinear complementarity problem has become a 
research focus. J.Y HAN, L.Q.Qi, X.Q.Yang, N.H.XIU, J-S Chen, Z.H.Huang, etc. 
has done a lot in this pioneering work. Smoothing methods for the NCP typically 

approximate a nonsmooth NCP-function φ  by a smooth function μφ  that depends on 

a smoothing parameter 0μ > . For example, it is possible to approximate the 

Fischer-Burmeister function by  

( ) ( )2 2 2 2, : ,a b a b a b a b a b a bμφ μ φ= + − − ≈ + + − − = . 

Using similar techniques, it is possible to smooth most known NCP-functions. 
  We introduce a class of smoothing functions as 

( ) 2 2 2, , ( ) (1 )( ) 4 , [0,1]a b a b a b a bθφ μ θ θ μ θ= − + − + + − − ∈ . 

Obviously, Fischer-Burmeister smoothing function and CHKS smoothing function are 
special cases when 0θ =  and 1θ =  respectively. 

As soon as we have such a smooth approximation μφ , we define the corresponding 

equation operator 

( ) ( ) ( )( )1 1: , ( ) , , , ( )
T

n nx x F x x F xμ μ μφ φΦ =  

which is now a smooth approximation of Φ  if F itself is smooth. 
The main idea of any smoothing method is to apply a standard Newton method to 

the nonlinear system of equations ( ) 0xμΦ =  and to drive the smoothing parameter 

μ  down to zero. If we denote the value of μ  at the kth iteration by kμ , a typical 

iteration of a smoothing method is given by  
1 ' 1[ ( )] ( ),   0,1,2,

k k

k k k kx x x x kμ μ
+ −= − Φ Φ =  

A critical point of all smoothing methods is the way the smoothing parameter kμ  

gets updated at each iteration. If this is done in an appropriate way, it is possible to 
prove global convergence for monotone problems, and even local fast convergence if 

a solution *x  of the NCP satisfies the strong regularity assumption. More detail 
smoothing Newton method can be found in [18-19]. 

3.5   Interior Point Methods 

Another important class of methods used to tackle NCP is interior point methods.  
So far, the theory developed for interior point methods is much stronger than the 

one developed for smoothing methods. Interior point methods have a common feature 
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such that generates a sequence { , 0,1,2, }kx k =  in the feasible region under the 

assumption of knowing a feasible initial point 0x . If each point kx  of the generated 
sequence satisfies the equality system ( ) 0kF x ≥ , then we say that the algorithm is a 

feasible interior point algorithm.  
However, it is a very difficult task to find a feasible initial point to start the 

algorithm. To overcome this difficulty, recent studies have been focused on some new 
interior point algorithms without the need to find a feasible initial point. In 1993, 
Kojima et al. presented the first infeasible interior point algorithm with global 
convergence for linear programming, soon later Zhang and Wright introduced this 
technique to the linear complementarity problem. Interior-point methods can often be 
shown to have polynomial complexity and local fast convergence even in the absence 
of the strong regularity condition [20-22]. An excellent survey of much of the 
research in this area can be found in [23]. 

3.6   Linearization Methods 

Here, the fundamental idea is to linearize F about the current iterate kx  and solve the 
corresponding linear complementarity problem (LCP) 

( ) ( )0,   ( ) ( ) 0,   ( ) ( )( ) 0k k k T k k kx F x F x x x x F x F x x x′ ′≥ + − ≥ + − =  

to generate 1kx + . In the context of generalized equations, this method, which has 
been commonly termed SLCP (for sequential LCP), was shown to be locally well-
defined and fast convergent under the strong regularity condition [7]. 

3.7   Multiobjective Optimization Methods 

In [24], general linear complementarity problems are studied via multiobjective 
optimization methods. For NCP we can similarly formulate the NCP into a 
multiobjective optimization problem (MOP) and calculate the zero-efficient solution 
of the MOP, which is also the solution to the NCP. An excellent survey of much of 
the research in this area can be found in [25-26]. 

4   Applications and Current Trends of NCP 

NCP arise naturally in the study of many phenomena in economics and engineering. 
While excellent algorithms have been developed, there is still much attention being 
devoted to developing new algorithms for NCP. Mixed complementarity problems, 
parameter complementarity problems, robust complementarity problems, variational 
inequalities and mathematical programs with equilibrium constraints are current 
research focuses. 
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Abstract. A shape-shifting robot with changeable configurations can accomplish 
search and rescue tasks which could not be achieved by manpower sometimes. 
The accessibility of this robot to uneven environment was efficiently enlarged by 
changing its configuration. In this paper, a path planning method is presented that 
integrates the reconfigurable ability of the robot with the potential field law. An 
adaptive genetic algorithm is applied to solve effectively the local minimum 
problem. The experiments show that the robot’s configurations can be changed to 
perform the path planning with the environmental variation. Moreover, the path 
has been shortened effectively. 

Keywords: Reconfiguration, Shape-shifting, Path planning, Robot. 

1   Introduction 

To achieve different tasks and adapt various environments such as search and rescue, 
military reconnaissance, and mine exploration, the flexibility of the traditional robots is 
too worse to meet the needs. A reconfigurable mobile robot has attracted a lot of 
attention and interest for wide applications. Because of automatic reconfigurable ability, 
it can complete the search and rescue task by changing the configurations to adapt with 
the dangerous, unknown environment. Up to now, there have been a lot of research 
groups outside China which study reconfigurable mobile robot: USC-ISI, CMU, AIST , 
Fukuda Laboratory and et al. In China, scientists in Shanghai Jiao Tong University 
Shenyang Institute of Automation, Chinese Academy of Sciences, Beijing university of 
aeronautics and astronautics, Harbin Institute of Technology, and et al. [1,2]. 

The path planning of robot is key research topics, which determines a robot whether 
can perform completing tasks on time in complex environment. At present, many path 
planning algorithms have been researched, such as Rolling Path Planning Method, 
Genetic Algorithm, Ant Colony Algorithm and Visibility Graph [3]. One of the well 
known methods is the potential field method with rapid description of the environment 
[4,5], which is widely used for real-time obstacle avoidance and motion 
planning. It minimizes a penalty function that consists of two components describing 
influence of the obstacles in the workspace and the intention to go to the desired point. 
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2   System of the Shape-Shifting Robot 

The shape-shifting robot with the automatic reconfigurable ability adopts modular 
structure. The adaptability of the robot is reinforced in the different space by changing 
the configurations.  

The six ultrasonic sensors are emplaced in three regions of the platform, 2 sensors 
are fixed on the left and right of frontage respectively, 2 sensors are fixed on the front 
and rear of right side respectively, and 2 sensors are fixed on the front and rear of left 
side respectively. The detecting-distance of the every ultrasonic sensor is 4cm-5m, and 
they are asynchronously transmitted. An electron compass, a GPS and an inclinometer 
are emplaced in the platform respectively. The shape-shifting robot has diverse 
configurations. The reconfigurable capacity of the robot will be reinforced by using 
every motion joint. Four kinds of commonly used configuration of the shape-shifting 
robot, i.e. configuration R, T, d, L.  

The control system is composed of a wireless module, a main control module, motor 
control modules and sensor-based feedback control modules.  

Main control module is the robot’s decision-making unit, which estimates its own 
position, and plans path and changes its own configuration according to information of 
environment provided by the feedback control module. 

The sensor-based feedback system contains controllers 8 to 11 as well as electron 
compass, GPS, inclinometer and ultrasonic sensors. The controller 11 receives the data 
of every controllers of ultrasonic sensors by CAN bus and processes them. All sensors 
receive information from the environment and transmit the data to respective 
controllers in which pre-settled algorithms are used to deal with them, and then results 
are sent to the PC. 

3   Modified Potential Field Method 

3.1   Calculation of Attractive and Repulsive Forces 

In the motion space, the robot is considered as one particle, and the particle receives 
effect of potential field force, according to the basic idea of potential field method. In 
the potential field approach every obstacle exerts a repulsive force on the robot and 
target position exerts an attractive force. According to characteristic which the 
shape-shifting robot has reconfigurable capacity, the shape-shifting robot is considered 
as a robot which will be reduced proportionally, and keep the reconfigurable ability 
which change the configurations to strengthen the accessibility. 

The amplitude of the repulsive force is defined as:  
2

1 ( )
1

rc d a
r w e− +=F  (1)

Where w1, c1 and a are constant coefficients respectively. dr is distance between the 
current robot location and the obstacle location. Its value is calculated as follows: 

2 2 2 2( ) ( )r o o o od x y x x y y= Δ + Δ = − + −  (2)
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where △xo and △yo are coordinate distances between the robot position and the 
obstacle position.  

We proposed the following law for attractive force: 

2

1 2

2 2

6 | |

3 | | 6

| | 3

a t

a a t

a t

w d X X

k w d X X

k w d X X

< −

= < − ≤

− ≤

⎧
⎪
⎨
⎪
⎩

F  (3)

where X is current position coordinate of the robot. Xt is position coordinate of target. 
w2, k1 and k2 are constant coefficients respectively. The k1 and k2 are involved to reach 
the target when the distance da between the current robot location and the target 
location are located into the circle with radius (3, 6] m or 3m. The value da is calculated 
as follows: 

2 2 2 2( ) ( )a t t t td x y x x y y= Δ + Δ = − + −  (4)

The force controlled on the robot： 

( )s r amin= +F F F  (5)

where the resulting vector Fs is obtained as a minimum of the vector sum of repulsive 
force Fr and attractive force Fa. 

3.2   Method of Accessibility 

In terms of complicated environments and irregular polygonal obstacles, if stacking 
potential fields of all obstacles, the time consumption for computation would be too 
large to perform the task in real-time application [6]. The concept of the visibility field 
is introduced according to location of sensors. The shape-shifting robot only needs to 
avoid obstacles detected.  

2r

3r
4r

 

Fig. 1. The visibility field of the robot. s is the scope of the visibility field, 1, 2, 3, 4 and 5 is 
obstacles. 
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The robot’s scope of the visibility field here is a rectangle with the length a=8m and 
width b=4m according to measuring range of ultrasonic sensor, as shown in Figure 1, 
where obstacles 2, 3 and 4 are visible, obstacles 1 and 5 is not visible. 

In order to further reduce the computation load, Firstly, nearest obstacle from the 
robot, the distance of the obstacles and obstacles which locate along both sides of 
robot’s path are all considered to satisfy the width of a certain configuration of the 
robot. If there is only one obstacle in the scope of the visibility field, it is very easy for 
avoidance. If there are many obstacles in the scope of the visibility filed, the robot 
needs to calculate the maximum resultant forces Frmax of two nearest repulsive forces 
before going through the two obstacles. 

max 1 2r r r= +F F F  (6)

where Fr1 and Fr2 are repulsive forces of two nearest obstacles which the robot intends 
to pass through. 

The current control force on the robot: 

max( )s r amin= +F F F  (7)

Corollary 1. Due to the effect of resultant repulsive force Frmax when control force of 
(7) is implemented, we can derive the rule that the robot movements towards the centric 
position of two obstacles and goes through along the path near the centric position.  

According to (1), (6) and corollary 1, we can get the relationship between 
configuration of the robot and maximum repulsive force Frmax, as represented in Table 
1. sT, sd and sL are halves of width of configuration T, d and L respectively. Δd1 and Δd2 

are smaller adjustment quantity. Thus the robot can automatically select a proper 
configuration that satisfies the distance between two obstacles. 

In Figure 2(a), the shape-shifting robot doesn’t adopt reconfigurable method. The 
robot discovers that obstacle 2 is the nearest from robot, when it moves to the target. 
The robot hopes that obstacle 2 is bypassed. The path of first choice is l1, but the robot 
discovers that the distance between obstacle 2 and obstacle 5 is less than the width of 
robot with the configuration T. The path l2 of secondary choice is in the same way. So 
the robot had chosen the farther path l3. In Figure 2(b), the shape-shifting robot with 
two kinds of reconfigurations can change its own configuration to choose the nearer  
 

Table 1. Condition of the robot changing the configuration 

configuration                                                       condition 

                       T                                
2 2

1 1 1 2(( ) ) (( ) )
max 1 1

T Tc s d a c s d a
r w e w e− +Δ + − +Δ +< +F    

            d                                 
2 2

1 1 1 2(( ) ) (( ) )
max 1 1

T Tc s d a c s d a
r w e w e− +Δ + − +Δ +≥ +F    

                                                        
2 2

1 1 1 2(( ) ) (( ) )
max 1 1

d dc s d a c s d a
r w e w e− +Δ + − +Δ +< +F    

                       L                              
2 2

1 1 1 2(( ) ) (( ) )
max 1 1

d dc s d a c s d a
r w e w e− +Δ + − +Δ +≥ +F    

                                                       
2 2

1 1 1 2(( ) ) (( ) )
max 1 1

L Lc s d a c s d a
r w e w e− +Δ + − +Δ +< +F    
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Fig. 2. Robot’s passing through the narrow space 
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path l2 and can pass through obstacles successfully according to the environmental 
variation. In Figure 2(c), the shape-shifting robot with three kinds of reconfigurations 
can change its own configuration to choose the nearest path l1. Therefore, the better the 
reconfigurable ability of the robot is, the better the adaptive ability of environment is. 

3.3   Solving the Local Minimum Problem 

In some case, the robot only knows the surrounding environment of current location in 
complex environment, so it falls into the local minimum easily. Therefore this paper 
adopts an adaptive genetic algorithm (AGA) as following to estimate and escape from 
the local minimum: 

AGA can choose crossover operator and mutation operator adaptively according to 
fitness, which result in morerapidly convergence speed comparing with traditional GA. 
It is more important AGA is used to avoid local minimum.  

Crossover operator, Pc, and mutation operator, Pm have influence on behavior of 
GA, which are changed with fitness. When all the fitnesses of population are tended to 
be consistent. Pc and Pm are added. When all the fitnesses are dispersed，Pc and Pm 
are reduced.. The individuals which have lower Pc and Pm corresponding to higher 
fitness than average fitness are protected to go to next generation. While the individuals 
which have relatively highly Pc and Pm corresponding to lower fitness than average 
fitness are removed. 

Pc and Pm are given by： 

1 2
1

max

1

( )( ' )
'

'

c c av
c av

avc

c av

P P f f
P f f

f fP

P f f

− −⎧ − ≥⎪ −= ⎨
⎪ <⎩

 (8)
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m av

P P f f
P f f

f fP

P f f

− −⎧ − ≥⎪ −= ⎨
⎪ <⎩

 (9)

where f is fitness, f′is derivative of f,；fav is average of f,  fmax is max of f, and 

1cP , 2cP 1mP 2mP  are fitted to 0.9,0.6,0.1,0.001 respectively. 

4   Experiment of Accessibility and Simulation of Path Planning 

4.1   Experiment of Accessibility  

In order to validate effectiveness of the method, we do the experimental research on the 
autonomic accessibility of the shape-shifting robot. In an unknown condition of 
obstacles, the robot can change its movement route for obstacles avoidance according 
to the information of sensors. Also, the robot can estimate the distance between the 
neighboring obstacles. Then, it automatically adjusts its own configuration to reinforce 
the adaptability of environment.  
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4.2   Simulation of Path Planning 

The simulation experiments have been done in the same complex environment with 
polygonal obstacles using the method proposed, as represented in Figure 3, Figure 4 and 
Figure 5. In these figures，the red rectangle is start position, the red circle is target position. 

In Figure 3, with the modified potential field method, the robot with the fixed 
configuration T completed path planning efficiently in the environment with polygonal 
obstacles.  

0 5 10 15 20 25 30
0

5

10

15

20

25

30

 

Fig. 3. Robot path planning with the configuration T 
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Fig. 4. Robot path planning with two kinds of reconfigurations according to environmental 
variation 
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In Figure 4, the robot with two kinds of reconfigurations can change its own 
configuration to complete path planning according to the environmental variation, after 
integrating the reconfigurable ability of the robot into the modified algorithm. We find 
out: the method well solved the local minimum problem in irregular obstacles.  

In Figure 5, the robot with three kinds of configurations can change its own 
configuration to perform path planning more effectively according to the 
environmental variation than before. When the robot passed through first narrow space, 
it transformed its own configuration from T to d. While the robot passed through 
secondary narrower space, it changed its own configuration from T to d to L. 
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Fig. 5. Robot path planning with three kinds of reconfigurations according to environmental 
variation 

5   Discussion and Conclusions 

In this paper, a modified potential field method is presented to describe environment 
rapidly. Moreover, with AGA, the local minimum problem is solved to make sure 
real-time application effectively. In addition, the proposed method has a very strong 
capability of acclimatization. It has been validated through experiment results that the 
robot can change its own configuration to perform the path planning with the 
environmental variation.  Furthermore the method proposed can shorten the path 
effectively.  
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Abstract. Analysis of human activity from video sequences is one of the hottest 
and difficult research areas in computer visions. Because of the fact that human 
continuous motion can be decomposed into an image sequence based on time, 
state space method is applied in this paper. First, Silhouettes are extracted using 
the Background Subtraction method and features are represented by moment. 
Then a method using recursion method for establishment of the standard gait 
state sequence is proposed. In order to determine whether the behavior is 
abnormal in different scenarios, wavelet moment is used to extract features of 
the human body images, and then recognizes the moving human bodies activity 
based on Discrete Hidden Markov Model. The experiment tests show some 
encouraging results also indicates the algorithm has very small leak-examining 
and mistake-examining-rate which indicate that the method could be a choice 
for solving the problem but more tests are required. 

Keywords: Human Motion Recognition; Hidden Markov Models; style; Gait 
Classification; wavelet moment. 

1   Introduction 

In recent years, as a sharp increase in terrorist attacks on crowded public places, like 
airports, bus stations, subways and markets etc, surveillance systems have been more 
demanded. As one of the significant objectives of such systems, human activity 
understanding and recognition which is one of the most active research topics in the 
field of computer vision, has a number of promising applications, ranging from 
security and surveillance to augmented reality. For this reason, it is important to 
develop intelligent visual surveillance to replace the traditional passive video 
surveillance that is proved to be ineffective as the number of cameras exceeds the 
capability of human operators to monitor them. 

All of the visual surveillances are evidence of a great and growing interest in 
detecting moving walker. Because, the detection of moving walkers could help to 
detect crimes, accidents, terrorist attacks, but it is hard to define “abnormal” in 
different scenarios. The most convenient way is to classify the pedestrians’ gaits in 
the beginning, and then behavior validity can be judged under special scenarios. 
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Gait classification attempts to use gait as biometric information to understand 
people by the characteristics of their motion. It also includes efforts to classify 
different types of human activities, for example, walk, faint, run, bench, jump, and 
wander action. Research in the field has raised many methods: they are model-based 
methods [1][2], statistical methods [3] and spatial-temporal motion-based methods 
[4]. And Invariant moments due to its character are a popular tool for extracting 
feature of moving object. The application of classical moments to two dimensional 
images was first shown in the early sixties by Hu [5]. In [6] Lee and Grimson 
computed a set of images features that are based on moments such as centroid, major 
axis of each part of people. Shutler et al. developed new Zernike velocity moments to 
describe the motion throughout an image sequence to help recognize gait [7].   

Although considerable achievements in this field have been accomplished in recent 
years, some challenges still remain to be overcome. The optimal gait classification 
should classify motion with real-time. What we do in this paper is a spatio-temporal 
motion-based model method with little prior knowledge, and it belongs to the work of 
the behavior understanding. Our paper therefore offers two main contributions: 

1. A method using multiple features of the moving silhouette for establishing 
different standard motion base is presented. 

2. We use Hidden Markov Models to build human posture detection model and 
classify the body postures into a number of categories simply with centroid tracking. 

The paper is organized as follows: Section 2 describes a method for silhouette 
extraction. In Section 3, using moving features extracted by wavelet moment a motion 
standard sequence is established and Hidden Markov Models is introduced to build 
human posture detection model and recognize the human motion in Section 4. 
Realization of the system and experimental results are presented in Section 5, 
followed by the conclusions part. 

2   Contour Extraction 

In common, human body models can be classified into 2-D models in the image plane 
and 3-D models in real world coordinates. Due to their simplicity, 2-D models have 
more applications. In this paper, classification is performed outdoors, applying a 2-D 
model with a single fixed camera. 

2.1   Background Modeling 

An algorithm based on the statistical Gaussian model is applied to estimate the 
background image, which is composed of initialization and update. In an interval 
time M , the mean and the covariance of the brightness of every pixel are computed as 
the initially estimated background image, that is 2

0 0 0[ , ]B μ σ= , where: 
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After initializing the estimated background image, with the appearance of new image, 
the parameters of background image should be updated self-adaptively according to 
the following formulas. If the updated image was 2[ , ]t t tB μ σ= , then its updating rules 

are: 

1(1 )t t tfμ α μ α−= − + ×  (3)

2 2 2
1(1 ) ( )t t t tfσ α σ α μ−= − + −  (4)

Whereα is a given constant and range from 0 to 1. 
The frequency of background updating is depended on the rate of light variety. The 

variety frequency of light is following: 

( ) ( ) cos
( ) 1

( )q Q

B q I q
t

B q

θ
λ

∈

= −∑
 

(5)

Where θ is the angle between the colour vector and background vector. ( )B q is the 

lightness of current location in background model. ( )I q is lightness of current location 

in the frame. The background model update when the threshold is larger than λ . 

2.2   The Detection and Extraction of Moving Object 

The core issues of moving target detection and segment is making use of motion 
detection algorithm to obtain change regions from background image in video 
sequence, and on this basis object segmentation is performed. The most popular 
methods of object detection are the temporal differencing and the background 
subtraction. The former is of good adaptability to dynamic environments, efficient 
and easy to implement, but it cannot extract all the related points of object integrally; 
whereas the latter can extract the object points rather integrally by comparing the 
foreground image with background image, but it is too sensitive to dynamic scene 
change caused by illumination and external conditions such as light and weather 
changes. In order to overcome the factors of these two moving object detection 
algorithms, we propose a weighted average method based on the temporal difference 
and the background subtraction, and the precise extraction of moving object contour 
is implanted successfully and the detection result is quite good, as shown in Fig.1. 

 

Fig. 1. The result of human contour extraction 
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3   Motion Base 

The process of human behavior recognition could simply be considered as the 
classification of time-varying data, and the essential step is the matching test motion 
sequence with standard motion sequence. The key issues of recognition is how to 
obtain standard motion sequence from learning sample sequence, and meanwhile the 
standard sequence is able to handle slight feature changes in spatial and temporal 
scale. Thus, an algorithm for image similarity based on Wavelet moments is 
proposed. 

3.1   Wavelet Velocity Moments 

The concept of moments comes from physics, where it relates to the force required to 
affect a given angular acceleration on an object of known mass distribution. For the 
purpose of image analysis, a set of generalized moments which represent different 
features of the target shape has been extended and combined with the theory of 
algebraic invariants to become the mathematical device used today in image analysis, 
such as HU moments and Zernike moments etc. Both of invariant moments show 
good performances at global information extraction using the characteristic of image 
translation, rotation and scale invariant. However they are not efficient in classifying 
similar objects into different category, although the higher order moments can reflect 
the differences in similar images, but it is hard to obtain. 

Wavelet moments [8] are perfect representations of moments in multi-resolution 
wavelet domain, which integrates the theory of moment invariants into wavelet 
analysis and can strengthen the analysis ability to subtle image feature. Typically, 
Complex wavelet moments of scaling factor m and translating factor n are defined as: 

( ) ( ) *
, , ,, [ ]jq

m n q m nW f r r e rdrdθθ θ= Ψ∫∫  (6)

where * denotes the complex conjugate, ( , )f r θ is the function described in polar 

coordinates. q is a parameter, representing feature of the image object. ( ),m n rΨ  

represents wavelet basis functions: 
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and according to its local optimum and orthogonal in space-frequency, the cubic   B-
spline wavelets function is chose as generating function of ( ),m n rΨ , which is: 
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Wavelet Velocity Moments [9] are essentially a sum of Wavelet moments over a 
sequence of T  frames, weighted by a real-valued scalar function of the displacement 
of the centre of mass (CoM) between consecutive frames: 
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(9)

U is the series of weights derived from the displacements of the CoM, Usually ( , )β λ  

are set to (0, 1) or (1, 0) to avoid zero weights derived from the displacement of the 
CoM when there is only horizontal or vertical motion of the pedestrians. Normalized 
Wavelet velocity moments mnqW βλ  defined in equation, where A is the average area of 

the moving object, T is the length of the video sequence. 

mnq
mnq

W
W

A T
βλ

βλ =
∗  

(10)

3.2   Feature Matching  

In this paper, a distance metric between the video images and the standard image in 
database is made, from which, the Euclidean distance is obtained. If the test sequence 
set and train sequence set are respectively U and V, the similarity between them is: 

2

1

( ( ) ( ))
k

U V
i

UV

W i W i
d

K
=

−
=
∑

 (11)

K is the number of cubic B-spline wavelet moments, and ( )UW i is the Ith feature of 

cubic UW of sequence U, which is normalized by divided by the maximal value of this 

feature to make it be in the range of [0,1]. 

3.3   Standard Motion Sequence  

Normal gait information of person changes in space and temporal, which could be 
considered as periodic motion, so a set of discrete frames are used to express a cycle  

 

 

Fig. 2. The result of gait base 
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of canonical behaviors, distill people’s contours, and establish libraries for them. In 
the stage of training, according to the result of the feature matching, the recursion 
method of minimal Euclidean distance is adopted to find the candidate image to 
establish libraries for each motion. The results of gait base are shown in Fig. 2. 

4   Time Series Analysis of Human Posture 

HMM is widely used to forecast the potential sequence of an event according to its 
samples. It is very efficient in learning and matching behavior models. There are three 
basic questions about HMM including evaluation, decoding and learning. The 
decoding means working out the most possible state sequence for the present model 
and observation sequence. And in this paper we define each static frame as a state, 
take a movement sequence as a combination of every state of different sample frames, 
and use combination probability as judge rule of activity belongingness to implement 
matching recognition of human activity. 

Describe the HMM using the model which has five factors and is expressed as 
( , , , , )N M A Bλ π= .The factor N represents the amount of human actions, M is the 

deputy of the character’s total number in each action, π is the probability in which a 
certain action is chosen, A is the transfer probability, B represents the character 
distribution in each action. For specific model, in order to train HMM to recognize its 
observation sequence 1 2, ,...i i i i

rO o o o= ，we can utilize Bayesian theory and Forward 

Algorithm to estimate the probability of observation sequence
1

P(O | ) ( )
n

T
i

a iλ
=

= ∑ , 

where N is the Markov statuses number in model. Suppose forward variable is the 
probability of HMM being at state

iS , in observation sequence 1 To o o2… at time t, that 

is 1 t( ) P(o o o , | )t t ia i S q λ= =2… . We need to adjust parameter λ  to let the 

appearance probability of observation P(O | )λ  be maximal. At this stage, the number 

of different human postures determines the quantity of HMM coded symbols (the 
possible state value M). Each activity associates with a HMM, which means HMM 
number is never equal to the number of different activities. Hence, Maximum 
Likelihood Estimation Algorithm is used to estimate λ again and again in order to 

obtain a better  'λ Then we can figure out the maximum ( 1,2, M)iP i ∈ …,  

among 1 2, , MP P P…, , which is used to recognize human gesture of current frame. 

5   Evaluation and Experimental Results 

For verifying the ability of proposed method, we validate the effectiveness of 
presented algorithm through movement analysis of walk, jump, running, crouch, 
wandering, and bend. The process of the method includes the following steps: 

(1) In order to ensure the integrality of the contour, after we have got the person’s 
contour by using background subtraction and temporal differencing method, also 
region inosculating combined with the theory of morphologic erosion and expansion 
is employed [10].  



 Pedestrian Gait Classification Based on Hidden Markov Models 485 

(2) Establish a coordinate, using circular search; find out the point which has the 
maximal abscissa and y-axis and the point which has the minimal abscissa and y-axis. 
The line connected with the two points is the rectangle’s diagonal which contains the 
person’s contour. The point of rectangle’s diagonal is regard as centroid. 

(3) To solve the problem when people enter or leave the scene the contour is not 
full, we cut off the frames about the process. Detect the motion while the target 
entered the scene completely.  

(4) The method for classification is shown in flow chart: 

If the vertical centroid is stable: 
3 /xv m s≥ , then the movement may be classified as running. 

Else If the centroid vertical varying dramatically: 
The action is jump 

Else 
    Calculate moments feature similarity. 

Use the HMM model classification algorithm. 
(4) In the training stage, we assume that there is a single person performing only 

one action per video which length is 4800 frames, and extract relative moment 
features as training set for HMM model. For the experimental evaluation, HU 
moment and Zernike moment are also applied to make a comparison with the 
proposed method. The recognition results of the testing data are shown in Table 1. 

Table 1. Testing Data Recognition Result 

Recognition rate (%) 
Human activities 

HU moment 
Zernike 
moment 

Method in this paper 

Walk 76% 76.7% 83% 
Jump 93% 95% 94% 

Crouch 82% 80% 87% 
Running 70% 80% 82% 
Wander 75% 80% 83% 

Bend    70% 76.7% 73% 
Average    77.6% 81.4% 83.6% 
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Fig. 3. The relationship between the length and the recognition rate 
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In the experiment, if a video with only a single gait, the correct recognition rate is 
high. If a video contains a number of actions, the final recognition result is the gait 
which has the longest duration action. In other aspects, with a single gait video the 
longer of video's length ( N ) is, the higher of recognition rate achieve. The 
relationship between the length and the recognition rate is following. 

6   Conclusion 

In this paper, we imply cubic B-spline wavelet velocity moments and HMM model to 
describe and recognize human gait. Comparing with some invariant moments, a Cubic 
B-spline wavelet velocity moment has the trait of multi-resolution analysis, and 
provides the feature from coarsely to finely, which considers not only the static 
appearance feature, but also the motion velocity features. Also experimental results 
have proved its superiority by showing a better recognition rate. And the good 
characteristics of wavelet moment will have a good prospect in the field of pattern 
recognition. 

However, when several people enter the background at the same time, defilade will 
be a problem. In that case, we can screen it by several cameras from different 
directions, and adopt the technology of data fusion with multi-vision to obtain more 
information about human body. Besides, how to select better feature that contains 
more information and reduces computation complexity is another research task 
remained to be done. 
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Abstract. Triangulation is an important part of numerous computer vision 
systems. The multiview triangulation problem is often solved by minimizing a 
cost function that combines the reprojection errors in the 2D images. In this 
paper, we show how to recast multiview triangulation as quasi-convex 
optimization under the L-infinity norm. It is shown that the L-infinity norm cost 
function is significantly simpler than the L2 cost. In particular L-infinity norm 
minimization involves finding the minimum of a cost function with a single 
global minimum on a convex parameter domain. These problems can be 
efficiently solved using second-order cone programming. We carried out 
experiment with real data to show that L-infinity norm minimization provides a 
more accurate estimate and superior to previous approaches.  

Keywords: multiview triangulation; L-infinity norm minimization; global 
optimal algorithms; second-order cone programming. 

1   Introduction  

Reconstructing the three-dimensional structure of a scene using images is a 
fundamental problem in computer vision. The geometric aspects of 3D reconstruction 
have been well-understood for a decade, but the involved optimization problems are 
known to be highly non-convex and difficult to solve. Traditionally, these problems are 
tackled using heuristic initializations followed by local, gradient-based optimization 
algorithms, which are prone to being enmeshed in local minima. 

The L∞ optimization is a rather new and promising direction of research in 
multi-view geometry [1, 2, 3]. Many important geometric problems can be formulated 
under the L∞ norm by an iterative, globally optimal binary search through smaller 
quasi-convex minimizations of the physically meaningful geometric errors. In just a 
few years’ time it has attracted much attention from the vision geometry community. 
So, this paper presents the global optimization method for estimating 3D scene 
structure, and this method is to replace L2 norm with L∞ norm. This way it is possible to 
obtain a provably optimal solution with a geometrically sound cost function in a 
relatively efficient way. 
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2   The Triangulation Problem 

Triangulation, referring to the act of reconstructing the 3D location of a point given its 
images in two or more known views, is a fundamental part of numerous computer 
vision systems. Although conceptually simple, this problem is not completely solved in 
the general case of n views and noisy measurements 

Let ,n,ii 1, =P be a sequence of n known cameras, and ix be the image of some 

unknown point X in 3-space, both expressed in homogeneous coordinates. Thus, we 
write     

XPx iii λ=         (1)

where the scalar λi, called the projective depth, accounts for scale. The problem of 

computing the point X given the camera matrices iP and the image points ix is known 

as the triangulation problem. 

Let [ ]T
321 pppP = denote the 3×4 camera where ip  are 4-vectors, 

( )Tvu, stand for image coordinates and X be a homogeneous 3D point. Then the 

reprojection residual vector for one image is given by              
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3
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Under an indepedent, identically distributed (iid) Gaussian noise model, the objective 
function to minimize is the sum-of-squared residuals, which becomes        

∑
=

N

i
ir

1

2
      (3)

where N is the number of residual terms in the problem, that is, the number of images of 
the given point. 

Assuming independent Gaussian noise, a least-squares formulation on reprojection 
error and temporal consistency under the L2 norm provides the maximum likelihood 
estimate which is statistically the optimal solution for this problem. However, the 
least-squares formulation leads to a nonlinear optimization problem with many local 
optima. In general, to overcome this problem, linear algorithms minimizing an 
algebraic error are used to initialize the nonlinear bundle adjustment. 

Minimizing the sum-of-squares objective function (3) is known to be a troublesome 
non-convex optimization problem for both structure and transformation estimation [6]. 
It is known that the two-view triangulation problem can be reduced to finding the roots 
of a sixth degree polynomial [4], while three-view triangulation can be posed as the 
solution to a polynomial system which may have up to 47 roots [5]. So, not only are 
these seemingly simple instances of the triangulation problem known to have several 
local minima, the difficulty of obtaining a solution rises sharply with the number of 
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views. This phenomena causes difficulties for local optimization techniques (such as 
Newton-based methods) since they might get stuck in local minima. 

3   Traditional Approaches 

3.1   Linear Solution 

Often, it is possible to algebraically solve for the unknown 3D point in the case of 

triangulation, by using a linear method. Let ( )T
ii yx ,  be the image of unknown point X 

under camera iP . Then, the following relationships hold true: 

( ) ( )
( ) ( ) 0
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If 2≥m views are available, these equations can be expressed in matrix form as   
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and the triangulation problem can be solved by minimizing the algebraic error     

AX
X

min       (6)

Note that X = 0 is a solution to (6), so to extract a solution, we need to fix the scale of X. 

This can be achieved by demanding that 1=X or by setting the last coordinate of X 

to 1. The former, which is a homogeneous version, can be solved using singular value 
decomposition (SVD), while the latter inhomogeneous version represents a linear least 
squares problem. The inhomogeneous version, of course, precludes points at infinity 
from being a solution. 

Such solutions are often called Direct Linear Transform (DLT) methods in the 
literature [6]. While they are fast and applicable for a large number of views, they 
minimize an algebraic distance and not the geometric reprojection error in (3). So, the 
solution yielded by these methods may not correspond to geometric intuition and can 
vary depending on the choice of normalization. Moreover, the solution quality can 
degrade dramatically in the presence of noise. In practice, they are used as initialization 
to a nonlinear minimization routine, called bundle adjustment. 
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3.2   Bundle Adjustment 

Research in Structure from Motion resulted in the emergence of a dominant accepted 
technique – bundle adjustment[7] . Bundle adjustment refers to a class of local iterative 
optimization approaches which can be used to minimize the cost function in (3). While 
bundle adjustment is a local optimization approach, it is quite powerful due to its 
flexibility and incorporation of features specific to multiview geometry. The most 
notable bundle adjustment methods in computer vision employ variants of the 
Levenberg-Marquardt iterative algorithm.  

In the case of triangulation, the cost has the form (3) where the minimization is only 
over the structure variables. Bundle adjustment minimizes a Maximum Likelihood 
criterion and has the advantage of being very flexible in incorporating different kinds of 
variables and constraints. The disadvantage, of course, is that it is very prone to getting 
stuck in local minima, so it requires a strong initialization to produce meaningful 
estimates. 

4   The L∞ Minimization 

The key idea of the L∞ scheme is to replace the L2 error norm with the L∞-norm (i.e. 
minimax norm). Previous works show that this leads to quasi-convex minimization. We 
call a function quasi-convex if all of its sublevel sets are convex. Quasi-convex 
minimization in multi-view geometry often takes the following form ([2]): 

( ) nitsxfi
ix

,,1,0..)(maxmin =>+
+
+

= i
T
i

i
T
i

ii dxc
dxc

bxA
 (7)

where the )(xfi  are quasi-convex, nR∈x is the unknowns to be solved for. The 

dimension of the problem is n, which is often fixed and intrinsic to particular 
application. For example, n = 3 for multi-view triangulation. The SOCP(Second-Order 
Cone Programming) problem is easily solvable using commonly available software 
packages. We use the SeDuMi software, implemented in C with a Matlab interface [9]. 

The standard approach to solve such a quasi-convex program is to convert it to 
iteratively solving the following SOCPs via bisection: 

( ) nixCts i

x

,,1,0)(..
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=≤+−+= i
T
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γ
 (8)

where ( )xCi represents the i-th second-order cone. So (3)  becomes 
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We can avoid the absolute value on the right hand side of Eq. (9), since the cheirality 

condition 0>XpT
3 holds for all X. This comes from the fact that the points must 

physically lie in front of the cameras observing them. Then, one can rewrite Eq. (9) to 

( )i
T
iii dxcbxA +=+ iγ     (10)

with known iii c,b,A and id , and a vector x of unknown variables and unknown iγ . 

The reprojection error for one point in Eq. (3) is a non-linear but quasi-convex 
function [8]. However, when summing squares of reprojections errors for all projected 
points, i.e. many quasi-convex functions, as done in the standard bundle adjustment, 
one gets a multi-modal residual function with many local minima. To prevent such a 
sum, and keep the problem quasi-convex with the guaranty of a global minimum,the 
use of L∞ norm was proposed. The reprojection error in Eq. (3) under the L∞ norm is 

defined as ,max
2

ir=γ iγ and the problem of searching for unknown variables 

reads as 

i
iix

x γγ maxminargminarg ==∗  
(11)

5   Experiments 

We carried out experiment with real data to show performance of the proposed SOCP 
solution. For solving the SOCP we use the publicly available toolbox SeDuMi [9]. For 
comparison, we also applied standard linear algorithms and bundle adjustment (which 
optimizes the L2-norm) to exactly the same data. 

In order to test the triangulation method, the camera matrices need to be 
precomputed. For easier comparison, the Root Mean Squares (RMS) errors of the 
reprojected and measured points are given instead of the sum of squares errors. In 
experiment we measured RMS reprojection and L∞ errors. 

Fig. 1 shows three test images (of sizes 512 × 512) in a corridor and 4 pairs of manually 
selected point correspondences. And the camera matrices available at 
http://www.robots.ox.ac.uk/~vgg/data.html. 

P1 P2

P3

P4

 

P1 P2

P3

P4

 

P1 P2

P3

P4

 

Fig. 1. Three test images and 4 pairs of manually selected point correspondences 
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Table 1 shows experimental results of two methods. After solving these problems, the 
RMS errors for the traditional approache and L∞ minimization are 0.40495 pixels and 
0.38783 pixels, respectively. The corresponding L∞ errors are 0.89991 pixels and 
0.85414 pixels. 

Table 1. Experimental results of two methods 

 Traditional Approache L∞ Minimization 
View 1 RMS 0.44343 0.43906 
View 2 RMS 0.35416 0.38123 
View 3 RMS 0.41216 0.33632 
Total RMS 0.40495 0.38783 
L-infinity error 0.89991 0.85414 

Experimental results show that the L∞ minimization method gives better results than 
the traditional approache method. 

6   Conclusion 

L2 cost functions usually encountered in multiview triangulation have intrinsically 
non-linear characteristics. These cost functions are also typically highly non-convex, so 
the search space is riddled with local minima. In this paper, the L∞ norm minimization 
can be used with success to estimate 3D scene structure. The approach discussed here 
uses Second-Order Cone Programming to obtain a global solution. A critical virtue of 
the L∞ scheme is that the solution obtained is not only geometrically meaningful, but 
also globally optimal and hence unique. This forms a sharp contrast to the conventional 
L2 method, which is known to be problematic due to local minima or slow 
convergency. 

The method introduced into the L∞ computation provides a marked improvement, 
and would appear to be necessary for the best results. We show how to recast multiview 
triangulation problem as quasi-convex optimization under the L∞ solvable with Second 
Order Cone Programming. Our formulation allows a global optimal solution to be 
found with a clear physical meaning of the cost function being minimized. 
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