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Preface 

The 2010 International Conference on Artificial Intelligence and Computational 
Intelligence (AICI 2010) was held October 23–24, 2010 in Sanya, China. The AICI 
2010 received 1,216 submissions from 20 countries and regions. After rigorous 
reviews, 105 high-quality papers were selected for publication in the AICI 2010 
proceedings. The acceptance rate was 8%. 

The aim of AICI 2010 was to bring together researchers working in many different 
areas of artificial intelligence and computational intelligence to foster the exchange of 
new ideas and promote international collaborations. In addition to the large number of 
submitted papers and invited sessions, there were several internationally well-known 
keynote speakers. 

On behalf of the Organizing Committee, we thank Hainan Province Institute of 
Computer and Qiongzhou University for its sponsorship and logistics support. We 
also thank the members of the Organizing Committee and the Program Committee for 
their hard work. We are very grateful to the keynote speakers, invited session 
organizers, session chairs, reviewers, and student helpers. Last but not least, we thank 
all the authors and participants for their great contributions that made this conference 
possible. 

October 2010 Fu Lee Wang
Hepu Deng

Yang Gao
Jingsheng Lei
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A New Fault Detection Method of Induction Motor  

Chuanbo Wen1,* and Yun Liang2 
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Abstract. According to the shortcoming that the Extended Kalman filter (EKF) 
method can only estimate the speed and rotor position of induction motors in 
time domain when it is used to diagnose the fault existed in induction motor. A 
new multi-scale default diagnosing method is developed by combining EKF 
and wavelet transform. By monitoring the voltages and currents of the stator, it 
is possible to estimate the speed and position on-line. The new filter combines 
the merit of EKF and wavelet, and it not only possesses the multiscale analysis 
capability both in time domain and frequency domain, but also has better esti-
mation accuracy than traditional EKF. Computer simulation shows the effect of 
the new algorithm. 

Keywords: Induction motor, multi-scale analysis, extended Kalman filter (EKF).  

1   Introduction 

In the fault diagnosis of induction motors, the information of the speed and rotor posi-
tion of which is absolutely necessary. Because the price of speed sensorless is low and 
it can work in the complicated environment, the research of the technique of speed 
sensorless becomes more and more interest [1, 2]. 

Recently, some scholars pay attention to the methods such as model reference 
adaptive and rotate speed observer, however, these methods are partly affected by the 
motor parameters [3]. EKF is also used to estimate the speed and rotor position of 
induction motors, but it can only estimate the parameters in time domain [4, 5]. This 
paper develops a new method, which not only possesses the multiscale analysis capa-
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bility both in time domain and frequency domain, but also has better estimation accu-
racy than traditional EKF. 

2   Mathematical Model Description of Induction Motor 

Let [ ]Trqrdsqsd iix ωΨΨ= , the dynamic model of the voltage can be 

described in the qd ,  rotor frame as follows[5]: 

BuAxx +=                                                            (1) 
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mL  are the resistance of stator phase winding, the resistance of 

stator phase winding, inductance of stator winding, inductance of rotor winding and 
mutual inductor, respectively. 

With discretization operator and adding system noise, the continuous system (1) 
becomes [6]:  
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For describing convenience, the input )(ku is omitted, and the new state equation is  
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The corresponding measurement equation is 
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)()()( kvkCxkz +=                                                         (3) 
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The state described in (2b) will be blocked and suitable for wavelet transform, the 

length of each block is 1−= NqM  and the 1+m -th block is 

[ ]TTTT )(,),2(),1()1( MmMxmMxmMxmX +++=+  

For ,2,1=i , the recursive state of blocked state is 

))1(,),1(),(),,(()(),1( −++=+=+ imMwmMwmMwMmXgimMximX i      (4) 

where ig can be obtained from function f , )(),1( imMximX +=+ is the i –th 

element of block 1+m � According to (4), the 1+m -th block can be described as 
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The blocked measurement is  

)1()1()1()1( ++++=+ mvmXmCmZ    ,2,1,0=m            (6) 

where  

[ ]TTTT )(,),2(),1()1( MmMzmMzmMzmZ +++=+  

[ ])()2()1()1( MmM,C,mM,CmMCdiagmC +++=+  

[ ]TTTT )(,),2(),1()1( MmMvmMvmMvmv +++=+  
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3   Blocked Description of the System 

For the signal sequence n
i ZlVkix ))((),( 2⊂∈ （ Zk ∈ ）, which is obtained on 

scale i . Consider a subsequence with length 1−= iqM  

[ ]TTTT)i( )(,(,,)2)1(,(),1)1(,()( MixMmixMmixmX +−+−=  

Denote it as 

)()( )i()i( mXmX V =  

Let iH and irG , represent the scale operator and wavelet operator of sig-

nal )(),( 2 ZlVkix i ⊂∈ , respectively, and the operator operated on sig-

nal n
i ZlVkix ))((),( 2⊂∈  are 

{ } iiiii LHHLH 11
T

1 ,,diag −−−=  

{ } iiririir LGGLG 1,1,
T
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In above equations, the number of diagonal elements is n , iL is linear operator used to 

translate mX  into a form suitable for wavelet transform [7,8]. 

The multiscale decomposition and reconstruction of )()i( mX V , respectively, are 
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)()( )( mXWm N
X=γ                                             (10) 

represents the multiscale decomposition of )( NX , and  

)()()( mWmX *
X

N γ=                                             (11) 

 
 
represents the reconstruction of )(mγ , where 
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[ ]TT
,1

T
,2

T
,1 ,,, iqiii GGGG −=  is the wavelet operator matrix, and *

XW is the associate 

matrix of XW , which satisfies 

                   IWW XX =*                                                  (13) 

where I  is a identity matrix . 
Operating the wavelet operator matrix (12) on both sides of (2b), and the state 

equation described both in time domain and frequency domain becomes 

))1(,),(),(()1( −+=+ MmMwmMwm,MXgWmXW XX   

i.e. 

))1(,),(),(()1( −+=+ MmMwmMwm,MXgWm Xγ              (14) 

The measurement equation can also described as 

)1()1()1()1( ++++=+ mvmmCmZ w γ                   (15) 

where 
∗+=+ WmCmCw )1()1(  

Equation (15) can also be rewritten as 

)s,1()1()s,1()1( ++++=+ mvmmC,smZ w γ ,M,,s 21=        (16) 

where )()1( smMz,smZ +=+ � )()1( smMv,smv +=+ , )s,(mCw is the s -th row 

of matrix )(mCw . 
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4   Multiscale Description of the System 

With the blocked measurement equation (16), the blocked state (14) is estimated 

based on multiscale algorithm. We assume that the estimate )|(ˆ mmX of state 

)(mX and its estimate error covariance )|( mmPX has been obtained, and the pre-

diction and prediction error covariance of wavelet block )1( +mγ  are 

)0,,0),,(ˆ()1(ˆ MmXgmm =+γ  and )1( mmP +γ , respectively. Finally, 

when the last measurement ),1( MmZ + is coming, the optimal estimate of 1+m -th 

block wavelet coefficient ),1(ˆ)1|1(ˆ Mmmm +=++ γγ and its estimate error covariance 

),1()1|1( MmPmmP +=++ γγ are obtained.  

Using inverse wavelet transform (11), the optimal blocked state is 

)1|1(ˆ)11(ˆ * ++=++ mmW|mmX X γ                            (17) 

and estimate error covariance is  

XXX WmmPW|mmP )1|1()11( * ++=++ γ                     (18) 

5   Computer Simulation 

This section presents the performance of the multiscale estimation algorithm. The 

parameters are mH168.0== rs LL , mH147.0=mL , Ω= 015.2sR , 
2mkg0026.0 ⋅=J , 2=p , min/r1250n = , 1)( =kQ and 1)( =kR . In this 

section, the Haar wavelet are used and the state are rewritten with 4=M , 
3=N and 1=L . 

The multiscale estimate algorithm and traditional EKF are used to estimate the 
speed and rotor position of induction motors, respectively. Simulation results show 
the situation of error based on two methods, which are presented in Figures 1 and 2.  
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Fig. 1. Comparison of estimate error of motor speed based on two methods 
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Fig. 2. Comparison of the estimate error of motor position based on two methods 

In Figs. 1 and 2, real line and dashed line presented the estimate error from multis-
cale algorithm and EKF respectively. We can see that the result of the former is 
smaller than that of the latter, which shows the advantage of new algorithm.  
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6   Conclusions  

In this paper, a multiscale algorithm is developed to estimate the speed and rotor posi-
tion of induction motors. New method combines the advantages of EKF and wavelet 
transform and obtain a better estimation result. The estimate process is online and 
real-time, and the simulation results show the advantage of new algorithm. 
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Abstract. In recent years, computational intelligence methods are widely used 
to solve problems in engineering structural field by more and more researchers. 
In this paper, a method based on genetic algorithm (GA) for identifying the 
damage in a roof truss under static loads has been developed. At first, the for-
ward analysis based on the finite element model method clearly demonstrates 
that the damage of elements on a roof truss can result in a change of static axial 
strain. Then GA has been used to identify the location and the degree of struc-
tural damage. In this paper, damage in the structure is modeled as a reduction in 
the cross-sectional of the damaged element. The identification problem is for-
mulated as a constrained optimization problem, which is solved using GA. 
Unlike the traditional mathematical methods, which guide the direction of hill 
climbing by the derivatives of objective functions, GA searches the problem 
domain by the objective functions itself at multiple points. The objective func-
tion is defined as the difference between the measured static strains and the ana-
lytically predicted strains obtained from a finite element model. By minimizing 
the objective function, the damage location and damage severity can be suc-
cessfully identified. The static-based method uses only strain measurements at a 
few degrees of freedom as input to the identification procedure and no addi-
tional excitation is required. These features make the method ideally suited for 
long-term monitoring of large civil structures. The method proposed in this pa-
per is demonstrated using a plane roof truss model, and the results fit well with 
the actual value. 

Keywords: Genetic algorithm, Identification, Damage, Roof truss, Static strain. 

1   Introduction 

Computational intelligence methods, such as neural networks, genetic algorithms, and 
fuzzy logics, are highly adaptive methods originated from the laws of nature and 
biology. Unlike the mathematical methods, they are effective and robust in coping 
with uncertainty, insufficient information, and noise [1-5]. They can adapt themselves 
to the current environment, so they are able to find a near optimal solution no matter 
how much information is available. Actually, the more information is available, the 
better they can get. In real life, the biological systems have to make instantaneous 
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decisions with a limited amount of information. Therefore, computational intelligence 
methods use the same basic approaches as the biological system and consequently, the 
restriction of mathematical methods is no longer a necessary condition for finding the 
solution. 

Genetic algorithm is a search method based on the philosophy of Darwin’s theory 
of evolution [6]. Instead of finding the optimum from a single point in traditional 
mathematical methods, which may be stuck in the local optima, in GAs, a set of 
points, that is, a population of coded strings, is used to search for the optimal solution 
simultaneously. Three basic operators in simple genetic algorithms, reproduction, 
crossover, and mutation, are used to search for the optimal solution. 

With the fast development of civil engineering in China, density of highways  
network improves constantly and the tall buildings are emerging constantly. But 
structural damages such as cracking, aging etc. to some degree during the structures’ 
service life occur from time to time. Some invisible damages do not alert the engi-
neering in time and may result in disastrous consequences and ultimately cause sub-
stantial loss of life and property. Therefore, it is important to master the health status 
of structures in service in time and to detect damages at the earliest possible stage. 

In the past two decades, researchers have investigated ways of automating the 
process of identifying and assessing damage in civil structures. The objective of the 
identification of structural damage is to qualitative or quantitative description of the 
deterioration in physical structural system from the measured loads and the measured 
responses of the structure. Liu and Chian [7] developed a procedure for identifying 
the cross sectional areas of a truss using static strain measurements resulting from a 
series of concentrated forces. A closed-form solution was obtained for the truss. Chou 
and Ghaboussi [8] used a genetic algorithm to identify damage in a truss structure 
based on measured deflections. Shenton III, H. W. and Hu, X. [9] presented a method 
for damage identification using static strain measurements due to dead load based on 
genetic algorithm. 

In this paper, an identification method in structural damage detection was formu-
lated as an optimization problem, which is solved by using GA. The procedure of 
identification can be defined as a minimization problem. The optimum solution can be 
obtained effectively by using GA. By identifying the location and degree of the plane 
roof truss, the proposed method was verified. 

2   Analytical Model 

Although the proposed method in this paper is general and it can be applied to most 
types of structures in civil engineering, only roof truss is considered in this study. It is 
assumed that in the actual implementation of the proposed method, sensors have been 
placed on the roof before the damage occurs. The roof load is treated as a series of 
static nodal loads. 

The gable roof truss model and its loads under consideration are shown in Fig. 1, 
and it has 13 elements. This structure is modeled as a plane truss. Fig. 2 is the finite 
element model of the plane truss.  
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Fig. 1. Configuration and loads of plane roof 
truss 

Fig. 2. Finite element model of plane roof 
truss 

3   Forward Analysis 

As many researchers [7,9-11] have pointed out that damage will result in a change of 
structural strain. In this study, the first step is to understand how the change is resulted 
in a roof truss when damage is introduced. Considering the roof truss model shown in 
Fig. 1, the Young's modulus is 2.07×1011Pa, Poisson's ratio is 0.3, and the cross-
section area is uniformly 1.0×10-2

㎡ under undamaged state. The damage is modeled 
as a reduction in the cross-section area of the damaged element. The damaged index α 
is defined as the ratio of damaged to undamaged cross-section area of the element.  

Two different damage cases are considered. One in which there is only one ele-
ment is damaged and the other is two elements are damaged simultaneously. In the 
first case, element 5 is assumed to be damaged, and the damage index α is 0.8 or 0.4. 
In the second case, element 5 and 10 are assumed to be damaged, the damage index a 
also is 0.8 or 0.4. The finite element method is used to solve the numerical model (the 
finite element model is shown in Fig.2) and the results are presented in Fig.3 and 
Fig.4 (α=1.0 means that no element is damaged). 

Presented in Fig.3 is the axial strain distribution in the roof truss model for three 
damage situations (i.e. a=1.0, a=0.8 and a=0.4) at element 5. One can see from Fig.3 
that the axial strain of element 5 does change due to the damage in either of the two 
damage cases. The effect of varying damage severity is also shown in Fig. 3. With the  
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Fig. 3. The axial strain of roof truss with damage in element 5 
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Fig. 4. The axial strain of roof truss with damage in element 5 and 10 

increase of damage severity (a is smaller), the relative change in axial strain increases 
as well. The similar results can be observed in Fig. 4 in which two elements are dam-
aged simultaneously. So, a conclusion can be obtained that the axial strain of roof 
truss model is a sensitive index of structural damage and should be able to be used to 
identify the location and severity of damage in the plane truss model. In the next sec-
tion, a damage identification procedure is presented by solving inverse problem. 

4   Formulation of Damage Identification as an Optimization 
Problem 

The objective of the damage identification procedure is to determine the damage 
parameters (elements’ No. and damage index) of the roof truss based on the known 
measurements (axial strain of elements), the known properties of the undamaged 
structure, and the known dead loads. Generally, the measurements are only made at a 
limited number of elements. So, it is a classical inverse problem to identify damage of 
structures based on incomplete measurements. 

The inverse problem can be cast as a constrained optimization problem, in which 
the objective function to be minimized is defined by the output error between the 
measured and theoretical strains. This can be expressed as 

1

Minimize    ( , )
t mk
j j

m
j j

f a n
ε ε

ε=

−
=∑  (1) 

subject to         n=1,…,N 

and                  0 1a≤ ≤  
in which t

jε  and m
jε  denote the theoretical strains and measured strains, respectively, k 

denotes the number of strain measurements, and N denotes the element numbers. 
To solve the minimization problem of equation (1), a number of techniques could 

be used. Here a genetic algorithm has been adopted [12]. A genetic algorithm is a 
stochastic search technique based on the mechanism of natural selection and natural 
genetics. Unlike conventional deterministic search techniques, which operate on a 
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single potential solution, a genetic algorithm operates on a set of potential solutions, 
called a population. Each element of the population is termed a chromosome and 
represents a possible solution to the problem. The chromosomes evolve through suc-
cessive iterations, called generation. New chromosomes, called offspring, are created 
by either merging two chromosomes using a crossover operator or modifying a chro-
mosome using a mutation operator. The new generation is formed by selecting some 
of the parents and some of the offspring. The selection of parents and offspring is 
based on a fitness evaluation. Chromosomes that yield a better fit have a higher prob-
ability of being selected. After several generations, the algorithm converges to the 
best chromosome, which hopefully represents the optimum or suboptimal solution to 
the problem. Other advantages of the genetic algorithm are that it does not use the 
derivative of the objective function, and it can handle continuous and discrete parameters 
simultaneously. In this paper, the genetic algorithm was implemented in Matlab [13]. 

5   Example Problem 

The damage identification procedure was tested on a number of cases to study the valid-
ity of the procedure. A roof truss model is shown in Fig. 1, the finite element model of 
the damaged truss (Fig. 2) contains 13 elements and is subjected to the nodal loads. The 
damage identification procedure was tested by specifying a certain damage scenario 
(element, damage index), a finite element method based ANSYS [14] was then used to 
compute the static axial strain where the strain gages were located. Those strains were 
then used as input to the inverse problem to identify the damage parameters. 

Three different damage cases are considered. In the first case element 5 is assumed 
to be damaged with the damage index of 0.6, i.e. the axial stiffness is reduced to 60% 
of the undamaged value. In the second case two elements 5 and 10 are assumed to be 
damaged and the damage indexes are assumed to be 0.8 uniformly. In the last case 
two elements 5 and 10 are assumed to be damaged and the damage indexes are 0.8 
and 0.4 respectively. For each damage case, ten independent analyses are performed 
up to two hundred generations. The results are presented in terms of the average val-
ues as shown in Fig. 5 to Fig. 7. 
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Fig. 5. Average identification results for case 1 using GA 
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Fig. 6. Average identification results for case 2 using GA 
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Fig. 7. Average identification results for case 3 using GA 

Presented in Fig. 5 to Fig. 7 are the average identification results using GA for 
three damage cases. On the x axis are plotted element numbers and on the y axis is 
plotted damaged index. The square mark represents the actual damage scenario and 
the solid circle represents the identification results: the closer the circle is to the 
square mark, the better the prediction is. The results show that damage is successfully 
identified in all cases. Although, the location of damage is predicted very accurately 
in all cases, the error in the severity increases slightly with smaller damage index. 

6   Conclusion 

The forward analysis clearly demonstrates that the damage of elements on a roof truss 
model can result in a change of static axial strain. A method has been presented for 
identifying damage in roof truss under nodal dead loads. Damage is modeled as a 
reduction in the cross-section area of the damaged element. The damage is identified 
by minimizing the error between the theoretical and measured static strain in the roof 
truss. A finite element approach has been adopted for calculating the theoretical 
strains and a genetic algorithm has been used to solve the optimization problem. Re-
sults show that the damage identification procedure can successfully identify the 
damage locations and damage severity on the elements of the roof truss.  
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The effects of measurement noise and model error are important factors that must 
be considered with any damage identification procedure. They will be addressed in 
future studies. 
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Abstract. To solve the imprecise description of efficiency and improve the ac-
curacy of the key hydraulic components models in complex operating condi-
tions, the traditional hydraulic pump and motor model is discussed and  
improved. With the non-linear improvement and the parameter optimization al-
gorithms, model parameters can be determined based on the experimental  
efficiency data of samples. Take a motor product sample for example，the effi-
ciency distribution of the improved model is much closer to the experimental 
results than that of the traditional model. The mean value and the variance value 
of percentage error for the improved model are much smaller, and the error 
analysis proves that the improved model is much more suitable for the model-
ing in complex operating conditions.  

Keywords: parameter optimization algorithms; non-linear improvement; com-
plex operating conditions; hydraulic pump and motor; efficiency distribution.  

1   Introduction 

The application of walking hydraulic transmission for construction machinery products 
is increasingly widespread. Within the power matching problem of construction ma-
chinery, the efficiency of hydraulic pumps and hydraulic motors make an enormous 
difference to the performance of construction machinery. In traditional design, hydrau-
lic drive walking systems are often mismatched in extreme operating conditions. 

In order to achieve a reasonable power matching to solve the efficiency problems 
of hydraulic pump and motor in various operating conditions, dynamics modeling of 
construction machineries is necessary. Most of the studies about pumps and motors in 
the reference focus on the mathematical description [1] [2] [3] of swash plate dynamic 
characteristics，but less on description for the efficiency of the various conditions. 

Some traditional efficiency computing models are mentioned in reference [4], but 
often described linearly and there aren’t better methods for determining parameters of 
models, so these models are difficult to apply in products. The Bond Graph modeling 
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[5] uses resistive elements to respectively describe mechanical friction and internal 
leakage to reflect the efficiency. 

This linear modeling faces the problem of insufficient accuracy and parameter de-
termination for the complex non-linear characteristics of hydraulic components. 
Therefore, this paper focuses on the modeling improvement describing the efficien-
cies of models accurately, and seeks to determine the models parameters reasonably. 

2   Efficiency Description of the Traditional Model 

Bond Graph method is mainly used to describe the pump and motor models. The 
form of Bond Graph models is shown in Fig 1; the form of block diagram is 
shown in Fig 2. 

 

 
Fig. 1. Characteristics Bond Graph models of the pump and motor 

 
Fig. 2. Characteristics block diagram models of the pump and motor 

Where iT : Torque of mechanical revolution axis, iω : rotational speed of mechanical 

revolution axis,
oP :  Hydraulic pressure, 

oQ : hydraulic rate of flow , m : coefficient 

of converter;
 fC : Value of resistive element; 

vC : Value of resistive element. Here, 

coefficient of converter m  is determined by pump displacement. The equations of 
resistive elements are enumerated as follows. 

Friction torque of mechanical revolution axis can be written as 

f i fT Cω= . (1) 

Where 
fT is mechanical friction torque, 

iω is rotational speed of revolution axis, and 

fC is friction factor, with the unit of . .N m s

r a d
.
 

Internal leakage rate of flow can be written as 

v o vQ P C= . (2) 
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Where 
oP is working pressure, 

vQ  is internal leakage flow, 
vC is internal leakage 

coefficient, with the unit of 
3

.

m

s P a
, fC and vC belongs to model parameters to be 

determined.
 
 

In the Bond Graph models of pump and motor, the resistive element on both sides 
of the converter respectively represents mechanical friction and internal leakage, thus 
models can reflect change of mechanical efficiency and volumetric efficiency in dif-
ferent operating conditions. 

Models with linear resistance, which means the mechanical friction torque is pro-
portional to rotational speed, and internal leakage flow is proportional to working 
pressure, the Iso-efficiency curve shows as a linear form. However, the efficiency 
distribution graph of existing pump and motor product samples shows that the Iso-
efficiency curve appears as a curve form (see Fig.4).This shows that the actual pumps 
and motors have nonlinear characteristics, which makes the linear models are not 
accurate enough in extreme operating conditions.  

3   Presentation of the Improved Model 

The traditional Bond Graph model is improved nonlinearly, linear equations are re-
placed by quadratic equations, that means mechanical friction torque is proportional 
to the square of rotational speed and internal leakage flow is proportional to the 
square of working pressure. Then the initial static friction torque is added into the 
mechanical part of model (see in Fig. 3). 

 

  

Fig. 3. Characteristics block diagram of improved models for the pump and motor 

Then friction torque of mechanical revolution axis can be written as 

2
2f i fT Cω= . 

(3) 

Where fT is mechanical friction torque, iω is rotational speed of revolution axis, and 

2fC is quadratic friction factor, with the unit of 
2

2

. .N m s

r a d
. 

Internal leakage flow can be written as 

2
2v o vQ P C= . (4) 
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Where oP is working pressure, vQ  is Internal leakage flow, 2vC is quadratic internal 

leakage coefficient, with the unit of 
3

2.

m

s Pa
. 

The initial static friction torque is added to overcome the initial starting static fric-
tion of the bump and motor. The equation can be written as  

3 0i f fT T T T= + + . 
(5) 

Where iT is torque of mechanical revolution axis, 3T is effectively transformed 

torque, 0fT is initial static friction torque, their expressions in the model refer to Fig. 

3. Thus, 2fC , 2vC and 0fT  are model parameters to be determined. 

4   Comparisons between the Traditional Model and the Improved 
Model 

4.1   Presentation of Optimization Algorithms for Parameters Determination 

In practical engineering applications, the model parameters are difficult to determine. 
Manufacturers usually don’t provide the required parameters fC and vC  in bond graph 
model. However, the model parameters change with the efficiency of the pumps and 
motors in different operating conditions, and manufacturers can provide the efficiency 
distribution graph obtained by experiment in all working conditions. Taking Sauer-
Danfoss 51-type Piston Motor for example, its efficiency distribution graph is shown 
in Fig. 4[6]. 

 

Fig. 4. Iso-efficiency curve distribution graph of Sauer-Danfoss 51-type Piston Motor 

The required parameters fC and 
vC are related with mechanical efficiency and 

volumetric efficiency. Use the experimental data of efficiency distribution graph as 
the evaluation criteria, validate theoretical efficiency values and optimize the model 
parameters, then the model efficiency error is minimized after being calculated in 
various operating conditions. The optimization procedure is shown in Fig. 5. 
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Fig. 5. Based on sample efficiency distribution graph, optimization procedure of model pa-
rameters determination 

2fC , 2vC and 0fT  can also be chosen as optimization parameters, thus not only 

fC and vC are determined according to sample data, but also the new model parame-
ters such as 2fC , 2vC and 0fT can be determined. 

4.2   Comparison of Two Models 

Taking a typical product for example, the two models are compared to prove the supe-
riority of the improved model. Here is Sauer-Danfoss 51 Series 110 Piston Motor, the 
product parameters are shown in Table 1[6]. 

Table 1. Parameters of Sauer-Danfoss 51 Series 110 Piston Motor 

Parameters of sample value 
displacement (cm2/r) 110 
rated speed (rpm) 2800 
maximum pressure (bar) 420 

 
In order to optimize the model parameters, sampling points got from Iso-efficiency 

curve in efficiency distribution graph (see Fig. 4) are used as experimental data for 
optimizing as follows. In this paper, 137 points are calculated, among these points, 29 
points are from 74.5% Iso-efficiency curve, 32 points from 84.5% ISO-efficiency 
curve, 30 points from 90.5% curve, 30 points from 93.5% curve, and 16 points from 
94.5% curve. 

4.2.1   Model Parameters Optimization 
For the two kinds of models, comparison is making between sample experimental 
data and model calculation data, the optimization results are shown in Table 2. 
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Table 2. Optimization results of two kinds of models 

Traditional models Improved models 

Parameter 
Improved 

value 
parameter Improved value 

Friction coefficient / fC  0.12  
Quadratic friction 
coefficient/ 2fC  0.29  

Internal leakage  
coefficient/ vC  

122.34 10−×  

Quadratic internal 
leakage coefficient 

/ 2vC  

205.03 10−×  

  
Initial static friction 

torque /
0fT  12.6  

All the coefficients here are in the International System of Units. 

4.2.2   Comparison of Iso-efficiency Curves 
Based on the parameters above, efficiency values can be calculated separately in dif-
ferent working conditions. The efficiency distribution graph is shown in Fig. 6. 

 

 
(a) Traditional  model 

 
(b) Improved model 

Fig. 6. Iso-efficiency curves theoretical distribution graph for two kinds of models 

As seen from Fig. 6, the Iso-efficiency curve of traditional model appears as a lin-
ear form and has a low similarity to Fig. 4. This is determined by the linear character-
istic of the model. And the Iso-efficiency curve of improved model has obvious simi-
larities to Fig. 4, so the improved model is more precise.  
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4.3   Comparison of Percentage Error Distribution 

The comparison between the efficiencies of the experimental data and the model 
calculation is obtained based on samples, and percentage error distribution graphs of 
two kinds of models are drawn respectively (see Fig. 7).  

 

 
(a) Traditional model 

 
(b) Improved model 

Fig. 7. Percentage errors distribution of two models in the rotational speed operating conditions 

As seen from Fig. 7, the horizontal axis is the rotational speed operating condi-
tions, the vertical axis is a percentage error and different tracing points represent dif-
ferent efficiency operating points. The traditional model (see Fig.7 (a)) has small error 
in high-speed section, but has large error in extreme operating conditions such as high 
pressure and low-speed. However, the improved model reduces the error significantly 
in these extreme conditions. This shows that the improved model has better sphere of 
application and more advantages of modeling in complex operating conditions. 

4.4   Statistics of Percentage Errors 

After statistical analysis of data obtained from Fig. 7, the mean value and the variance 
of the percentage errors of two models can are obtained, which are shown in Table 3. 

Table 3. Percentage error statistics of two models 

Traditional model Improved model 
Mean value 3.55% Mean value 1.18% 
Variance 0.005298 Variance 0.0004875 
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Statistics show that the improved model has smaller equalizing error value and 
variance, and model accuracy is improved on the whole. 

4.5   Results Discussion 

According to comparison of models above, conclusions can be drawn as follows 
 

• By comparison between efficiency distribution graph (see Fig. 6) and sample 
experiment graph (see Fig. 4), it’s known that the improved model has much 
better similarity than the traditional model. 

• Percentage error distributions show that the traditional model has large error in 
extreme operating conditions and the improved model has better distribution. 

• Compared to sample experimental results, the mean value of percentage error 
for traditional model is 3.55% and for improved model is 1.18%, the variance 
value for traditional model is 0.005298 and for improved model is 0.0004875. 

 

It’s shown that these efficiency distribution graphs have similarity with that of 
Sauer51-type motor. In this paper, although the pumps and motors of other manufac-
turers and other types haven’t been studied by applying this model, the improved 
model can also describe these product samples accurately due to the certain commonal-
ity of this model, and optimization procedures are needed to optimize model parame-
ters. However, because of complexity of practical products, the applicability of the 
model still needs further study. 

5   Conclusions 

In this paper, the traditional models of pump and motor are improved nonlinearly. The 
efficiency distribution graph of the improved model has better similarity with sample 
experimental graph than that of the traditional model. Compared to sample experi-
mental results, the mean value of percentage error for the traditional model is 3.55% 
and for the improved model is 1.18%, the variance value for the traditional model is 
0.005298 and for the improved model is 0.0004875. The error analysis proves that the 
improved model is more suitable for description of device modeling in complex oper-
ating conditions and the model accuracy is also improved. 
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Abstract. In this paper the objective was to study diurnal and seasonal changes 
in Yulan Magmolia tree by SWR principle. Laboratory and field tests were per-
formed. Laboratory calibration test was performed on two sapwood samples, 
which shows that the relation between the volumetric water content and the 
output voltage of SWR sensor was monotonic as the coefficients R2 reached 
above 0.90.were periodically weighed on a balance. In field test, the diurnal and 
seasonal changes were monitored in natural Yulan Magmolia tree by SWR sen-
sor for nearly 2 years. It indicated that seasonal variation of stem water content 
measured was 20% ~ 25%. A maximum in stem water content occurred in 
summer, then decreased in autumn，and reaching a minimum in winter, recov-
ery is almost complete till next spring. The short-term (diurnal) variations were 
found 2% ~ 5%. The daily changes show that a decline in stem water content 
happened, and then recovered each day. At the same time, leaf water content 
and sap flow velocity were measured, which shows that diurnal leaf water po-
tential has the similar curve with diurnal stem water content while sap flow ve-
locity was reverse to stem water content. 

Keywords: stem water content, SWR (Standing wave ratio), dielectrics, leaf 
water potential.  

1   Introduction 

Techniques available to monitor seasonal changes in the water content of the woody 
tissue in situ are limited. The traditional technique of taking increment cores is time-
consuming, destructive, and can be prone to error due to movement of water out of 
the core during sampling. Gamma-ray attenuation, nuclear magnetic resonance, and 
more recently computer axial tomography are not readily available, are time-
consuming to use and can pose a health risk to the operator[1],[2]. Values of Δθstem 
ranging approximately from 0.10 LL-1 to 0.40 LL -1 have been reported[3],[4],[5]. 
Diurnal changes in θstem of 0.08 LL-1 were found in irrigated apple trees and in unir-
rigated pines using γattenuation and gravimetric methods[5],[6]. Time domain reflec-
tometry (TDR) is a relatively new technique which has seen widespread use for 
measuring soil water content[7]. To date there are few published reports of attempts 
to use TDR to monitor the status of water in tree stems. Short-term (diurnal) and long-
term (seasonal) changes in θ stem by using TDR in natural groves of aspen, pinion, 
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cottonwood, and ponderosa, Constantz and Murphy[8] found absolute values of θ stem 
between 0.20 LL-1 and 0.70 LL-1, with an annual change in moisture content between 
15% to 70% depending on tree species, as well as soil and atmospheric conditions. 
Absolute values of θ stem as measured by TDR were in good correlation with gravim-
etric measurements of θstem as determined by weight loss [9],[10]. But as the TDR 
probe size decreases timing interval become very small and resolution becomes an 
increasing problem. The longer wave guides attenuate the signal, and the returning 
edge of the pulse will be undetectable.  

In this paper, standing wave ratio (SWR) principle was used to monitor stem water 
content. The calibration equation was concluded in laboratory test and diurnal and 
seasonal variations were measured in filed test. 

2   Techniques 

In this paper, the sensor measuring stem water content was based on SWR (Standing 
Wave Ratio). This approach is to measure the electric constant. Because of its large 
dipole moment and ability to form hydrogen bonds, water has an extremely high di-
electric constant (78.3 at 25℃) compared to most solids and liquids (3 to 10). Fur-
thermore, the dielectric properties of pure water are fairly insensitive to temperature. 
Changes in the dielectric constant of a water-permeated medium, therefore, may result 
primarily from changes in the moisture content. 

Our sensor consisted of a 100MHz RF (radio frequency) oscillator, two wave de-
tectors, a transmission line and a 2-pin probe (50mm long, 3mm in diameter, and 
30mm separation). According to Wullschleger’s equation, stem water content can be 
derived from the output voltage of SWR sensor [11]. 

3   Material and Methods 

The tests were performed in March 2008 on the campus in Beijing Forestry Univer-
sity in the southwestern Negev region (Latitude 39 ° 56 ', longitude 116 ° 17'). The 
main soil types for the tidal wetland soil texture for the loam. Climate is sub-humid 
warm with Arid windy spring, hot summer and rainy autumn, high dry and cold win-
ter. To verify the feasibility of the SWR technology, one 5-yr-old Yulan Magmolia 
tree about 3m tall (with a diameter of 20cm) was chosen. 

3.1    Calibration Tests  

To address the empirical relation between the volumetric water content and the output 
voltage, two sapwood samples were cut from a freshly felled 18cm diameter Yulan 
Magmolia tree. The sapwood samples were ~20cm in length, cylindrical in shape, 
with volumes of ~ 1620cm3. In this test, pair of stainless steel rods (50mm long, 3mm 
in diameter, and 30mm separation) was driven into parallel pilot holes drilled into 
woody parts of samples, and a data collector was used to measure the output voltage 
of the transmission line. The two sapwood samples were saturated and allow to  
gradually dry on a oven-drying at 60℃ over one week. The samples were periodically  
placed in a closed container to encourage a more uniform moisture distribution within 
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each sample, then they were weighed on a balance with a resolution of ±0.1g. This 
drying procedure yielded a relation between the sapwood water content and the output 
voltage of the transmission line. 

3.2    Field Evaluation 

Pair of stainless steel rods (5cm long, 0.03cm diameter, and 3cm separation) was 
driven into parallel pilot holes above 1m from the ground in Yulan Magmolia tree. 
SWR probe was installed to measure stem water content. Leaf water potential and sap 
flow velocity were measured by water potential system (PS Ψ PRO) and SF-L sensor respec-
tively. Sap flow gauge was put on 1.5m above the ground. Measurements were monitored 
every 2 hours from 8:00 to 16:00 in sunny days. 

4   Results and Discussion 

4.1   Calibration Test 

Fig.1. shows the stem volumetric water content θ and the output voltage UAB of the 
transmission line from the calibration test. It indicated that UAB was increased as θ 
increased. In particular, for sample 1 equation of determination y = 0.6377x + 2.6014, 
and the coefficient of determination R2 reached 0.9086; for sample 2 equation of 
determination y = 0.6486x + 2.6098, and the coefficient of determination R2 reached 
0.9268. from t test, it shows that no difference between the two samples using the 
single SWR sensor. 
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Fig. 1. Relationship between the electrode length and the output voltage  

4.2   Field Evaluation 

Diurnal variation. Fig.2. shows diurnal variation in stem water status in several 
sunny days which selected randomly in 2008. The data show clearly that a minimum  
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Fig. 2. Diurnal changes of stem water content 

does occur at about 14:30 when transpiration rate is high and soil water reserves are 
depleted, recovery is happened after that. Absolute values in diurnal changes of stem 
water content ranged approximately from 5% to 2%. Similar data have been obtained 
by Brough et al., and Constantz and Murphy[5],[8].  

Diurnal leaf water potential and stem water content during two consecutive days 
(on May 5 and 6, 2008) were presented in Fig.3. Diurnal leaf water potential has the 
similar curve with diurnal stem water content. With the bigger opening of the stomata 
of tree leaves and higher transpiration rate, the leaf water potential decreased. And a 
minimum was measured at about 14:00, after then it increased again. 

 

 

Fig. 3. Leaf water potential and stem water content from May 5 to 6, 2008 
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Fig. 4. Sap flow velocity and stem water content from Nov 22 to 25, 2008 

Diurnal sap flow velocity and daily stem water content during four consecutive 
days (Nov 22 to 25,2008)were presented in Fig.4. Diurnal sap flow velocity has the 
relevant curve with diurnal stem water content. With the bigger opening of the sto-
mata of tree leaves and higher transpiration rate, the sap flow velocity increased while 
stem water content decreased. And a maximum was measured at about 14:00, after 
then it decreased again.  
 

Seasonal variation. The data in fig.5 show the observations which made from Mar 
13,2008 to Nov 10,2009. The first 50 days’ value was ignored to minimize the risk of  
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Fig. 5. Seasonal changes of stem water content  
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wound recovery effects[1]. It indicated that stem undergo seasonal variations in water 
content, ranged approximately 20% ~ 25%. These wide ranges are in agreement with 
similar water content distributions in stems of oaks and redwoods [8], in red maple 
and white oak [1], and in pines [2]. A maximum in stem water content did occur in 
summer, then decreased in autumn，and reaching a minimum in winter, recovery is 
almost complete till next spring.  

5   Conclusion 

In this paper, laboratory and field tests were made to verify the feasible and workable 
of SWR technology for monitoring stem water content. In laboratory calibration test 
shows that the relation between the volumetric water content and the output voltage of 
SWR sensor was monotonic as the coefficients R2 reached above 0.90. Short-term 
(diurnal) changes of 5%～2% and long-term (seasonal) changes of 20%～25% were 
found in stem water content by using SWR in natural Yulan Magmolia tree. A decline 
in stem water content does occur each day morning� recovery is almost complete in 
the afternoons. Similar data have been obtained by using TDR[5]. A maximum in 
stem water content did occur in summer, then decreased in autumn� and reaching a 
minimum in winter. Diurnal leaf water potential has the similar curve with diurnal 
stem water content while sap flow velocity was reverse to stem water content. 
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Abstract. Reliability analysis on the aircraft structures is an integrative study 
about the structural components and the endured force load on aircraft struc-
tures. Especially, the wing reliability is an important index of the aircraft reli-
ability. The reliability of a wing structure model under gust load is analyzed by 
computer simulation in this paper using the Probability Finite Element Method 
(PFEM). The gust load, elastic modulus and yield strength are taken as input 
variables to simulate the reliability problem of the wing structures using the 
Monte Carlo method, and the influences of the input parameters on aircraft 
wing strength are obtained. This may provide a viable analysis method for the 
design and manufacture of an aircraft.  

Keywords: Wing Structure, Gust load, Reliability. 

1   Introduction 

Aircraft strength Analysis is the assurance of its safety and reliability, which is also a 
very important step in the aircraft design. The wing structure is the complicated com-
ponent of an aircraft and the undergone force in flight also is very complex. Wing is 
the most important component of an aircraft, so its strength analysis becomes into the 
key of the whole aircraft structure design. Because the strength analysis of a wing is 
involved in many complex factors, it is very difficult to calculate the reliability of the 
whole aircraft by analytical method. Luckily, with the development of the computer 
technology, it has become feasible to simulate the aircraft structures reliability 
through Monte Carlo gradually. 

Ye et al. [1] briefly introduced the method of probabilistic design based on AN-
SYS, and it provided new thoughts for reliability analysis of other complicated struc-
tures; Wang et al. [2] had put forward a method for calculating crane structure reli-
ability based on Monte-Carlo and finite element method; Fan et al. [3] used a reliabil-
ity analysis method based upon Monte-Carlo to calculate the reliability of aircraft 
structures, and it has been preliminarily realized on computer.  

In this paper, the stress reliability of a wing structure is studied using stochastic fi-
nite element method, which combined the parametric design of ANSYS software with 
Monte Carlo method. A wing structure is taken as the research model, in which the 
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vertically uniform load is exerted to simulate the gust load, and the strength reliability 
analysis of the wing structure is carried out based on the specific statistical distribution. 

2   Theory of Structural Reliability 

The reliability of engineering structures is usually governed by many factors, such as 
the effect of acted loads, material properties, geometric parameters and the accuracy 
of calculation model, etc. When ones deal with the analysis and design of structural 
reliability, these relevant factors can be considered as the basic variable 

n21 XXX ，， , and they should meet the structural features requirement. The func-

tion ),,( 21 nXXXgZ = , which is controlled by the variables of describing struc-

ture status is called as the structural function, of course, some basic variables can also 
be combined into an integrated variable, for example, the effect of acted loads is 
combined into a comprehensive action effects S, the diversified enduring abilities of 
the structure and material are combined into an integrated resistance R, thus the struc-

ture function can be written as S-RZ = .  
One can evaluate the health status according to the value of the structural function 

Z, that is 
 

0>−= SRZ  shows that the structure is at the reliable state, 

0<−= SRZ  indicates that the structure is invalid or damaged, and 

0=−= SRZ  denotes that the structure is at the limit state. 
 

The structural limit state will be described by the limit state equation. Obviously,  
for different structural designs, the performance function is different, and its corre-
sponding limit state equation also is different in form and content. However, as  
long as the action effects S and the structural resistance R are given, the various  
types of limit state equations can still be expressed as the general formula 

0),...,,(gZ 21 == nXXX .   

3    Monte Carlo Method  

Monte Carlo is a numerical simulation method, which can solve the practical engi-
neering problems related to random variable. Numerical simulation of the random 
variable is equivalent to an experiment, so Monte Carlo is also called statistical ex-
periment method. In ANSYS software the Monte Carlo method is divided into three 
types: Direct Sampling method, Latin Hypercube method and of User defined 
method. Latin Hypercube method is more efficient than Direct Sampling method. 
Simulation times of Latin Hypercube method are usually 20％-40％ less than Direct 
Sampling method to produce the same results. 

Monte Carlo method is of the wide applications. As long as model is accurate and 
the simulation times enough, the result will be deemed credible. The good perform-
ance of modern computer provides a hardware foundation for the Monte Carlo 
method. Since many hypotheses and the systematic errors introduced in other  
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reliability analysis methods are difficult to achieve in mathematics, Monte Carlo simu-
lation is the only means to verify the correctness of the reliability results currently. 

4   Reliability Analysis of a Wing Structures  

A Wing structural model is shown as Fig. 1, the AB side is completely clamped, the 
wing length is mmlength 800= . The uniform load 2/3000 mNP = is exerted on the 

upper surface to simulate the vertical gust load. The material yield strength is 
MPae64s =σ , material density is mmkgeDENS /68.7 −= , elastic modulus 

MPaeE 81.2= , and they all obey Gaussian distribution. Besides, the Poisson's  
ratio 3.0=μ . 

 
 

 

Fig. 1. Wing structural finite element mode 

 

Fig. 2. The exerted load on the model 
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According to the stress-strength theory, the wing stress in flight does not allow 
to exceed the yield strength, therefore, the wing structural failure criteria can be 
expressed as 

sσσ ≥max  . (1) 

where maxσ  is the maximum equivalent stress of wing structures occurred during 

flight, and sσ is the yield strength of the structural materials. Therefore, the limit 

state function for the structure will be 

max)( σσ −= sXg . (2) 

Thereinto, the 0)( ≤Xg is failure state, so the wing reliability can be expressed 

as the probability of 0)( ≥Xg . 

In the strength analysis of wing structures, the elastic modulus, yield strength, ma-
terial density and vertical gust load are all taken as random input variables, and the 

value of max)( σσ −= sXg  is regarded as the output variable. We adopted the 

random sampling of the 1000 times to do the reliability analysis for the given struc-
tural model using Latin Hypercube method, in which the required input variables are 
assumed to follow Gaussian distribution as shown in Table 1. 

Table 1. Distribution of input variables 

Random variable Symbols Distribution Mean Standard Deviation 

Density/Kg/mm3    DENS Gaussian 7.8e-6 7.8e-5 

Load/N/ m2    P Gaussian 3000 300 

Elastic modulus /MPa    E Gaussian 2.1e8 2.1e6 

Yield strength /MPa    S Gaussian 4e6 4e5 

 
The sampling process of the maximum equivalent stress is shown in Fig. 3. The 

two red curves in figure indicate the average value of the sampling process, obvi-
ously, its average is convergent. This shows that, when the simulation times are 
enough, the curve will tend to a stable value. The red lines are upper and lower 
limits of confidence interval. The probability that the sample points fall inside is 
95%, and this means the confidence level is 95%. The blue line indicates the mean 
change in the sampling process. View from the analysis process, with the increase 
of simulation experimental times, the accuracy of simulation results is well im-
proved. The value of the cumulative distribution function at any point is equal to 
the probability value of the data under this point, and the cumulative distribution 
function tends to 1 as shown in. Fig. 4, this is well consistent with the relevant con-
cepts of probability theory. 
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Fig. 3. Sampling of the maximum equivalent stress 

 
Fig. 4. Cumulative function distribution of maximum stress 

It’s known from the equivalent stress cloud showed in Fig. 5 that the maximum 
stress of the wing structure is 1.47e6MPa under vertical gust load, and it is much less 
than the material strength limit 4e6MP, so the researched wing structure is safe. The 
stress of the wing root is the most concentrated, and also it is the most vulnerable.  
 
 



36 X. Ning et al. 

 

 

Fig. 5. Equivalent stress cloud chart of wing structure  

 
Fig. 6. Result based on sensitivity analysis 

Therefore, the stress concentration in the wing root should try to be reduced in the 
design and manufacture for ensuring the safety of aircraft flight. Sensitivity analysis 
showed that, in the effect factors on the wing strength reliability from various parame-
ters, the influences of the vertical gust load and material yield limit on the wing 
strength reliability is the greatest, so two factors should be given more attention in the 
design and manufacturing process of a wing structure. 
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5   Conclusions  

Probability analysis function has successfully been used to do the strength reliability 
analysis of wing structures with Monte Carlo method in this paper. The reliability of 
structure stress, probability distribution, the sensitivity of design variables and other 
information can be obtained. Results indicated that the parameters extent of wing 
strength is very visually. This can provide an important basis for the design and opti-
mization of structural parameters. The researches also showed that, the combination 
of finite element method with the reliability theory can provide a new feasible reli-
ability analysis for complex structures. 
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Abstract. In spacecraft telemetry data prediction field, unknown residual distri-
bution and great volatility of predicted value have hampered traditional predic-
tion interval methods to follow forecast trend and give high-precision intervals. 
Hence, modified Block Bootstrap prediction interval Method is proposed in this 
paper. Contrast to traditional method, this method can enhance accuracy of non-
stationary time series data prediction interval for its data sampling frequency 
can be adjusted by data character. In the end, an example is given to show the 
validity and practicality of this method. 

Keywords: block bootstrap, telemetry data, prediction interval, spacecraft. 

1   Introduction 

Studies of spacecraft failure prediction techniques mainly concentrated on prediction 
algorithms and theory based on telemetry data [1, 2]. These prediction techniques can 
only predict a series of single-point value without confidence interval; at the same 
time, spacecraft state parameters are always impacted by its complex operating envi-
ronment, so that single-value prediction methods failed to meet actual project needs. 
Therefore, since 1990s, international studies on prediction interval technology devel-
oped rapidly [3-6]. However, application in space field is less.  What is more, most 
existing methods are focused on prediction residual distribution known scenarios [7, 
8] and few studies on unknown residual distribution that often encounter in practical 
engineering. Thus, study on interval prediction of unknown residual distribution is 
valuable.  

In spacecraft telemetry data prediction field, unknown residual distribution and 
great volatility of predicted value have hampered traditional prediction interval 
methods to follow forecast trend and give high-precision intervals. Hence, Modified 
Block Bootstrap prediction interval Method is proposed in this paper. Sampling 
frequency can be adjusted by data's character in this method in order to fit prediction 
real time and high accuracy demand. The method is also applied to calculate HY-1B 
telemetry data's prediction interval and the practical value of this method is also 
demonstrated. 
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2   Block Bootstrap Method Idea 

Block Bootstrap method is an improved Bootstrap method. Bootstrap method is a sta-
tistical method that proposed by Efron (1979). This method does not need sample 
distribution or extra new sample information, but only use duplicated samples that 
resampled from original data and statistics to estimate overall distribution character [9].  

 

1̂θ *
1θ̂ *

2θ̂
 

Fig. 1. Bootstrap idea schematic diagram 

Bootstrap method efforts better to i.i.d data, but gains larger error when it used to 
deal with time series data. This is mainly because bootstrap samples are extracted 
from original data by point repeated sampling, which destroys the data structure [10]. 
Therefore, Hall (1985) proposed block Bootstrap idea firstly (Figure 2). Namely, use 
data block to maximum reserve data features, and then Bootstrap sampling step is 
applied to each block.  

 

  

Fig. 2. Block Bootstrap Method idea sketch 

Figure 2 black circle indicates original time series. The white circle represent by 
the sequence generated by block Bootstrap sampling. KÜnsch (1989) gave a complete 
description of the Block Bootstrap steps. However, the Block Bootstrap method is 
also deficient for sample frequency cannot be adjusted according to data character, 
especially to mutational data, which mainly affects prediction interval accuracy.  
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3   Modified-Block Bootstrap Method 

3.1   Basic Idea 

Data sampling frequency self-adjusting method is given in this paper to modify origi-
nal Block Bootstrap for that sample frequency cannot be adjusted according to data 
characteristics. That is, calculate block data fluctuation ratio firstly   

max( ) min( )t t
i

Y Y
D

l

−= , 

max( )tY represents maximum value of data block，min( )tY  represents minimum 

value of data block, l represents data block length. Then calculate the ratio of 

neighbor data blocks fluctuation ratio
1

i

i

D
D +

. If 
1

i

i

D
D +

>1, the (i+1)th data block re-

sample times adjusted to be num=M/(Di/Di+1) in order to improve prediction interval 
accuracy by obtaining more accurate data character. 

3.2   Modified Block Bootstrap Prediction Interval Procedure 

Consider a serial continuous prediction vector  
 

                    1( , , )t t m tY X X− += ，t = m,...,n                              (1) 

Modified Block Bootstrap interval prediction procedure as following: 
 

a) Construct block-resample on the basis of these vectorized predictions.  
Build overlapping blocks of consecutive vectors firstly 

 

1( , , )m m lY Y + − , 

1( , , )m m lY Y+ + , 

... , 

1( , , )n l nY Y− + .
  

where l N∈ is the block length parameter, generally, 
1

3l n= (n means sample size). 
For simplicity, assume data blocks number k meet the condition 1n m kl− + = , 
k N∈ . Then, resample K blocks independently with replacement. 

 

1 11 , ,s s lY Y+ + , 

2 21, ,s s lY Y+ + , 

, 

                     1 , ,
k ks s lY Y+ + .

                                                (2) 

where the block-starting points s1，… ，sk are i.i.d. If the number of blocks n-m+1 is 

not a multiple of l, we resample 1
1

n m
k

l

− += +  blocks but use only a portion of the 
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Kth block to get n-m+1 resampled m-vectors in total. These resampled blocks of m-
vectors in (2) could be named as block bootstrap sample; 
b) Bootstrap M times from the K data blocks, so we get M bootstrap replicated block 

samples *
tY

;
 

c) Calculate fluctuation rate Di  of each replicated block samples *
tY , then resample 

N times bootstrap samples from replicated block samples *
tY  M

Di
 times, calculate 

estimated standard deviation *ˆ( )tse Y
∧

 of replicated block samples *
tY . 

d) Calculate statistic 
*

*

*

ˆ ˆ

ˆ( )

t t

t

Y Y
Z

se Y
∧

−=  for each bootstrap replicated block samples *
tY , t̂Y  

is mean value of block data.  
e) Calculate sub-site value ofα , * ˆ#{ ( )} ( )iZ t M Dα α< = . 

f) Obtain prediction value’s modified bootstrap interval (1 ) (1 )ˆ ˆˆ ˆ( , )t tY t se Y t seα α
∧ ∧

− −− • − • .
  

 

4   Simulation Illustration 

Modified-Bootstrap Method is applied to HY-1B satellite power system telemetry 
data’s prediction. We use part of HY-1B satellite battery final discharge pressure that 
predicted by modified probabilistic neural network [11], as table 1.  

Table 1. Part prediction data of HY-1B battery final discharge pressure 

NO. Value NO. Value NO. Value NO. Value 

1 22.0967 17 22.0185 33 21.9080 49 21.8192 

2 22.1511 18 21.9801 34 21.9170 50 21.8070 

3 22.2013 19 21.9426 35 21.9256 51 21.7949 

4 22.2458 20 21.9078 36 21.9328 52 21.7834 

5 22.2796 21 21.8790 37 21.9373 53 21.7732 

6 22.2953 22 21.8613 38 21.9366 54 21.7651 

7 22.2967 23 21.8521 39 21.9320 55 21.7587 

8 22.2879 24 21.8485 40 21.9248 56 21.7534 

9 22.2712 25 21.8495 41 21.9154 57 21.7491 

10 22.2507 26 21.8526 42 21.9050 58 21.7454 

11 22.2261 27 21.8578 43 21.8936 59 21.7423 

12 22.1962 28 21.8658 44 21.8810 60 21.7399 

13 22.1629 29 21.8750 45 21.8679 61 21.73781 
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Table 1. (Continued)  

14 22.1277 30 21.8838 46 21.8553 62 21.7085 

15 22.0911 31 21.8923 47 21.843 63 21.70339 

16 22.0550 32 21.9002 48 21.8310 64 21.69622 
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Fig. 3. HY - 1B final discharge pressure predict curve 

Before interval analysis of these prediction data, parameter value should be set 

firstly. According to empirical formula, each block length 
1 1

3 364 4l n= = = . So 

the total data block number k=16, sample time M=200, set confidence degree c=95%. 

Interval prediction curve as Fig.4(b). 

Table 2. Data block fluctuation rate 

D1 D2 D3 D4 D5 D6 D7 

1.99 0.23 0.74 1.03 10.52 0.38 1.05 

D8 D9 D10 D11 D12 D1 3 D14 

7.34 0.20 0.45 0.97 1.05 1.91 2.12 

 
Prediction interval results as shown in Figure 4. From this figure, we can see 

that the accuracy of prediction interval curve that get by Modified Bootstrap 
method is much higher. This means that the Modified Bootstrap Method is able to 
give higher precision prediction interval of the final discharge voltage pressure 
prediction data.  
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(a) Block Bootstrap Method 
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(b) Modified Block Bootstrap Method 

Fig. 4. Prediction interval curve of final discharge pressure at 95% confidence degree of HY-1B  

5   Conclusion 

Simulation results, compared to traditional Block Bootstrap method, shows modified 
method shorten the prediction interval length, which improves the accuracy of predic-
tion interval and is in favor of aerospace experts judging the operational status of 
satellite. This was a further illustration that the modified method both retained the 
advantage of original Bootstrap method and enhanced data characteristics adaptive 
capacity of traditional method. 
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Abstract. To study the issues of network coverage and network of life in the 
three-dimensional geographical environment, the cross deployment strategies 
and random deployment strategies were adopted, and random-sleep dissemina-
tion algorithm based on the dynamic neighbors' nodes information was used to 
study the regional coverage, node coverage and the network life under these two 
strategies. The experiment results show that, after using random-sleep dissemi-
nation algorithm based on the dynamic neighbors nodes information, the effect of 
the regional coverage throughout the region changes little, the network life ex-
tends about 1.1 times when there are enough nodes. 

Keywords: wireless sensor network, scheduling mechanism, 3-D. 

1   Introduction  

Wireless sensor network is mainly made up of the sensor nodes, sensor gateway and host 
machine. Remote users can collect required data and information, also control the sensor 
network through the Internet, show in Fig. 1. When the wireless sensor network is 
working, the nodes are at the state of Work or Hibernation. For convenience, the node 
working state is generally divided into two types: Activity and Sleep. On one hand, at 
the state of Activity, nodes are in charge of perception, communication, calculation; On 
the other hand, at the state of Sleep, nodes do nothing, energy consumption is the least. 

Scheduling of the sensor nodes, the entire scheduling cycle is divided into serial equal 
cycles T, show in Fig. 2. At the beginning of each cycle T, each node's state is deter-
mined by scheduling algorithm. Nodes which are scheduled to execute start to work, 
others remain in the state of sleep. Using the scheduling mechanism, it can reduce the 
number of activity nodes, achieves the purpose of saving energy, prolongs the entire 
network life. 

Now, there are two ways to study the existing three-dimensional wireless sensor 
networks: ①  The conclusions of two-dimensional directly have been extended to 
three-dimensional[2-3]; ② The three-dimensional issues are reduced to two-dimensional 
plane to solve. However, performance using these processes is not good, for most  
problems cann't be solved by applying extension and constraint. Network coverage, 
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connectivity, topology control and deployment are fundamentally issues for wireless 
sensor network, further, in term of these issues, difficulty and complexity in calculating in 
three-dimensional is more than in two-dimensional. So, it needs new theory and new 
method, different from traditional two-dimensional wireless sensor network, to study 
three-dimensional wireless sensor network. 

This article studys on the coverage and scheduling mechanism for three-dimensional 
network, analysises the influence on network life through adopting cross deployment 
strategies and random deployment strategies in three-dimensional region. 
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Fig. 1. System framework of WSN 
 

 

Fig. 2. State chart of node scheduling 

2   Relation Work 

2.1   Perceptual Model of Sensor Node 

In order to achieve surveillance, each node transfers real signals into electrical signals, 
then transmits them to users. Accuracy of perceive signals of nodes is related with 
distance, directivity and uncertainty[5]. According to these condition, perceptual model 
has three types: binary perceptual model, exponent perceptual model and mixed  
perceptual model. 

The principle of binary perceptual model is simple. If the object exits in the per-
ceived radius r0 of the node, then the object is perceived, or else isn't perceived. Node 
perceptual model as follow: 
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where sp  is location of sensor node , q  is the object location, and ),( qpd s  is 

Euclidean distance between node and object. 
Exponent perceptual model is more complex than binary perceptual model. The 

signals sent from sensor node vary along with  variation of distance. Node perceptual 
model as follow: 
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where ρ is arithmetic number determined from sensor model; 0r  is the minimum dis-

tance threshold[6]. 
Compared with Exponent perceptual model and binary perceptual model, mixed 

perceptual model[7]  is more close to  perceptual model of real sensor node. Beside, cr  

is distance threshold, when the object is in radius of threshold cr , intensity of perception 

is 1, then object is out of threshold cr , Variation of intensity is along with distance 

increment. Mixed perceptual model as follow: 
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2.2   Coverage Model 

The purpose of wireless sensor network application is to monitor special geographical 
district. Coverage model mainly involves two aspects: area coverage and point cover-
age. Ratio of covered district area and total district area is calculated to indicate the 
district coverage, and ratio of redundancy node number and total node number is cal-
culated to indicate point coverage [8].   

3   Sensor Deploying Strategy 

3.1   Random Deploying Strategy 

When supervised area is so large, such as forest, mountainous, etc. It is so difficulty to 
deploy sensor nodes artificially at these distract, it generally adopt random deploying 
strategy. Using this strategy, it doesn't need the detailed node location, places nodes 
randomly. Although it is easy to deploy nodes, random deploying strategy has some 
obvious weakness compared with artificial deployed strategy, such as nodes unevenly 
distributed, nodes cannot be judged good or bad after deployment. 
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3.2   Cross Deployment Strategy 

This deployment strategy is designed based on the characteristic of wireless sensor net-
work. Because nodes which close to sink nodes cost more energy than other nodes. These 
nodes not only percept and transmit themselves data, but also transmit other nodes' data. In 
order to prolong the network life, it must protect the nodes which close to sink node. 

The method of cross deployment is that, at the time of deployment, geographical 
district is divided into two direction: horizontal and longitudinal, then forms cross sharp. 
Meanwhile, sensor nodes are separated into two section: one section is horizontally 
deployed, the other section is longitudinal deployed. This research takes an 1 km * 1 km 
three-dimensional district model. The district is segmented by n of parallel lines, ac-
cording to horizontal and longitudinal direction. Then the length of parallel lines de-
termines the space of two neighbor nodes, and generates  bias through Gaussian distri-
bution at every step, the purpose of bias is to make the result of deployment strategy 
more close to reality, because there are some factors, such as wind, unfairness ground, in 
real world, these could not accurate. 

With this strategy, the number of nodes at each parallel lines isn't the same as others. 
Only a little portion of nodes are placed far away the center, the majority are placed 
nearby the center, such as around sink node. In simulation, the number of node at some 
parallel lines are the same, except two middle parallel lines.  

3.3   Sleep Scheduling Mechanism 

Adopting cross deployment strategy, the node density is high at the centre district, these 
nodes are always at state of activity at the same time, so collected data would be exces-
siveness.; the other side, as channel competition between nodes in same area, it brings about 
many packet collisions[9]. To prolong the network life, reduce packet collision, this study 
adopt sleep deployment algorithm based on the dynamic neighbors nodes information. 

4   Simulation 

The three-dimensional simulation model in this simulation is download from SRTM ftp, 

the size is 1 km*1 km, supposed that perceptual radius of sensor node cr =25m, and this 

study adopts mixed perceptual model to detect performance of deployment strategy, 
show in Fig. 3. 

 
Fig. 3. Three-dimensional regional model 
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4.1   Result of without Sleep Scheduling Mechanism 

From result of simulation in Fig.4, it can conclude random deployment strategy is better 
than cross deployment strategy in performance on coverage at situation of without sleep 
scheduling. Because at cross deployment strategy, the density is high nearby the sink 
node, it takes a lot of excessiveness, the density is low far away the sink node, the cov-
erage effect is not good. 
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Fig. 4. Effect contrast of the regional coverage 

Under the same condition, along with node number increases, the node coverage 
also improves. Compared with both strategy, coverage at cross deployment strategy 
is better than at random deployment strategy, this is because at the cross deployment 
strategy, central node number is more than random deployment strategy, show in 
Fig. 5. 
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Fig. 5. Effect contrast of nodes cover 
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4.2   Result of Sleep Scheduling Mechanism 

Show in Fig. 7, on the condition that the model has lots of nodes, the coverage with 
random sleep scheduling mechanism based on dynamic neighbors' nodes information is 
the same as one without this mechanism. 
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Fig. 6. Cover effect contrast under scheduling of with and without sleep 

Compared models with and without sleep scheduling mechanism, number of sur-
vival node in the network is showed in Fig. 7. It is obvious that, at the same period, 
survival number with sleep scheduling mechanism is more, and the network life is 
extends about 1.1 times. 
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Fig. 7. Number of live node 

5   Conclusion 

This paper mainly talks about some current researches on wireless sensor network, then 
studys and simulates the coverage and scheduling at three-dimensional district model 
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adopting cross deployment strategy and random deployment strategy, with and without 
sleep scheduling mechanism. It can conclude from the result of simulation that the 
coverage of random deployment strategy is better than cross deployment strategy; after 
adopting sleep scheduling mechanism, the life of cross deployment strategy is extend 
about 1.1 times, and survival nodes number is more than without sleep scheduling 
mechanism. 

This study algorithms and deployment strategy has been verified under simulation 
environment, but more idealistic, in practical application there will be certain gaps.So, 
late work will be on the basis of further analysis of this improvement.  
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Abstract. In this study the underlying dimensions of e-commerce benefits as 
perceived by businesses are investigated. Statistical analysis of empirical data 
from a questionnaire survey of managers of Chinese businesses resulted in three 
meaningful e-commerce benefits dimensions being uncovered. They are the 
Market, Efficiency, and Quality dimensions, which represent what companies 
perceive as business aspects where they can derive benefits by adopting  
e-commerce. In addition, the limitations of this study and directions for future 
research are discussed. 

Keywords: electronic commerce, benefits, Chinese businesses, marketing 
dimension, efficiency dimension, quality dimension. 

1   Introduction 

The benefits of e-commerce to business have been widely discussed. On the theoreti-
cal side, [1] proposed three areas in which e-commerce can bring benefits to  
businesses, namely, customer relations, dealing with suppliers, and internal company 
operations. Reference [2] pointed out that e-commerce can help a firm improve, trans-
form, and define its business operations, thereby generating business value. Specifi-
cally, they theorized that there are ten components to the business value system of 
electronic commerce, namely, product promotion, new sales channel, direct savings, 
time to market, customer service, brand or corporate image, technological learning 
and organizational laboratory, customer relationship, new product capabilities, and 
new business model, upon which propositions were postulated. Reference [3] put 
forth 15 specific benefits of e-commerce. In addition, [4] devised a 10-item construct 
for measuring transactional efficiency benefits of IS projects. According to [5], the 
benefits of e-commerce can be categorized into four groups, External/internal com-
munication expenses, Revenues, Tangible benefits, and Intangible benefits, which 
altogether include 17 specific benefits. Reference [6], on the other hand, proposed a 
business model for e-commerce that includes three streams, the value stream, the 
revenue stream, and the logistics stream.  

On the empirical side, there have been several studies that focus on e-commerce 
benefits to businesses. These studies produced similar findings. Reference [7] carried 
out an exploratory study on use of the Internet by small New Zealand firms. They 
found that the top-rated benefits as reported by the respondents are: ‘Improved infor-
mation gathering’, ‘Availability of expertise regardless of location’, ‘Better service 
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and support from suppliers’, ‘Increased productivity’, ‘Better awareness of business 
environment’, ‘Ability to reach international markets’, ‘Faster and more flexible de-
livery from suppliers’. Results from [8] show that the top five most important Internet 
usage drivers as reported by their Australian respondents are: ‘Direct and indirect 
advertising’, ‘Low cost communication’, ‘Easy access to potential customers’, ‘Com-
pany image enhancement’, and ‘Form and extend business networks’, while those 
cited by their UK respondents include ‘External e-mail’, ‘Casual browsing for infor-
mation’, ‘Searching for Web pages addresses’, ‘Information research’, ‘Advertis-
ing/promoting the business’, and ‘Linking to a professional body’. The most valuable 
attributes of e-commerce reported by [9] include ‘Save time to look for resources’, 
‘Obtain useful expertise from the Net’, ‘Savings in communication costs’, and ‘Better 
company image’. Reference [10] found that Dutch firms derive ‘border-crossing’ 
benefits, i.e., ‘Distance related barriers disappear’ and ‘Continuous advertising all 
around the world’, from the Internet. In addition, ‘Improvement in company image’, 
‘Increased sales’, ‘Effectiveness in collecting information, and ‘Increased customer 
satisfaction’ are also major benefits cited by their respondents. The top five benefits 
of e-commerce revealed in the study by [11] include ‘Cheaper/more efficient commu-
nication’, ‘Improved customer service’, ‘Cheaper research’, ‘Improved image’, and 
‘Access to global markets’.  

Such diversity in both the conceptual constructs and empirical measures of  
e-commerce benefits reflects the overwhelming impact of the Internet in transforming 
business activities and processes. These benefits, however, have been proposed or 
identified by the researchers, and may not necessarily represent what businesses per-
ceive as the benefits of e-commerce. In other words, there is lack of research on busi-
ness perceptions of e-commerce benefits, especially dimensions underlying the spe-
cific benefits proposed or identified in previous research. In this vein, [12] carried out 
factor analysis on ten transactional efficiency indicators put forth by [4], which re-
sulted in four factors, namely, Communication, System development, Personnel, and 
Capital. Therefore, the purpose of this paper is to find out if there are any theoretically 
meaningful underlying constructs or dimensions of e-commerce benefits from a busi-
ness perspective. 

2   Methodology 

The empirical data of this study come from a questionnaire survey of Chinese manag-
ers. The first question of the questionnaire asks respondents to indicate firm size, 
which is broken into five categories on an ordinal scale of 1 through 5: 1 (employing 
1-5 people), 2 (6-20 employees), 3 (21-50 employees), 4 (51-200 employees), and 5 
(over 200 employees). Respondents were then asked to pick top five e-commerce 
benefits from a list of twelve: Goods to market faster, Cheaper/more efficient com-
munications, Access to global markets, Lower transaction costs, Improved customer 
service, Increased sales (greater customer base), Cheaper research (ease of access to 
vital business information), Financial benefits derived from use of Internet outweigh 
cost of implementation, Cheaper product promotion (on-line brochures etc.), Im-
proved image (being seen as innovative and technologically apt), Shorter payment 
cycles, Improved product quality (through ease of research). The lists of e-commerce 
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benefits were adapted from [11]. The questionnaire was administered to a sample of 
students in executive training classes in Qingdao, China. The students were asked to 
participate in the survey, and those who agreed were further instructed on how to 
complete the questionnaire. A total of 68 usable responses were colleted. The col-
lected data were then entered into a Microsoft Excel file and analyzed with SPSS.  

The specific SPSS procedure used is CATPCA (categorical principal component 
analysis) so as to find out if there are any theoretically meaningful underlying con-
structs or dimensions. CATPCA is a type of principal components analysis that in-
cludes nonlinear optimal scaling, and is suited not only for categorical data, but also 
for ordinal and nominal multivariate data [13]. The raw data were converted to ordi-
nal ranking on a five-point scale, with 5 the most important, and 1 the least important. 
The items that were not picked within the top five were given a value of 0, and treated 
as missing data in the subsequent analysis. 

3   Results and Discussion 

The sample is skewed toward large firms, with 51 firms (75.00% of the sample) em-
ploying over 200 people; there are another 12 firms (17.65%) with 51-200 employees, 
and the remaining 5 firms (7.35%) employing 21-50 people. 

As Table 1 shows, the top five benefits as measured by the number of cases re-
ported as one of the top five benefits by the respondents are Goods to market faster, 
Cheaper/more efficient communication, Improved customer service, Increased sales, 
and Improved image. Among these top five benefits, Improved image ranks first in 
terms of average and median (3.58, 4, respectively), followed by Increased sales 
(3.15, 3, respectively), Improved customer service (3.03, 3, respectively), Goods to 
market faster (2.25, 2, respectively), and Cheaper/more efficient communication 
(2.13, 2, respectively).  

These top five benefits are similar to findings by others, including [7], [8], [9], 
[10], and [11]. For example, [14] found seven best e-commerce benefits in their em-
pirical study: Improve customer services, Speed up business/administrative process, 
Increase communication with customers, Facilitate communication around the organi-
zation, Simplify ordering process, Share knowledge around the organization, and Cre-
ate competitive advantage. Improved image as perceived by Chinese businesses to be 
the number one benefit associated with Internet use may well reflect the well-known 
Chinese cultural preoccupation with face, or Mianzi. 

The CATPCA procedure resulted in three meaningful dimensions (Tables 2 and 3). 
The first dimension can be called the Marketing dimension, with Goods to market 
faster, Improved customer service, Increased sales, and Cheaper/more efficient com-
munication as its principal components. Dimension 2, on the other hand, can be 
termed the Efficiency dimension, with Cheaper/more efficient communication, Finan-
cial benefits derived from use of Internet outweigh cost of implementation, Cheaper 
product promotion, and Shorter payment cycles as its principal components. The last 
dimension can be considered as the Quality dimension because it includes Improved 
product quality as its major components, even though Lower transaction costs, Finan-
cial benefits derived from use of Internet outweigh cost of implementation, and 
Cheaper product promotion also have fairly large loadings on this dimension.  
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Table 1. Top Five Benefits as Perceived by Chinese Firms 

Benefits Na Meanb Medianb 
Goods to market faster 40 2.25 2 
Cheaper/more efficient 
communication 

40 2.13 2 

Access to global markets 24 2.21 3.5 
Lower transaction costs 18 3.33 3.5 
Improved customer ser-
vice 

36 3.03 3 

Increased sales 27 3.15 3 
Cheaper research 20 2.85 3 
Financial benefits derived 
from use of Internet out-
weigh cost of implementa-
tion 

10 3.10 3 

Cheaper product promo-
tion  

12 3.50 4 

Improved image  33 3.58 4 
Shorter payment cycles 10 3.90 4.5 
Improved product quality  10 3.90 4 

 a. Number of cases reported as one of top five benefits. 
 b.Values calculated from cases reported as one of top    

    five benefits 
 

The appearance of some efficiency benefits in the Marketing and Quality dimen-
sions shows the business perception of efficiency gains through Internet use as the 
underlying driver of Internet-related competitive advantages. For example, 
Cheaper/more efficient communication can arguably lead to marketing advantages 
because businesses can communicate more often, more easily, and more efficiently 
with their customers and potential customers on the Internet.  

Reference [5] proposed four groups of e-commerce benefits: External/Internal 
communication expenses, Revenues, Tangible benefits, and Intangible benefits. The 
Efficiency dimension as revealed in this study corresponds with [5]’s Exter-
nal/Internal communication expenses, which includes items in communications cost 
reduction, and Tangible benefits, which includes items that lead to cost reduction in 
areas other than communications. In addition, the Marketing dimension is similar to 
[5]’s Revenues group of benefits. The Quality dimension seems to be an aspect of e-
commerce benefits to businesses that [5] did not propose.  

The CATPCA dimensions of this study are not directly comparable to [12]’s four 
factors. They carried out factor analysis on ten transactional efficiency indicators put 
forth by [4]. And the four factors uncovered, namely, Communication, System devel-
opment, Personnel, and Capital, can be considered as being related to the efficiency 
dimension of this study. 
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Table 2. Model Summary 

Variance  
Accounted For Dimension  

Cronbach's 
Alpha  Total  

(Eigenvalue) 
1 .874 5.019 
2 .823 4.067 
3 .808 3.861 
Total 1.007a 12.947 

a. Total Cronbach's Alpha is based on the total  
     Eigenvalue. 

Table 3. Component Loadings 

 Dimension 

  1 2 3 
Goods to market faster .892 -.432 -.212 
Cheaper/more efficient  
communication .799 .770 -.088 

Access to global markets -.939 -.167 -.614 
Lower transaction costs .363 -.861 .567 
Improved customer service .784 .002 -.143 
Increased sales .433 -.448 -.246 
Cheaper research -.661 -.030 .135 
Financial benefits derived 

from use of Internet  
      outweigh cost of  
      implementation 

-.085 .987 .638 

Cheaper product promotion  -.194 .898 .521 
Improved image  -1.040 -.450 .071 
Shorter payment cycles -.327 .539 -1.079 
Improved product quality  -.314 -.212 1.078 

4   Limitations and Directions for Future Research 

This study represents an effort in identifying underlying dimensions of e-commerce 
benefits as perceived by Chinese businesses. It is notable that of the myriad benefits 
put forth by academics and/or identified by practitioners, three meaningful underlying 
dimensions have been uncovered in this study. The value of these dimensions, of 
course, is that they can be used in future research so as to simplify theoretical delib-
erations. The specific benefits, on the other hand, should be used as indicators for 
measuring these dimensions.  
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Apparently the twelve specific benefits that have been used to collect raw data in 
this study have a strong bearing on the dimensions subsequently uncovered. Of course 
these benefits do not constitute an exhaustive list. One direction for future research is 
to include more benefits, which could well lead to more meaningful underlying di-
mensions to be discovered. In addition, [15] distinguished between the intermediate 
effects and final effects e-commerce has on businesses. The twelve specific benefits, 
and hence the resulting dimensions, include those in both groups. Therefore, in future 
research attempts should be made to separately study benefits in these two groups, 
which could well lead to more meaningful findings. 
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Abstract. An extension of an optimal velocity model with the relative velocity 
is analyzed. From the nonlinear analysis, the propagating kink solution for traf-
fic jams is obtained. The fundamental diagram and the relation between the 
headway and the delay time are examined by numerical simulation. We find 
that the result from the nonlinear analysis is in good agreement with that ob-
tained from the numerical simulation. 

Keywords: optimal velocity model, relative velocity, nonlinear analysis. 

1   Introduction 

Traffic flow problems have been given much attention for decades. It is important to 
study traffic flow dynamics of transportation. Various traffic models have been pro-
posed and studied[1-19]. Toward a realistic model, which explains the traffic flow 
dynamics, the optimal velocity model was proposed by Bando[1]. Nagatani [2] put 
forward an extended optimal velocity model including the vehicle interaction with the 
next vehicle ahead (i.e., the next-nearest-neighboring interaction). Xue [3] proposed a 
lattice model of optimized traffic flow with the consideration of the optimal current 
with the next-nearest-neighboring interaction. After that Ge et al. [4] considered arbi-
trary number of sites ahead. Lenz et al. [5] constructed a model that a driver can re-
ceive the moving information about many vehicles ahead of him/her. In 2004, Hasebe 
et al. proposed an extended optimal velocity model applied to cooperative driving 
control system by considering any arbitrary number of vehicles that precede [6], and 
we called it forward looking optimal velocity model. They found that there exist a 
certain set of parameters that make traffic flow “more stable” in this model. Ge et al.[7] 
continued to investigate the dynamic behavior near the critical point of the model.  

                                                           
*  Project supported by the National Natural Science Foundation of China (Grant NO.60674062), 

Natural Science Foundation of Shandong Province(Grant NO..ZR2009GM032), Independent 
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The above models are related to the forward looking effect, but only few models stud-
ied the backward looking effect, such as the models proposed by Nakayama et al.[8] 
and Hasebe et al.[9]. We think it is reasonable to take the backward looking effect 
into account. In 2006, Ge et al.[10] proposed an extended car following model with 
the consideration of arbitrary number of vehicles ahead and one vehicle following on 
a single-lane highway. 

2   Model 

In the original OV model[1], the acceleration of the n-th vehicle at time t is deter-
mined by the difference between the actual velocity and an optimal velocity, which 
depends on the headway to the car in the front. The optimal velocity equation is 

)]())(([)( txtxVtx nnn −Δ= α                                      (1) 

where α  is the sensitivity of a driver, )()()( 1 txtxtx nnn −=Δ + is the headway, and 

))(( txV nΔ is the optimal velocity function, γβα +−Δ=Δ ))(tanh())(( txtxV nn . 

An extension of an optimal velocity model was proposed by Nakayama which is 
called the backward looking OV(BL-OV)model[2]. In this model, a driver looks at 
the following car as well as the preceding car at the same time. The equation is 

)]())(())(([)( 1 txtxVtxVtx nnBnFn −Δ+Δ= −α                                     (2) 

where ))(( txV nF Δ is the OV function for forward looking that plays the same role as  

))(( txV nB Δ  in Eq.(1). ))(( 1 txV nB −Δ is the OV function for backward looking, 

which is a function of the headway of the following car. We find that the above mod-
els did not consider the relative velocity. We will consider a traffic flow model de-
scribed by 

)()]())((

))(()1[()(
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Δ+−Δ+
Δ−=

− λα
α                                 (3) 

where P is a constant standing for the relation between the two OV functions, and we 
set p from 0~0.5 which permitted that the forward looking play dominant role in the 
model; λ  is a constant ranging from 0~1; 1( ) ( ) / ( ) /n n nv t dx t dt dx t dt+Δ = − , and 

1( ) /ndx t dt+ indicates the velocity of the (n+1)th vehicle at time t ; 

The two OV functions were given in [4] respectively as[8] 
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3   Nonlinear Analysis  

We consider the slowly varying behavior for small wave number k near the critical 
point. We introduce slow scales for space variable n and time variable t and define 
slow variable X and T as follows 

)( btnX += ε    and  tT 3ε=      10 ≤< ε                         (5) 

where b is a constant to be determined. We set the headway as 

( )TXRhtx cn ,)( ε+=Δ                                          (6) 

Where ( )TXR ,  is a function to be determined. By expanding to the fifth order of 

ε and using Eq.(5), we obtain the following nonlinear partial differential equation: 
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Taking Vb ′= , we can eliminate the second order terms of ε  from Eq.(7). We con-

sider the neighborhood of the critical point cτ , such that 

21 ετ
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c
                                                   (8) 

Where 
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+= λτ . Then Eq.(7) can be rewritten as 
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To derive the regularized equation, we make a transformation for Eq.(9), as follows: 
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Then, Eq.(9) can be rewritten as the following equation 

0)(33 =+′∂−′∂−′∂ ′ εORRR XXT                                  (11) 

If we ignore the perturbed term )(εO . The kink solution of this equation is 

( ) ( )TcXccTXR ′−=′′
2tanh,0                                   (12) 

Where c is the propagation speed of the kink wave. This speed is determined by the 
)(εO  term, it is necessary to imply the solvability condition satisfied by 

( )TXR ′′ ,0 [2] 
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By performing the integration, we obtain the selected propagation speed 

λλ 952 +=c . Thus, we have derived the solution of the modified KDV equation, 

that is  
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The amplitude of the kink solution is given by 
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The kink wave solution represents the coexisting phase, which consists of the freely 
moving phase with low density and the congested phase with high density. The head-

way of the freely moving phase is Ahx c +=Δ , and that of the congested phase is 

Ahx c −=Δ , based on which we can depict the coexisting curves in the parameter-

ized space ( )α,xΔ . 

4   Simulation  

Finally, we examine their relation between the headway and the delay time for vari-
ous values of p. In the congested region, stop-and-go states appear. We can obtain the 
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relation between the headway and the inverse of the delay time numerically. Numeri-
cal results are plotted in figure 1 for the cases of p=0 and 0.1 as an example. The 
theoretical curve is drawn as a solid curve.  

We find that the result obtained from the nonlinear analysis is in good agreement 
with the simulation result near the critical point. 

 

 

Fig. 1. The relation between the headway and τ1 for the cases of p=0 and 0.1. 

5   Conclusions  

An optimal velocity model with the relative velocity was proposed to describe the 
motion of the vehicle on a single lane highway in this paper. The traffic behavior has 
investigated analytically with this model by the use of the nonlinear wave analysis. 
Nonlinear analysis of the model shows that the traffic congestion is described by the 
MKdV equation at the critical point. The propagating kink solution and the relation 
between the headway and the delay time are obtained. We found that the analytical 
result is in good agreement with the numerical simulation near the critical point. 
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Abstract. In this study, a training computer simulation system for acupuncture 
training was proposed for the purpose of a quantitative characterization of the 
traditional oriental technique. A system using a force measuring device was 
constructed to record and analyze the basic data of insertion force. The index of 
insertion force was decided, and fundamental data for the development of such 
a computer simulation system of acupuncture training was obtained.  

Keywords: Acupuncture, Computer Training system, Insertion force, Quantifi-
cation of technique.  

1   Introduction 

Acupuncture is such to cure or keep the human body healthy by stimulating related 
acu-points. Acupuncture was originated from ancient China with the typical Chinese 
thinking and special philosophy. Though there still remain some unresolved questions, 
the oriental medicine has been more and more accepted by the world for its miraculous 
effect, particularly to diseases which are difficulty to the west medicine to treat. Acu-
puncture among the traditional oriental medical treatments has the merit of high effi-
ciency with almost no harmful side-effects. The effectiveness of it has been re-realized 
in recent years, and promotions are also carried on worldwide. Acupuncture was well 
recognized in Japan from the past with widespread clinics and even some universities 
majoring in acupuncture. With an increasing attention and widespread of acupuncture 
activities, the need for acupuncture education is also increased [1-3]. 

In consideration of such an increasing trend, however, it is hardly satisfactory in 
the field of acupuncture training. Acupuncture is such to looking firstly for the acu-
point along the meridian distributed in a 3D style on the human body, and to insert the 
needle using hands with precise force adjustment [4]. It is known to be very difficult 
in the conventional training method to understand the 3D position of an acupoint 
using a textbook showing only 2D pictures, and such techniques as the precise  
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adjustment of speed and force for an insertion are usually obtained by watching the 
motion of an expertise doctor.  

It is mostly important in acupuncture to become highly skilled by training with re-
peated practice. However, such practice can hardly be done on a real human body, 
which may always be accompanied with pain and misery.  

In our research for solving around acupuncture education problems, we have pro-
posed a training system using the computer simulation technology [5,6], in which a 
3D human body model with acu-points for positioning and a real-timely true-false 
judgment [7], and the ability of teaching of insertion angle [8], the measurement and 
training of insertion speed [9,10], have been studied and developed. Figure 1 shows 
the acupuncture process and the flow of our research focus points.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Acupuncture process & Research Focus points 

 
In the development of the training system, it has been pointed out that the quanti-

fied index to the training of acupuncture is important, and for this purpose that the 
system should be developed with real time true-false judgment. As one of the series 
studies carried out by us, this paper tried to solve the problem in the insertion force, 
which is to hold the needle and insert it into the skin having an acupoint with precise 
adjustment of force, speed, and angle. Here we define the “insertion” action is to beat 
the needle handle 4-5 (mm) into the skin after looking out the right acu-position. Upon 
an insertion, the insertion forces of expert doctor were measured and the index of 
insertion force was decided. The characterized results were applied to make quanti-
fied indexes for the construction of a training device and system.  
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2   Proposed System 

2.1   Construction of the System  

The final purpose of the system is to make a training of the whole process in acupunc-
ture possible, including the learning of basic theory and the mastering of the acupunc-
ture technique. A human acu-points model is firstly created within the VR space, and 
then the necessary software for training is constructed. Figure 2 shows the construction 
of the proposed acupuncture training computer system. The system is constructed by a 
head-mount display (HMD), a 3-dimension sensor, a computer, and other training 
devices made by us. Information on the position and attitude of trainees is detected 
from the head sensor, and from the information the field of view is calculated in the 
computer and output from the HMD. With the HMD on head, the trainees can get a 3D 
view of the human acu-points model and are then trained with real presences．Further 
with the use of a force feedback device developed in our lab., it is possible to learn the 
acupuncture techniques most closely to the practice. 
 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Construction of the system 

2.2   Learning and Training of Acupuncture  

Acupuncture is a medical treatment using acupuncture needle to stimulate the acu-
points of body according to different symptoms. An acu-point is the point on the body 
receiving the needle and proper stimulus. So acupuncture has techniques of not only 
holding and insertion, but also those of stinging, trail, whirl as shown in Figure 3, 
according to different symptoms. It is further required for good healing to use differ-
ent techniques such as the stinging angle, the speed, and the depth upon different  
acu-points for each symptom. Therefore, it is especially important to be trained by 
repeated practice. 

The proposed system can be roughly divided into two parts. One is the software for 
teaching and explanation of the sequence of basic theory, case prehension, treatment 
policy, acu-points combination and handling. Another part, and the most important one  
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Fig. 3. Needle therapy 

in the system, is the development of the training system with the force feedback with a 
precise response to the acu-point model [11]. Firstly, information of operation forces 
from experienced doctors are measured and stored in the computer as a training index. 

3   Measurement of the Tapping Force in Insertion 

A device for the measurement of the insertion force during stinging was made. The 
device was applied to both doctor and intern for practice operation. It is considered that 
quantitative values for a good acupuncture treatment with proper tapping force can be 
obtained by comparing the measurement results from the teacher and the trainee. 

3.1  The System 

The insertion force along the insertion direction was measured with the system in  
Figure 4. 

 

 

Fig. 4. Measurement device 
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The system is composed of a cantilever bridge with 4 strain sensors attached on a 
aluminum sheet. Real needle and tube were used in the tapping part, and an acrylic 
pipe covered with skin gel was used as a support for the human hand.  

3.2  Measurement 

The tapping force was measured with the above system. Experiment was done in Insti-
tute of Oriental Medicine located in Chikusa-ku, Nagoya, Japan. A total number of 12 
persons, including 5 of the experienced doctor and 7 of trainees were asked to join the 
experiment. 

Measurement was done for each person after 1 minute practice time. Then meas-
urement was started with one person to tapping 6 times, in each time he was given a 10 
second time to start tapping freely on his willing. 

 

Fig. 5. Results of intern 

 

Fig. 6. Results of expert 
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The results of tapping force vs tapping time were plotted in Figure 5 for the experi-
enced, and Figure 6 for the trainees, as the representatives of the average for the 6 tries. 
It can be seen that the difference in tapping force from the experienced doctor is appar-
ently much less (28gf) than the trainees (306gf). The 2 figures indicate clearly the fact 
that the experienced doctor carry out much stable insertion than the trainees, and the 
system quantitatively tell the difference. 

3.3 Determination of the Standard Tapping Force 

A proper value of 260gf was obtained after analyzing the experiment results. This 
value can then be applied as the standard tapping force of insertion as the index used in 
the system to judge real-timely an insertion training process. 

4   Conclusions 

The research for the development of a training system for a quantitative indexing of 
insertion force in acupuncture has been done. The measurement device and system 
enabling the measuring and training of insert force were developed. The insertion force 
was recorded as an index and displayed to the trainee to allow a real time true-false 
judgment. The trainee knows instantly the training effect at once which is very much 
helpful to the improvement of the technique. Further study and experiments are con-
sidered to be done towards an improved one capable of the measurement of the sting-
ing force information and giving a more satisfactory teaching and evaluation for acu-
puncture training. 
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Abstract. There often exist redundant channels in EEG signal collection which 
deteriorate the classification accuracy. In this paper, a classification method 
which can deal with redundant channels, as well as redundant CSP features, is 
presented for motor imagery task. Our method utilizes CSP filter and margin 
maximization with linear programming to update a compound weight that en-
ables iterative channel elimination and the update of the following linear classi-
fication. Theoretical analysis and experimental results show the effectiveness of 
our method to solve redundancy of channels and CSP features simultaneously 
when classifying motor imagery EEG data. 

Keywords: Motor imagery, compound weight, CSP feature, channel elimina-
tion, linear programming. 

1   Introduction 

Brain computer interface (BCI) allows an individual to send messages or commands 
to the external world, without passing through the brain’s normal motor output path-
ways of peripheral nerves and muscles [1]. Several types of BCI system have been 
developed so far, one of which is Motor imagery based BCI utilizing electroencepha-
logram (EEG) signal. Related studies have showed that when one perform motor 
imagination, his mu and beta rhythms are found to reveal event-related synchroniza-
tion and desynchronization (ERS/ERD) over sensorimotor cortex just like when he 
actually does the motor tasks [1]. Common spatial pattern (CSP) is a highly success-
ful and commonly used method for feature extraction in motor imagery EEG sig-
nals[1][2]. It searches optimal spatial projection for discriminate ERD/ERS topologies 
in different tasks. However, there are some problems when we apply CSP feature for 
classification. Motor imagery for a specific task occurs within a restricted region in 
brain. Hence, it is a usual case that not all channels contribute to classification in real 
BCI systems. On the other hand, not all the CSP features, the number of which is 
equal to that of channels, are beneficial to discrimination.  

This paper presents a classification method by iterative channel elimination with 
compound weights which can deal with the redundant of the channels and CSP fea-
tures simultaneously. It can be done robustly in the absence of a prior knowledge 
about the spatial distribution of brain activity and the number of CSP features. The 
results of experiment verify the effectiveness of this method. 
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2   CSP Feature Extraction 

2.1   CSP Feature 

CSP feature maximizes the difference of variances of the filtered EEG signals in two 
different classes [1][3]. Let CC ×  matrix 1Γ  and 2Γ  be covariance matrices corre-

sponding to two classes of C  channels EEG data. Based on the symmetry of these 
two matrices, the following equation can be deduced [3] 
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In order to make the distribution of CSP normal, we can transform cspx  to logarithmic 

value.  
CSP feature extraction can also be explained in the framework of Rayleigh coeffi-

cient maximization [3], i.e. 
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where J  is value of the Rayleigh coefficient. The solution of (3) can be obtained by 
solving the following generalized eigen problem 

wΓΓwΓΓ )()( 2121 +=− λ  (4) 

Where λ  is the generalized eigenvalue. 

2.2   Singularity from CAR Preprocessing in CSP Feature Extraction 

Common average reference (CAR) is an effective preprocessing method for EEG 
classification [3], which is utilized to remove artifact and noise. Let 

MCT

C

TT ×∈= RxxxX ),...,,( 21  and 1 2( , ,..., )T T T C M
C

×= ∈Y y y y R  represent the 

EEG signal and CAR processed EEG signal, respectively, we have 
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i.e., rows of Y  is linear dependent. Furthermore, we can obtain that the row rank of 
Y  is 1−C  easily. 

Usually, another preprocessing step before CSP filtering is frequency filtering 
which leads to extraction of component related to the subject’s intent. If assuming the 
this filtering corresponds to a linear transformation, we have 

CRankRankRank colcolcol <≤ ))(),(min()( FYYF  (6) 

where )(⋅colRank  denotes the column rank of a matrix. We can have 

1)( −= CRankcol YF  easily. Accordingly, if we utilize the data processed with CAR 

and frequency filtering in CSP filtering, 21 ΓΓ +  is singular which leads to computa-

tion instability. To avoid this problem, we eliminate a channel with low discriminabil-
ity for different class before CSP filtering. 

3   Classification with Iterative Channel Elimination 

CSP features are directly related to classification, while EEG signals from C  chan-
nels are not directly. However, the channel redundancy of EEG signals will lead to 
deviation of the CSP features. In order to depict the channel redundancies relative to 
classification, we quantify the channel importance for classification as shown in sub-
section 3.1. 

3.1   Compound Weight Evaluating Channel Importance 

In the formulation of CSP feature,  MM ×  matrix VUΛ 2

1
−

 corresponds to M  spatial 
filters mapping preprocessed data to a M  dimension pattern space. In fact, a spatial 
filter represents a group of weights which presents the contribution of data of every 
channel to the corresponding CSP feature. Hence, contributions of data from all chan-
nels relative to CSP feature vector can be measured by 

VUΛD 2

1
−

=CSP  (7) 

Let CSPw  be the weight vector of a certain linear classifier with respect to CSP fea-

tures, we can quantify the contributions of all channels to this classifier as compound 
weights defined by 

CSPCSPCSPchan VwUΛwDD 2

1−
==  (8) 
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where .  denotes calculating the absolute values of each entry of the vector. The 

value of the thi  entry of chanD  measures the contribution of data from thi  channel to 

the class label. 

3.2   Formulation of Removing Channel Redundancy and CSP Feature Redundancy 

Minimizing zero norm is utilized to eliminate the redundancy of channels and that of 
CSP features in our method. If we consider the channel importance evaluated by 
compound weight and adopt linear classifier with bounded empirical risk, removing 
the redundancies of channels and that of CSP features is an problem of multi-
objective optimization [5] as follows 
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where α  is the regularization parameter, N  is the number of CSP samples.  
Unfortunately, solving zero norm minimization is usually NP hard [4] and a con-

vex approximation can be introduced via replacing the zero norm with one norm of 

the weight [4]. Such approximation transforms i

N

iCSP ξα
10 =

Σ+w  in (9) and (10) into a 

procedure of margin maximization with linear programming [6][7] as follows 
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On the other hand, the optimization problem mentioned in (9)-(12) is a problem of 
multi-objective optimization and 

0CSPw  is closely related to 0|||| chanD . Therefore, 

such an optimization problem is not easy or direct to solve even if (13) is adopted. 
Alternatively, we conduct an iterative procedure involving updating of a compound 
weight based and margin maximization with linear programming to approach subop-
timal solution of this optimization problem. 

3.3   Algorithm 

Our iterative algorithm is as follows 
 

Step 1  Preprocessing: 
Step 1.1  CAR filtering data X  from all N  channel and eliminating a chan-
nel whose a priori discriminability is small; 
Step 1.2  Band-pass filtering; 
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Step 2  Spatial filter and CSP feature update:  

Step 2.1 Calculate spatial filter matrix =
−

VUΛ 2

1

 ],...,,[ 21 RNsss  in (1) utiliz-

ing data from available RN  channels; 

Step 2.2 Calculate CSP features ,( 1,CSPCSP xx =  ,,..., )
RCSP Nx  utilizing (2); 

Step 3  CSP feature normalization; 
Step 4  Compound weight update: 
 

Step 4.1 Weight-of-CSP-feature update: Calculate the weight of CSP features 
through linear programming formulated in (14). The regularization parameter 
α  is determined by cross validation; 
Step 4.2  Calculate the absolute value of the sum of RN  spatial filters 

weighted by Weight-of-CSP-feature as shown in (9); 
Step 5  Eliminate EN  channels whose corresponding compound weights are smallest   

 in RN  channels. The number of left channels is updated as RN ; 

Step 6  If γ≤− PR NN , where PN  is the channels number corresponding to the 

optimal channel subset determined via cross-validation and γ  is a prede-

fined threshold, then return to step 2. Otherwise, end the iteration; 

4   Data Analysis 

In our data analysis, we use the data set IVa of BCI competition III [3] to evaluate 
our algorithm. For each subject, the collected EEG signals is from 118 channels 
and for two class task. EEG signals of subject “al” and “aw” in mu rhythm is 
used. The eliminated channel in preprocessing steps 1.2 mention in subsection 3.4 
is channel I2. 

For EEG data of subject “al”, there are 224 trials as training set and 56 trials as test 

set. The parameter α  in (14) and the eliminated channels 117- PN  were determined 

by 5-fold cross validation as 0.081 and 78, respectively. Fig. 1 shows the average 
classification accuracies versus the different number of eliminated channel over the 5 
folds on training set when α  is set as 0.081. From this figure, the optimal number of 
channels to be eliminated is 78, i.e. the remaining 39 channels are most effective to 
the classification. Fig. 2 shows the classification accuracies versus the different num-
ber of eliminated channel on test set with the α =0.081, classification accuracy 
achieve 0.9821 when the number of selected channels is 39. Fig. 3 illustrates the cor-
responding 39 most effective channels marked by circles.  

For EEG data of subject “aw”, there are 56 trials as training set and 224 trials as 
test set. The parameter α  and the number of eliminated channels are determined by 
5-fold cross validation are 0.071 and 108, respectively. Fig. 4 shows result of cross 
validation. Fig. 5 shows the result on test set with selected parameters, classification 
accuracy achieves 0.8437. Fig. 6 illustrates 9 most effective channels. 
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Fig. 5. Classification accuracies versus the different numbers of eliminated channels with the 
selected parameters for subject aw 

 

8

F1

C1

CP1

CP3
PCP8

FAF1

CP3
CCP1

 

Fig. 6. Most effective channel subset for subject aw  



78 L. He et al. 

5   Conclusion 

In this paper, a classification method which can deal with redundant channels, as well 
as redundant CSP features, is presented for motor imagery task. Our method utilizes 
CSP filters and margin maximization with linear programming to update a compound 
weight that enables iterative channel elimination and the updating of the following 
linear classifying. Theoretical analysis and experimental results show the effective-
ness of our method for classifying motor imagery EEG data while there are redun-
dancy of channels and CSP features. 
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Abstract. Automatic Electroencephalography (EEG) interpretation system had 
been developed as an important tool for the inspection of brain diseases. In this 
study, an automatic reference selection technique was developed to obtain the 
appropriate derivation for EEG components interpretation. The cross spectrum 
of bipolar EEG was adopted to detect the phase reversal among the EEG chan-
nels covering the scalp of head. Appropriate reference was selected automati-
cally based on the detected phase reversal. Finally, a referential derivation was 
constructed. The distribution of EEG components was analyzed based on the 
constructed referential derivation to evaluate the effectiveness of selected refer-
ence for quantitative EEG component interpretation. 

Keywords: Bipolar EEG, Cross spectrum, Phase reversal, Reference selection, 
Quantitative interpretation. 

1   Introduction 

Electroencephalography (EEG) is the recording of electrical activity along the scalp 
produced by the neurons within the brain. EEG has important diagnostic applications 
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in brain diseases. In clinics, short term recording of background EEG was adopted for 
visual inspection to evaluate the abnormalities. Automatic EEG interpretation tech-
nique had been developed for decades to free the clinicians from the laborious work 
of visual inspection [1]-[3]. An automatic integrative interpretation system of awake 
background EEG according to the Electroencephalographers (EEGer)' knowledge had 
been developed by some of the authors and been successfully applied in real clinics 
[4] [5].  

With the development of recording technique, digital EEG record was popularly 
used instead of analog EEG record. Previously, EEGer inspected the EEG by combin-
ing ear-lobe referential derivation and bipolar derivation. Currently, the usage of digi-
tal EEG record made EEGer having possibilities to inspect the EEG by any deriva-
tion. The advantages of digital EEG recording technique were considered to be  
efficiently integrated with the automatic interpretation system for modern clinical 
application. Therefore, ‘which the appropriate reference is’ became a hot topic in the 
field of clinical neurophysiology. 

In this study, we were investigating on the appropriate reference to construct the 
EEG derivation adaptively to the actual EEG data. An automatic reference selection 
technique was developed. The ultimate purpose was to improve the accuracy of auto-
matic quantitative EEG interpretation system for clinical application. Several parame-
ters were calculated according to the cross spectrum of bipolar EEG to identify the 
phase reversal among the EEG channels covering the scalp of head. The appropriate 
reference was determined based on the detected phase reversal. The distribution of 
EEG components was analyzed by using the constructed new referential derivation. 
The result was compared with the ear-lobe referential EEG to evaluate the effective-
ness of selected reference for quantitative EEG component interpretation. 

2   Method 

2.1   Data Acquisition 

The EEG data was recorded at Kyoto University, Japan. Each data included 19 EEG 
channels at Fp1, F3, C3, P3, O1, Fp2, F4, C4, P4, O2, F7, T3, T5, F8, T4, T6, FZ, CZ and PZ, 
based on International 10-20 System. The electrodes at the two ear-lobes were A1  
and A2. The recording was done with the time constant of 0.3 s, the high cut filter of 
120 Hz and a sensitivity of 0.5 cm/50μV. The sampling rate was 100 Hz for all the 
channels. The long EEG record was divided into consecutive segments of 5 s long 
each for automatic interpretation. 

2.2   Cross Spectrum of Bipolar EEG 

The flowchart of whole technique was illustrated in Fig. 1. The 5 s long EEG wave-
forms under bipolar derivations were obtained by the differences of the amplitude of 
two conjoint electrodes. The cross spectrums in horizontal and vertical direction were 
obtained for one electrode based on bipolar EEG. The peak frequency was detected 
firstly in each cross spectrum. Secondly, coherence and phase were calculated around 
the peak frequency. Finally, criteria were defined to compare the obtained parameters 
with thresholds, 
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Fig. 1. Flow chart  
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where the footnote of 1 and 2 indicated the two cross spectrums. When all of the three 
criteria were satisfied, phase reversal was detected at the central electrode of two 
cross spectrums. 

2.3   Cross Spectrum of Bipolar EEG 

Appropriate derivation was referred to the referential derivation with common refer-
ence. An iterative method was adopted to find out the distributed electrodes. The 
marked block in Fig. 1 illustrated the algorithm of automatic reference selection.  

The phase reversal result was firstly checked. When the phase reversal was de-
tected, the related electrodes were determined as focal area. A common reference was 
defined by the average of all the electrodes besides focal electrode. Otherwise, the 
common reference was the average of all the electrodes. Secondly, the distribution of 
peak frequency components was analyzed. The electrodes which had higher ampli-
tude were determined as the distributed area. Finally, the electrodes selected to make 
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Averaged reference excluding  
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the common reference were determined by the average of the remainder electrodes 
excluding the focal and distributed electrodes. 

2.4   Quantitative EEG Components Interpretation 

Background EEG was mainly interpreted by consisted frequency components (δ: 0.5-4 
Hz; θ: 4-8 Hz; α: 8-13 Hz; β: 13-25 Hz). The distribution of those frequency compo-
nents was evaluated quantitatively by the amplitude. The amplitude of the frequency 
components around the peak frequency was calculated, 

 4A S=   (2) 

where S was the amount of the power. The definition of amplitude was based on 
Markov EEG amplitude model. 

3   Results 

3.1   Phase Reversal Detection 

The EEG recording of one subject was analyzed in detail. The subject was a patient in 
Kyoto Hospital suffered by brain diseases. The skull of this subject was also partially 
defected at the right hemisphere. The recorded EEG waveforms were inspected by a 
qualified EEGer. The visual inspection showed continuous rhythmic and/or irregular 
slow waves on the right hemisphere. The shape of the irregular waveform was sharp 
and the amplitude was high. 

The cross spectrum utilized for phase reversal detection was illustrated in Fig. 2. 
The bipolar EEG waveforms around T4 were given. In Fig. 2, the above two trails 
were the EEG waveforms under bipolar derivation in vertical direction. Another two 
trails were under bipolar derivation in horizontal direction. 

 
F8-T4

T4-T6

100 V(a) Bipolar derivation in vertical direction 
1 s 

C4-T4

T4-A2

(b) Bipolar derivation in horizontal direction  

Fig. 2. Bipolar EEGs related to T4 

The phase reversal in the original bipolar EEG data can be observed through the 
waveforms. In the vertical direction, the waveform shape in F8-T4 and T4-T6 contained 
some slow components which showed reversed phase. In the horizontal direction, 
similar reversed shape can be observed. 
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Table 1. Parameters for focus estimation 

Cross spectrum Peak Coherence Phase 
C4-T4, T4-A2 1.95 Hz 0.96 -161.6 º 
F8-T4, T4-T6 1.95 Hz 0.85 -156.2 º 

 
In Table 1, the related parameters of two obtained cross spectrum were given. The 

first column indicated the bipolar EEGs for cross spectrum analysis. The parameter 
values were shown in the other columns. The detected peaks in both cross spectrum 
were the same. The parameters values were satisfied with the criteria. Finally, phase 
reversal was detected at T4. 

3.2   Quantitative EEG Component Interpretation 

For this subject, the focal area was determined at T4 according to the phase reversal 
result. Another two electrodes F8 and T6 near T4 were determined as the distributed 
area. Those electrodes were excluded to obtain the common average reference for 
EEG component interpretation.  

The quantitative EEG component interpretation was processed under the new ref-
erential derivation by comparing with the ear-lobe referential derivation in Fig. 3 and 
Fig. 4. The EEG waveforms were shown in (a) and the amplitudes of peak frequency 
for all the channels were given in (b). 

In Fig. 3, the EEG waveform was under the ear-lobe referential derivation. It was 
difficult to identify the irregular slow wave. The ear-lobe A2 was activated. In (a), all 
the channel data with A2 reference were contaminated with artifacts of ear-lobe  
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Fig. 3. Ear-lobe referential EEG and the distribution of slow wave 
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activation. Similar shape can be observed in those channels. The related amplitude of 
slow wave component was given in (b). Through the value of amplitudes, Fp2, F4 and 
F8 had rather large amplitude. The evaluation result was inconsistent with the visual 
inspection. Therefore, the artifact of ear-lobe activation affected to find out the correct 
distribution of EEG components for quantitative interpretation. 

In Fig. 4, the EEG waveform was under the new referential derivation. Through the 
time series in (a), the ear-lobe artifact was disappeared. There were high voltage sharp 
slow wave occurred in the anterior area. The related amplitude of slow wave compo-
nent was calculated and shown in (b). The maximum value was at T4. The electrodes 
F8 and T6 near T4 were also higher than other electrodes. It can be concluded that there 
were irregular slow wave occurred at the area which was marked in (b). The result of 
quantitative interpretation of slow wave was consistent with the visual inspection. 
Therefore, the new constructed referential derivation with appropriate selected refer-
ence can avoid the artifact and obtain correct distribution of EEG components. 

T4

T6
P3

O1

C4

P4

100 V

O2

1 s 

5842

30
Fp1

26

14

23
94

25

29 106

45 63

41
Fp2

32

24

43

F3

C3

F7

T3

T5

F8F4

T5-Ave

T3-Ave

F7-Ave

O2-Ave

P4-Ave

C4-Ave

F4-Ave

Fp2-Ave

O1-Ave

P3-Ave

C3-Ave

F3-Ave

Fp1-Ave

F8-Ave

T4-Ave

T6-Ave

(a) EEG waveform under new referential derivation with common averaged reference (b) The amplitude of slow wave 
 

Fig. 4. New referential EEG and the distribution of slow wave  

4   Discussion 

4.1   Bipolar EEG 

Ear-lobe referential derivation with ear-lobe reference was usually adopted to inter-
pret the distribution of EEG components. The EEG data of test subject was contami-
nated by ear-lobe activation artifact. The Ear-lobe referential EEG data were affected 
with artifacts. Additionally, the partially defected skull caused large amplitude in the 
right hemisphere. Those increased the difficulty for correct inspection of affected area 
by brain diseases. Mis-interpretation was happen for this subject by using Ear-lobe 
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referential derivation. It was necessary to find out an appropriate reference to obtain 
the correct distribution of EEG components. 

Bipolar derivation was recorded by the difference between two conjoint electrodes. 
It was adopted to inspect the phase reversal. In this study, the phase reversal analysis 
result according to the cross spectrum of bipolar EEG was utilized to determine the 
appropriate common reference. The constructed new referential derivation can avoid 
the artifact contamination problem. Even for the subject with partial defect of skull, it 
can obtain the correct distribution of EEG components for quantitative interpretation. 

4.2   Automatic Quantitative EEG Interpretation 

The developed automatic integrative interpretation system by some of the authors for 
awake background EEG had been used for real clinical application for years. The 
performance of the automatic interpretation system had been improved gradually by 
using appropriate technique dealing with actual problem in real clinics. 

In this study, the appropriate reference selection technique was developed based on 
the cross spectrum of bipolar EEG. The main purpose of bipolar EEG was to improve 
the accuracy of automatic quantitative interpretation. An iterative method was utilized 
in current technique to be excluded the electrodes in focal and distributed area. The 
constructed new derivation under averaged reference highlighted the distributed 
channels which were caused by brain diseases. The automatic quantitative EEG com-
ponent interpretation result was consistent with the visual inspection by EEGer. The 
developed technique was usable for the automatic EEG interpretation system.  

4.3   Clinical Application 

With the development of digital EEG recording technique, the EEG waveforms under 
different derivation can be obtained easily. The EEG recording from real clinics may  
contained complex factors from internal (personal conditions, such as diseases)  
and external sides (environment conditions, such as artifacts). Therefore, the appro-
priate reference selection technique which was helpful for clinical inspection would 
be an important topic for investigation.  

The developed technique has application significance for real clinics. It avoided the 
artifact contamination problem from external environment and highlighted the af-
fected area caused by internal diseases. For further study, the investigation on more 
data from real clinics was important to evaluate the effectiveness of presented auto-
matic reference selection technique.  

5   Conclusion  

An automatic reference selection technique according to the cross spectrum of bipolar 
EEG was presented. The developed technique constructed an averaged referential 
derivation which was adaptive to the focal and distributed area related to brain dis-
eases. It improved the performance of automatic EEG interpretation system for clini-
cal application. 
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Simulation of Soft Tissues 
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Abstract. A novel mixed numerical integral algorithm is proposed for the de-
formation simulation of soft tissues in virtual surgery system. First, a 
Mass-Spring System is built as the soft tissue’s kinetic model. And then, a mixed 
numerical integral algorithm is derived to solve the model’s deformation dif-
ferential equations. At the end of the paper, results are presented as examples, 
which validate the effectiveness of our algorithm in improving simulation per-
formance by reducing complexity and enhancing accuracy. 

Keywords: virtual surgery system; deformation simulation; mixed numerical 
integral algorithm. 

1   Introduction 

To enhance the realism and immergence of the virtual operation environment, the 
accurate simulation for deformable soft tissues appears to be an essential element of a 
virtual surgery system. The Euler’s method together with its modified methods and 
Runge-Kutta method are the most commonly used numerical integral methods in vir-
tual surgery simulation. The Euler methods are simple methods of solving ODE (Or-
dinary Differential Equation), particularly suitable for quick programming because of 
their great simplicity, although their accuracy is not high. Runge-Kutta method is quite 
competitive for its very high accuracy, but with a higher computation complexity. We 
propose a novel mixed numerical integral algorithm by combining with Euler’s method 
and Runge-Kutta method and using these two methods in different collision simulation 
phases respectively to improve the simulation performance by making a good balance 
between complexity and accuracy. 

2   Related Work 

2.1   Collision Detection Methods 

Deformable collision detection is an essential component in interactive virtual surgery 
simulation. Hierarchy-bounding volume methods including the Axis-Aligned Bounding 
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Box (AABB [1]), the Sphere-Bounding Box (SBB [2]) and the Oriented Bounding Box 
(OBB [3]), are commonly used in collision detection. 

Typically for a simulated environment consisting of multiple moving objects, the 
collision detection techniques based on a hierarchy-bounding volumes representation 
of objects, separate the collision procedure in two phases: the “broad phase” where 
collision culling is performed to reduce the number of pair wise tests which are far from 
a possible collision, and the “narrow phase” where the pairs of objects in proximity are 
checked for collision. 

2.2   Numerical Integral Algorithms  

The physically-based deformable model of soft tissue results in a system of equations 
which cannot be solved analytically; therefore, a numerical integration method need to 
be used in virtual surgery simulation. The discretization of the deformable object by 
using the mechanical laws usually produces a system of ordinary differential equations 
that has to be solved numerically along time evolution [4]. 

Explicit integration methods are the simplest methods to solve the differential equa-
tions by using the system state information at current time step to calculate the future 
system state information at next time step. The examples of explicit integration methods 
are Euler, Midpoint, and Runge-Kutta method. The simulation error per step of the 
Euler’s method is 2( )o h  which is proportional to 2h . The forth order of Runge-Kutta 

method (the classical Runge-Kutta method), an explicit four-step formula, is a popular 
method of integration to achieve a high accuracy but also with a high complexity, and its 
simulation error is 5( )o h . 

3   Mixed Numerical Integral Algorithm for Soft Tissue 
Deformation Simulation  

Since the implementation of efficient numerical integration method is the key for effi-
cient simulation, our new mixed numerical integral algorithm tries to enhance the 
simulation realism by making a good balance between the simulation accuracy and 
computing complexity, and increases speed without sacrificing accuracy. 

3.1   The Idea 

As mentioned previously, a typical collision detection procedure consists of the “broad 
phase” and “narrow phase”: one for quickly excluding the pair between which collision 
can not happened and the other for explicitly tests intersections between the rest pairs to 
identify accurate collisions. 

By adopting a maybe not accurate enough but simple integration method-the Euler’s 
method for example, in the “broad phase” through which there is no need to simulate in 
a precise manner, and a complex but more accurate integration method-the Runge-Kutta 
method for example, in the “narrow phase” where the complexity simulation is more 
crucial, we take both the advantages of the two commonly used integration methods and 
put forward the mixed numerical integral algorithm as follows: 
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The “broad phase” consists on descendant tests from the lower resolution (the root 
bounding volume of the hierarchical tree) to the higher representation of surface objects 
(the bounding volumes covering all possible colliding mesh facets). In this phase, large 
subsets of facets of the object surfaces that are far from a possible collision will be 
quickly discarded and the simulation accuracy seems not so essential. So we can simply 
use a large time step Euler’s method to solve the deformation equations to reduce inte-
gration time and pursue the great efficiency and speed. 

If once a bounding volume intersection at the higher resolution is found, the “nar-
row” phase explicitly tests intersections between the corresponding polygons to identify 
accurate collisions. As the slowly-varying phase in the simulation procedure, the “nar-
row” phase will introduce the corresponding collision response and then the virtual soft 
tissue deformation will happen, due to its interaction with the virtual surgical instru-
ments, such as pulling, pressing, cutting and stretching. Compared with the first detec-
tion phase, in this accurate detection phase, the realism and accuracy of simulation is 
obviously more important, so we should implement a more precise method-such as the 
Runge-Kutta method, to achieve a higher accuracy. 

On the basis of the analysis above, the mixed numerical integral algorithm would be 
concluded as follows: 

 

• Step 1: Use Euler’s method in the beginning of the virtual surgery simulation 
• Step 2: Execute the “broad phase” detection circularly until collision happened 

and then enter Step3 

• Step 3: Use classical Runge-Kutta method instead of Euler’s method for the 
accuracy deformation simulation 

• Step 4: When the instruments left soft tissues, reuse Euler’s method instead of 
Runge-Kutta method 

 

Repeat Step 1 to Step 4 for simulation integration until the whole simulation procedure 
finished. 

3.2   Solution of the Mixed Numerical Integral Algorithm  

In this section, we will build a Mass-Spring System as the kinetic deformable model for 
the virtual soft tissue and then give the derivation and solution of the mixed numerical 
integral algorithm for the model’s deformation simulation. 

Mass-Spring System for Soft Tissue 
There are two commonly used methods as the kinetic model for deformable tissues in 
virtual surgery system: Finite Element Method (FEM) [5] and Mass-Spring System 
(MMS) [6]. In this paper, our motivation to use MMS as the kinetic model for defor-
mation simulation is derived from the cognition that MMS is more efficient, simple and 
suitable over FEM for deforming bodies with large displacements and local elastic 
deformations [7~9]. 

We designed a triangular Mass-Spring model and its nodes, also the mass points, 

,i jn n and kn , are connected by damped springs. The deformation of soft tissues is 

expressed through the compression and tensile between springs. And the damping forces 
are attached to both the mass points and the springs. Fig.1 presents two essential parts of  
 
 



90 H. Liang and M.Y. Shi 

in

jn kn
 

Fig. 1. Mass-Spring Model 

the unit: the elastic equipment and the damper. The former generates elasticity force 
proportional to the alteration of the springs’ length, and the latter engenders damping 
force proportional to the velocity of mass points. 

The dynamics of the nodes in the Mass-Spring System is governed by the Newton’s 
law of motion. The nodal displacement of the i th node due to the internal and external 
force is given by 

int ext( , )i i i i i im + =a f u v f
                  

(1)
 

Where im  and iu are, respectively, the mass and displacement of node i , int
if and 

ext
if are respectively the internal and external force. The acceleration vector of node i  is 

calculated as ''
i i=a u and velocity vector is '

i i=v u . 

The internal force int
if is obtained from the elasticity force s

if and damping force 
d
if when the Mass-Spring model deformation happens: 

int s d
i i i= +f f f                                         (2) 

The elasticity force s
if  

0

1 ijs
i ij ij

ij

l
k l

l

⎡ ⎤⎛ ⎞
⎢ ⎥⎜ ⎟= −

⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
∑f                                    (3) 

Where ijk is the elasticity coefficient of the spring between node i  and its adjacent 

node j ; ijl  is the distance vector between node i  and j  , 
0

ij
l represents the initial distance. 

Supposing that the current position coordinates of node i is ip and initial position 

is
0

i
p , we can get 

ij i jl = −P P
 

And 

0 0 0

ij i j
l = −P P  
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The damping force d
if : 

( ) ij ijd d
i i i ij i j

ij ij

l l
r r

l l
= + − ⋅ ⋅∑f v v v

           (4) 

Where 
d

ir and ijr are respectively the damping coefficient of node i and damping co-

efficient of the spring between node i  and j , and iv is the velocity of node i . We then 

can get: 
'

ii =v P
 

'
j j=v P  

Using equation (3) and equation (4), equation (1) is solved as follows: 

0

ext1 ( )ij ij ijd
i i ij ij i i ij i j i

ij ij ij

l l l
m k l r r

l l l

⎡ ⎤⎛ ⎞
⎢ ⎥⎜ ⎟+ − + + − ⋅ ⋅ =

⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
∑ ∑a v v v f

 

Since the acceleration vector of node i  is ''
i i=a u and its velocity vector is '

i i=v u , 

equation (1) can be farther solved. 
And then, the kinetic equation of node i  can be finally represented as: 

0

'' ' ' ' ext1 ( )ij ij ijd
i i ij ij i i ij i j i

ij ij ij

l l l
m k l r r

l l l

⎡ ⎤⎛ ⎞
⎢ ⎥⎜ ⎟+ − + + − ⋅ ⋅ =

⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
∑ ∑u u u u f

           (5) 

Solution of the Integration 
Combining with equation (1) and equation (2), we can get 

exts d
i i i i im + + =a f f f  

Given ''
i i=a u and '

i i=v u , differentiating the equation above with respect to time 

yields 

ext

( ) ( )

( )

i i

s d
i i i

i
i

d
t t

dt

d
t

dt m

⎧ =⎪⎪
⎨ − −⎪ =
⎪⎩

u v

f f f
v

                   (6) 

Because of the arbitrariness of the node i , for simplification, iu is rewritten as  

u  and given the initial displacement 0 0( )u t u=  and the initial velocity 
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0

' '
0 0( )t t

du
u t u

dt = = =  at the beginning of the simulation, the further differential 

equations can be then derived as follows:  

ext2

2

' '
0 0

0 0

0

( )

( )

s d
i i i

i

d u

dt m

u t u

u t u

⎧ − −− =⎪
⎪⎪ =⎨
⎪ =⎪
⎪⎩

f f f

                   (7) 

Equations (7) can also be rewritten as the derivative formation: 

ext
"

0 0
' '

0 0

0

( )

( )

s d
i i i

i

y
m

y x y

y x y

⎧ − −− =⎪
⎪⎪ =⎨
⎪ =⎪
⎪⎩

f f f

                      (8) 

Where y  represents the displacement instead of u and x  instead of time t . 
First, we convert the above second-order equations form into a first order equations 

form: 
'

ext
'

0 0

0 0

( )

( )

s d
i i i

i

y z

z
m

y x y

z x z

⎧ =
⎪

− −⎪ =⎪
⎨
⎪ =⎪
⎪ =⎩

f f f
                      

(9)
 

With the simple substitution 
'z y=  

Next, we use the Euler’s method and classical Runge-Kutta method as the numerical 
integration method respectively to solve equations (9). 

The Euler’s method solution 
Given the Euler formula: 

 

1 ( , ) ( 0,1,2,..., 1)i i i iy y hf x y i n+ = + = −
 

Set the time step as Eh and solve equations (9), then we can get the Euler’s method 

numerical solution: 
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1

ext

1

n n E

s d
i i i

n n E
i

y y h z

z z h
m

+

+

= +⎧
⎪

− −⎨ = +⎪
⎩

f f f                    

(10) 

The classical Runge-Kutta method solution 

Set the time step as Rh  and use the classical Runge-Kutta formula to solve equations (9), 

we can get the Runge-Kutta Method numerical solution: 

1 1 2 3 4

1 1 2 3 4

( 2 2 )
6

( 2 2 )
6

R
n n

R
n n

h
y y K K K K

h
z z L L L L

+

+

⎧ = + + + +⎪⎪
⎨
⎪ = + + + +
⎪⎩

 

Where 

1 1

2 1 2 1 1 1

2

3 2 3 1 2 2

2

4 3 4 1 3 3

, ( , , )

, ( , , )
2 2 2

, ( , , )
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n n n n
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n
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n R n n R n R

K z L f x y z

h h h
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+

+
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⎪
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⎪
⎨
⎪ = + = + +
⎪
⎪

= + = + +⎩

 

By eliminating the variables 1 2 3 4, , ,K K K K , the above equations can be further 

simplified as follows: 
2

1 1 2 3

1 1 2 3 4

( )
6

( 2 2 )
6

R

n n n

R
n n

h
y y hz L L L

h
z z L L L L

+

+

⎧
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⎨
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(11) 
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3.3   Workflow of Programming Algorithm 

The programming workflow chart of our algorithm is shown as Fig2. 
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Fig. 2. The Programming Workflow Chart 

4   Experiment and Discussion 

The experiment is done in a DELL workstation with 2.66GHz Intel Pentium Dual CPU, 
2GB DDR3 memory and 256M NVIDIA Quadro NVS 290 graphic card and the op-
eration system is Windows XP Professional. The virtual surgery simulation system is 
developed using the OpenGL library in IDE VC++.NET 2008. We use Mass-Spring 
System to model a liver with 181 nodes, 1330 triangles and 596 tetrahedrons. The 
elasticity coefficient is set as 4500; the damping coefficient is 5, and mass is distributed 
on each node averagely. 

In the experiment, one end of the virtual liver model is fixed and the other end is 
pulled by mouse which is used to simulate the separating pliers. A realistic deformation 
procedure can be observed shown as Fig 3.  
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(a) Initial state 

 

 (b) Deformation state 

 

(c) Resume state 

Fig. 3. Deformation procedure of the liver model 

In the initial simulation phase of virtual surgery simulation, we use Euler’s method 

and the time step Eh  is set as 0.02s; when accurate collisions is identified, we use 

classical Runge-Kutta method instead of Euler’s method and the time step Rh  is set as 

0.1s. We finally find that the integral times consumed by the two methods are very 
similar but the Runge-Kutta method does not achieve a high accuracy as be respected 
because of the large time step. When set by a smaller time step, the Runge-Kutta method 
shows a higher accuracy for simulation, but also compared with a higher complexity 
inevitably. This can be explained approximately by analyzing as follows: 
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In our experiment, the local truncation error for the Euler’s method is 
2

101R CE
−= × while for the classical Runge-Kutta method, the local truncation error 

is 5
2 10RR C −= × , where 1 2C C、  both are constants and with the approximate order of 

magnitude. So we get
 

R RE R . 

To validate the efficiency of our method, we adopt both the classical Runge-Kutta 
method and our mixed numerical integral algorithm to simulate the liver model’s de-
formation and record the assumed computation time. The result is showed in Table 1.  
It can be seen from the table that our algorithm consumes less computation time per 
update, which profits from the use of the low-complexity Euler’s method in the “broad 
phase”. And because we only use the low-complexity Euler’s method in the “broad 
phase” and still use Runge-Kutta method to simulate the liver deformation procedure, 
we enhance the computation speed and achieve high accuracy at the same time.  At next 
step, we plan to adopt different models and different configuration parameters for the 
simulation test to get more experiment data. 

Table 1. Computation time(second) per update 

 Classical Runge-Kutta method Our algorithm 
Computation time 0.021 0.015 

5   Conclusions and Future Work 

The proposed mixed numerical integral algorithm provides a novel integral method for 
the simulation of the soft tissues deformation. It is computationally efficient and easy to 
implement since the solution is provided as well as the programming workflow. From 
our experiments, we can see that our algorithm works well compared with the com-
monly used integral method.  

Our algorithm can simulate the true kinetic behavior of a specific soft tissue only if 

appropriate algorithm variables are available, such as the time step Eh and Rh . It is re-

sorted to estimations through interactive parameter adjustments, by making comparison 
to the experimentally measured tissue responses. This suggests a further investigation on 
the development of an effective scheme to extract the variables-the time step for example, 
automatically by calibrating with the measured responses of specific tissues. 
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Abstract. In this paper, we apply the artificial bee colony (ABC) and its im-
proving format to solve multiple sequence alignment (MSA) problem. The im-
proved method named ABC_SA, which is presented to prevent algorithm from 
sliding into local optimum through introducing Metropolis acceptance criteria 
into ABC’s searching process. The results of simulation experiment demonstrate 
that ABC_SA algorithm is able to settle multiple sequence alignment effectively 
by increasing the food source’s diversity and is able to converge at global optimal 
alignment.  

Keywords: Multiple Sequence Alignment (MSA), Artificial Bee Colony (ABC), 
Metropolis Acceptance Criteria, ABC_SA. 

1   Introduction 

Multiple sequence alignment (MSA) is a crucial problem in bioinformatics. It can be 
useful for structure prediction, phylogenetic analysis and polymerase chain reaction 
(PCR) primer design. The alignment results reflect the similarity relation and biological 
characteristics of sequences. Unfortunately, finding an accurate multiple sequence 
alignment has been shown NP-hard [1]. Therefore several methods were proposed 
which can be grouped in four great classes. The first class includes exact methods 
which use a generalization of Needleman algorithm [2] in order to align all the se-
quences simultaneously. Their main shortcoming is their complexity which becomes 
even more critical with the increase of the number of sequences. The second class 
contains methods based on a progressive approach [3], which builds up multiple se-
quence alignment gradually by aligning the closest pair of sequences first and succes-
sively adding in the more distant ones. It is easy to trap into the local minima and 
consequently they can lead to poor quality solutions. The third class covers methods [4] 
based on graph theory of which the main representative is the partial order alignment. 
Then, the iterative methods of the forth class were showed to be promising. The basic 
idea is to start with an initial alignment including all the sequences and then iteratively 
refines it through a series of suitable refinements called iterations. The main iterative 
methods consist of SA [5], GA [6], PSO [7] and so on. However, the performance of 
above mentioned methods solving MSA is not ideal. ABC [8] was firstly proposed in 
2005 and it has not been applied in this area. In this paper, we apply the ABC algorithm 
and its improving format to solve MSA problem. The improved method named 
ABC_SA, which is presented to prevent algorithm from falling into stagnation through 



 Multiple Sequence Alignment Based on ABC_SA 99 

introducing Metropolis acceptance criteria into ABC’s searching process. The conse-
quences of simulation experiment indicate the ABC_SA performs better in solving MSA.  

2   Multiple Sequence Alignment 

2.1   The Mathematical Model of Multiple Sequence Alignment 

A biological sequences of which the length is l  is a string consists of l  characters that 
are collected from a finite alphabet ∑ . In terms of DNA sequence, ∑  contains four 
characters which respectively represent four different kinds of nucleotides. In terms of 
protein sequence, ∑  contains twenty characters which respectively represent twenty 
different kinds of amino acid. Given a group of sequences which comprised of )2( ≥nn  
sequence ),...,,( 21 nsssS = , where

iiliii ssss .......21= , ni ≤≤1 , ∑∈ijs , ilj ≤≤1 , il is equal to  

the length of i-th sequence. Then an alignment about S can be defined as a ma-

trix )( ijaA = , where ni ≤≤1 , lj ≤≤1 , i

n

i
i lll

1
)max(

=
∑≤≤  and the characteristics of A are as 

follows: (1) }{−∑∈ ∪ija ,where the symbol }{− denotes a gap; (2) The i-th sequence of A is 

identical with the i-th of S when the gaps are deleted; (3) There is no row formed by 
only }{− in matrix A . 

2.2   Objective Function of Multiple Sequence Alignment 

The common objective functions of multiple sequence alignment refer to Sum-of-Pairs 
(SP) [9] function and Coffee function [10]. We select SPS function based on SP as 
evaluation criteria. Supposed there are N  sequences to be aligned, and the aligned 
length is L , ijc is j-th letter of i-th sequence, then the score of j-th row of all N se-

quences can be defined as )( jSP . 
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So, the final score of A is  

∑
=

=
L

j

jSPASUM
1

)()(                                                           (3) 

If the aligned sequences come from the standard database, for example Balibase1.0, 
there is certainly a standard alignment dSA tan− , so we can get a relative score SPS, 
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)tan(

)(

dSASUM

ASUM
SPS

−
=                                                 (4) 

Then we estimate A  using SPS. 

3   Algorithm Description 

3.1   Artificial Bee Colony Algorithm (ABC) 

ABC algorithm which simulates the intelligent foraging behavior of honey bee swarms 
was proposed by Karaboga in 2005 [8]. The model of ABC consists of four factors: 
food source, employed bees, onlookers, and scout bees. 

Food source: the value of a food source depends on many factors such as its richness 
or concentration of its energy and so on. When solving MSA based on ABC, the posi-
tion of a food source represents a possible alignment which is assessed by formula (4). 
The value of SPS is higher, the alignment is better. 

Employed bees: they are associated with a particular food source which they are 
currently exploiting or are “employed” at. They carry with them information about this 
particular source. At the same time, an employed bee produces a modification on the 
position in her memory depending on the local information and tests the value of the 
new source. Because MSA is a special and discrete problem, the mean of modifying is 
different from that in reference [8]. We define it as following: 

Proposed there are N sequences in food source A , the length of which is Al  and the 
length of i-th sequence without gap is il , then a new food source B is got by randomly 

breaking jA ll − gaps in a random sequence )1( Njj ≤≤ . If the SPS score of B is higher 

than that of A , the bee memorizes the position of B instead of A . Otherwise it keeps the 
position of A . If a position of food source can not be improved further through a pre-
determined number of cycles called “limit”, then that food source is assumed to be 
abandoned. The bee whose food source has been exhausted becomes a scout. 

Onlookers: they are waiting in the nest and establishing a food source through the 
information shared by employed bees. An artificial onlooker bee chooses a food source 
depending on the probability values associated with that food source. Assumed there 
are M food sources, the probability of i-th food source selected by onlooker is )(ip .   

)(

)(
)(

1
jf

if
iP

M

j=
∑

=                                                      (5) 

And )(if is the SPS score of i-th food source. There is a greater probability of onlookers 
choosing more profitable sources. 

Scouts: they are searching the environment surrounding the nest for new food 
sources randomly. 

3.2   ABC_SA Algorithm 

In the process of solving MSA, ABC may not get a global optimizer alignment. After 
analyzing, the shortcoming happens in the random search process of scouts.  
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Hypothesized the food source A has not been promoted for “limit” cycles, so it 
should be abandoned. The relative employed bee turns to a scout which immediately 
finds a new food source B  instead of A . If the property of B is lower than that of A , the 
algorithm cannot arrive the global optimizer solution. In order to settle this problem, we 
introduce Metropolis acceptance criteria into the searching process of scouts. Whether 
to accept B is decided by the following rule 1. 

 

Rule 1: if )()( AfBf > , B is accepted;  
Else, calculate 

)
_

)()(
exp(

curT

BfAf
P

−=                                                 (6) 

If randP > , then B is accepted; 
So, the algorithm not only reserves the global optimizer but also increases the food 

source’s diversity through adding a worse food source to scout according to a small 
probability. And the main step of the ABC_SA is given below: 

 

STEP 1: Initialize the number size of bee popsize , the maximal cycle itmax , the initial 
temperature iniT _ , the terminal temperature endT _ , annealing parameter alpha  and so 
on. Set 1=iter , iniTcurT __ =   

STEP 2: Calculate the fitness of each food source according to formula (4), record the 
position of the best food source. And the first half of the colony consists of the employed 
artificial bees and the second half includes the onlookers. For every food source, there is 
only one employed bee. In other words, the number of employed bees is equal to the 
number of food sources around the hive. 

STEP 3: Produce the new solution of the employed bees and onlookers. 
STEP 4: Produce the new solution of the scouts according to rule 1. 
STEP 5: 1+=iteriter , curTalphacurT _*_ =  

STEP 6: Output the best alignment if the termination condition is met. Otherwise 
turn to Step2. 

4   Key Problems  

4.1   Encoding Method of the Food Source 

We prefer two dimension matrix encoding method after analyzing the features of MSA. 
Supposed there are N sequences to be aligned, and the respective length of each se-
quence is Nlll ,...,, 21 and the aligned length L  is between maxl  and max*2.1 l , so we should 

generate a one-dimensional vector i∂ as a set of which the element is a random per-

mutation of the integers from 1 to ilL − . Then the encoding of the food source may be 

expressed as [ ]N∂∂∂= ,...,, 21β  showed in example 1. 
 

Example 1. There are three sequences 321 ,, sss  to be aligned, and rfydgeilyqsks =1 , 

adesvynpgns =2 , ydepikqsers =3 . So a possible food source is signified 

as [ ]321 ,, ∂∂∂=β , where [ ]13,8,21 =∂ , [ ]14,11,8,4,12 =∂ , [ ]13,9,4,23 =∂ . 
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4.2   The Alignment Corresponding to Encoding Food Source 

For sequence rfydgeilyqsks = , presumed the set of inserted gaps is )7,4,1(=∂ , we get a 

new sequence ilyqskrfgeyds ___' = after inserting gaps into s . In terms of example 1, 

the homologous alignment is displayed as follow example 2. 
 

Example 2. An alignment of 321 ,, sss  
 

 

5   Simulation Results and Discussion 

In the simulation process, ABC_SA was applied for finding the alignment of multiple 
sequences from BAliBASE1.0 for the evaluation of MSA programs. The BAli-
BASE1.0 multiple alignments were constructed by manual comparison of structure and 
are validated by structure-superposition algorithms. Thus, the alignments are unlikely 
to be biased toward any specific multiple alignment method [11]. In order to evaluate 
the performance of the ABC_SA algorithm, we select nine sequences with different 
lengths and different similarities from BAliBASE1.0.  

We compare the results obtained by ABC_SA approach with those by genetic al-
gorithm (GA) (6), particle swarm algorithm (PSO) (7), artificial bee colony (ABC) (8) 
and simulated annealing (SA) (5). In ABC_SA algorithm, the predetermined number 
is 10/10/5lim =it which indicates the number itlim  for short, medium and long sequences 
are respective 5, 10 and 10, the annealing parameter is 99.0/97.0/95.0=alpha . Experi-
mental results further indicate that our approach performs better than above ap-
proaches. The parameters setting are showed in Table 1. Table 2 displays the characters 
of nine testing sequences. 

Table 1. The parameters setting of five algorithms 

 

5.1   Simulation Results 

In the simulation studies, for each group sequences to be aligned, the algorithm runs for 
ten times. And the comparative results of the best, mean and worst alignment of the 
investigated algorithm are presented in table 3, table 4 and table 5 for short, medium and  
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Table 2. The characters of nine testing   
sequence                                

Table 3. The comparative results for short 
sequences 

 
Table 4. The comparative results for medium 
sequences 

Table 5. The comparative results for long 
sequences 

 
long sequence respectively. You can also see the curves of convergence from figure 1 to 
figure 4 which reveal the speed of convergence along with the increase of iteration. 

From table 3, it is clearly to be seen that the ABC_SA algorithm can solve MSA with 
effect in which the length of sequences is short. The comparative results for SH3 are 
remarkable. The accuracy of average obtained by ABC_SA is bigger than that obtained 
by other four approaches as well as the accuracy of best and worst. When it comes to 
sequence 451c and lkrn, we receive the same verdict as it to SH3. Table 4 shows the 
simulation result about medium sequences which contain kinase, lpii and 5ptp. As we 
have seen, ABC_SA algorithm takes up the leading position among all above five al-
gorithms. Table 5 presents the comparative results of long sequences. The length of long 
sequence is much longer than medium and short sequence. So settling long sequence 
alignment needs much time which is the reason why we set the maximum iterative  
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number is 1200. From table 5, we can conclude the performance of ABC_SA is as well 
as it of ABC, but is more excellent than other three approaches. 

Fig 1 to Fig 4 respectively displays the curves of convergence of sequence SH3, 
451c, lpii and glg. In these figures, the bold line expresses the convergence rate of 
ABC_SA algorithm, and the other four lines express the rate of SA, ABC, GA and 
PSO. Like we see, the bold line is not only higher than others, but also it stays in a 
stable value. In other words, ABC_SA algorithm can both get a greater alignment and 
take less time when solving sequence alignment.  

 

 
Fig. 1. The curves of convergence for SH3 Fig. 2. The curves of convergence for 451c 

 

 
Fig. 3. The curves of convergence for lpii Fig. 4. The curves of convergence for glg 

 
Consequently, the ABC_SA algorithm which merges the Metropolis acceptance 

criteria into basic ABC, has the superiority of both ABC and SA. So the algorithm 
reserves the global optimizer as well as increases the food source’s diversity through 
adding a worse food source to scout according to a small probability decided by rule 1. 
All these strategies encourage the exploration process and make the algorithm performs 
better. Furthermore, the simulation results all demonstrate the validity. 
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6   Conclusion 

We put up with multiple sequence alignment successfully based on ABC, for the sake of 
improving the performance of ABC, a new algorithm ABC_SA is proposed by intro-
ducing metropolis acceptance criteria into ABC. In the way that was expected ABC_SA 
perform better than GA, PSO, ABC, SA. However, the accuracy rate of alignment 
gained by ABC_SA is different from that of alignment from Balibase1.0. There are two 
drawbacks in ABC_SA algorithm. One is that the alignment is worse than that from 
Balibase1.0 which needed enhance. The other is that the number of parameter in 
ABC_SA is too much, each of which has big influence on algorithm. So the next task is 
to overcome the both problems. 
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Abstract. With the fast development of Radio Frequency Identification

(RFID) technology, RFID network has been applied in different aspects

of logistic management. How to effectively deploy the readers becomes a

crucial problem in RFID network planning. The planning is related to a

complicated optimization problem and interference elimination between

readers. To find a good solution in the optimization problem effectively,

we introduced Differential Evolution algorithm. To minimize the inter-

ference between the readers, we applied TDMA on the network and pro-

posed two methods to group the readers. The first method is a modified

version of Differential Evolution algorithm. Since part of the problem

domain is binary while the searching space of the Differential Evolution

algorithm is in a real domain, we modified the mutation rule of the Dif-

ferential Evolution algorithm so that it can support binary parameters.

The other way is to transform the problem into a graph and apply a

maximum cut heuristic on it. The experimental result shows that both

methods are effective.

Keywords: RFID Network Planning, TDMA, Differential Evolution

Algorithm, Binary Encoding, Maximum Cut.

1 Introduction

A RFID system is composed with two major parts, the readers and tags. A
reader keeps sending signal to its neighborhood and if a tag nearby receives the
signal, it echoes a signal back to the reader with its unique identifier. The reader
detects the tag by recognizing the identifier. In most of the practical logistic
management systems, an array of RFID readers work together to form an RFID
network which can achieve a larger coverage. RFID network has been applied
in inventory control and warehouse management for many years but how to
effectively deploy readers still remains to be a problem.
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RFID network planing has the following characteristics: [1]

– Multi-objective: There are many goals to be considered in the problem.
For example, the coverage, interference, economy cost.

– Non-linear: The fitness function or the objective function is non-linear.
– High dimensional: For each reader, there are many parameters (position,

angle, emitting power, etc) need to be determined during setting up. If more
readers need to be deployed, the dimension of the search space will be higher.

– Strong coupling: There is strong interaction between different variables.

Due to these characteristics of RFID network planning, traditional optimization
methods are not suitable for this problem. Additionally, the interference problem
in RFID network needs to be considered carefully. A dense allocation of readers
will lead to a high interference while a sparse one will lead to low coverage.

To solve the interference problem, redundant reader removal and channel ac-
cess schemes are usually applied. A redundant reader removal method in [2]
provided a solution to eliminate redundant readers but it does not guarantee
the coverage of the planning area. The most popular and convenient channel
access scheme is TDMA as it does not require hardware support. TDMA is a
way to support channel access by dividing signal into different time slots and
assign them to different channels. Shin et al [3] introduced a dynamic frame size
TDMA to deal with reader interference. However, that paper did not discuss
how to group the readers efficiently. Researchers had proposed various kinds
of algorithms like simulated annealing [4] [5] to solve cellular network planning
which is similar to RFID network planning. However, RFID network do not sup-
port handover and collision detection. Base on these limitations, Guan et al [6]
introduced a genetic algorithm using discrete model and hierarchical encoding.
Yang et al[7] later analyzed different selection methods and incorporated con-
trolled elitism in his paper. Although Genetic Algorithm is simple and easy to
implement, it is not perfect for optimizing over a continuous domain.

In this paper, Differential Evolution algorithm [8] is used to solve the RFID
network optimization problem and TDMA grouping is introduced to solve the
interference problem between readers. To optimize the effectiveness of TDMA
grouping, two methods are proposed. The first one is a modified version of Dif-
ferential Evolution algorithm which supports binary encoding. The other one
convert the problem into a graph and uses a maximum heuristic to optimize
the grouping. Both versions of the algorithm are applied to a simplified RFID
network planing model and the experiment result indicates that both of them
can find a good solution effectively.

2 RFID Network Planning Modeling

Our model is partially adopted from Guan’s paper[6] and Yang’s paper[7]. The
advancement is that the new model is extended by allowing readers to be placed
in any place. Assume we have a M ×N room with obstacle (walls or large metal
objects that can block signal) in it, a number of testing RFID tags are evenly
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distributed in the area that needs a signal coverage. For a RFID reader i, its
detection range R is a function proportional to its emitting power P . That
is Ri = f(Pi). We simplify the model by claiming that if the distance between
a tag and a reader i is smaller than Ri and there is no obstacle between them,
then the tag can receive the signal sent by the reader. If a tag can receive the
signal sent by exactly one reader, we say that the tag is detected by the reader.
However, if a tag can receive the signal sent by more than one reader, it usually
cannot respond to either of the readers because of the nature of passive RFID
tags. We say that the tag is interfered.

For each of the readers to be deployed in a plan, we need to consider following
parameters:

– (X, Y): The position of the reader in the room, where X ∈ [0, M ] and
Y ∈ [0, N ].

– P: The emitting power of the reader. P ∈ [MinPower, MaxPower].
– G: The group of the reader in the TDMA scheme. G ∈ [0, N ] (where integer

N is the number of groups in the system).

Fig. 1 shows how TDMA works. Reader A, B and C are nearly readers so
if we do not apply TDMA, they will interfere with each other. With TDMA,
reader A and B are assigned to group 0 while reader C is assigned to group 1.
At time slot t where t%2 = 0, readers in group 0 are allowed to emit signal. It is
similar for the readers in group 1. So only reader A and B (both in group 0) will
interfere with each other since they always emit signal together. Reader C will
not interfere with A or B because they are in different groups and emit signal
at different time.

Fig. 1. Basic idea of using Time Division Multiple Access

3 Differential Evolution Algorithm

We can consider a plan x as a vector or a point in the solution space. Given a
fitness function, the Differential Evolution Algorithm tries to find an optimal so-
lution of fitness(x) in the solution space. The algorithm keeps a set of candidate
solutions S. For each xi ∈ S, we use mutation and crossover rule to generate yi

and replace xi with yi if yi is a better solution.
The mutation process is randomly choosing three distinct points xp1, xp2, xp3

from the current set S and generating the mutated point using the mutation rule:
x̂i = xp1 + F (xp2 − xp3) where xp1 is the base point, F is the scaling factor of
the difference between points xp2 and xp3. In the original paper of Differential
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Evolution Algorithm, F is a uniform random value in [0, 2] according to Storn’s
paper[8]. If any component of mutated point x̂j

i does not satisfy the constraints,
the mutation process should be repeated.

The trial point yi is generated from the original point xi and the mutated
point x̂i by using the crossover rule:

yj
i =

{
x̂j

i , if Rj ≤ CR or j = Ii

xj
i , if Rj > CR and j �= Ii

(1)

where j represents the j’th component of the point. Ii is a randomly chosen
integer from {1, 2....N} and Rj is a uniform random number from [0, 1]. The
parameter CR controls whether the trial point is more similar to the original
point or the mutated point. When CR > 0.5, more components of the trial point
are coming from the mutated point, otherwise, more components are derived
from the original point.

Finally, the two points xi and yi are compared by the fitness function and
the one with higher fitness value can stay in the candidate set S. We do this
for every point xi in the set S and after one iteration, points in S are partially
replaced by new points generated by mutation and crossover. If we consider S
as a generation, we are actually using S to generate a new generation. We stop
this process until certain condition is met.

4 Applying DE on RFID Network Planning

We first introduce a fitness function which is for measuring the goodness of
a plan. In this model, the fitness function is a weighted summation of cost,
interference and coverage:

f = wcost×(B−N ×P )+wc×# DetectedTags

# TotalTags
+wi×# InterferedTags

# TotalTags
(2)

where B is the budget, N is the number of readers and P is the unit price of
reader.

4.1 Hybrid Encoding

To support both real parameters and binary parameters, the hybrid encod-
ing is adopted here. A plan x with n readers can be expressed as a vector
x = {X1, ...Xn, Y1, ...Yn, P1, ...Pn; G1, ...Gn} where X1, Y1, P1 and G1 are the
x-coordinate, y-coordinate, emitting power and group of reader 1. Note that
X1, ...Xn, Y1, ...Yn, P1, ...Pn are all real value parameters so we can use them di-
rectly in the differential evolution algorithm. Since the group should be binary
encoded, two solutions are proposed. The first solution is a modified version of
Differential Evolution Algorithm that support binary encoding. The second one
turns the grouping problem to the maximum cut problem and a simple heuristic
is introduced to solve it.
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4.2 Solution One: Modified Differential Evolution Algorithm

For the binary encoding problem, we try to replace the real number operator
to binary ones. The subtraction in the mutation rule is to take the difference
between the two vectors xp2 and xp3. So in our modified version, we change
it to “exclusive or” since in essence “exclusive or” also takes the difference of
binary values. F is now a random integer in {−1, 1}. When F = 1, the mutation
expression turns to x̂i = xp1 + (xp2 − xp3); When F = −1, the mutation
expression turns to x̂i = xp1 − (xp2 − xp3). The binary plus is defined as
“complement of exclusive or”. The entire binary mutation expression is:

x̂i =

{
∼ (xp1 ∧ (xp2 ∧ xp3)), if F = 1

xp1 ∧ (xp2 ∧ xp3), if F = −1
(3)

where ∧ is the operator for exclusive or and ∼ is the operator for complement.
The algorithm that supports hybrid encoding can be described as:

Require: Map of planning area, Constraints of parameters
Ensure: A good feasible plan
1: Randomly initialize a set of plans S
2: while Convergence requirement is not meet do
3: for each plan xi ∈ S do
4: Randomly choose 3 other distinct plan in S
5: Mutate the real valued parameters using the original DE mutation rule
6: Mutate the binary parameters using the binary mutation rule
7: yi = crossover(x̂i, xi)
8: if fitness(yi) > fitness(xi) then
9: Replace xi with yi

10: else
11: Keep the original xi in set S
12: end if
13: end for
14: end while
15: Output the best plan in the set S

4.3 Solution Two: Maximum Cut Heuristic

Besides modifying the mutation rule, we proposed an alternative way to optimize
the binary part of the plan. The idea is to transform the plan into a graph and
find a maximum cut on the graph. Since TDMA guarantees that readers in dif-
ferent group will not interfere each other, we can find a good group arrangement
to minimize the interference level. This is equivalent to the complement of max-
imum cut problem in graph theory. We can convert a plan to a graph in the fol-
lowing way: Every reader in the plan is mapped to a vertex in the graph; If two
readers’ detection range overlaps, there is an edge between the corresponding ver-
tices and the area of the overlapped detection range is the weight of the edge.
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Fig. 2. Transform a Plan into a Graph

Fig. 2 shows how to transform a plan into a graph. Reader A, B and C are close
and their detection range overlap so they are mutually connected in the graph.
The size of the overlapping area is the weight of the edge. Reader D do not have
any common detection range with other readers. So it is an isolated vertex in
the transformed graph.

A cut of a graph is a partition of all vertices into two disjoint vertex sets. The
size of the cut is the weight of the edges that ends in different vertex sets. A
maximum cut is the cut whose weight is not smaller than any other cut in the
graph. Finding a grouping with minimum interference is actually equivalent to
finding a maximum cut in the corresponding graph because the complement of
the maximum cut is the grouping with minimum interference. Finding a max-
imum cut in a general graph is NP-hard but there exists some fast heuristic
for finding a good solution in the graph. One of them is the 0.5-approximation
algorithm. We try to incorporate the idea of this algorithm into our Differential
Evolution algorithm to enhance the performance. After the crossover step of
each iteration, the largest weight edge ends in the complement of the maximum
cut was found out. Since both the end points of the edge are in the same group,
we randomly choose one and move it to the other group. If this reduces the
interference level, we finalize the change, otherwise, we revert the change. The
algorithm can be described as following:

Require: Map of planning area, Constraints of parameters
Ensure: A good feasible plan
1: Randomly initialize a set of plans S
2: while Convergence requirement is not meet do
3: for each plan xi ∈ S do
4: Randomly choose 3 other distinct plan in S
5: For parameters other than grouping: x̂i = xp1 + F (xp2 + xp3)
6: yi = crossover(x̂i, xi)
7: Find the largest weight edge (a, b) in the complement of the original cut

in plan yi

8: Move a or b into the other group
9: if fitness(Original yi) > fitness(yi) then

10: Revert the change
11: end if
12: if fitness(yi) > fitness(xi) then
13: Replace xi with yi
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14: else
15: Keep the original xi in set S
16: end if
17: end for
18: end while
19: Output the best plan in the set S

5 Experiment

Both versions of the algorithm are implemented using Java. We simulated a
planning area which corresponds to a 20m× 20m warehouse. The northern part
of the warehouse is relatively empty while the southern part is divided into
more rooms. Intuitively, more readers should be deployed in the southern part
to achieve a higher coverage. The detection range R ∈ [2.5m, 3.5m] is tunable by
adjusting the emitting power. Readers are divided into two groups for TDMA.
Mutation parameter is F ∈ [−0.2, 0.2] (For real-value parameters) and F ∈
−1, 1 (For binary parameters). The crossover rate CR = 0.5 and the number
of individuals in the population is 20. Fig. 3 shows how the best plan in the
candidate set S evolves when we use the maximum cut heuristic. The initial
plan randomly allocates the parameters of the readers. After several iterations,
more readers are allocated to the southern part because there are more obstacles.
Nearby readers in the northern part are assigned to different groups to avoid
interference. The coverage of the best plan is also increasing from 62.70 percent
to 91.75 percent.

We compared the modified Differential Evolution version and the maximum
cut heuristic version. Both versions are executed 50 times and at each time
1000 iterations. The average running time for the one using binary encoding and
the one using maximum heuristic are 169,851ms and 184,236ms respectively.
However, the one with maximum cut heuristic outperforms the one using binary
encoding in terms of coverage in terms of coverage. The coverage for the one with
binary encoding is 89.26 percent while the coverage for the one using maximum
cut heuristic is 92.15 percent. The extra time spent in the maximum cut heuristic
is the time for finding the largest weight edge in the adjacency list. So there is a
trade off here. Since the planning problem does not require a very fast execution
time, it is worthwhile to spend more time for a better output.

Fig. 3. Best Plan After Each Iteration
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6 Conclusion

In this paper, we discussed how to apply Differential Evolution Algorithm on
RFID network planning problem so that a good solution could be found in the
high dimensional search space. TDMA is used to reduce interference between
readers and we proposed two methods to group the readers. One simple and ef-
fective method is the modified version of Differential Evolution Algorithm which
supports binary encoding. The other one which use a maximum cut heuristic
is complicated but has a better performance. By our comparative experiment,
both methods work well and the one with maximum cut heuristic outperform
the modified version of Differential Evolution Algorithm. In the future, we will
focus on modeling the problem in 3-dimensional and consider backscatter signal
in the simulation.
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Abstract. Diagnosis of reaction wheel faults is very significant to ensure long-
term stable satellite attitude control system operation. Support vector machine 
(SVM) is a new machine learning method based on statistical learning theory, 
which can solve the classification problem of small sampling, non-linearity and 
high dimensionality. However, it is difficult to select suitable parameters of 
SVM. Particle Swarm Optimization (PSO) is a new optimization method, which 
is motivated by social behavior of bird flocking. The optimization method not 
only has strong global search capability, but is also very simple to apply. How-
ever, PSO algorithms are still not mature enough for handling some of the more 
complicated problems as the one posed by SVM. Therefore an improved PSO 
algorithm is proposed and applied in parameter optimization of support vector 
machine as IPSO-SVM. The characteristics of satellite dynamic control process 
include three typical reaction wheel failures. Here an IPSO-SVM is used in 
fault diagnosis and compared with neural network-based diagnostic methods. 
Simulation results show that the improved PSO can effectively avoid the pre-
mature phenomenon; it can also optimize the SVM parameters, and achieve 
higher diagnostic accuracy than artificial neural network-based diagnostic 
methods. 

Keywords: Improved Particle Swarm Optimization, Support Vector Machine, 
Reaction Wheel, Satellite Attitude Control System, Artificial Neural Network, 
Fault diagnosis. 

1   Introduction 

Satellite system is a highly complex, highly integrated and high-cost system. As sci-
entific tasks increase, there is an attendant increase in the demand for longer life and 
high reliability of satellite systems. Characteristics and distribution failures of on-orbit 
satellites were researched in Literature [1]. During the life cycle of a satellite, the 
frequency of failures of attitude and orbit control system remains fairly high. Espe-
cially for the high-orbit satellite, which have longer lifetime, and use reaction wheels 
as actuators for the attitude control system [2]. Therefore, the problem posed is how 
to diagnose the reaction wheel’s faulty conditions during on-orbit operation, and then 
propose the effective measures to improve its basic conditions so as to ensure longer 
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life and high reliability operations of the satellite. Currently, fault tree [3], dynamic 
neural network [4] and data mining [5] are used for fault diagnosis of reaction wheels. 

In 1995 Kennedy and Eberhart proposed the PSO optimization algorithm, based as 
the predatory behavior of birds [6]. It was further improved into global optimized 
particle swarm optimization [7] and so on. The algorithm has been used in many 
fields because of its simplicity and good search capability. 

Support Vector Machine (SVM) [8] proposed by Vapnik is a minimum structural 
risk theory for a small sample. It is characterized by good generalization ability. Since 
aerospace is limited by the conditions of telemetry and other systems, the collected 
data is also very limited. Therefore, the need for processing a small sample and good 
generalization is of great significance. LS-SVM method was proposed by Suykens in 
[9]. As compared with standard SVM method, which uses equality constraints, the 
LS-SVM method utilizes inequality constraints, and the second norm of the error 
becomes the optimization goal of the loss function thus transforming the solution of 
the two time planning problem into linear equations. 

At present, many scholars use PSO to optimize SVM parameters, and have a num-
ber of fruitful researches in the application of PSO-SVM. For example, literature [10] 
proposed applying PSO-SVM into fault diagnosis of turbo pump rotor to greater ad-
vantage than Genetic Algorithm (GA) and/or SVM. In Literature [11] Chaos PSO is 
applied to optimize the parameter of support vector machine and classify multiple 
faults. However as yet there exists no major research whereby PSO-SVM is applied in 
fault diagnosis of reaction wheel. 

Three typical fault modes including reaction wheel motor current failure, increase 
of friction torque and increase of back electromotive force (BEMF) are researched in 
accordance with reaction wheel fault characteristics in the attitude control system 
(ACS) that utilizes reaction wheels for attitude control. Here support vector machines 
(SVM) is used to classify and identify fault signal characteristics. The SVM parame-
ters are then optimized by improved PSO in sample training. Simulation results show 
that the proposed method can effectively diagnose a variety of reaction wheel failure 
modes, and has better accuracy than neural network diagnosis method. 

2   Basic Principles 

2.1   PSO and Its Improvement 

Standard particle swarm optimization is an optimization algorithm that initializes 
position and velocity of a group of particles in solution space. The particles location 
represents the solution of the required function. The particles speed determines the 
particle flight direction and distance. Fitness describes the particles calculation in this 
optimal function. The local optimal solution and the global optimal solution can be 
evaluated by solving the fitness of each particle. Assume that there are m particles to 
form a community in a D dimension target search space. The position of ith particle is 
expressed as vector X(x1, x2, …, xD),and flight speed is expressed as V (v1, v2, …, 
vD). Each particle updates itself by tracking the two “best positions”. One position is 
the best place that the particle currently finds, namely the local optimal solution 
(pbest), and the other is the best place that is found in all particles of the group, 
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namely the global optimal solution (gbest). gbest is the best value in the pbest. For the 
kth iteration, each particle changes according to (1), (2). 

vij(k + 1) =w*vij(k) + c1*rand()(pbestij- xij(k))+c2rand()(gbestj + xij(k)). (1) 

xij(k + 1) = xij(k) + vij(k + 1). (2) 

In expression (1), (2), i = 1, 2, …, m expresses m particles, j = 1, 2, …, D expresses 
particles dimension, vij(k) is the j-dimensional component of flight velocity vector 
that particle i forms in the kth iteration; xij(k) is the j-dimensional component of posi-
tion vector that that particle i forms in the kth iteration; pbestij is the j-dimensional 
component of the particle’s best position pbest for particle i, gbestj is the j-
dimensional component of global best position (gbest); c1, c2 is learning factor; rand() 
is a random function to generate random number in [0,1]. Standard particle swarm 
algorithm adopts a fixed inertia weight. Literature [12] believes that inertia weight 
should be adjusted. 

When the particles are closer and closer to the global optimum, the inertia weight 
should be smaller, this also means that speed adjustment is smaller, and hence could 
be more stable. Proofs are given in the literature. It verifies that the linear inertia 
weight can achieve good results. This paper directly uses findings of literature [10]. 
For linear inertia weight refer equation (3), w is the inertia weight, and is non-
negative.  

w = wmax - (wmax - wmin)/itermax * iter . (3) 

Where, wmax,wmin are the maximum and minimum inertial weights; iter,itermax are the 
current iteration number and maximum iteration numbers.  

The standard particle swarm algorithm is improved to avoid the premature phe-
nomena from occurring. This implies namely sorting the particles according to fitness 
after the speed is updated each time, directly removing half of the particles that have 
low fitness, regenerating half of the particles according to the current global optimal 
solution. In this way, the new generation of particles involved in evolution is: 

Nextgeneration = sortrows(fitness);  (4) 

Nextgeneration-Position(N/2 + 1 : N) =gbest + randn *range/2; (5) 

Nextgeneration-Velocity(N/2 + 1 : N) =gbest + randn *range/2. (6) 

where, Nextgeneration is particle sorted according to fitness, Nextgeneration-P osi-
tion(N=2+1 : N) is position of the latter half of sorted particles, gbest is the current 
global best solution, randn is random number with mean 0 and variance 1. range is 
particle search range. 

2.2   SVM 

The detailed introduction of SVM is given in the reference [13]. The kernel function 
is significant in the process of SVM algorithm needed to construct hyper-planes.  
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Suitable kernel function can be chosen to realize linear classification after some 
nonlinear transformation, and computation of load that does not increase. 

Different kernel functions will produce different SVM algorithms. The RBF kernel 
function is chosen to produce SVM in this paper. 

RBF kernel function 

K(X; Y) = exp{-(X –Y)2/σ2)}. (7) 

SVM is a dual Classification algorithm, and is not appropriate for multi-class situa-
tion. Some researchers provide different improved algorithms. One of them is the “1-
vs-1” algorithm which was provided by Kressel [14]. The “1-vs-1” algorithm con-
structs all possible dual class classifier within the K classes. Every dual class classi-
fier uses two classes to train in the training samples. So it needs K*(K-1)/2 dual class 
classifiers. The multi-dual-class classifiers judge the data comprehensively during 
identification. 

In the fault diagnosis process, the error class may bring enormous loss. Consider-
ing the features of fault class, the Decision Directed Acyclic (DDAG) [15] is used, 
which is an improved “1-vs-1” algorithm. 

2.3   Fault Diagnosis Steps 

In this section, the basic step of IPSO-SVM algorithm is described as follows: 
 

1) Collect the different models of reaction wheel at different times, and classify as 
training sample and test sample data. 

2) Initialize a swarm with N particles. 
3) Compute the particles’ fitness; initialize the particle’s local best and global best 

point. 
4) Compute particle weight, update the particle’s velocity and position according to 

their respective formulae, and update the local best and global best points. 
5) Sort the particles with fitness function, this implies deleting half of the particles 

having lower fitness and then reserving the other half with higher fitness level. The 
current global optimized solution will then produce a new half of the particles com-
posed of a new swarm generation. 

6) Compute the fitness function of new generation of swarm particles. If it fits the 
process is exited else the algorithm returns to step 4. 

7) load the diagnosis data and use the train support vectors to diagnose the data, 
and hence return the diagnosis result. 

 

The train data is used for support vectors learning, whereby every parameter is de-
cided by particles’ position. The train support vectors are used to diagnose the test 
data and the diagnosis accuracy represents the particle’s fitness. 

3   Satellite Reaction Wheel Control System 

The main purpose of the attitude control subsystem (ACS), which is commonly con-
sidered as momentum management system, is to orientate the main structure of the 
satellite at desired angle within required accuracy [8]. As the satellite runs on-orbit,  
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Fig. 1. A type of ACS function diagram 

according to the system design’s operation life, the ACS adopts the reaction wheel as 
the actuator in the normal mode. Fig. 1 represents function diagram of ACS model 
using a ’feedback control’ loop. The data of reaction wheel is downloaded from the 
telemetry channel, including rotor current telemetry, wheel speed telemetry and bear-
ing temperature telemetry. Therefore corresponding fault information is acquired 
from only a small amount of telemetric data to make diagnosis, thus providing evi-
dence for the on-orbit management of reaction wheel.  

As Fig. 1 shows, the On-Board-Computer (OBC) calculates command voltage, 
(according to the measured angle and angle rate) from the sensor data, to control the 
Reaction Wheels’ (RW) output torque and moment acting on the satellite body. The 
environment model is then used to compute the environment disturbance torque. Fi-
nally the satellite body model is used to compute the dynamics and its kinematics. 
After it has acted, the satellite body model outputs current attitude angle and attitude 
angle rate to the sensors which are used to measure the angle and angle rate, using 
Gyros and Earth sensors or Star tracer etc. 

4   Reaction Wheel Fault Diagnosis 

4.1   Fault Mode Analysis  

Various faults of reaction wheels used for attitude control will occur because it oper-
ates for a long period. The fault modes include friction increase, rotor current failure, 
and back electromotive force (BEMF) increase, together with normal mode, to consti-
tute the four kinds of modes. The paper uses limited simulated telemetric data, such as 
rotor current and speed, to analyze four modes of the reaction wheels. 
 
Friction Increase: The increased in friction leads to increase of reaction wheel fric-
tion torque this occurs as a result of lubricant failure or bearing wear. 

Fig. 2 shows data of rotor current and speed as the friction torque increases. It can 
be seen from the figure that as friction torque increases, the rotor current increases 
and a slight change in speed occurs. As a part of ACS, the reaction wheel is controlled 
by OBC. This fault leads to a change in desired attitude angle, the OBC then outputs 
the command to control the wheel, which could lead to sudden up-surge in the rotor 
current. When rotor current reaches its maximum limit, the generated torque can no 
longer overcome the friction torque, and the satellite will go out of control. 

 

Rotor Current Failure: In this mode the reaction wheel rotor current suddenly dis-
appears because of line faults or any other failures, hence the current is zero.  
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Fig. 2. The Rotor Current and Speed Data as the Friction Increasing 
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Fig. 3. The Rotor Current and Speed Data as the Rotor Current Failure 

Fig. 3 shows the data of rotor current and speed for the case of rotor current failure. 
The fault happens at 200 seconds and the rotor current drops to zero. The speed re-
duces under the action of the friction torque; it then generates momentum that has the 
opposite effect on the satellite. If the faults exist for a long time, the satellite would go 
out of control. 

 
Back Electro-Motive Force (BEMF): Its increment results from transient surge in 
reaction wheels circuit or hardware level failure in the rotor driver unit which leads to 
sudden increase in back-EMF to maximum control voltage.  

Fig. 4 is time-domain graph of rotor current and speed data for the case of back 
electromotive force increase. As seen from the figure, after the event of back-EMF 
increase, a variation may occur in rotor current and speed. But eventually rotor cur-
rent returns to normal, and a certain speed will always be maintained. This is because 
BEMF will have the effect of offsetting the attitude control system by a certain fix 
value, this is in accordance with instruction to control attitude. The variation will 
generate sway of the satellite and add other uncertainties, and the energy consumption 
of the entire satellite will increase. 
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Fig. 4. The Rotor Current and Speed Data as Back Electromotive Force (BEMF) Increasing 

4.2   SVM Parameters Optimized by PSO 

Data is collected for each failure mode samples. An improved PSO is used to opti-
mize the SVM that picks up support vectors. The fault classification accuracy of each 
particle’s fitness is expressed as a percentage. 

In training data friction-increase is defined as the first class, BEMF as the second 
class, rotor current failure as the third class, normal mode as the forth class. 
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Fig. 5. Particle Fitness Trend 

Fig. 5 shows the trend of particles fitness. At first the class accuracy is not high, for 
standard particle swarm optimization algorithm, the first generation’s 20 particles are 
trapped into the local best solution, and the accuracy is just 0.58. For the improved 
PSO, fitness changes appear better at the second generation. And from the third gen-
eration, the particles escape from the local best solution. As shown in the figure, the 
train class accuracy archives at 0.95 at the fifth generation. 

4.3   Fault Diagnosis 
 

After control system is stable, friction increasing faults are injected at the 200th second 
and the fault continues for 100 seconds. Rotor current faults are injected at the 300th  
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Fig. 6. Rotor Current and Speed Data as Injected Three Faults 

second and the fault continues for 100 seconds. BEMF faults are injected at the 400th 

second. Only one fault occurs at the same time. 
Fig.6 shows the rotor current and speed data when the three faults are injected. 

From the figure, it transpires that the injected fault had the same feature as the fault 
analysis. 
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Fig. 7. Fault Diagnosis by IPSO-SVM, Artificial Neural Network (ANN) and the Correct Class 

Fig.7 shows the IPSO-SVM, Artificial Neural Network (ANN) fault diagnosis and 
comparison with the correct class. The figure shows that the SVM has a very good 
diagnostic ability for independent faults. As seen from the figure, the SVM diagnoses 
the model as the fourth class normal mode for the first 200 seconds, first class fric-
tion-increasing mode for 200-300 seconds, third class current failure for 300-400 
seconds, and the second class BEMF for 400-600 seconds. The IPSO-SVM diagnosis 
result is similar to the injected faults and the accuracy is 0.98. At the same time, the 
IPSO-SVM diagnosis result of above-mentioned fault modes is compared with faults  
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diagnosis using artificial neural network (ANN). The result is also shown in the fig.7. 
The class definition is the same. ANN diagnoses the mode as the third class for the 
first 200 seconds and 300-400 seconds, and the first class for 200-300 seconds, the 
second class for 400-600 seconds, and as first class for a small data at 400 seconds. 
The diagnosis accuracy is only 0.6633. It shows that the diagnostic accuracy of ANN 
is far less than that of IPSO-SVM. 

5   Conclusion 

The paper analyzes the three types of fault modes of reaction wheel which acts as a 
actuator in a satellite attitude control system. An improved PSO for SVM parameters 
optimization is presented, and applied to the reaction wheel fault diagnosis. It can be 
seen from the result that the improved PSO overcomes the premature shortage for 
SVM training. The simulated results show that IPSO can serve as a promising method 
for training SVM. When compared with ANN, the IPSO-SVM exhibits far better 
performance. 
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Abstract. Using the global optimization properties of Particle Swarm Optimiza-
tion(PSO) to carry out parameter identification of support vector machine(SVM). 
Before the particle swarm search for parameters, exponential transform the pa-
rameters first to make intervals [0, 1] and [1, infinity] have the same search 
probability. Fitness function of PSO as generalization ability of support vector 
machine model to be the standard, at the same time discussed the minimum error 
of testing samples and leave-one-out method to the SVM learning method pro-
motion ability. Finally taking the data of monthly runoff of Yichang station in 
Yangtze River as an example, respectively using the ARMA model, seasonal 
ARIMA model, BP neural network model and the SVM model that have built to 
simulate forecasting, the result shows the validity of the model. 

Keywords: long-term runoff forecasting, parameter identification, PSO, SVM. 

1   Introduction 

Long-term hydrological forecasting has the longer forecasting period, enable people to 
take early measures to co-ordinate arrangements in resolving conflicts of flood control 
and drought control, sectors of water storage water disposal and water use, to obtain 
the maximum benefit. There are many models of medium and long-term hydrological 
forecasting, and have be widely used in research of hydrological and water resources, 
playing a very important role in solving the science problems of hydrological and wa-
ter resources. Among them, machine learning is an important direction of hydrological 
forecasting, the realization method can mainly be divided into three types: 
 

(1) Classical statistical estimation methods, such as ARMA models, however this 
model has serious limitation, first of all, it need to know the distribution form of sam-
ple, which takes a very high price; also, traditional statistical study the asymptotic 
theory when the sample size tend to infinity, while the actual number of sample is 
limited. 

(2) Experience non-linear methods such as artificial neural network [1]. This 
method builds a non-linear model by using the given samples, overcoming difficulties 
of traditional parameter estimation method. But this approach lacks a unified mathe-
matical theory. 
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(3) Support vector machine [2-4]. Statistical learning theory(SLT) is a theory 
which study the machine learning regulation especially in small sample situations, 
statistical inference rules under the theoretical system not only consider the request 
for asymptotic performance, but also pursuit of getting the best results in the existing 
limited information condition, Support vector machine is built based on the VC di-
mension theory of statistical learning theory and principle of structural risk minimiza-
tion, according to the limited information of sample to explore the best compromise 
between complexity and learning ability of model, in order to obtain the best gener-
alization ability. 

As the theory of SLT and SVM method is still in the developing stage, they are not 
perfect in many aspects, such as: ① Many theories only have theoretical significance, 
have not yet realized in the actual algorithm currently; ② Besides, there are not yet 
general methods for VC dimensional analysis of actual learning machine; ③ there are 
still no rationale of choosing the appropriate kernel function according to the specific 
problems in the SVM method; ④ identification of parameters C and kernel function 
parameters. The article focus on ④, put PSO into use of parameter identification 
problems of SVM by some index transform, and then put the model that have opti-
mized into practice of medium and long-term runoff forecasting. 

2   SVM Parameter Identification Based on PSO 

2.1   Theory of Regression Support Vector Machine [5] 

Give a training set 
   

RRyxyxyxx n
ll ×⊂= )},(),,(),,{( 2211  (1) 

Using non-linear Map φ mapping the data to High-dimensional feature space, 

where linear regression proceed 

bxwxf +>=< )(,)( φ ， RbRxw n ∈∈ ，,  (2) 

Optimal regression function is minimization and regularity of risk functional by 
some constraint conditions 
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In this equation: the first term called rule of entry, the second called empirical risk 
functional, they can be determined by different loss function, constant 0>C  is used 
to control the punishment level to sample which beyond the error ε . Using the ε -
insensitive loss functional 

})(,0{max))(,( εxfyxfyL iiiiε −−=  (4) 

To ))(,( iiε xfyL , if the modulus of deviation between estimated output )( ixf  and 

expected output iy  is less than ε , it is equal to 0; Otherwise, it equals to the result 
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that modulus of deviation minus ε , by introducing non-negative slack variables *
iξ  

and iξ , the risk functional of minimization and regularization can be Re-described as : 
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This is a quadratic optimization problem, the dual problem is: 
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Solving this quadratic optimization the value of α can be obtained, the expression 
of w is: 

∑
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The Support Vector Machine theory just take the high dimensional space’s Dot 
products operations >< )(),(),( xxxxK ii φφ  into consideration, ),( xxK i  is called 

kernel function. The conventional kernel function is :① Linear kernel function 
>< ixx, , ② Polynomial kernel function, ③ RBF kernel function 

)exp(
2

ixx −−σ , ④Sigmoid kernel function: ),tanh( cxxb i +>< . The article 

chose RBF kernel function. 

2.2   Principle of PSO 

In the search process of PSO, each particle simultaneously close to two points in the 
solution space, the first point is the optimal solution of all particles in the whole parti-

cle which could achieved In the course of ages by searching bestg ; Another point is the  
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optimal solution bestp , which each particle could obtained by themselves in the 

courses of age by searching. Every particle means a point in the n dimensional space, 
],,,[ 21 iniii xxxx =  means the i particle ( ],,[ iiii Cx εσ= when searching for SVM 

parameters), the individual optimal solution of the i particle is expressed as 

],,,[ 21 inii
best
i pppp = , global optimal solution can be expressed as 

],,,[ 21 n
best gggg = , while the k times correction of ix  is expressed to be 

],,,[ 21
k
in

k
i

k
i

k
i vvvv = , the formulation is: 
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In this equation: mi ,,2,1= , nd ,,2,1= , m is the particle number of particle 

swarm, n is the dimensional of solution vector; 1c and 2c is learning factor, Kennedy 

and Eberhart [6] suggested 221 == cc ; 1rand and 2rand are two individual nonce in 

between [0,1]; iw is the Momentum coefficient which linear decrease with iterative 

algorithm; ],[ maxmax
ddid vvv −∈  and max

dv  decided the search accuracy of particles in the 

d dimensional of solution space.  

2.3   Parameter Identification Steps 

RBF kernel function SVM have 3 parameters need to be decided: C , ε and σ . Ex-
plore the best parameter is a parameter identification problem of SVM model. In the 
article, the rapid global optimization characteristics of particle swarm are used to 
search for parameters, which can decrease the aimlessness of trial and improve the 
prediction accuracy of the model. On account of the possibility of parameter C , ε  
and σ  located in the interval [0,1] is quite large, if searched directly, the probability 
of interval [0,1] could be selected would be lower, so the article making parameters 
exponential transformed before search, cause interval [0,1] and [1, ∞ ] to have the 
same search probability [7]. Steps of identification SVM parameters based on PSO is 
as follows: 
 

(1) Initialization setting of SVM, the setting including group size, iterations, 

maximum allowable particle velocity  max
dv , randomly given initial particle 0

ix  and 

particle initial velocity 0
iv , One of the particle vector represents a support vector ma-

chine model, The elements of particle vectors corresponding support vector machines 
parameters C , ε  and σ . 

(2) The corresponding parameters of particle vector decided the model of SVM, 
calculate the fitness value of each particle, to reflect the promotion predictability of 
SVM model. Fitness function has the following three forms: 
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① Taking the minimum error between actual value and forecasting value of train-
ing sample to be the objective function, the form is not good. Because the research of 
Keerthi [8] shows that to a C  which is big enough, when σ → ∞ ,  RBF kernel 
function SVM can simulate and train samples at very high accuracy, however, the test 
sample does not have any generalization ability; When σ → 0, RBF kernel function 
SVM can simulate all the training samples to be a number. 
② Taking the minimum error between actual value and forecasting value of fore-

casting sample to be the objective function[7,9], under this form, just ensure higher 
generalization ability of forecast samples, but can not guarantee the model has a high 
generalization ability, the expression is: 

∑
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iii yzfy

m
F

1

)]([
1

 (13) 

In this equation, m is the prediction sample number, iz  is the i input value of 

SVM, iy  is the measured value of the i forecast sample. 

③ Maximize generalization ability of the model is aimed to be objective function. 
Using the leave one out method can estimate the learning method generalization abil-
ity of SVM[10]. When estimate use the leave one out method, first of all leave a sam-
ple to be tested from the training set, then to train forecast model using the other train-
ing models, at last, predict samples to be tested in the training set. 

Let if  to express the forecasting model get from the remaining training sample af-

ter leave the i sample, )( i
i zf  express forecasting of the i sample using the model, 

)( i
i

i zfy −  expresses the forecasting error of leave-one method, so the estimation of 

leave-one method to the learning method promotion ability would be: 
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In the equation, k is the number of training sample, iz is the i input value of SVM, iy is 

the i training sample measured value, )( i
i zf  is the i training sample predictive value. 

(3) Compare the fitness function value )( ixF  which calculated by the equation 

(13) or (14) with personal optimal value )( best
ipF , if )()( best

ii pFxF < , so 

)()( i
best
i xFpF = , i

best
i xp = . 

(4) Compare the fitness value )( best
ipF  of each particle with the best fitness value 

)( bestgF  of all particles, if )()( bestbest
i gFpF < , then )()( best

i
best pFgF = , 

best
i

best pg = . 

(5) Deciding whether the maximum number of iterations has come true, if not, a 
new round of calculation would be executed, to move the particles by equation (11) 
and (12)， the new particles would produced, return to step(2), or the calculation 
will over. 
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3   Actual Application 

3.1   Construction Situation 

52(1890.1～1941.12) years’ average monthly runoff data of Yichang hydrographic 
station of Yangtze river was collected. The first 49(1890.1-1938.12) years’ data can 
be served as training data, the later 3(1939.1-1941.12) years’ data used to forecasting 
test. In order to test the forecasting effect of SVM, the article simulation predict the 
original sequence of monthly runoff respectively use the ARMA model, seasonal 
ARIMA model and BP neural network model, and choose their average modulus of 
relative error as the evaluation index. For the seasonal ARIMA model, first of all, 
getting stationary series by difference at the cycle ω =12, then to establish ARMA 
model for the stationary series that has got. For the BP neural network model, input 
nodes is 12; taking a hidden layer, using "trial and error" to determine hidden nodes.  

3.2   Determine the Range of Parameter 

Process of average monthly runoff make up the no-linear time-series 
},,,{ 21 NxxxX = , forecasting the no-linear runoff-series, just to find the relation-

ship between the flow at time pi +  and the flow 121 ,,, −+++ piii xxx , the first p (as the 

coefficient of autocorrelation of average monthly runoff process will be maximum 
when the lag time is 12 month, so take p=12) minutes, that’s means 

),,,( 121 −++++ = piiipi xxxfx , f is a non-linear function, expression the relationship 

between runoff-time-series. f  can learn from runoff time series of pN −  group by 

SVM, the model can be expressed by ∑
=

+−=
k

i
iii bxxKxf

1

* ),()()( αα , the parameter 

bii ,, *αα  can acquired by εσ ,,C , which get by PSO. SVM training algorithm takes 

the training algorithm minimizing sequence [11]. 
Interval’s decision of εσ ,,C  based on considerations as follow: 
 

First to determine the range of σ . From the kernel function )exp(
2

ixx −−σ  it 

can be seen that the size of σ  is entirely depending on
2

ixx − . So in actual applica-

tions, as long as the value of σ  much smaller than the minimum distance between 
training samples, the effect σ → 0 can achieved; as well, when the value of σ  much 
larger than the maximum distance between training samples, the effect σ → ∞  will 
get. Based on the consideration, the search space of σ determined on trail is 

[ 20)min(
2

ixx − , 20)max(
2 ×− ixx ]. For the Yichang station’s training 

data )min(
2

ixx − =5.895×10-3, )max(
2

ixx − =3.934, so ]680.78,10947.2[ 4−×∈σ  

and at last ]10,10[ 24−∈σ . 

Then to determine the range of C . When constructing the classification of surface 
equation, the penalty factor C  will be used to set a term to value of Lagrange multipli-
ers α , it can be seen in formula (8). When C  exceeds a certain value, it will lose the 
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binding effect on the value of α , experience risk and generation capacity almost have 
no change at this time. Therefore taken the following heuristic to determine maximum 
of C : first give a small C , named tC , using it to train SVM and get a group iα , 

ki ,,2,1= , where k is the total number of training samples, let )max(*
iC α= . If 

tCC <* , take tC  as the maximum of C . Or, change a larger tC  to train SVM, until 

the result of *C  much smaller than tC . In this way, search space ],0[ tC  of C  will 

get. For the training data of Yichang station, tC =10000, so ]10,0[ 4∈C . As a result of 

having made exponential transformed for parameter before search, and the exponential 
transform of 0 is ∞ , so ]10,10[ 45−∈C  as a matter of experience. 

At last, determine the range of ε . Because the input of SVM is normalized in be-
tween of interval [0,1] before training samples, so the range of ε  would be [0,1], 
that’s means ]1,0[∈ε . 

The range of SVM model parameter is: ]10,10[ 45−∈C , ]10,10[ 24−∈σ  and 

]1,0[∈ε ; Correspondingly the search range of PSO is: ]4,5[−∈C , ]2,4[−∈σ  

and ]1,0[∈ε . When training SVM model by PSO, initial parameter should be set by 

references [12]: learning factor 221 == cc , maximum velocity 

1.0max
3

max
2

max
1 === vvv , maximum iteration 50=T , particle number is 20, momen-

tum coefficient Ttwww ttt /5.0*9.0321 −=== , in this formula t is present iteration. 

3.3   The Results of Calculation and Analysis 

The result of simulation forecasting shown in table 1 and figure 1, SVM1 express the 
SVM model which taking promotion ability maximization of forecasting sample to be 
the objective, the training set sample number of the model is 576, sample number of 
testing set is 36; SVM2 express the SVM model which taking generation ability maxi-
mization of the model to be objective estimated by using the leave one out method, 
testing set would be the training set itself, sample number is 576. As can be seen from 
Table 1: Simulation accuracy on training data of the two SVM models is improved in 
different degrees than ARMA, ARIMA and ANN, forecast accuracy is about the same 
with ARIMA and ANN, but higher than the forecast accuracy of ARMA. 

As can be seen from calculation result of the example: ① Both kinds of SVM 
models achieved good simulation forecast effect. ② Forecast accuracy of SVM1 is 
higher than of SVM2 that’s because SVM1 is obtained by target optimization at fore-
cast error minimization of testing sample, that’s means the forecast error is minimum 
by using SVM1, so it’s reasonable that the forecast accuracy of SVM1 is higher than 
the forecast accuracy of SVM2. ③ SVM model and ANN model is about the same 
simulation accuracy, but model building process of ANN has many difficulties, such 
as the hidden layer nodes is difficult to determine, the same with iterations, promotion 
ability is not easy to estimate and so on; While SVM model can achieve the better 
simulation forecast accuracy just need taking promotion ability maximization to be 
targets optimize parameters C , ε  and Kernel parameter. ④ Simulation forecast accu-
racy of ARIMA model get the better effect as well, that’s because time series after  
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Table 1. Performance indices of ARMA, ARIMA, ANN and SVM in Yichang station 

Module name Module parameter 
Simulation 

error 
Forecast 

error 

SVM1 

(Objective is to minimize the 
sample error of prediction) 

247.0=C  

736.1=σ  
310220.9 −×=ε  

12.8% 12.8% 

SVM2 

(Leave-one method and 
F =14.7%) 

350.0=C  

168.1=σ  

0015.0=ε  

12.4% 13.7% 

Simple ARMA model ARMA(9,6) 15.5% 14.5% 

Seasonal ARIMA model ARIMA(1,1,13)12 14.5% 13.4% 

Neural network model(nodes 
number of each layer) 

12-4-1 14.3% 13.0% 
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Fig. 1. ARMA, ARIMA ANN, and SVM forecasted and observed flow during validation period 

difference become relatively stationary, which come up to application condition of 
ARMA model better. ⑤ All of simulation forecast accuracy of SVM model, ARIMA 
model and ANN model is better than ARMA model’s, that’s because ARMA 
model mostly fit to stable time series, while monthly runoff time series is unstable, so 
the bad calculation result is reasonable. 

R
un

of
f 

(m
3 /s

) 

Observed 

Time Period 



132 Y. Peng and Z. Xue 

4   Summary 

Through the paper we come to some understanding as follow: (1) SVM is based on 
the learning method of Statistical Learning Theory, it’s unnecessary to know the rela-
tionship between dependent variable and independent variable when building models, 
very complex nonlinear relationship between dependent variable and independent 
variable can be obtained by studying the samples; Meanwhile, it based on the princi-
ple of structural risk minimization, and having well extrapolation. (2) Parameters 

εσ ,,C  of SVM have great affect to forecast effectiveness, it’s necessary to optimize 
them by using Optimization Algorithm, in this way we can reduce the aimlessness of 
trial and improve forecast accuracy. (3) Optimization Algorithm PSO is sample and 
easy and rapid convergence, we can get a well forecast effect by using the model 
parameters of SVM obtained through PSO rapid convergence. 

Using “leave one out method” to estimate the learning method promotion ability of 
SVM can build a higher forecasting accuracy model on the basis of the original data. 
But estimation efficiency of the Algorithm is lower, a sample need to be studied and 
forecasted both once. As the number of sample is increasing, calculating increase 
rapidly. So finding a promotion ability simulation method of faster and high accuracy 
is our future work. 
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Abstract. Based on Latin Hypercube Sampling method, the crossover operation 
in GA is redesigned; combined with immune mechanism, chromosome concen-
tration is defined and clonal selection strategy is designed, thus an Immune Ge-
netic Algorithm is given based on Latin Hypercube Sampling for solving the 
Maximum Clique Problem in this paper. The examples shows the new algo-
rithm in solution quality, convergence speed, and other indicators is better than 
the classical genetic algorithm and good point set genetic algorithm. On the 
other hand, the new algorithm is not inferior to such classical algorithms as dy-
namic local search, and it got better solutions to some examples.  

Keywords: Maximum Clique Problem(MCP), Genetic Algorithm (GA), Latin 
Hypercube Sampling(LHS), Artificial Immune Systems(AIS), Immune Genetic 
Algorithm based on Latin Hypercube Sampling(LIGA). 

1   Introduction 

A clique is a complete subgraph of graph G. A maximal clique of G is a clique which 
is not included in any others. A greatest clique of G is a maximal clique which has the 
most vertices. Maximum Clique Problem (MCP) [1] is to find the greatest clique of G 
for a given graph. By reason of wide application of many aspects, such as market 
analysis, bioinformation, and so on [2]  , it is certain that MPC has abundant theoreti-
cal and practical value. Traditional deterministic algorithm can’t solve MCP effec-
tively on account of it’s typical NP-hard characters. As an intelligent and overall 
optimization algorithm, Genetic Algorithm [3] is suitable for solving MCP. However, 
GA is deficient in keeping population diversity, such as capability failure, prematur-
ity, time consuming, low success rate, and so on.  

Paper[4] points out that the essence of GA is a random searching technique with di-
rected guidance. The principle of guidance is guiding to those families which have 
higher fitness schema as their ancestors. Paper[5] designed a new cross operation by 
using good-point set [5]PP  theories in order to improve the efficiency of GA. But when 
the number n of good point is selected, the good-point set is determined. Thus, the set 
has no randomness, and is not a sampling which is simply based on statistics. There-
fore, it has great effects on the whole search capability of GA. Paper [6-8] gives meth-
ods of Latin Hypercube Sampling (LHS) and points out the Latin Hypercube Sampling 
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is a stratified sampling. As the uniform design sampling is a statistical sampling, the 
randomness and spread of uniformity of each sample are better than the good point set. 
Therefore, in terms of using the Latin Hypercube Sampling method to design the 
crossover, the GA will have a stronger search capability. The ease of running into 
prematurity of GA is also an aspect that influences its effect, but clonal selection op-
erators Artificial Immune System simulate antibody strategy based on concentration, it 
can keep population diversity very wellPP[9-11]PP. Using the methods of defining and 
calculating the similarities and concentrations among antibodies in Artificial Immune 
System, we can calculate similarities and concentrations of chromosomes in GA,  
and make clonal selection based on concentrations, thus improves the exploiting ability 
of GA. 

Combining genetic with immunity mechanism, this paper presents an immune ge-
netic algorithm based on Latin Hypercube Sampling for solving the maximal clique 
problem. To prove the validity of the new algorithm, we carry out some computer 
simulation for the sake of the standard testing examples offered by DIMACSPP

 [12] PP 
database. Results show that the new algorithm is superior to simple GA and “good-
point set” GA, and it is also superior to DLS-MC[1] , QUALEX[1]  We could get 
better solutions to some examples. 

2   Genetic Operator and Chromosomes Concentration 

2.1   Chromosome Code  

In view of characteristic of MCP, we use binary encoding x=[x1,x2,…,xn], if vertex i is 
in clique S,  then xi=1, otherwise xi=0. For example, x=[01011101] represents the 
clique S of vertex set V={1,2,3,4,5,6,7,8}, and vertices  2,4,5,6,8 are in S.  

2.2   Fitness Function  

We define fitness function g(x) as follows: if x=[x1,x2,…,xn] is a legal chromosome, 

then, g(x)=
1

n

ix∑  otherwise, g(x)=0. 

2.3   The Crosser Based on Latin Hypercube Sampling, LHS Crossover 

Do LHS crossover to two chromosomes A1 and A2 selected from chromosome pool 
according to roulette. A1=( 1

1a , 1
2a ,…, 1

la ), A2=( 2
1a , 2

2a ,…, 2
la ) and J={i| 1

ia ≠ 2
ia }. 

Suppose the first i components of A1 and A2 are different and the back l t− ones are 
same. Let schema:  

1
1 2{( , , , ) | , *; , }n i i iH x x x i J x i J x a= ∈ = ∉ = . 

 

Intercross A1 and A2 (either one-point crossover or multiple-point crossover), their 
descendants are surely belong to H, LHS cross operation is to find out good samples on 
H using LHS methods. In the maximal clique problems, we compare chromosomes A1 
and A2, then make a note of locations of different values (suppose the number is t ) in J, 
let the corresponding schema be H. The different locations form a t-dimension cube, 
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denoted by  H ′ , then do LHS on H ′ , that is, do LHS interlace operations to select n 
points on t-dimension cube Ct=[0,1]t, just as follows: 

(1) Divides interval [0,1] into n inter-cell, i said that with the i-th inter-cell 
1

( , ]
i i

n n

−
; 

(2) Let (π1j,π2j,…,πnj)
T  represents a random permutation of n inter-cells in the j-th di-

mensional coordinates; 
(3) Let π=(πij)n×t, and then π=(πij)n×t is a stochastic matrix of order n×t; 
(4) Let C=(cij)n×t, where cij=(πij+uij-0.5)/n� i=1,2,…,n, uij is samples uniformly distrib-

uted on interval [-0.5,0.5], and uij  is independent of πij, j=1,2,…,t. 

Let the k-th chromosome b(k)=( 1
kb , 2

kb ,…, k
lb ) among the crossing garneted n de-

scendants, where 

1          

    ,1
mk

m

kj j

a m J
b

x m t J j t

⎧ ∉⎪= ⎨< > = ∈ ≤ ≤⎪⎩
 

for 1≤k≤n,  1≤m≤l. Notation <a> means that if the decimal part of a is lesser than 0.5, 
then <a>=0; otherwise <a>=1.  

Among the generating n descendants, we select one (or several) which have the 
maximal adaptive value as the descendants after crossover. Above interlace operation 
is called LHS interlace operation. 

2.4   Mutation  

Select chromosome A and random integer 1≤i≤l, chromosome A=(a1,a2,al) changes 

into B=(a1,a2,…,ai-1,bi,ai+1,…,al), where bi= i
a . 

2.5   Chromosomes Concentration and Expectations of Survival Probability  

Methods of computing similarities and concentrations of antibodies are numerous in 
Immune Algorithm, such as based on entropy of information, Euclidean distance and 
binary Hamming distance. But the methods based on entropy of information can’t 
reflect faithfully the similarities and concentrations between binary-code antibodies. 
For discontinuous functions and functions with large range of variations, these meth-
ods also can’t define truly the similarities and concentrations between antibodies and 
they  are slow in running[11]. In addition, bioinformatics tells us that different gene 
digits have different fuctions. For example, vertices with different degrees have differ-
ent weights in corresponding digits. According to the characteristics of MCP binary 
coding, we endow with different weight for different gene digits, use weighted Ham-
ming distance to computer the similarities of chromosomes and determine deeply 
chromosomes concentrations and expectation of survival probability. 

Suppose the length of each chromosome in binary-coded population with size N  is l . 
 

Definition 1 (weighted Hamming Distance). Let chromosomes A1=( 1
1a , 1

2a ,…, 1
la ) 

and A2=( 2
1a , 2

2a ,…, 2
la ), where k

ia ∈{0,1}, then define weighted Hamming Distance  
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between A1 and A2 as: 1 2
1 2

1

( , )
l

k k k
k

H A A w a a
=

= −∑ , where kw  is the weight of k-th gene. 

It is the percentage of the vertex degree in the sum of all vertex degree in this paper. 
 

Definition 2(similarities between chromosomes). Suppose g1 and g2 are the fitness 
values of two chromosomes A1 and A2 respectively, for given constants r>0 and m>0, if 

1 2( , )H A A r<  and 1 2g g m− < , the A1 and A2 are called similitude. 
 

Definition 3(chromosomes concentration). The number ni of chromosomes similar to 
chromosomes Ai (or Ai itself) in population is called the concentration of Ai. 
 

Definition 4(expectation of survival probability). Expectations of survival probability 

of chromosome Ai is defined as:
1

/( )
N

i i i i
i

p g n g
=

= ∑ . 

By definition 4, we know that expectation of survival probability is proportional to 
fitness value and is directly proportional to concentration, this insures either conver-
gence rate of the algorithm or variety of chromosomes. 

3   An Immune Genetic Algorithm Based on Latin Hypercube 
Sampling, LIGA  

3.1   Repair 

Use selection, crossover and mutation on chromosomes, search solution space. The 
generating solutions after these actions are not always the feasible solutions. So we 
design the correcting algorithm, just as follows: 

 

Step 1. Judge the legality of the chromosomes, legal then stop, and output the chro-
mosomes, if not, go to step 2. 

Step 2. Traverse the chromosomes based on adjacency matrix, find out the adja-
cency matrix of corresponding subgraph. 

Step 3. Delete the vertices with minimal degrees in the subgraph, go to step 1. 

3.2   An Immune Genetic Algorithm Based on Latin Hypercube Sampling, LIGA 

Give cross probability pc and mutation probability pm, and then LIGA is: 
 

Step 1. Use weighted Hamming distance to compute the chromosomes concentra-
tion, expectation of survival probability and fitness value, and then make clonal selec-
tion based on expectations of survival probability. 

Step 2. Select two chromosomes under roulette use probability pc to do interlace 
operations based on Latin Hypercube Sampling. 

Step 3.  Use probability pm to do mutation operation. 
Step 4 . Do correcting operation to the generating chromosomes. 
Step 5.  Put the gained chromosomes into chromosome pool, compute fitness value 

and concentration of each chromosome. Suppose the capacity of the pool is fixed, 
when the number of the chromosomes exceeds the capacity, delete those chromosomes 
which have small fitness value and large concentrations. 
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Step 6. Proceed above operations to T-th generation (T is a given constant), during 
the process. Make a note of the chromosomes that have the largest fitness value, they 
are the expected chromosomes, and then decode them to get optimum solution. 

4   Solving Maximal Clique Problem Using LIGA 

To prove the efficiency of the LIGA, we use SGA, GGA and LIGA respectively un-
der the same condition, and adopt MATALB 7.0 computing plat from to emulate the 
standard examples provided by DIMACSPP [11]. Compare with paper [1] as follows: 

Table 1. Experimental result of GA, GGA and LIGA 

Problem DLS-MC QUA-LEX Alg 
Bes
t 

Ave σ Tave Sr 

SGA 12 11.75 0.44 2.03 75 

GGA 12 11.93 0.26 0.92 93 c-fat 200-1 12 12 

LIGA 12 12 0 1.54 100 

SGA 24 21.78 1.22 3.39 9 

GGA 24 23.64 1.04 3.39 27 c-fat 200-2 24 24 

LIGA 24 24 0 1.64 100 

SGA 56 54.63 2.09 5.78 6 

GGA 58 57.4 0.82 5.02 58 c-fat 200-5 58 58 

LIGA 58 58 0 1.43 100 

SGA 14 13.34 0.61 42.52 41 

GGA 14 13.48 0.54 43.02 50 c-fat  500-1 14 14 

LIGA 14 14 0 32.29 100 

SGA 121 105.55 7.76 67.64 1 

GGA 100 89.00 3.01 60.65 1 c-fat 500-10 126 126 

LIGA 126 126 0 35.74 100 

SGA 26 22.90 1.37 45.90 3 

GGA 26 24.22 1.24 46.23 18 c-fat  500-2 26 26 

LIGA 26 26 0 35.74 100 

SGA 64 53.51 5.08 51.64 1 

GGA 64 60.56 2.70 52.44 9 c-fat  500-5 64 64 

LIGA 64 63.82 0.38 36.98 82 

SGA 32 31.40 0.52 
1019.
9 

28 

GGA 33 32.00 0.47 1038.8 31 Hamming 10-4 40 36 

LIGA 40 40 0 979.33 100 
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Table 1. (Continued) 

SGA 508 502.4 1.50 
1852.
5 

68 

GGA 510 506.3 1.38 1550.2 82 Hamming 10-2 512 512 

LIGA 512 512 0 1209.8 100 

SGA 32 32 0 1.89 100 

GGA 32 32 0 1.71 100 Hamming 6-2 32 32 

LIGA 32 32 0 1.24 100 

SGA 4 4 0 0.27 100 

GGA 4 4 0 0.27 100 Hamming 6-4 4 4 

LIGA 4 4 0 0.25 100 

SGA 123 108.14 9.52 21.48 2 

GGA 104 95.08 3.94 27.14 1 Hamming 8-2 128 128 

LIGA 128 128 0 20.79 100 

SGA 16 15.08 0.64 3.67 25 

GGA 16 15.50 0.56 4.01 53 Hamming 8-4 16 16 

LIGA 16 16 0 3.36 100 

SGA 8 8 0 0.67 100 

GGA 8 8 0 0.71 100 Johnson 16-2-4 8 8 

LIGA 8 8 0 0.67 100 

SGA 16 15.51 0.50 45.68 51 

GGA 16 15.89 0.20 46.18 96 Johnson 32-2-4 16 16 

LIGA 16 16 0 39.65 100 

SGA 4 4 0 0.13 100 

GGA 4 4 0 0.13 100 Johnson 8-2-4 4 4 

LIGA 4 4 0 0.12 100 

SGA 14 13.99 0.1 1.69 99 

GGA 14 14 0 1.29 100 Johnson 8-4-4 14 14 

LIGA 14 14 0 0.29 100 

SGA 11 9.96 0.45 3.04 1 

GGA 11 10.04 0.47 3.12 2 Keller4 11 11 

LIGA 12 11.97 0.17 2.92 97 

 
To avoid randomicity of GA, we compute 100 times on the same machine to each 

standard example, and note the following results: ① the best solution gained by 100 
times operations (denoted by Best ); ② the average value and standard deviation of  
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the gained solutions ( denoted by Ave and σ); ③ the average spending time on finding 
the best solution ( denoted by Tave ); ④ success rate with finding out the best solu-
tions ( denoted by sr). 

Above table shows that the solutions gained by LIGA is not inferior to [1], and 
LIGA can seek out completely the best solutions to complex Hamming 10-2 and 
Hamming 10-4. Furthermore, to “Keller 4”, LIGA gained the solutions superior to 
[1]; SGA and GGA can only get the solutions partly. Moreover, LIGA is superior to 
SGA and GGA on Ave, and so to search capability, convergence rate, etc. 

5   Conclusions  

As we know, the interlace operations of any GA is to find out a descendant with 
higher fitness in its family. Existing operations can only ensure the gained descen-
dants which can be contained in the family above, but their search capability is defi-
cient. The descendants which gained through a good-point method can represent the 
behaviors of their families, but the stationing of good-point set has directivity. When 
the number n  is selected, elements in the set are determined, and this influences the 
global search capability of the method. However, LHS crossover can overcome the 
deficiency and the gained samples have random distribution. So it can take all grids. 
This makes the generating solutions represent the properties of solution space. In 
addition, combined immunologic mechanism with artificial immune system, we 
introduce chromosomes concentration and expectations of survival probability. 
Meanwhile using clonal selection to chromosomes can avoid the deficiency of GA 
keeping population diversity and give attention to local and global search capabilities 
of the algorithm.  
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Abstract. The sales manager selection is very important for human resource 
planning of enterprises because it directly affects their service quality. That is to 
say, an appropriate sales manager is able to improve communication and pro-
vide necessary services for customers. Thus, sale ability of an enterprise will be 
increased by appropriate sales managers. To select appropriate sales managers 
easily and quickly, we utilize a fuzzy multi-criteria decision-making(FMCDM) 
method called fuzzy TOPSIS to solve the selection problem in enterprises. 
Fuzzy TOPSIS is an extension of TOPSIS under fuzzy environment, and TOP-
SIS is one of famous multi-criteria decision-making(MCDM) methods under 
certain environment. By fuzzy TOPSIS, an optimal sales manager is easily 
found from lots of candidates. Besides, selection criteria of the FMCDM 
method will be also evaluation standards of sales managers’ ability after worked 
in the enterprise. 

1   Introduction 

In enterprises, one of critical decision-making issues is to select sales managers for 
improving service quality of themselves. Since the selection practically takes varied 
factors[1-4,6,9,11-27] being evaluation criteria into consideration, such as communi-
cation skill, determination, energy, patience and professionalism, etc, the selection 
problem belongs to multi-criteria decision-making (MCDM) ones[1-4,6,9,11-27]. 
Generally, MCDM problems are modeled as follows: 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

mnmm

n

n

GGG

GGG

GGG

G

21

22221

11211

 and  [ ]nWWWW ,...,, 21= , where ijG  is the performance 

rating of ith  alternative on jth  criterion, and jW  is the weight of jth  criterion. 
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Commonly, the MCDM problems are classified into classical MCDM ones[9,13,16] 
and fuzzy multi-criteria decision-making (FMCDM) ones[1-4,6,11,12,14,15,17-27]. In 
the classical MCDM problems, evaluation ratings and criteria weights are expressed by 
crisp numbers. On the other hand, evaluation ratings and criteria weights estimated on 
imprecision, subjectivity or vagueness belong to the FMCDM problems. The ratings 
and weights are often presented by linguistic terms[7,10] and transformed into fuzzy 
numbers[28-30]. For instance, the evaluation ratings are assessed by linguistic terms: 
very poor(VP), poor(P), medium poor(MP), fair(F), medium good (MG), good(G) and 
very good(VG), and the criteria weights are evaluated by linguistic terms: very low 
(VL), low(L), medium(M), high(H) and very high(VH). Obviously, the selection prob-
lem of sales managers is one of FMCDM problems. 

Some past researchers extended MCDM methods under fuzzy environment to solve 
FMCDM problems, such as Chen, Liang, Raj and Kumar[4,20,22]. Chen[4] extended 
TOPSIS[13], being one of famous MCDM methods, into a FMCDM one. Liang, Raj 
and Kumar[20,22] utilized maximizing and minimizing sets[5] to rank a set of ap-
proximate trapezoidal fuzzy numbers in FMCDM. Practically, there were some draw-
backs in their works. To avoid above limitations, we use fuzzy TOPSIS[27] to select 
sales managers in enterprises. 

2   Mathematical Preliminaries 

In this section, we review basic notions of fuzzy sets[28-30]. 
 

Definition 2.1. Let U  be a universe set. A fuzzy set A  of U  is defined as a membership 

function ]1,0[)( →xAμ , where )(xAμ , Ux ∈∀ , indicates the degree of x  in A . 
 

Definition 2.2. The cut−α  of a fuzzy set A  is a crisp set })({ αμα ≥= xxA A . 
 

Definition 2.3. The support of a fuzzy set A  is a crisp set }0)({)( >= xxASupp Aμ . 
 

Definition 2.4. A fuzzy subset A  of U  is normal iff 1)(sup =∈ xAUx μ . 

Definition 2.5. A fuzzy subset A  of U  is convex iff 

))()(())1(( yxyx AAA μμλλμ ∧≥−+ , Uyx ∈∀ , , ]1,0[∈∀λ , where ∧  de-

notes the minimum operator. 
 

Definition 2.6. A fuzzy set A  is a fuzzy number iff A  is both normal and convex on U . 

Definition 2.7. A triangular fuzzy number X  is displayed by a triplet ),,( cba  and 

the membership function[28-30] is defined as 

⎪
⎪
⎩

⎪
⎪
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≤<−−
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<≤−−

=
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,,1
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bxaabax

xXμ
 

Definition 2.8. Let ),,( 1111 cbaX =  and ),,( 2222 cbaX =  be two triangular fuzzy 

numbers. The addition ⊕  of the two fuzzy numbers by extension principle is 

1X ⊕ 2X = ),,( 111 cba ⊕ ),,( 222 cba =(
212121 ,, ccbbaa +++ ). 
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Definition 2.9. The multiplication ⊗  of 1X  and a real number t  is defined as 

t ⊗ 1X = t ⊗ ),,( 111 cba =( 111 ,, tctbta ). 

Definition 2.10. Let },...,,{ 21 nXXXS =  indicate a set consisting of n  triangular 

fuzzy numbers, where jX = ),,( jjj cba S∈ , nj ,...,2,1= . Then normalized fuzzy 

number jX
~

 of jX  is defined as follows: 
 

(i) 
jX

~ =
jX  as S  is the set consisting of linguistic[7,10], ordinal or qualitative ratings 

which are expressed by fuzzy numbers in the interval of [0,1];  

(ii) 
jX

~ = ),,(
jjj a

a

b

a

c

a −−−
 as S  is the set composed of cost ratings; 

(iii) 
jX

~ = ),,( +++ c

c

c

b

c

a jjj  as S  is the set consisting of benefit ratings; 

where −a = }{min1 jnj a≤≤  and +c = }{max1 jnj c≤≤ . 
 

Definition 2.11. Let  indicate a binary relation between triangular fuzzy numbers. 

Assume ),,( 1111 cbaX =  and ),,( 2222 cbaX =  to be two triangular fuzzy numbers. 

Then 1X  2X  iff 21 aa ≥ , 21 bb ≥ , 21 cc ≥ . 
 

Lemma 2.1.  is a partial ordering relation[8,27] between triangular fuzzy numbers. 
 

Definition 2.12. Let MIN  and MAX [27] be two operators in a set of triangular 

fuzzy numbers },...,,{ 21 nXXX , where jX = ),,( jjj cba , nj ,...,2,1= . Define 

),,(}{},...,,{ 121
−−−−

≤≤ === cbaXXMINXXXMIN jnjn
, 

),,(}{},...,,{ 121
++++

≤≤ === cbaXXMAXXXXMAX jnjn
, 

where }{min1 jnj aa ≤≤
− = , }{min1 jnj bb ≤≤

− = , }{min1 jnj cc ≤≤
− = , }{max1 jnj aa ≤≤

+ = , 

}{max1 jnj bb ≤≤
+ =  and }{max1 jnj cc ≤≤

+ = . 

 

Lemma 2.2. tX }{1 jnj XMIN ≤≤  and }{1 jnj XMAX ≤≤  tX , where nt ,...,2,1= . 

 
Definition 2.13. Let ),,( 1111 cbaX =  and ),,( 2222 cbaX =  be two triangular fuzzy 

numbers. The distance measure function[4] of the two fuzzy numbers is defined as  

])()()[(
3
1

),( 2
21

2
21

2
2121 ccbbaaXXd −+−+−= . 
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3   The Fuzzy TOPSIS Method 

In this paper, the fuzzy TOPSIS method proposed by Wang et al.[27] is used to solve 
a selection problem of sales managers in enterprises. In this problem, 

mAAA ,...,, 21
 are 

candidates(feasible alternatives) assessed by experts hEEE ,...,, 21  based on criteria 

nCCC ,...,, 21
. Let ),,( ijkijkijkijk rqpG =  be the performance rating given by kE  to iA  on 

jC , where mi ,...,2,1= ; nj ,...,2,1= ; hk ,...,2,1= . Additionally, 

ijG = ),,( ijijij rqp  presents the performance rating of iA  on jC , where mi ,...,2,1= ; 

nj ,...,2,1= . Let 

),...()
1

(),,( 21 ijhijijijijijij GGG
h

rqpG ⊕⊕⊕⊗==                     (1) 

where ∑ =
= h

k ijkij p
h

p
1

1
, ∑ =

= h

k ijkij q
h

q
1

1
, ∑ =

= h

k ijkij r
h

r
1

1
, for mi ,...,2,1= ; nj ,...,2,1= . 

Then ijG
~

 is assumed to be normalized value of ijG , and the ijG
~

 will be classified 

into three situations. 
 

(i) ijG
~

= ijG  as ijG  is evaluated by linguistic, ordinal or qualitative terms, and pre-

sented by triangular fuzzy numbers in the interval of [0,1]. 

(ii) 
ijG

~ = ),,(
ij

j

ij

j

ij

j

p

p

q

p

r

p −−−
 as ijG  belongs to cost criteria, for }{min ij

i
j pp =− ,  j∀ . 

(iii) 
ijG

~ = ),,( +++
j

ij

j

ij

j

ij

r

r

r

q

r

p  as ijG  belongs to benefit criteria, for }{max ij
i

j rr =+ , j∀ .    (2) 

 

In addition, ),,( jkjkjkjk zvuW =  represents the weight of jC  evaluated by kE , where 

nj ,...,2,1= ; hk ,...,2,1= . Let jW = ),,( jjj zvu  be the weight of jC , where 

nj ,...,2,1= . Define 

)...()
1

(),,( 21 jhjjjjjj WWW
h

zvuW ⊕⊕⊕⊗== ,                        (3) 

where ∑ =
= h

k jkj u
h

u
1

1
, ∑ =

= h

k jkj v
h

v
1

1
, ∑ =

= h

k jkj z
h

z
1

1
, for nj ,...,2,1= . 

Further, group fuzzy decision matrix and related weights are constructed as similar 
as the MCDM model in section 1.  

Assume that negative extreme solution −A  and positive extreme solution +A  on 
n  criteria are obtained by MIN and MAX operations. Thus 
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,...,
~
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[ 21
−−−− = nGGGA   and                                              (4) 
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]
~

,...,
~

,
~

[ 21
++++ = nGGGA ,                                                     (5) 

where }
~

{
~

1 ijmij GMING ≤≤
− =  and }

~
{

~
1 ijmij GMAXG ≤≤

+ = . 

Let )
~

,
~

( −
jij GGd  indicate the distance from ijG

~
 to −

jG
~

, and )
~

,
~

( +
jij GGd  denote the 

distance from ijG
~

 to +
jG

~
, where nj ,...,2,1= . With )

~
,

~
( −

jij GGd , )
~

,
~

( +
jij GGd  

and jW , we assume −
iD  and +

iD  to be respectively weighted distances form alter-

native iA  to −A  and +A . Define 
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(( 222111
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~
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,
~

(( 222111
++++ ⊗⊕⊕⊗⊕⊗= ninniii GGdWGGdWGGdWD ,                (7) 

for mi ,...,2,1= . 

],[ +−
ii DD  denotes a weighted distance vector composed of distances iA  to −A  and 

+A . Then negative extreme vector }]{},{[ 11
+

≤≤
−

≤≤ imiimi DMAXDMIN  and positive 

extreme vector }]{},{[ 11
+

≤≤
−

≤≤ imiimi DMINDMAX  of ],[ +−
ii DD  can be computed. 

Let −
iA  and +

iA  respectively indicate the distances from ],[ +−
ii DD  to 

}]{},{[ 11
+

≤≤
−

≤≤ imiimi DMAXDMIN  and }]{},{[ 11
+

≤≤
−

≤≤ imiimi DMINDMAX . Define 

}){,(}){,( 11
+

≤≤
+−

≤≤
−− += imiiimiii DMAXDdDMINDdA                            (8) 

and 

}){,(}){,( 11
+

≤≤
+−

≤≤
−+ += imiiimiii DMINDdDMAXDdA ,                          (9) 

for mi ,...,2,1= . 

Finally, *
iA  is relative closeness coefficient of iA . Define 

+−

−

+
=

ii

i
i

AA

A
A* ,  for mi ,...,2,1= .                                     (10) 

Obviously, 10 * ≤≤ iA . An alternative is closer to the positive extreme solution and 

farther from the negative extreme solution as its closeness coefficient approaches 1. 

Oppositely, an alternative is closer to the negative extreme solution and farther from 

the positive extreme solution as its closeness coefficient approaches 0. Once all alter-

natives’ closeness coefficients are obtained, their ranking order is determined. 
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4   An Numerical Example for the Selection of Sales Managers 

Assume that a company desires to find a new sales manager from lots of interviewees 

for improving service quality. Four experts 1E , 2E , 3E  and 4E  are employed to  

assess the selection problem. Through initial evaluation, the experts suppose that 1A , 

2A  and 3A  to be short-listed candidates. They evaluate the three candidates(i.e. 

feasible alternatives) based on five criteria: communication skill(C1), determina-
tion(C2), energy(C3), patience(C4), and professionalism(C5). 

The following linguistic terms and corresponded fuzzy numbers are employed to 
express ratings and weights respectively shown in Table 1 and Table 2. 

 

Table 1. The linguistic terms and 
corresponded fuzzy numbers of ratings  

Table 2. The linguistic terms and 
corresponded fuzzy numbers of weights 

Linguistic terms Fuzzy numbers  Linguistic terms Fuzzy numbers 
Very poor (VP) (0, 0, 0.2)  Very low (VL) (0,0, 0.3) 
Poor (P) (0, 0.2, 0.4)  Low (L) (0, 0.3, 0.5) 
Medium poor (MP) (0.2, 0.4, 0.5)  Medium (M) (0.3, 0.5, 0.7) 
Fair (F) (0.4, 0.5, 0.6)  High (H) (0.5, 0.7, 1) 
Medium good (MG) (0.5, 0.6, 0.8)  Very high (VH) (0.7, 1, 1) 
Good (G) (0.6, 0.8, 1)    
Very good (VG) (0.8, 1, 1)    

 
Based on entries of Table 1 and Table 2, linguistic ratings and weights are em-

ployed by the experts to assess the three candidates on the five criteria. Then group 
fuzzy decision matrix computed by (1) is shown in Table 3 and average weights of 
criteria obtained by (3) are in Table 4. 

         Table 3. The group fuzzy decision matrix                          Table 4. The average weights 

 1A  
2A  3A   Weight Importance 

C1 (0.6,0.75,0.9) (0.65,0.85,1) (0.45,0.55,0.7)  W1 (0.5, 0.725, 0.925) 
C2 (0.675,0.85,0.95) (0.425,0.525,0.65) (0.75,0.95,1)  W2 (0.4, 0.6, 0.85) 

C3 
(0.475,0.575,0.7

5) 
(0.75,0.95,1) (0.525,0.65,0.85)  W3 (0.5, 0.725, 0.925) 

C4 (0.625,0.8,0.95) (0.6,0.75,0.9) (0.65,0.85,1)  W4 (0.4, 0.6, 0.85) 
C5 (0.7,0.9,1) (0.575,0.75,0.95) (0.6,0.75,0.9)  W5 (0.275, 0.5, 0.725) 

 
Through entries of Table 3, we can obtain normalized fuzzy decision matrix in the 

Table 5. Obviously, entries of Table 5 are just the same as the entries of Table 3 in the 
example. Then negative extreme solution and positive extreme solution of the three 
alternatives derived by MIN and MAX operations are shown in Table 6. 
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                Table 6. The negative and positive  
Table 5. The normalized fuzzy decision matrix      extreme solutions of alternatives 

on criteria                                        

1A 2A 3A

C1 (0.6,0.75,0.9) (0.65,0.85,1) (0.45,0.55,0.7)
C2 (0.675,0.85,0.95) (0.45,0.525,0.65) (0.75,0.95,1)

C3 (0.475,0.575,0.75) (0.75,0.95,1) (0.525,0.65,0.85)

C4 (0.625,0.8,0.95) (0.6,0.75,0.9) (0.65,0.85,1)
C5 (0.7,0.9,1) (0.575,0.75,0.95) (0.6,0.75,0.9)

                
Negative
extreme 
solution

Positive
extreme 
solution

C1 (0.45,0.55,0.7) (0.65,0.85,1)
C2 (0.45,0.525,0.65) (0.75,0.95, )

C3
(0.475,0.575, 

0.75)
(0.75,0.95,1)

C4 (0.6,0.75,0.9) (0.65,0.85,1)
C5 (0.575,0.75,0.9) (0.7, 0.9, 1)  

 
Based on entries of Table 5 and Table 6, )

~
,

~
( −GGd ij

 is derived in Table 7, for 

i =1,2,3; j =1,2,…,5. )
~

,
~

( +GGd ij
 is obtained by similar computation in Table 8, for 

i =1,2,3; j =1,2,…,5. 

Table 7. The distance from alternatives to 
the negative extreme solution on criteria 

Table 8. The distance from alternatives to 
the positive extreme solution on criteria 

 1A  
2A  3A   1A  

2A  3A  

C1 0.1848 0.2708 0 C1 0.0866 0 0.2708 
C2 0.2865 0 0.3620 C2 0.0777 0.3620 0 
C3 0 0.3048 0.0777 C3 0.3048 0 0.2332 
C4 0.0433 0 0.0866 C4 0.0433 0.0866 0 
C5 0.1267 0.0289 0.0144 C5 0 0.1164 0.1190 

 
Through entries of Table 4 and Table 7, the weighted distances from alternatives to 

the negative extreme solution computed by (6) are expressed in Table 9. Based on 
entries of Table 4 and Table 8, the weighted distances from alternatives to the positive 
extreme solution obtained by (7) are presented in Table 10. 

 
  Table 9. The weighted distances form         Table 10. The weighted distances form  
   alternatives to the negative extreme solution     alternatives o the positive extreme solution 
 

 The weighted distances  The weighted distances 
−

1D  (0.2592, 0.3952, 0.5431) +
1D  (0.2441, 0.3564, 0.4649) 

−
2D  (0.2958, 0.4318, 0.5534) +

2D  (0.2114, 0.3273, 0.4657) 
−
3D  (0.2223, 0.3327, 0.4637) +

3D  (0.2847, 0.4249, 0.5525) 
   

By MIN  and MAX  operations on entries of Table 9 and Table 10, 

}{31
−

≤≤ ii DMIN =(0.2223, 0.3327, 0.4637), 

}{31
−

≤≤ ii DMAX =(0.2958, 0.4318, 0.5534), 

}{31
+

≤≤ ii DMIN =(0.2114, 0.3273, 0.4649) 

and 
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}{31
+

≤≤ ii DMAX =(0.2847, 0.4249, 0.5525). 

Then distance from ],[ +−
ii DD  to negative extreme vector }]{},{[ 3131

+
≤≤

−
≤≤ iiii DMAXDMIN  

and distance from ],[ +−
ii DD  to positive extreme vector }]{},{[ 3131

+
≤≤

−
≤≤ iiii DMINDMAX  

respectively derived by (8) and (9) are displayed in Table 11 and Table 12, for 
3,2,1=i . 

Table 11. The distance values from weighted vectors to negative extreme vector 

 The distance values 
−

1A 0.1305 
−
2A 0.1745 
−
3A 0 

Table 12. The distance values from weighted vectors to positive extreme vector 

 The distance values 
+

1A 0.0557 
+
2A 0.0004 
+
3A 0.1747 

Finally, relative closeness coefficient of iA  obtained by (10) is shown in Table 13, 

for 3,2,1=i . 

Table 13. The relative closeness coefficients 

 The closeness coefficients 

1A  0.7009 

2A  0.9976 

3A  0 
 

The integrated indices can be represented by the above closeness coefficients, i.e. 

1A : 0.7009, 2A : 0.9976 and 3A : 0. The rank order based on the indices will be 

2A > 1A > 3A . Thus 2A  is the best sales manager. 

5   Conclusions 

In this paper, we utilize a FMCDM method called fuzzy TOPSIS to select sales man-
agers in enterprises. The FMCDM method enables experts to evaluate candidates by 
linguistic terms, hence vagueness messages will be encompassed in the selection 
problem of sales managers. In addition, the FMCDM method provides extreme values 
by MAX and MIN operators on distinct criteria beside the integrated indices, so the 
experts can evaluate candidates on different perspectives they desired. 
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Abstract. The impact of the random sequence on Genetic Algorithms (GAs) is 
rarely discussed in the community so far. The requirements of GAs for Pseudo 
Random Number Generators (PRNGs) are analyzed, and a series of numerical 
experiments of Genetic Algorithm and Direct Search Toolbox computing three 
different kinds of typical test functions are conducted.An estimate of solution 
accuracy for each test function is included when six standard PRNGs on MAT-
LAB are applied respectively. A ranking is attempted based on the estimated 
solution absolute/relative error. It concludes that the effect of PRNGs on GAs 
varies with the test function; that generally speaking, modern PRNGs outper-
form traditional ones, and that the seed also has a deep impact on GAs. The re-
search results will be beneficial to stipulate proper principle of PRNGs selection 
criteria for GAs.  

Keywords: GAs, PRNGs, stochastic methods, accuracy. 

1   Introduction 

Genetic algorithms (GAs) are categorized as stochastic methods and global search 
heuristics, and used in computing to find approximate solutions to optimization and 
search problems.  GAs use techniques inspired by evolutionary biology such as in-
heritance, selection, crossover, and mutation. The four components that are nonde-
terministic and use randomization in GAs are initialization, reproduction, crossover, 
and mutation. That is, Pseudo Random Number Generators (PRNGs) have great im-
pact on GAs. 

So far, tremendous studies have been conducted on the following basic and critical 
problems in both theoretical and application domains, such as code representation, 
fitness function, genetic operators, controlling parameters selection, convergence 
analysis, parallel computing with GAs, and many fruitful results have been achieved. 
At the same time, while statisticians are generally aware of potential problems with 
PRNGs, the GAs community often is not. As a result, the impact of the random  
sequence on genetic algorithms has not gained enough attention and is rarely  
researched. 
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The scope of this paper will be to highlight the effect of PRNGs on the outcome of 
Genetic Algorithm and Direct Search Toolbox. Six PRNGs provided on MATLAB 
will be substituted as the parent population. A comparison of the solution accuracy of 
the test functions is conducted. An estimate of accuracy is included for each test func-
tion. A ranking of the PRNGs is attempted based on the estimated solution abso-
lute/relative error.  

The rest of this paper is organized as follows: Section 2 analyzes the requirements 
of GAs for PRNGs in brief. In Section 3, six standard PRNGs on MATLAB are 
given. In Section 4, a series of numerical experiments are conducted and the impact of 
PRNGs on GAs is analyzed. The conclusion appears in Section 5. 

2   Requirements of GAs for PRNGs 

2.1   The Building Block Hypothesis 

Genetic algorithms are relatively simple to implement. The theoretical underpinning 
is the building block hypothesis (BBH), which consists of [1]: 
 

(1) A description of an abstract adaptive mechanism that performs adaptation by 
identifying and recombining "building blocks", i.e. low order, low defining-length 
schemata with above average fitness.  

(2) A hypothesis that a genetic algorithm performs adaptation by implicitly and ef-
ficiently implementing this abstract adaptive mechanism.  

 

Reference [2] describes the abstract adaptive mechanism as follows: 
 

(1) Short, low order, and highly fit schemata are sampled, recombined [crossed 
over], and resampled to form strings of potentially higher fitness. In a way, by work-
ing with these particular schemata [the building blocks], we have reduced the com-
plexity of our problem; instead of building high-performance strings by trying every 
conceivable combination, we construct better and better strings from the best partial 
solutions of past samplings.  

(2) Just as a child creates magnificent fortresses through the arrangement of simple 
blocks of wood [building blocks], so does a genetic algorithm seek near optimal per-
formance through the juxtaposition of short, low-order, high-performance schemata, 
or building blocks. 

2.2   Requirements of GAs for PRNGs 

A reliable PRNG is a basic and essential ingredient for any stochastic methods. As 
also, the Building Block Hypothesis depends highly on the quality of uniform random 
sequences used for producing initial population, and using the genetic operators. To 
achieve good figure of merit [3] [4], the pseudo random sequence should possess the 
following features: 

 

(1) Independence. A good deal of research has gone into pseudo-random number 
theory, and modern algorithms for generating pseudo-random numbers are so good that 
each number drawn must be statistically independent of the others. 
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(2) Uniform distribution. Every random number is one that is drawn from a set of 
possible values, each of which is equally probable. A sequence of real-valued random 
variables, 0u , 1u , ,2u , are i.i.d. U(0, 1) if and only if for all integers i  ≥ 0 and n  > 0, 

the vector niu , = ( 1+iu , 2+iu , ⋯, niu + ) is uniformly distributed over the n-dimensional 

unit hypercube (0, 1)n. Of course, this cannot hold for PRNGs because any vector of 
n  successive values produced by the generator must belong to 

( ){ }Ssuu nn ∈=Ψ − 010 :,,  . (1) 

which is the finite set of all vectors of n  successive output values that can be pro-
duced, from all possible initial states [5]. 

(3) Long period. PRNGs are typically periodic, which means the sequence will 
eventually repeat itself. While periodicity is hardly ever a desirable characteristic, 
modern PRNGs have periods that are so long that they can be ignored for most practi-
cal purposes. 

(4) Multiple stream and substream support. In the circumstance of parallel comput-
ing with GAs, besides the huge period, the PRNGs should support multiple streams 
and substream [6]. 

3   Standard PRNGs on MATLAB 

Genetic Algorithm and Direct Search Toolbox software in MATLAB v7.7.0.471 
(R2008b) extends the optimization capabilities in MATLAB and Optimization Tool-
box (GAOT) products, and is the handy and powerful tool for GAs, simulated anneal-
ing, and direct search. The available generator algorithms and their properties are 
given in the following table (Table 1). 

Table 1. The standard PRNGs on common MATLAB  

No. Keyword Generator Multiple Streams
and Substream

Support

Approximate
Period In Full

Precision
1 mt19937ar Mersenne twister NO 219936-1
2 mcg16807 Multiplicative congruential generator NO 231-2

3 mlfg6331_64
Multiplicative lagged Fibonacci

generator
YES 2124

4 mrg32k3a Combined multiple recursive generator YES 2127

5 shr3cong
Shift-register generator summed with

linear congruential generator
NO 264

6 swb2712 Modified subtract with borrow
generator

NO 21492

 
In the following chapter, the impact of different PRNGs on GAs will be tested. 

4   Impact of Random Sequences on GAs 

To evaluate the test problems (many of which are violently fluctuating, i.e., contain-
ing many local minima), several numerical experiments are performed and some 
results are presented to analyze the impact of PRNGs on GAs. 
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4.1   Test Functions 

Since the usefulness of a particular generator depends on its usage, without loss of 
generality, the following several different kinds of test functions are employed 
throughout the paper. They are among the most frequently used functions to test per-
formance of mathematical optimization algorithms. 

Test function 1: A unimodal one variable problem.  Using a test problem obtained from 
the GAs playground [7] (short for TF1), the goal is to find x′  in the closed interval 
from -3 to 3 that minimizes 

60561512)( 234 −++−= xxxxxf  . (2) 

The known solution is found at 8702.0−=′x resulting in a function value of 
lfva ′ = -88.891568.  

Test function 2: A multimodal one variable problem with one global minimum.  Using a 
test problem provided by Goldberg [2] (short for TF2), the goal is to find x′  in the 
closed interval from -2 to 1 that minimizes 

)10sin(0.1)( xxxf π−−=  . (3) 

 

The known solution is found at 8508.1−=′x resulting in a function value of 
lfva ′ = -2.850227. Note that there are many local minima. 

Test function 3: A multimodal two variable problem with one global minimum. Using the 
Rosenbrock function [8] (short for TF3), which is defined by 

( )222
1001(),( ) xyyxf x −+−=  . (4) 

It has a global minimum at )1,1(),( =′′ yx where lfva ′ = 0),( =′′ yxf . A different 

coefficient of the second term is sometimes given, but this does not affect the position 
of the global minimum. It is a non-convex function and the global minimum is inside 
a long, narrow, parabolic shaped flat valley. It is also known as Rosenbrock's valley 
or Rosenbrock's banana function. To find the valley is trivial, however to converge to 
the global minimum is difficult. 

4.2   Stopping Criteria and Tolerance 

In all the computations, the stopping criteria options are maintained as default values 
in Genetic Algorithm and Direct Search Toolbox software, except that the option 
'TolFun' is set to1.0000e-20. 

4.3   Some Results 

Following are the results using the six different PRNGs as the parent population with 
different seeds for TF1, TF2 and TF3. 
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The Influence of PRNGs Algorithms. When these PRNGs are all seeded to 1, the search 
results for TF1, TF2 and TF3 are listed in Table 2, Table 3, Table 4, respectively: 

Table 2. Search results for TF1 (seed=1)  

PRNGs x fval Relative Error (%) Ranking 
mt19937ar -0.870205 -88.891568 0.000575 2 
mcg16807 -0.870116 -88.891568 0.009653 6 

mlfg6331_64 -0.870201 -88.891568 0.000115 1 
mrg32k3a -0.870180 -88.891568 0.002298 3 
shr3cong -0.870177 -88.891568 0.002643 4 
swb2712 -0.870169 -88.891568 0.003562 5 

 
As the function values are all almost the same, the relative error is computed 

by ( ) 100/ ×′′− xxx , and the performances of PRNGs are based on the ranked com-

parison of relative error. 
It is clear from the table that the global minimum was found in all cases. Further, the 

relative error is less than 0.01% in all cases. Based on the relative error, the ranking of 
the generators is: mlfg6331_64, mt19937ar, mrg32k3a, shr3cong, swb2712, and 
mcg16807. 

Table 3. Search results for TF2 (seed=1)  

PRNGs x fval Relative Error (%) Ranking 
mt19937ar -1.650601 -2.650307 7.014178 3 
mcg16807 0.851167 -1.850595 35.07201 4 

mlfg6331_64 -1.850591 -2.850272 0.001579 1 
mrg32k3a -1.850527 -2.850273 0.001614 2 
shr3cong 0.851161 -1.850595 35.07201 5 
swb2712 0.851241 -1.850594 35.07205 6 

 
Here, the relative error is computed by ( ) 100/ ×′′− lfvalfvafval , and the perform-

ances of PRNGs are based on the ranked comparison of relative error. 
It is clear from the table that the global minimum was only successfully found by 

the generators, mlfg6331_64 and mrg32k3a. Further, the relative error is less than 
0.005% in these two cases. However, the generator, mt19937ar, found second mini-
mum, and the other PRNGs are lost in local minima. Thus, the ranking of the genera-
tors is: mlfg6331_64, mrg32k3a, mt19937ar, mcg16807, shr3cong, and swb2712. 

Table 4. Search results for TF3 (seed=1)  

PRNGs x y fval Absolute Error Ranking 
mt19937ar 0.9503 0.9045 0.0027 0.0027 1 
mcg16807 1.2091 1.4695 0.0495 0.0495 4 

mlfg6331_64 0.9652 0.9203 0.0141 0.0141 3 
mrg32k3a 0.9297 0.8671 0.0057 0.0057 2 
shr3cong 0.7349 0.5400 0.0703 0.0703 5 
swb2712 0.6000 0.3660 0.1636 0.1636 6 



 Towards the Impact of the Random Sequence on Genetic Algorithms 157 

As the global minimum is 0, the absolute error is taken as the index for the ranking 
of PRNGs. Based on the absolute error, the ranking of the generators is: mt19937ar, 
mrg32k3a, mlfg6331_64, mcg16807, shr3cong, and swb2712. 

 

The Influence of the Seed.  When these PRNGs are all seeded to 12345, the search 
results for TF1, TF2 and TF3 are listed in Table 5, Table 6, Table 7, respectively: 

Table 5. Search results for TF1 (seed=12345)  

PRNGs x fval Relative Error (%) Ranking 
mt19937ar -0.870118 -88.891568 0.009423 6 
mcg16807 -0.870124 -88.891568 0.008734 5 

mlfg6331_64 -0.870160 -88.891568 0.004597 2 
mrg32k3a -0.870156 -88.891567 0.005056 3 
shr3cong -0.870143 -88.891568 0.00655 4 
swb2712 -0.870171 -88.891568 0.003333 1 

 
The relative error is computed in a way similar to Table 2. It is clear from the table 

that the global minimum was found in all cases. Further, the relative error is less than 
0.01% in all cases. Based on the relative error, the ranking of the generators is: 
swb2712, mlfg6331_64, mrg32k3a, shr3cong, mcg16807, mt19937ar. 

Table 6. Search results for TF2 (seed=12345)  

PRNGs x fval Relative Error (%) Ranking 
mt19937ar 0.851179 -1.850595 35.07201 2 
mcg16807 0.851195 -1.850595 35.07201 3 

mlfg6331_64 -0.651607 -1.650777 42.08261 6 
mrg32k3a -0.851249 -1.850594 35.07205 5 
shr3cong 0.851169 -1.850595 35.07201 4 
swb2712 -1.650578 -2.650305 7.014248 1 

 
It is clear from the table that all the PRNGs fail to find the global minimum. Ac-

cording to the relative error, the ranking of the generators is: swb2712, mt19937ar, 
mcg16807, shr3cong, mrg32k3a, and mlfg6331_64. 

Table 7. Search results for TF3 (seed=12345)  

PRNGs x y fval Absolute Error Ranking 
mt19937ar 1.1261 1.2585 0.0254 0.0254 3 
mcg16807 1.2045 1.4627 0.0561 0.0561 6 

mlfg6331_64 1.0107 1.0156 0.0036 0.0036 1 
mrg32k3a 0.7769 0.5985 0.0523 0.0523 5 
shr3cong 1.1467 1.3119 0.0225 0.0225 2 
swb2712 0.8275 0.6799 0.0321 0.0321 4 

 
It is clear from the table that the global minimum was found in all cases. Based on 

the absolute error, the ranking of the generators is: mlfg6331_64, shr3cong, 
mt19937ar, swb2712, mrg32k3a, mcg16807. 
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Rankings of PRNGs.  The comparison of the rankings of the PRNGs for the three test 
functions when seeded to 1 and 12345 are given in Table 8 and Table 9 respectively. 

Table 8. Comparison of rankings for each generator based on test functions(seed=1)  

PRNGs TF1 TF2 TF3 Overall Ranking 
mt19937ar 2 3 1 2 
mcg16807 6 4 4 4 

mlfg6331_64 1 1 3 1 
mrg32k3a 3 2 2 3 
shr3cong 4 5 5 4 
swb2712 5 6 6 6 

 
Based on the average rank for the entire test functions, the generators when seeded 

to 1 are ranked overall as mlfg6331_64, mt19937ar, mrg32k3a, shr3cong and 
mcg16807 (tied), and swb2712. 

Table 9. Comparison of rankings for each generator based on test functions(seed=12345)  

PRNGs TF1 TF2 TF3 Overall Ranking 
mt19937ar 6 2 3 4 
mcg16807 5 3 6 6 

mlfg6331_64 2 6 1 2 
mrg32k3a 3 5 5 5 
shr3cong 4 4 2 3 
swb2712 1 1 4 1 

 
Based on the average rank for the entire test functions, the generators when seeded 

to 12345 are ranked overall as swb2712, mlfg6331_64, shr3cong, mt19937ar, 
mrg32k3a, and mcg16807. 

5   Conclusions 

Different PRNGs cause different levels of GAs performance (both better and worse) 
depending on the test function. However, it can be seen from Table 8 and Table 9 that 
mlfg6331_64 and the default generator on MATLAB, viz. mt19937ar has remarkable 
performances in most cases, and surely, mcg16807 are an outdated alternative. Gen-
erally speaking, modern PRNGs outperform traditional ones. 

The usefulness of GAs with a particular generator depends on the complexity of the 
test function. For a unimodal one variable problem, all GAs can successfully find the 
global minima with rather high accuracy; as for a multimodal one variable problem 
with one global minimum, some GAs with traditional PRNGs may be lost in local 
minima. 

Having said that the effect of PRNGs on GAs depends on the test function, the seed 
also has a deep impact on GAs. The PRNGs may fail to find the global minima in 
some cases. This is especially the case for swb2712, which ranks first and last when 
seeded differently. 
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The convergence of GAs is usually slower than traditional techniques, such as New-
ton-Raphson and conjugate gradient techniques (both of which are derivative based). 
This is because of the constant testing of suboptimal solutions. Further, the solution 
will only be an estimate versus an exact answer. 

In further research, quasi-random number sequences as the parent population (spe-
cifically Sobol and Niederreiter) may be used to improve the final objective function 
value and the number of generations used, and the comparison of different effect be-
tween pseudo- and quasi-random number generators will be performed later. 
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Abstract. This paper aims to rank LR-fuzzy numbers (LR-fns) by the pairwise 
comparison based method. Different from the existing methods, our method 
uses the information contained in each LR-fn to get a consistent total order. In 
detail, since an LR-fn may not be absolutely larger or smaller than another, this 
paper proposes the concept of dominant degree to quantify how much one  
LR-fn is larger and smaller than another. From the dominant degrees, we con-
struct a pairwise comparison matrix based on which a consistent ranking is got. 
Meanwhile, the ranking result is transitive and consistent, and agrees with our 
intuition. Examples and comparison with existing methods show the good per-
formance of our method. 

Keywords: fuzzy numbers; ranking; pairwise comparison; dominant degree. 

1   Introduction 

Ranking fuzzy numbers is a hot topic. It is related to some problems in the real life, 
such as risk analysis, decision making, socioeconomic systems, etc.[5,8,10]. A lot of 
ranking methods have been proposed. Most methods design some ranking indexes to 
help ranking. Wang and Kerre[4] classified the ranking indexes into three categories. 
The first two often used categories [2,3,4,9,10,11] both map each fuzzy number to a 
real number and decide the order of fuzzy numbers by the order of the corresponding 
real numbers. The difference between these two categories is whether a reference set 
is used. Although these methods can rank fuzzy numbers and get a total order, they 
may sometimes loss the information contained in fuzzy numbers. 

In order to get a total order of a set of fuzzy numbers, some scholars [7,12] pro-
posed a ranking method by pairwise comparison with a given index. But the order 
made by these methods may not satisfy transitivity. Furthermore some scholars com-
bined these pairwise comparison results by calculating how many times one fuzzy 
number is less than other ones [10]. These method seemed to map each fuzzy number 
to one integer, and a total order is got according to the order of the corresponding 
integers. However, only considering the times that one given fuzzy number is less 
than others seems to be incomplete and not discriminative enough. When two fuzzy 
numbers have the same times that less than others, then how to determine the order of 
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them? What’s more, whether a fuzzy number is less than others is decided by the 
comparing index, so these methods are subjective at some extent. In our opinion, it is 
better to consider the degrees that how much one fuzzy number is smaller and larger 
than another respectively and then get a total order by these degrees. 

For this purpose, a new pairwise comparison based ranking method is proposed in 
this paper. It first constructs a pairwise comparison matrix, and then with consistency 
considered, gives the total order. The objects to be ranked in this paper are restricted 
to LR-fns(LR-fn) only. 

The remainder of this paper is organized as follows. Section 2 introduces fuzzy 
numbers and the pairwise comparison based ranking method. Section 3 discuss the 
comparison based on the definition of dominant degrees. The details of the pairwise 
comparison based ranking method are shown in Section 4. Comparisons with exiting 
methods are given in Section 5. Section 6 concludes this paper. 

2   Preliminaries 

Definition 1. The support and kernel of a fuzzy number A are defined as  

Supp(A)={ | , ( ) 0}x x X A x∈ > and Ker(A)={ | , ( ) 1}x x X A x∈ = . 

Definition 2. The membership function of an LR-fn A is defined as  
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where a≤m≤n≤b, L and R are decreasing functions defined in [0,+∞) and satisfy 
that L(0)=R(0)=1 and L(x), R(x) ∈[0,1]. A fuzzy number A can be simply denoted as 
(a, m, n, b)LR.  L, R are called left branch and right branch respectively [1, 2, 3].  

When comparing more than two objects, if the pairwise comparisons don’t satisfy 
the transitivity, a total order may be hard to give. For example, when we talk about 
some people’s enthusiasm, we may get the judgment that “John is more enthusiastic 
than Bob and Bob is more enthusiastic than Tom. However, it seems that Tom is more 
enthusiastic than John.” How to give a total order is worthy of discussion. 

In order to give a total order, the pairwise comparison based ranking method is 
studied in [1]. It is applicable to the complex and fuzzy problems in the real life. In 
this method, a pairwise comparison matrix is first build to describe how much one is 
prior to the other, and then the ranked first element prior to the others consistently is 
given for a given threshold. The ranked second till ranked last elements are given in 
similar process. At last, the total order is got.  

3   Comparison between Two LR-fns 

The main idea of this part is not to give an index for getting a conclusion whether an 
LR-fn A is larger than another LR-fn B or not. Our purpose is to give the dominant 
degree quantifying the degree A is larger than B.  
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3.1   Dominant Degrees 

Definition 4. Suppose A, B are LR-fns, a function D: F(X)×F(X)�[0,1] is called a 
dominant degree between LR-fns, if it satisfies the following four conditions:  

 

(1) D(A,B)=1 ⇔ A>B ⇔ , ,A B A Bλ λ λ λλ + + − −∀ > > ;  

(2) D(A,B)+D(B,A)=1; (3)D(A,∅ )=1; (4)D(A,A)=0 
 

In this definition, ∅  stands for an empty set, Aλ
−  and Aλ

+  are the left and the right 

endpoints of the λ -cut of A. D(A,B) means the degree that A is larger than B, while 
D(B,A) means the degree that B is larger than A. 

According to the above definition, we present here one kind of dominant degree. It 
is based on the shapes of membership functions and the areas surrounded by them. 
Denote S(A,B) as the total areas representing that A is larger than B. Then, we have  

D(A,B)=S(A,B)/(S(A,B)+S(B,A)) 

D(B,A)=S(B,A)/(S(A,B)+S(B,A)). 

Actually, S(A,B) and S(B,A) are equivalent to the values of the Hamming distances 
(m ax( , ), )Hd A B B  and (m ax( , ), )Hd A B A  respectively in Kerre’s method[12]. 

The Geometric meaning of S(A,B) is the sum of the area which is the top right part of 
the right branch of B and covered by the membership function of A (e.g. S4 in Fig.1), 
and the area which is the top left part of the left branch of A and covered by the mem-
bership function of B (e.g. S1 in Fig.1). The Geometric meaning of S(B,A) is the sum 
of the area which is the top right part of the right branch of A and covered by the 
membership function of B (e.g. S3 in Fig.1), and the area which is the top left part of 
the left branch of B and covered by the membership function of A (e.g. S2 in Fig.1).  

 

Fig. 1. An example to illustrate the definitions of two dominant degrees 

The ideas of this kind of definition are based on the following three points. First, if 
only consider the kernels, the larger the kernel is, the larger this LR-fn is. Second, if 
only consider the right branch, the larger the value is, the larger this fuzzy number is. 
The first two points are easy to understand. Third, with the left branch only consid-
ered, if a fuzzy number has larger values, then it is more relevant to the elements 
which are smaller than the kernel in the universe set, and it means this fuzzy number 
is farther from the right-hand side of the horizontal axis, so this fuzzy number is 
smaller than the other.  
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In Fig.1, based on the last two points, it is easy to know that S1 and S4 both repre-
sent that A is larger than B. In S2, the function values that A has in part of its left 
branch and part of its right branch are larger than those that B has in its left branch. In 
this case we notice that Ker(B)>Ker(A), that is, B tends to stand for a larger number. 
So we think that S2 represents that B is larger than A. Similarly S3 also represents that 
B is larger than A. Then in Fig.1, S(A,B)=S1+S4 and S(B,A)=S2+S3, so D(A,B) and 
D(B,A) are easy to be calculated. Obviously D(A,B) and D(B,A) are relative degrees 
and the sum of them is equal to 1. 

At the end, there’s still one point to be added. When comparing two LR-fns A and 
B, we can draw the conclusion that A and B are equal iff S(A,B)=0 and S(B,A)=0. 

3.2   Rationality of the Definition of Dominant Degree 

In order to show the rationality of the definitions above, we adopt them to the cases 
when the two fuzzy numbers are degenerated as interval numbers or real numbers. 

Given two interval numbers A=[m1,n1] and B=[m2,n2], there are three situations of 
their values as shown in Fig.2.  

In Fig.2(a), A and B are non-overlapped. According to our method, S(A,B)=0 and 
S(B,A)=n2-m2+n1-m1, so D(A,B)=0 and D(B,A)=1.In Fig.2(b), A and B are overlapped. 
According to our method, S(A,B)=0 and S(B,A)=n2-n1+m2-m1, so D(A,B)=0 and 
D(B,A)=1. In Fig.2(c), A is included by B. According to our method, S(A,B)=m1-m2 
and S(B,A)=n2-n1, so D(A,B)=(m1-m2)/(n2-n1+m1-m2) and D(B,A)=1-D(A, B).  

The comparing conclusions of Fig.2(a) and (b) are the same as the theory of inter-
val number[1]. The comparing conclusion of Fig.2(c) extends the original theory 
because it not only gives the degree D(A,B) but also gives the degree D(B,A). It can 
help understand the problem more comprehensively. Suppose A and B are two real 
numbers. In our method, if A>B, D(A,B)=1 and D(B,A)=0; if A=B, S(A,B)=0 and 
S(B,A)=0, so we can also get the conclusion that A=B. 

 In a word, our definitions are adaptive to compare two interval numbers or real 
numbers, so our method is reasonable. 

A B A B

A

B

(a)                      (b)                      (c)  

Fig. 2. Cases of the values of two interval numbers 

4   Total Order of a Set of LR-fns 

In Section 3, we have given the definition of dominant degree. In this section, we will 
construct the pairwise comparison matrix by these dominant degrees and illustrate the 
pairwise comparison based ranking method to get a total order of a set of LR-fns. 

4.1   Pairwise Comparison Based Ranking Method 

In the Preliminaries, we have introduced the idea and the basic steps of the pairwise 
comparison based ranking method. As noted in that section, first we need to construct 
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a pairwise comparison matrix R. The (i, j) element in R denoted as rij is a real number 
of [0,1],satisfying rij+rji=1,where i≠j. It represents the dominance of the ith element to 
the jth element in the set of the compared objects.  

According to the definition of dominant degree in Section 3, we can give D(Ai, Aj). 
It represents the degree that how much Ai is larger than Aj and its value is in [0,1]. 
What’s more, D(Ai,Aj)+D(Aj,Ai)=1. Then it is easy to construct a pairwise comparison 
matrix based on D(Ai,Aj) and D(Aj,Ai), by taking D(Ai, Aj) as the element rij of R . 

From the pairwise comparison matrix constructed above, we can get the total order 
of these LR-fns. In order to determine the LR-fn which is ranked first, we just need to 
find out the infimum of each row with the element in the diagonal excluded in R and 
then select the largest one of these infimums. We call this process the “largest in-
fimum process”. The row index of the selected largest corresponds to the largest LR-
fn. Then delete the row and the column that respectively corresponds to the chosen 
largest LR-fn. Continue the “largest infimum process” and the “delete process” until 
the total ranking is got. We illustrate these steps in Example 1. 

 

Example 1. Given 12 trapezoidal fuzzy numbers(see Fig.3): A1=(0,2,4,9), A2= 
(1,3,6,8), A3=(4,4.5,6,7.5), A4=(5,6,6,8), A5=(3,5,6,7), A6=(2,3,3,9), A7=(1,4,6,7), 
A8=(5,6,7,10), A9=(3.5,5,7,8.5), A10=(0,3,6,8), A11=(4,7,7,8), A12=(3,6,6,9).  

 
     0      0.0909  0.0784  0.0357  0.1296    0.25       0.2          0      0.0081   0.125    0.027        0    

0.9091       0         0.1          0         0.2     0.6429     0.5          0      

R =

     0           1           0          0    

0.9216     0.9          0           0       0.875   0.9058       1           0        0.1     0.9167       0      0.1429

0.9643       1           1           0           1      0.9578       1           0       0.625        1      0.3225  0.6667

0.8704     0.8      0.125        0           0      0.8261       1           0           0      0.8333       0           0    

  0.75    0.3571  0.0942  0.0422  0.1739       0      0.3849       0      0.0092     0.5     0.0342       0    

   0.8        0.5          0           0           0      0.6151       0           0           0      0.6667      0           0    

     1           1           1           1           1           1           1           0           1           1      0.8333       1    

0.9919       1         0.9      0.375        1      0.9908       1           0          0           1      0.1667     0.5   

 0.875        0      0.0833       0      0.1667     0.5     0.3333       0           0           0           0          0    

 0.973        1           1      0.6875       1      0.9658       1      0.1667 0.8333       1           0      0.8125

     1           1      0.8571  0.3333       1           1           1           0         0.5          1      0.1875       0    
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Fig. 3. 12 LR-fns in Example 3 
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Based on our definition of dominant degree introduced in Section 3, a pairwise 
comparison matrix R is got as above. 

In order to get the fuzzy number to be ranked first, firstly implement the “largest 
infimum process”. The infimum of each row (exclude the element in the diagonal) is 
0, 0, 0, 0, 0, 0, 0, 0.8333, 0, 0, 0.1667 and 0 respectively. The largest of these infimum 
s is 0.8333 and it is on the 8th row in R, so the fuzzy number to be ranked first is A8. 
Delete the 8th row and the 8th column in R and continue the “largest infimum proc-
ess”. We see that 0.6875 is the largest infimum in this step and it is on the 11th row, 
so A11 is ranked second. Go on with these steps and we can get a total order. 

4.2   Remarks 

Example 1 shows how the pairwise comparison based method is used to give a total 
order of a set of LR-fns. Different from the methods which map each fuzzy number 
to an index of real number, our method makes fully use of the information contained 
in each fuzzy number. On the other hand, compared with the other methods for de-
termining the total order [7,10], our method proposed in this paper considers the 
degrees that how much one fuzzy number is larger and smaller than another respec-
tively. So the total order from this method is more acceptable and more consistent to 
human’s intuition.      

Further attention should be paid to the situation when there are more than one 
“largest infimum” in the “infimum-largest process”. In this case, we consider that the 
LR-fns corresponding to the rows of these largest infimums are not comparable, i.e. 
the total order of a set of LR-fns may be a partial order. This means the method pro-
posed in this paper is close to the nature of ranking fuzzy numbers and it is softer for 
solving the problems in the real life. 

In Example 1, we can get the first three numbers are A8, A11 and A4. When we 
want to choose the 4th fuzzy number, it is found that the largest “infimum” is 0.5 and 
it appears on both the 9th row and the 12th row. It means that A9 and A12 are not 
comparable. They are both smaller than A8, A11 and A4 and both larger than the re-
maining seven fuzzy numbers. We can think that A9 and A12 are in the same grade but 
they are not comparable. Go on with the ranking steps and we can find that the situa-
tion of being not comparable still appears.  

The notation ‘~’ represents the relationship that two LR-fns are not comparable. As 
stated above, we have A9~A12. When the ranking steps are finished, we can see that the 
total order of these 12 trapezoidal fuzzy numbers is  

 

A8 A11 A4 A9~A12 A3 A5 A2~A7 A6~A10 A1. 
 

Different from the “absolutely larger than” notation (‘>’), the notation ‘ ’ used 
here means consistently larger than. It is decided by the relationship of all the fuzzy 
numbers being ranked. 

From Example 1, we can see that when we use the pairwise comparison based 
ranking method proposed in this paper, we can have a consistent total order of a set of 
LR-fns. Although there may be some pairs of fuzzy numbers that are not comparable, 
we can have an overall understanding of the total order and know that which grade 
each fuzzy number is probably in. This is useful especially when there are many fuzzy 
numbers to be ranked. 
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5   Comparison 

In this section, we compare the result of our method with some existing methods. 
Considering the methods in [2], [3], [7] and [10], we have the comparisons as follows: 

Table 1.  Comparisons of Different Ranking Methods 

Wang and Lee’s method[2] A8>A11>A4>A9=A12>A3>A5>A6>A2>A7>A10>A1 

Asady’s method[3] A8 A11 A4 A9 ≈ A12 A3 A5 A2 A7 A6 A10 A1 

Gao and Wang’s method[7] A8>A4>A11>A9=A12>A3>A5>A2>A7>A6=A10>A1 

Setnes and Cross’s method A8>A11>A4>A9>A12>A3>A5>A2>A7>A6>A10>A1 

Our method A8 A11 A4 A9~A12 A3 A5 A2~A7 A6~A10 A1 

 
In Table 1, the notation ‘=’ used in [2] means identical, while the same notation 

used in [7] just means that the total possibility degree that the former fuzzy number is 
smaller than the latter one is the same as the degree that the former one is larger than 
the latter one, and it is not to represent that they are identical. The notation ‘ ’ used 
in [3] and the notation ‘>’ used in [2, 7, 10] represent that the former fuzzy number is 
larger than the latter one, and ‘ ≈ ’ used in [3] means identical. In our method, the 
notation ‘~’ is to represent the relationship that two LR-fns are not comparable and 
‘ ’ means that the former fuzzy number is larger than the latter one with considera-
tion of the relationship of all the fuzzy numbers. 

From the comparisons, we can see that the order given by our method is almost the 
same as other methods. What’s more, when comparing A2, A7, A6 and A10, our method 
concludes that the pair of A2 and A7 and the pair of A6 and A10 are not comparable. It is 
much softer when dealing with real problems and consistent to human’s intuition. 

6   Conclusions 

In this paper, we first review the methods of ranking fuzzy numbers. Some draw-
backs, such as loss of information, lack of transitivity, discrimination and consistency, 
are pointed out. This motives us to propose a better method to rank fuzzy numbers 
more objectively and consistently. 

For this propose, we give a new concept of dominant degree. The dominant degree 
quantifies the degree that one LR-fn is larger or smaller than another. From these 
dominant degrees of the ranked fuzzy numbers, a pairwise comparison matrix is con-
structed to accomplish the ranking of the given fuzzy numbers. 

There are two advantages of our proposed method proposed. First, the definition of 
the dominant degree is trying to make full use of the objective information in each 
LR-fn. Secondly, the pairwise comparison based ranking method helps to get a con-
sistent ranking. Especially when there are more than two LR-fns, the method in this 
paper is more applicable and more consistent to human’s intuition. 

The objects to be ranked in this paper are restricted to LR-fns. In the future, we can 
try to generalize this method to rank generalized fuzzy numbers. What’s more, the 
definition of the dominant degree used in this paper is based on the kernels and the 
left and the right branches of LR-fns. Other definition methods should be studied. 
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Abstract. According to the principle of theory combining with practice, pre-
liminary indicators of road safety evaluation are selected by integrating the 
characteristics of road traffic safety in China. On the basis of preliminary indi-
cators, evaluation index system of traffic safety is constructed from three re-
spects: accident rate, accident severity and the improved level of safety man-
agement. Considering the fuzziness, dependence and interaction of assessing 
indices, we applied the fuzzy method to assess traffic safety, and the evaluation 
and grading criteria for different indexes were presented. Finally, the practical 
value of the evaluation system and the evaluation model proposed in this study 
were proved by case study. Furthermore, the results of the study may provide 
reference for the traffic management departments. 

Keywords: Traffic safety, Assessment index, Fuzzy method.  

1   Introduction  

The problems with respect to public traffic safety in cities of China are increasingly 
outstanding. Although the number of accidents in China stopped to increase and began 
to fall from 2003, the number of deaths still was in a high level[1]. Therefore, road 
safety issue is still worth causing high attention for governments and related depart-
ments. Thus, it is needed to carry on systematic analysis the effectiveness of road traffic 
safety management, and develop an effective method to assess the traffic safety status. 

Traffic safety managements have received wide ranges of concerns, leading to 
considerable achievements by previous research works. There are several conventional 
such evaluation methods as the Analytic Hierarchy Process method [2], Classical Set 
Theory [3], Gray Clustering Method [1], and Neural Network method [4]. Although 
each of these methods possesses individual merits, further improvements are required 
for objectivity, comprehensiveness, and fuzziness. The interior of the road traffic safety 
system is extremely complicated, and influence factors are numerous and every factor 
is fuzzy. Fortunately, fuzzy theory can solve the problem of fuzziness in the complex 
system. Application of fuzzy theory in fields such as water quality [5], habitat suit-
ability[6], shows the reliability of this theory. 
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Considering fuzziness in traffic safety evaluation, we apply the fuzzy theory to as-
sess the traffic safety in this study. The evaluation and grading criteria for different 
indexes were presented, and the comprehensive evaluation method for traffic safety 
based on fuzzy mathematics was proposed. Finally, we take two cities as the case study, 
to assess the traffic safety status by using the model proposed here.  

2   Fuzzy Set Theory 

Zadeh (1965) introduced fuzzy sets which specify uncertainty by membership func-
tions, and have been widely used in a range of disciplines to analyze real-world phe-
nomena[5,7]. In the development of fuzzy sets theory, Zadeh successfully introduced 
fuzzy sets, fuzzy systems, fuzzy logic, linguistic variable and approximate reasoning, 
fuzzy logic and soft computing in words, and the generalized theory of uncertainty. The 
description of fuzzy theory formulas are shown in [5].  

In the fuzzy set theory, a fuzzy set is a class of objects with a continuum of grades of 
membership. Such a set is characterized by a membership characteristic or function 
which assigns to each object a grade of membership varying between zero and one. To 
define a fuzzy set; let X={x} denote a space of points, with x denoting a generic ele-
ment of X. Then a fuzzy set A in X is a set of ordered pairs of: 

[ ]{ }, ( ) ,    X,
A

X x x xμ= ∈ ( )
A

xμ is the grade of membership of x in A. Thus if ( )
A

xμ takes 
on values in space M (termed the membership space), then A is essentially a function 
from A to M. The function :A X Mμ → which defines A is called the membership 

function of A. For simplicity, M is the interval [0, 1], with grades 0 and 1, respectively 
representing non-membership and full-membership in a fuzzy set. 

3   Fuzzy Comprehensive Evaluation Model for Traffic Safety 

3.1   Description Of Fuzzy Comprehensive Assessment Method 

The method presented in this study is a combination of a fuzzy comprehensive 
evaluation method and the Analytic Hierarchy Process (AHP). This method is capable 
of providing an integrated suitability index. The following gives a description about the 
assessment model based on a fuzzy comprehensive evaluation method.  

Assuming that the affecting factors for traffic safety assessment are A1, A2, 
A3,…,An and the importance of every index is divided into m degrees. Their weights 

are 
1 2
, ,

n
a a a… , noted by 

1 2 n
,A aα α=（ ， ， ）the membership matrix of index, can be 

expressed by equation(1)[8]: 
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The comprehensive assessment result can be expressed by equation (2): 

{ }
1 2 n

b ,b , ,bC A R= =  (2) 

When there are many indexes, the number of factors in A will be more and the 
weights of factors classified will be finer. This leads to a too little comprehensive as-
sessment value. With more factors, this problem will become more obvious. So the 
affecting factors can be divided into several levels according to their parallel or re-
sult-reason relationship to construct a multi-level comprehensive assessment model. 
These steps are explained as follows: 

(a) The factor set U is first divided into subsets 
1 2
, , ,

S
U U U  (where 

s

i

i 1

U U
=

=∑  ). 

And then let { }
i

k k2 k3 kn
U u ,u , , u  ( k 1 2 , s)= ＝ ，，  

(where
s

k

k 1

n n∑
＝

＝ ), n is the number of affecting factors. 

(b) For every
k

U , it can be assessed by the first-level model 

For assessment sector { }1 2 mV v ,v , , v= , the weight 1 1 1 1 1

k 1 2 3 n
A α α α α=（ ， ， ， ， ） 

(where
k

n

km k

i l

1,   m 1,2, , nα
=

= =∑ ), the assessment matrix of single factor R, the as-

sessment value by the first-level model can be expressed by equation (3) 

( )1 1 1 1 1

k k k k1 kn
R b , , b   ,C A= = k 1,2, ,S=  (3) 

(c) Then each subset 
k

U  can be deemed as a new factor, its single factor assessment 

can be expressed by equation (4) 
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where 
k

U  is single factor assessment matrix of { }
1 2 s

U u u , u= , , ; 1

k
C  is single factor 

assessment 
k

U , as a part of U, can reflect some properties of U. Then its weight can be 

determined according to its importance, that is ( )2 2 2 2

1 2 s
, , ,

k
A α α α= . 

For second-level comprehensive assessment: 2 2 2C R
k k k

A= . 

According to the reality, the multi-time comprehensive assessment can be finished 
through many times, cycle. The last comprehensive assessment will be C A R= . 
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(d) According to the eigenvalue h= (1, 2, …，m), Traffic Safety (TS) value can be 
expressed by the equation (5) 

TS= T( ) CH u h=  (5) 

3.2   Assessment Index System for Traffic Safety 

Establishment of a reasonable evaluation index system is the basis of road traffic safety 
evaluation model. The evaluation index system should be followed in scientificalness, 
comparability, and operability etc. On the basis of comprehensive analysis on the role 
of road traffic safety management facilities in road traffic safety management, and 
extensively consultation of the expert advices, a evaluation system with single goal 
layer, 3 rule layers, and 9 defined indexes is developed based on the results of present 
research. Table 1 shows the traffic safety evaluation index system. 

The weights of indexes shown in Table 1 are determined by analytic hierarchy 
process (AHP) [9], which has been widely used to process weight.  

For Traffic Safety comprehensive evaluation : (0.41, 0.36,0.23)A = ; 

For Accident rate: ( )1

1
0.67, 0.33A = ; 

For Accident severity: ( )1

2
0.71,  0.29A = ; 

For The improved level of safety management: ( )1

3
0.19,  0.27,  0.29,  0.12,  0.13A = . 

Table 1. Evaluation index system of traffic safety 

3.3   Degree Classification of Index and Membership Function 

According to the characteristics of traffic safety, based on the domestic and foreign 
study results [1-4], the inter-zone of factors which belong to certain degree are listed in 
Table 2. The degree of affecting factors belong to certain class is determined through  
 

Objective layer Rule layer Index layer 
Accidents per 10 thousand vehicles(A11) Accident rate (A1) Beginners’s accidents( A12) 
Deaths per 10 thousand vehicles (A21) Accident severity(A2) Rate of hurt with death (A22) 

Safety investment rate (A31) 
Treatment rate of places with more accidents 

(A32) 
Solving rate of accidents escape (A33) 

Treatment rate with simple procedure (A34) 

Traffic safety 

The improved level of 
safety management 

(A3) 

The death rate of decline (A35) 



172 Z. Zhao, B. Fu, and N. Zhang 

fuzzy theory. The triangle function is selected as membership function. As sketched in 
Fig. 1, when the membership degree is 1, it means that one factor completely belongs to  
one evaluation grade. The membership degree 0 means that one factor does not belong 
to one evaluation grade. The membership degree, in [0, 1], means that it is partially 
belonging to one evaluation grade. 

Table 2. Degree classification of Traffic safety evaluation indexes 

Index Very high High medium Low Very low 
Accidents per 10 thousand 

vehicles(A11) 
< 80  80-120 120-160 160-200  > 200  

Aeginners’s accidents( A12) < 30  30-35  35-40  40-45 > 45  
Deaths per 10 thousand vehicles (A21) < 8  8-12  12-16  16-20 > 20  

Rate of hurt with death (A22) < 13  13-17  17-21  21-25 > 25  
Safety investment rate (A31) > 20  16-20  12-16  8-12  < 8  

Treatment rate of places with more 
accidents (A32) 

> 90  80-90  70-80  60-70  < 60  

solving rate of accidents escape (A33) > 70  60-70  50-60  40-50  < 40  
Treatment rate with simple procedure 

(A34) 
> 85  80-85  75-80  70-75  < 70  

The death rate of decline (A35) <-7.6  -7.6-1.8  -1.8-4.0 4.0-9.8  > 9.8  

I  II III IV
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Fig. 1. Sketch of membership function 

4   Application 

In this study, using the values of assessnent indices of City A and B in Table 3, step by 
step application of the model is implemented. The results listed in Table 4. One can 
obtain from Table 4 that the degree of traffic safety of City A and B is 2.050, 3.625. 
Traffic safety level for City A, therefore falls in grade 2–3, much closer to grade 2. And 
the traffic safety level for City B, falls in grade 3–4, much closer to grade 4. 
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Table 3. Indices values for traffic safety of City A and B 

City A11 A12 A21 A22 A31 A32 A33 A34 A35 
A 96.3 26.1 9.2 17.5 18.2 75.0 45.0 82.5 -3.5 
B 151.2 40.8 15.1 22.3 8.2 62.1 35.6 70.2 8.1 

Table 4. Assessment values of traffic fasety for two cities 

City Membership vector value Ranking feature value 

A 0.216 0.584 0.133 0.067 0 2.050 
B 0 0 0.499 0.376 0.124 3.625 

5   Discussion and Conclusion 

To evaluate the traffic safety level of the road traffic safety management comprehen-
sively, objectively and accurately, the problem is concerned to many complex and 
uncertain factors. Althogh there are many methods to assess the traffic safety state, the 
evaluation values can not reflect the real situation fully because of infroma-
tion-omitting in assessing process. 

This paper applied the fuzzy mathematics theory to evaluate the road traffic safety. 
The resuts of two cities show that traffic safety level of City A is higher than that of 
City B. The traffic safety of City A is close to grade 2, which means the high safety 
level, while City B is close to grade 4, low safety level. He et al (2010) assessed the 
traffic safety status for the two cities by using the gray clustering method[1]. The re-
sults of the both methods reach good agreement. Also, the grade ranges were obtained 
by the proposed method in this study. Considering the fuzziness, the dependence and 
interaction of assessing indices, the evalution product based on the fuzzy theory can 
discern the traffic safety level more effectively than other methods. 

The index selection and degree classification of traffic safety play very impotant roles 
in traffic safety evaluation implementment. In this study, the index selection and its 
degree classification presented here, may need to be tested with more cases in the future.  
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Abstract. Construction site layout is crucial to any project and has a significant 
impact on the economy, quality, schedule, and other aspects of the project. Es-
pecially for infrastructure construction project, the layout planning of site tem-
porary batch plant is one of the key factors for assessing on complexity scales 
and project performances. The poorer the site batch plant layout planning, the 
more increasing the project complexity (risks) and the greater the construction 
cost raised. Generally, the site batch plant layout problem has been solved 
through the experiences of site management team, using more or less sophisti-
cated numerical model, but mostly the final decision made by the leader who 
responsible for the site management taking much more consideration of the de-
sign conditions and the site spatial constrained. Therefore, the site batch plant 
layout has always been considered in complying with maximization principles. 
That is, individual contractor is often required to build his own batch plants for 
servicing his own project only according to its contract clauses. This construc-
tion management strategy has caused to a large waste of resources and much 
low productivity of the operated plants. The purpose of this paper applies ge-
netic algorithms and computing techniques to develop an optimal model in or-
der to search an optimal solution to the site batch plant layout in the planning 
stage, and combine with the practical contracting strategies to design feasible 
construction management plan for enhancement of site management and im-
provement of concrete quality, as well as minimizing the total construction 
costs. The GA’s model was developed and applied to specific project located in 
Taiwan. The usefulness of the model was proven through by the practical op-
eration of the project. 

Keywords: Site Layout; Optimization; Genetic Algorithms. 

1   Introduction and Background 

In general, construction site temporary facility layout planning (CSTFLP) can be 
viewed as a complex optimization problem and it is one of the crucial factors impact-
ing the performance of the project, such as optimization for location and number of 
batch plant built of infrastructure construction project. Site batch plant is one of the 
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temporary site facilities most affecting quality and performance of infrastructure pro-
ject, especially in highway project. Unfortunately, causing by client’s lack of knowl-
edge and experience, most clients are reluctant to take CSTFLP into consideration in 
the design phase, and the perception of “leave it to the contractor”, CSTFLP is often 
not planned by design engineers as coordination of CSTFLP will raise the increment 
of engineering labor-hours [3]. Furthermore, owing to the peculiarities of the con-
struction project, activities within the construction site are commonly much high 
dynamic and uncertain. Although many variables affect project performance, but for 
infrastructure construction project, site temporary facility layout planning which is the 
most impacting factor for evaluation of the project time and cost [8] as well as safety, 
particularly in more dynamic and complex infrastructure construction project located 
at outskirt and rural area.  

Concrete is one of the basic structural materials for the infrastructure construction 
project. It is a mixture of cement, sand, aggregate, admixtures and water. Use of con-
crete and its cementations (volcanic) constituents, such as pozzuolanic ash, has been 
made since the days of the Greeks, the Romans, and possibly earlier ancient civiliza-
tions. However the intensive start use of concrete is marked in early nineteen century 
[15]. Thereafter, considerable progress developed in the art and science of reinforced 
and pre-stressed concrete analysis, design, and construction has resulted in large de-
mand of concrete material. Moreover, quality and cost of concrete material have be-
come crucial factors of project performance. These factors have resulted in develop-
ment of ready-mixed concrete (RMC) with the purposes for cost-down and quality 
improvement. It was first introduced into the construction industry in the early 20th 
century and has been ever seen widely employed.  

RMC is produced by a batch plant according to the designed specification for spe-
cific project. RMC is unlike some other products that can be manufactured in advance 
and stored before order made. It has a rapid hydration and solidification in nature 
once started mixing. Hence, in order to control the quality of the project, RMC must 
be placed within 1.5 hours after being produced by the site batch plant, which con-
strains service area of the site batch plant also. Generally, it is produced at the time 
that the project manager requires the delivery [4]. 

The natures of ready-mixed concrete as well as the peculiarities of infrastructure 
construction project have resulted in increasing project complexity (risks). Appar-
ently, the site layout planning of temporary batch plant is one of the key factors for 
assessing on complexity scales and project performances. Furthermore, the objective 
of the site batch plant layout is to determine adequate number of site batch plant and 
allocate them to the predetermined location in order to control quality of concrete and 
lower total construction cost. Traditional practices of project manager for the site 
layout planning of temporary batch plant often maximizes the number and the capac-
ity of the batch plant building nearby to support their construction activities without 
considering total construction costs. And these requirements are generally written in 
contract clauses. Additionally, some of the optimization issue of site batch plant lay-
out has been solved through the experiences of site management team, using more or 
less sophisticated numerical model, but the final decision mostly made by the project 
manager who responsible for the site management taking much more consideration of 
the design conditions and the site spatial constrained. These are the most conservative 
risks management currently used. Consequently, these construction management 
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strategies have caused to a large waste of resources and much low productivity of the 
operated plants. 

The optimal site batch plant layout involves determining the sufficient number of 
the site batch plant and positioning it to a set of predetermined locations, and also 
selecting the most economical vehicle type and fleet size to perform the concrete 
works in order to achieve planned schedule and quality required, while complying 
with contract clauses and layout constraints. This is a time-consuming and difficult 
problem as there are numerous probable solutions [21], and also an evident NP fea-
ture. The purpose of this paper applies genetic algorithms and computing techniques 
to develop an optimal model in order to search an optimal solution to the site batch 
plant layout in the planning stage, and combine with the practical contracting strate-
gies to design feasible construction management plan for enhancement of site man-
agement and improvement of concrete quality, as well as minimizing the total con-
struction costs. The paper is organized as follow, site batch plant layout problem and 
current management strategies practice are described in section one. Related litera-
tures are discussed in the immediately following section. The proposed model is for-
mulated in the third section and a case study of the proposed model is illustrated in 
the forth section. Lastly, the conclusion is drawn.   

2   Related Literatures Review 

Taking site temporary facility layout planning (STFLP) during design stage can have 
a significant impact on the efficiency of site management and the project perform-
ance, mainly for site batch plant of highway construction project. A feasible site  
temporary facility layout plan of batch plant can: (i) minimize travel time; (ii) raise 
quality; (iii) increase productivity; and (iv) improve safety, and hence lower total 
construction cost and time. But, recently site investigates and interviews with superin-
tendents and site managers, demonstrate that site temporary facility layout planning is 
often disregarded in the planning phase of construction projects [17]. 

Construction site batch plant layout is a dynamic and complex problem as the con-
stantly changing nature of a project. Moreover, temporary facility layout planning is 
also a nonlinear and discrete system. This makes it different from static optimization 
such as the layout of industrial factories. Hence, the optimization problem becomes 
practically important and theoretically challenging. Since the early 1960s, the optimi-
zation problem has been analyzed extensively in the industrial engineering (IE) and 
operational research (OR) communities. Optimization models have been developed 
specifically for the construction domain as the dynamic and complex nature of con-
struction sites. Early models were based solely on mathematical optimization tech-
niques and successful in laying out only a single or a limited number of facilities. The 
aim of the model is to minimized handling costs on site which is often stated to what 
mathematicians term ‘‘objective functions’’. This objective function is then optimized 
under problem-specific constraints to figure out the needed site layout. An example is 
the optimization model of Warszawski and Peer [20] to place storage facilities and 
construction equipment on the site, with the objective of minimizing transportation, 
maintenance, and installation costs. Another example is the model of Rodriguez-
Ramos and Francis [16] to locate a crane within a construction site. However, most 
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traditional mathematical models implemented as black-box systems, and such models 
do not provide the practitioner and project manager with any means to get insight into 
the process. The project manager’s intervention is not allowed to make intuitive change 
in order to lead to a feasible solution. It is opposed and proved unsuitable for STFLP. 

The second methodology termed as heuristic approach or knowledge-based system 
has been used to solve larger size problems of site layout. Hamiani [7] and Tomme-
lein [18], for example, used a rule-based system to place temporary facilities on site, 
one at a time, through a constraint-satisfaction search. Cheng [2] also used a similar 
knowledge-based approach linked to a geographic information system (GIS) to pro-
vide a dynamic layout solution. Sadeghpour, et al. [17] proposed a CAD-based model 
to solve construction site layout problem as CAD-based model could offer an intuitive 
understanding of the overall construction site layout planning. In general, heuristic 
solutions attempt to satisfy spatial relationships among facilities and have been re-
ported to produce good but not optimal solutions [22].  

Artificial intelligence (AI) system is the third optimization techniques has been de-
veloped and widely applied recently. The main advantage of AI methods lies in their 
ability to deal with inexact, incomplete, and/or ill-structured problems. Yeh [21], for 
example, used a simulated annealing neural network to find an optimal site lay out by 
having a set of predefined facilities continuously exchange their positions within a 
predetermined set of locations on the site until a layout of minimum cost is obtained. 
In addition, Lam et al. [13] applied continuous dynamic searching scheme to conduct 
the max-min ant system algorithm, which is one of the ant colony optimization algo-
rithms, to solve the dynamic construction site layout planning problem under the two 
congruent objective functions of minimizing safety concerns and decreasing construc-
tion cost. Many researchers [1, 5, 6, 9, 10, 11, 12, 14, 19, 23] have used the powerful 
random-search capabilities of genetic algorithms (GAs) to search for optimal solu-
tions. Generally speaking, genetic algorithms base on random sampling and maintain 
a population of solutions in order to avoid being trapped in a local optimal solution. 
Mimicking the role of mutation of an organism’s DNA, the algorithm periodically 
makes changes or mutations in one or more members of the population, yielding a 
new candidate solution. Genetic algorithms for site layout have many capabilities, 
including handling construction sites and temporary facilities with different shapes 
and accommodating various physical constraints. GAs are powerful in solving com-
plex non-smooth construction site layout problems. However, numerous studies have 
reported the merits of the GA approach in large-scale complicated site layout problems. 

3   The Proposed Model  

The optimal site batch plant layout problem involves determining the sufficient number 
of the site batch plant and positioning it to a set of predetermined locations, and also 
relates to the quantities of concrete required from the plant to the site. Therefore, the 
objective of the site batch plant layout problem is to minimize the total construction 
cost (TC) of batch plants built and operation. The cost function is defined as in (1) 

1 1 1

min ( )
n m n

ij ij j i i s
i j i

f X c y D x x c
= = =

= +∑∑ ∑                                (1) 
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Where  1 2{ , ,..., }nX x x x= , if location ix  is selected for site batch plant built, 

hence, ix = 1, if not  ix =0; ijc  is the unit cost of concrete transportation between 

batch plant i  and site j , and jD  is the required quantities of site j . sc  is the 

buildup cost of each batch plant;  in equation (1), 

max{ / ,0} / ( / )ij max ij max ijy t d v t d v= − −                      (2) 

where  maxt  is the maximum time allowed for transportation of concrete, ijd  is the 

distance between batch plant i  and site j , and v  is the average speed of the truck 

for concrete transportation. From equation (2), if the concrete transportation time 

greater than maxt , hence 0ijy = , if not, 1ijy = , additionally the constraint for each 

demand area only serviced by one batch plant is set as
1

1
m

ij
j

y
=

=∑ .  

Based on previous papers studied, the genetic algorithm is employed to the pro-
posed model. By setting a set of binary string with length n  called a chromosome as 
representing one possible solution of the site batch plant layout, the gene i  of the 
chromosome shows as “1” indicating the location where the batch plant is built, and 
“0” meaning that the location is not placed. Such as, the chromosome {0,0,1,1,0,0}  

shows the third and forth locations are selected among six potential locations for 
building required batch plant. The fitness function of the proposed model is given by 

( ) min ( )F X M f X= −                                         (3) 

Where, M is the much bigger numeric number compares to the total cost, the bigger 
the fitness of the chromosome is derived the lower total cost of the batch plant. The 
objective of the algorithm is to search the set of biggest fitness of the chromosome. 

The proposed model nature is survival of the fittest procedure. Fitter chromosomes 
survive, while weaker ones perish. Chromosome survives to the next generation and 
produces off-spring based on its relative fitness by simulating the natural selection 
mechanism. The proportionate selection is employed to the algorithm, i.e. each indi-
vidual is selected for next generation according to the probability of the proportional 

individual fitness. In the population comprised with pk  chromosomes, the probability 

of chromosome k  selected for next generation is calculated by 

1

( ) / ( )
pk

k k
k

F X F X
=
∑ 。 

Crossover is the procedure of exchanging information of both parent chromosomes 
and making up offspring with mixed genes. The single-point crossover operator is 
employed in the algorithm. Chromosomes are picked randomly from the population to 
be parents and subjected to crossover operator. 

In order to prevent the loss of good genes after crossover continuously employing 
for some generations, a random mutation operator is designed for the algorithm. The 
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operator then randomly chooses a gene from the chromosome of the population by a 
smaller probability of mutation and swaps it with its inverse gene in the chromosome. 
The probability uses the default settings of JGAP*. 

4   Application of the Model  

The project selected for the case study is an infrastructure project located at the mid-
dle of Taiwan. The project with a total length of 37.6 km demands a total ready-mixed 
concrete quantity of 1,786,500 m3. The combination of the project is structured with 
19 percent of earthworks, 70 percent of bridgeworks and 11 percent of tunnel struc-
ture. The budget of the project is 33 billion NTD, and the duration is 5 years, con-
struction commenced at 2004. The layout of the project is shown as figure 1.   
 

 

Fig. 1. The No.6 highway located in the middle of Taiwan 

As an initial part of this work, the engineers and construction personnel were inves-
tigated the site to find out the most suitable locations for building site batch plant. 
There are 11 locations determined according to spatial and transportation constraints. 
For facilitating formulation of the proposed model, the project is divided into 18 sec-
tions, and the demand of the concrete is calculated accordingly. The predetermined 
locations for building site batch plant and the divided sections of the project are 
shown in Table 1. 

                                                           
* http://en.wikipedia.org/wiki/Genetic_algorithm 
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Table 1. The Distance between predetermined locations and subsections of the project             

1 2 3 4 5 6 7 8 9 10 11
Demand

(m3)

1 4 16.5 6 11 12.5 11.5 8.5 32.5 37.5 38 44.5 64125

2 6 15 4.5 9.5 11 10 7 31 36 36.5 43 64125

3 8 13 4 7.5 9 8 5 29 34 34.5 41 32513

4 10 15 6 5.5 7 6 3 27 32 32.5 39 20773

5 10 17 6 9.5 9 10 5 29 34 34.5 41 32513

6 12 17 8 7.5 5 4 1 25 30 30.5 37 111697

7 14 19 9 5.5 3 6 2 23 28 28.5 35 111697

8 17 22 12 2 3 9 10 20 25 26.5 32 204647

9 18.5 23.5 13.5 3.5 4.5 9 11.5 18.5 23.5 25 30.5 44062

10 22 25 15 5 6 10.5 13 17 22 22.5 29 265639

11 30 35 25 15 16 20.5 23 3 8 9.5 15 65782

12 33 38 28 18 19 23.5 26 0.5 5 6.5 12 144368

13 35 40 30 20 21 25.5 28 2.5 3 4.5 10 75863

14 37 42 32 22 23 27.5 30 4.5 5 2.5 8 75863

15 40 45 35 25 26 30.5 33 7.5 8 2.5 5 122368

16 43 48 38 28 29 33.5 36 10.3 11 5.5 6 100963

17 45 50 40 30 31 35.5 38 12.5 13 7.5 8 100963

18 47 52 42 32 33 37.7 40 14.5 5 9.5 10 148550
 

 
In Table 1, the row represents the 18’s concrete demand sections, and the column 

represents predetermined locations of site batch plant. The intersect of the matrix 
represents the distance of site access road between the concrete demand section and 

the predetermined location（ ijd ）, but the last column represents the design concrete 

quantities of the 18 demand sections（ jD ）. For complying the quality specification 

of ready-mixed concrete , the transportation time is constrained within 1.5 

hours maxt ）, and the average speed of the truck for transporting RMC from the site 

batch plant to specific concrete demand area is controlled in 40km/hr（ v）. It is 
clearly determined that each concrete demand area can be serviced by at least one of 
the site batch plant. The objective of this study is applied genetic algorithm to search 
an optimal number of site batch plant to be built and position them to adequate prede-
termined locations, also determine service area of each site batch plant. 

From the investigation of the project, the installation cost ( included an used batch 
machine, transportation , assembly and disassembly of batch machine, supporting 
facilities etc) of an used site batch plant is about 15,000,000 New Taiwan Dol-
lar(NTD), the rental of land used is about 60,000 NTD/year, and the average rental of 

the concrete truck is given as 30 NTD/ m³( ijc =30). The period of the site batch 
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needed is set as 3 years, hence, the cost of building up a site batch plant is 

sc =15,000,000+60,000*3=15,180,000 NTD. 

As formulation of the proposed model shown in previous section, there are 11 pre-
determined locations for the optimization of site batch plant layout problem. Hence, 
the length of the chromosome is assigned as 11, a constant value of M  is assumed as 

910800000, and the size of population ( pk ) is set to 20, the rest of parameters are 

derived from the default settings of the system. Due to the natures of the project, the 
fitness of the chromosome is evaluated by nearest (shortest distance) principle.  That 
is, if the concrete demand area is serviced by more than one site batch plant, then the 
nearest one is assigned. 

A model was developed by using JAVA program links up JGAP3.4.4 on a personal 
computer as the implementation of the GA system. After 500’s periodic operations, 
the GA algorithms were converged and an optimal solution was derived. The optimal 
fitness value is 611462925, corresponding total cost is 910800000－611462925＝
299337075, and corresponding chromosome is {0, 0, 1, 0, 1, 0, 1, 1, 0, 1, 0}. The 
optimal layout result is indicated in Table 2. 

Table 2. Optimal Layout Result of No.6 of Highway Located In The Middle of Taiwan 

 
In Table 2 indicated that there are five site batch plant built at no.3, no.5, no.7, no.8, 

no.10 of the predetermined location, and the each site batch plant serviced to its specific 
concrete demand area of the project. Obviously, the site batch plants were installed to 
rest on construction schedule manifesting the lowest construction cost of the project. 

 No.3  
Predetermined 
Location 

No.5  
Predetermined 
Location 

No.7  
Predetermined 
Location 

No.8  
Predetermined 
Location 

No.10 
Predetermined 
Location 

1 serviced     
2 serviced     
3 serviced     
4   serviced   
5   serviced   
6   serviced   
7   serviced   
8  serviced    
9  serviced    
10  serviced    
11    serviced  
12    serviced  
13    serviced  
14     serviced 
15     serviced 
16     serviced 
17     serviced 
18     serviced 
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5   Conclusion 

This paper has studied the actual operation of site batch plant layout problem for 
infrastructure project in Taiwan area. Optimization of site batch plant layout problem 
has an evident NP feature, which is a nonlinear and discrete system. Hence, optimiza-
tion site batch layout employing scientific model is difficult and laborious. For this 
reason, layout engineers often resort to using heuristics to reduce their search only for 
acceptable solutions. The number and capacity of site batch plant are often designed by 
maximization principle, and the site batch plant is built as close as to site area to sup-
port construction activities without considering total construction costs also. This is 
the most conservative construction practices currently used. Consequently, this opera-
tion of site batch plant layout has caused to a large waste of resources and much low 
productivity of the operated plants. This paper then demonstrated the application of 
GA algorithm can robustly search the optimal site batch plant layout and the proposed 
model was proven by the case study in reducing the total construction cost. 

Today, in China, infrastructure construction projects are usually becoming huge in 
size, involving much more interdisciplinary fields and increasing in complexity. Since 
international economics crisis, the government has expanded the investment in infra-
structure construction in order to stimulate local economics. The expansion of the 
development has resulted huge demand of building site batch plant in China. Hence, 
the proposed model can be employed for the optimization of site batch plant layout to 
infrastructure project of China in order to decrease waste of resources, also energy 
saving and emission reduction. 

In future research, extensive tests will be conducted to proof the usefulness of the 
model in dealing with site batch plant layout problems with larger sizes and dynamic 
of infrastructure project. In addition, studies will be needed to compare the robustness 
and performance of the GA algorithm with other scientific approaches employed in 
solving site temporary facilities layout problems.  
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Abstract. An algorithm based on damped vibration for multi-objective optimi-
zation problems is proposed in this paper. This algorithm makes use of the 
concept of damped vibration to do local search to find optimal solutions. The 
concept of Pareto Dominance is used to determine whether a solution is optimal. 
Meanwhile, the use of many random vibrators and the randomness of the initial 
maximum displacement ensure that the solutions are global. Simulation results 
show that the damping search algorithm is efficient in finding more solutions and 
also have good convergence and solution diversity.   

Keywords: multi-objective optimization; damping search algorithm; damped 
vibration; Pareto optimal solution. 

1   Introduction 

Problems with multiple objectives are common in real life and they are widely used in 
scientific research and engineering practice. In most of these problems there are several 
conflicting objectives to be optimized, that is, it’s difficult to make them reach maxi-
mum or minimum simultaneously. So, in such problems, there are more than one global 
optimal solutions. Instead, there exists a series of optimal solutions, called Pareto op-
timal set[1]. 

Over the last few decades, many algorithms have been developed, such as genetic 
algorithm[2] and differential algorithm[3]. Among many research focus, Multi-Object 
Evolutionary Algorithm (MOEA) has caused great concern and it solves the problem 
effectively in a unique way. One of the most representative MOEAs is the 
Non-Dominate Sorting Genetic Algorithm 2, NSGA2[4] and SPEA II[5]. Another 
well-known algorithm is the Multi-Objective Particle Swarm Optimization, MOP-
SO[6] which is based on the Particle Swarm Optimization algorithm proposed by 
Kennedy and Eberhart in 1995[7]. 

An algorithm based on damped vibration for multi-objective optimization prob-
lems (DSA)is proposed in this paper. The algorithm uses the vibrator’s damped vi-
bration to do local search and to find the optimal solutions and make these solutions 
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the equilibrium positions for the next vibrations. We use the concept of Pareto do-
minance to update the external set that stores the global optimal solutions. The 
proposed algorithm shows good convergence, solution diversity and computation 
efficiency and is an effective way to solve the multi-objective problems.  

The remainder of the paper is organized as follows: Section 2 gives the background 
of our algorithm. Section 3 describes the algorithm in detail. Section 4 gives the expe-
rimental results and compares it with MOPOS and NSGA2. Finally, in section 5, we 
give the conclusions. 

2   Background 

2.1   The Multi-objective Problem  

The general Multi-objective problem can be defined as follows[8]:  

Def. 1 (multi-objective problem)  

(1) 

(2) 

(3) 

where  is the decision vector,  is the kth objective function, 
 is the inequality constraint and   is the equality constraint. 

Def. 2 (Pareto dominance): Decision variable u is said to dominate v if and only  
if  where i = 1,2,…,k, and there exists at least one i that satisfies 

.

Def. 3 (Pareto Optimality) A point  is Pareto optimal if and only if there isn’t 
another point x that satisfies (1) where i = 1,2,…,k and (2) there 
exists at least one   that satisfies .

Def. 4 (Pareto Optimal Set) The set of all the Pareto optimal solutions for the mul-
ti-objective problems are called Pareto Optimal Set. 

2.2   Damped Vibration[9] 

As friction and media resistance of the outside world are always there, spring oscillator 
or simple pendulum has to overcome this resistance in its vibration process. Thus, the 
amplitude will be gradually reduced and the vibration will be completely stopped. This 
kind of vibration is called damped vibration whose amplitude is getting smaller and 
smaller. 

The following is the displacement-time map of damped vibration. 
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Fig. 1. Displacement-time map of damped vibration 

We only choose the maximum displacement of each cycle as the position of the os-
cillator in our algorithm. It satisfies the formula ß

 ; is the equilibrium position. 

3   Damping Search Algorithm for Multi-objective Optimization 
Problems 

3.1   Why to Propose DSA Algorithm  

For any algorithm, they can only find some Pareto solutions who are very close to the 
true optimal fronts. Because of this, the possibility is large to find better solutions in the 
neighborhood of the Pareto solutions that have been found. In response to this feature, 
the damping search algorithm is proposed, which is denoted as DSA. 
 From Figure 1, we can see that O is the current optimal point. According to the 
curve, points which are far away from O can also be searched, but the interval is large. 
The closer a point is to O, the smaller the interval is. Thus, solutions in the neighbor-
hood of O can be found and controlled within a certain precision. Furthermore, optimal 
solutions that are not close to O can also been found. 

3.2   Algorithm Description in Detail 

The damping search algorithm is based on the phenomena of damped vibration in 
nature. The spring oscillator’s amplitude is reduced so that it can only vibrate between 
the initial maximum displacements and finally completely stopped at the equilibrium 
position. We use this to find the optimal solutions and then make these solutions equi-
librium positions of the next oscillators. By using the concept of Pareto dominance we 
update the external set continually subsequently. Finally we will get the global optimal 
solutions. The main steps of this algorithm are as follows.  

DSA Algorithm: 

Step 1. Initialize: Generate m oscillators randomly, that is, for each oscillator, the 
equilibrium position  and the maximum displacement  are randomly  
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generated, .. There is an external set storing the global optimal solutions. Also, 
each oscillator has its own internal set that stores the global optimal solutions found by it. 

Step 2.  Vibrate: For each oscillator, generate the position according to the formula 
ß  Compare  with solu-

tions in the external set. If  dominate some solutions in the set, remove these solu-
tions and store  in this set and the corresponding internal set. If we can’t determine 
whether  dominates a solution, just store  in the set and the corresponding inter-
nal set. Otherwise, take no action. Vibrate until the termination condition is met. That 
is, the precision condition is met. 

Step 3.  Generate new oscillators: For each element in the internal set, if neither of the 
position just before or after it is in the set, make this element the equilibrium position 
and generate a new oscillator with a random maximum displacement. If the position 
just before it is in the set, generate a new oscillator with the equilibrium position at the 
midpoint of these two positions and the maximum displacement half the distance be-
tween these two points.  

Loop step 2 and step 3 until it ends. A timer is used to stop the algorithm in special 
situations where the algorithm cannot stop itself. 

4   Experimental Results and Algorithmic Analysis 

As the Pareto solutions of multi-objective optimization problems have convex, 
non-convex, continuous and discontinuous characteristics, we select several functions 
for testing. In addition, we analyze the algorithm in its convergence, distribution and 
computing efficiency. 

4.1   Algorithmic Setup 

In our algorithm, the initial number of oscillators is 10 and they are randomly gener-
ated.  The adjacent precision d is 0.1, and the search cycle T is 1.  The damping coef-
ficient can be adjusted during the experiment. 

4.2   Experimental Comparison 

Test function 1: 

SCH function:  

(4) 

(5) 

(6) 

This function was proposed by schaffer[4]. Using the NSGA-II to solve it, not many 
solutions are found, as illustrated below: 
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Fig. 2. Pareto curve for test function 1 with NSGA-II 

However, using the DSA twice to solve it, we get the following figures. 

Fig. 3. Pareto curve for function 1 with DSA, where
and  respectively 

We see that the obtained results are very dense and have a good distribution. With a 
small number of iterations, it gets good result: 3117 solutions respectively. 

This algorithm can also adjust the damping coefficient and stopping precision ac-
cording to the required intensity to get satisfactory results, as shown above: 

Test function 2: 

(7) 

(8) 

(9) 

NSGA-II solution[10] and DSA solution
This test function tests discrete Pareto solutions. Obviously, our algorithm can adjust 

some parameters flexibly so that a more accurate distribution of Pareto solutions is got. 
Compared with NSGA-II, our algorithm has a broader applicability, better flexibility 
and accuracy. 
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Fig. 4. Pareto curve for function 2 with NSGA-II and DSA, where  and 
 respectively 

Test function 3: 

(10) 

(11) 

(12) 

NSGA-II solution[10] and DSA solution

Fig. 5. Pareto curve for function 3 with NSGA-II and DSA, where

From the figures above, we see that our algorithm is much better. And till now, the 
number of initial points we use is less than 10. When more initial points are used, both 
the accuracy and distribution will be better. 

Test function 4 

ZDT-1

(13) 

(14) 

(15) 
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NSGA-II solution[10] and DSA solution

Fig. 6. Pareto curve for function 4 with NSGA-II and DSA, where

4.3   Algorithm Comparison 

For DSA, choosing =0.003, d=0.1 and executing it 30 times independently using 
measurement and  measurement respectively, we get the mean and variance. 

The following are the comparison results with NSGA-II algorithms:  

Table 1. Comparison results of the mean and variance using  measurement

  ZDT-1 ZDT-2 ZDT-3 ZDT-4 ZDT-6 
DSA mean 0.007131 0.002184 0.003816 0.000459 0.091627 

Variance 0.000009 0.000003 0.000001 0.000001 0.012954 
NSGA-II mean 0.033482 0.072391 0.114500 0.513053 0.296564 

Variance 0.004750 0.031689 0.007940 0.118460 0.013135 

Table 2. Comparison results of the mean and variance using  measurement

  ZDT-1 ZDT-2 ZDT-3 ZDT-4 ZDT-6 
DSA mean 0.011130 0.015629 0.140738 0.000060 0.085543 

Variance 0.000056 0.000007 0.000005 0.000003 0.002497 
NSGA-II mean 0.390307 0.430776 0.738540 0.702612 0.668025 

Variance 0.001876 0.004721 0.019706 0.064648 0.009923 

5   Conclusion 

The damping search algorithm (DSA) is proposed and implemented in this paper which 
is based on the damped vibration. Experimental results show that this algorithm has 
better convergence, distribution and computing efficiency compared with some 
well-known algorithms, NSGA-II[4]. This algorithm also illustrates a broader appli-
cability, better flexibility and accuracy.  

By analyzing the experiments and the inherent nature of the algorithm, we find the 
main contribution of DSA for such a good performance:  
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First, Both the equilibrium position and the maximum displacement are random. 
This ensures that we can find the locations of the Pareto solutions as much as possible 
and it also ensures certain coverage.  

Second. The maximum displacement can be random or fixed, and the recursion of 
the fixed method is controlled by accuracy and the damping coefficient. Thus, the 
distribution is good.  

Third, the damped vibration is symmetrical. Because of this, Pareto solutions can be 
quickly found and symmetric distribution of the solutions is ensured. Thus, a better 
distribution is ensured. 
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Abstract. Genetic algorithm is known as one of the ways of resolving compli-
cated problems and optimization issues. This algorithm works based on a search 
space and in this space it’d seeking for the optimum answer. In this algorithm, 
there exist agents and gorges which expand the search space with no logical 
reason. We can find the measures which take us away from the optimal answer 
by observing the trend of changes, and it can apply the changes in a way that 
increases the speed of reaching the answers. It’s obvious these changes must be 
as much as they don’t add time complexity or memory load to the system. 

In this paper, we represent a mechanism as a pruning operator in order to 
reach the answer more quickly and make it work optimal by omitting the inap-
propriate measures and purposeful decrease of search space. 

Keywords:  Genetic algorithm, search space, optimization, mutation, pruning. 

1   Introduction 

Genetic Algorithm is known as a way of resolving complicated problems in which 
reaching the answers needs non-deterministic polynomial time. This algorithm is used 
in different problems and industries. In theoretical discussions, well-known problems 
such as knapsack, graph coloring, dynamic programming [1], greedy algorithms [2] 
and etc. are resolvable by this algorithm, and in practical discussions, resolving the 
statistical problems for complicated statistical societies such as exchange, designating 
and measuring the unreachable contents, image processing [3], timing, etc. [4, 5] is 
performed or optimized with this algorithm. This algorithm is considered as a way of 
optimization based on search [6], and we try to recover and speedup to reach the re-
sults by mixing this algorithm with other aspects and the discussions of artificial intel-
ligence such as fuzzy logic and neural network, and in this way the range of applying 
genetic algorithm increases. 

Random assignment of value is a discussion which gives the genetic algorithm a 
high time order and complexity. In this algorithm, the starting point of search is pro-
vided randomly and continuously tries to approach the answer by random search in a 
searching space. 

In this paper, there has been effort to control the assignments of values purpose-
fully in the genetic algorithm and to prune the results in a way that decreases the time 
to reach the answers and the amount of occupied memory. 
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2  A Look at Genetic Algorithm 

In genetic algorithm, existing parameters in problem are encoded in genome and 
chromosome. Genome is the smallest element of genetic algorithm. Chromosome is 
formed by a sequence of genomes. A generation creates by putting together distinct 
amounts of chromosomes. The amount of chromosomes of a generation is called 
population. Each chromosome is examined with fitness function and its value is 
gained in terms of its proper answer. Genetic algorithm works in this way that forms 
genome and chromosome randomly and creates a generation by putting them to-
gether; and from the previous generation chromosomes which are called the parents, 
next generation chromosomes, called children, creates. Genetic algorithm examines 
the new chromosomes and again creates the next generation to approach the answer or 
reach it.  

For creation of next generations, there are operators of which algorithm uses to ei-
ther provide next generation or make the next generation more advanced in compare 
to the previous one. These operators are selection, crossover and mutation. 

Selection operator selects the parents randomly but with different possibility (on 
the base of resultant amount of fitness function for each chromosome) for the creation 
of the next generation. The chosen parents produce the next generation children using 
cross over operator. A parameter called the possibility of crossover chooses which 
child comes from which parent. We use mutation operator to prevent convergence of 
the answers toward one undesirable number (local maximums). In this operation some 
chromosomes change randomly among the created children based on a possibility 
called possibility of mutation. This algorithm and production of generations continues 
to the point that the answers become convergent, or to reach the appropriate answer 
[7]. The routine trend of performing genetic algorithm is shown in the fig 1.     

 

Fig. 1. Flowchart of Simple genetic algorithm 

3  Exploring the Speedup in Genetic Algorithm 

Different agents are effective in optimizing genetic algorithm. Population, complexity 
of selection, mutation, crossover, possibility of crossover, possibility of mutation, etc. 
are the agents which affect on the result. We can explore the effect of each one of 
these on genetic algorithm and it’s not in the scope of our discussions.  
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Random amount created for this algorithm which may take away the results from the 
true answers, is an element which causes waste of time in genetic algorithm and it waists 
lots of time till reaches to the point in which chromosomes contain desirable amounts.  

The idea of this paper has formed from pruning and placement of appropriate 
amounts in genetic algorithm. It means we try to take away the amounts which are not 
appropriate for the answer from population to get the considered answer more quickly.  

4 Pruning and Placing the Values in the Genetic Algorithm  

Based on this idea, we should design a mechanism which creates some changes in 
some courses of genetic algorithm to purposefully control the trend of creation of 
population which is randomly performed in genetic algorithm. This change takes 
place in order to prevent waiting of time in reaching the local maximums and deleting 
inappropriate chromosomes which can occur in two steps; in the time of initial crea-
tion of the generation and in the time of mutation. 

Performing these changes, an operator called “pruning”, whose duty is to prevent 
inappropriate amounts into the genomes, adds to the genetic algorithm. In fig 2, we 
display the trend of performing the pruned genetic algorithm.  

As mentioned earlier, one of the operations of genetic algorithm is to resolve the 
complicated problems. Problems such as N-queen, knapsack, graph coloring, etc. are 
of these. In all these problems there are values which we know don't helping us reach 
the answer. For example in knapsack the values which are excessively designated, are 
inappropriate values and during initialization we can forget about them.  

For different problems, we should define different pruning operators. Pruning operator 
should remove values which are not appropriate with least complexity. In fact, for using 
pruning operator, we must define a suitable pruning function for considered problem. 

4.1 Pruning during Initialization 

According the trend of genetic algorithm, initial creation of the generation is one of 
the most important phases. As the algorithm is due to using this generation, if this 
generation stays away from the answers, it takes a lot of time to clear the effects of 
inappropriate answers.  

 
Fig. 2. Flowchart of Pruned genetic algorithm 
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The better the initialization, the closer starting point in the search space to the goal 
point, and we should walk a shorter way to reach the goal.  

So it’s better during appointment of value for the genomes of the chromosomes of this 
generation to prevent from value appointment for the values which are not appropriate.  

4.2 Pruning during Mutation 

In many circumstances, mutation is a proper element in approaching the answer but 
because the value chosen for replacement of genome is randomly chosen, in this sec-
tion also do value appointment in case the selected value is not appropriate, using the 
same logic explained.  

5 The Conditions of Using Pruning Operator 

The idea of this paper is to add a pruning operator to genetic algorithm, so that with 
deletion of inappropriate values from search space, we can decrease time to reach the 
answer and the amount of created data. Now the raised question is that in which cir-
cumstances using pruning operator results in recovery? To answer this question, we 
should examine the 2 following aspects: Time order of pruning operator and the 
pruned area by the pruning operator.   

5.1 Time Order of Pruning Operator 

Genetic algorithm contains two parts, initialization and reproduction. 
The time order of initialization, according to a coefficient of the number of ge-

nomes in each chromosome that called “Npopulation” and the number of chromo-
somes of each generation that called “Nchromosome”, 

 

Initialization = O(Npopulation * Nchromosome) (1) 

 

In case of using pruning operator, it would change in this way. 

Initialization = O(Npopulation * Nchromosome * Npruning) (2) 

 

In this formula “Npruning” is related by Pruning function time order. 
The time order of reproduction is closely related to the search space. 

Reproduction = O(Nsearchspace * Nchromosome * Nchromosome) (3) 

  

In this formula “Nsearchsapce” is related by search space that we search for the  
optimum. 

In case of using time order pruning operator, this operator will be added to the time 
order, but the search space decreases and this time the search space would be different.  

Reproduction = O((Nsearchspace / Z) * Nchromosome * Nchromosome * 
Npruning) 

(4) 
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In addition to explained parameters in previous formula, Z is reduced ratio of 
search space. 

Considering these changes which result in genetic algorithm time order, we con-
clude the time order of this operator is related to the amount of pruning on the search 
space, and in case of excessive pruning, it’s costly beneficent to use other algorithms. 
All parameters explained in previous formula. 

 

Z , Z <= Npopulation * Nchromosome 

Npruning = 
 

Npopulation * 
Nchromosome 

, Z > Npopulation * Nchromosome 

 

(5) 

5.2 The Pruned Area by Pruning Operator 

Regarding the gained time order for pruned genetic algorithm, it’s evident that the 
pruned area has a role in the structure of this operator. On one hand if the pruned area 
is small, first the resultant effect in the algorithm time is trivial, and second, finding a 
structure for this operator which would be performed even with low time order is diffi-
cult. One the other hand, in case the pruned area is much more, in fact there creates an 
algorithm which can move toward the proper answer without using genetic algorithm, 
and in fact without limiting the search space of this genetic algorithm, this search space 
has been directed to a subset of genetic algorithm, and because these changes are in the 
innermost loops of genetic algorithm, increasing the time order of this operator makes 
the time order of the whole algorithm very much more than expected.  

Considering what mentioned above, it’s evident in order to use pruning operator we 
should pay close attention to the area which is pruned by this operator, because high 
time order for this operator makes even genetic algorithm to lose its normal speed. 

In sum we should care to this point that pruning operator is not a solution for find-
ing the answer, but a solution for optimizing genetic algorithm and deleting inappro-
priate data. 

In fact, when pruned area is very small or very large, using pruning operator is not 
a logical choose. 

6 Exploring the Results of Pruned Genetic Algorithm 

In order to explore the amount of improvement and the appropriateness of the pruned 
genetic algorithm, there is a test case for observing the trend of changes. In such a test, 
algorithmic complications are created by programming techniques. In this sample test, 
the genome is a complete number less than 10, and the optimal result is to reach a 
chromosome whose whole genomes are the maximum possible. For example if the 
chromosome contains 10 genomes, the desirable state is the one in which the sum of 
these 10 genomes becomes 100. In this test Npopulation is 100 and Nchromosome is 
100. Before adding the pruning operator to the genetic algorithm, we record the gained 
properties from performing simple genetic algorithm on this sample test in order to 
compare with the next performances. Because in the genetic algorithm search is  
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performed randomly in search space, the time of performance and tow performance 
generations of this algorithm are different, and for this sample test has been performed 
several times to create a range for these parameters which is represented in table 1. 

Table 1. Calculation time and the number of reproduced generation in performing sample test 
with simple genetic algorithm. 

No Calculation time 
(second) 

Generations Num-
ber 

1 49.70 2397 

2 49.47 2407 

3 42.68 2044 

 
Now we add pruning operator to our test case. Algorithmic complications for prun-

ing operator are created by programming techniques. Table2 is the results of perform-
ing pruned genetic algorithm in three conditions. In First condition, we don’t consider 
the numbers less than two as improper. In this manner the search space from 1010 
decreases to 810 and Nprunning would be (10/8)10.  

In second condition, the pruning operator is adjusted in a way that the numbers less 
than 5 are considered inappropriate. In this condition the search space reduces from 1010 
to 510 and Npruning would be 210; and in third condition, the numbers less than 8 are 
improper in pruning operator. In this condition the search space decreases from 1010 to 
210 and considering the mentioned formula number5, Npruning would be 10000.  

In second test (4th and 5th column in table2), we can see the time order has de-
creased and reproduction of generations also has decreased which leads to intelligence 
level decrease; regarding the explanations in parts 5.2, in first test (2nd and 3rd column 
in table2), we can see because the pruned area is very less, there is no considerable 
improvement, and also due to smallness of Npruning, the changes resulting from time  
 
 

Table 2. Time of calculation and reproduction of generation in test sample with different 
Npruning and with pruned genetic algorithm 

(10/8)10 210 10000 
Npruning 

 
 

Time 
 Order Calculation 

time  
(second) 

Generations 
Number 

Calculation 
time 

 (second) 

Generations 
Number 

Calculation 
time  

(second) 

Generations 
Number 

1 40.76 1496 27.39 910 16.81 422 
Log N 44.84 1613 27.43 902 19.71 526 

N 43.37 1562 31.78 999 22.76 414 
N * Log N 42.39 1558 31.53 966 44.78 471 

N2 53.14 1952 538.76 773 
Up to 
10000 
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overflow are less and it doesn’t affect significantly on the time of performing the 
whole algorithm; but in third test (6th , 7th column in table2), this change would be 
very useful only if the possibility of pruning the search space is created by low time 
order. But regarding the great volume of the pruned space, this is unlikely. Also due 
to largess of Npruning, the range resulting from time overflow is very much to the 
amount that decreases greatly the normal speed of genetic algorithm. 

7  Conclusion 

To create a mechanism with the purpose of omitting the inappropriate random ele-
ments in genetic algorithm has a great role in optimizing this algorithm which is men-
tioned in this paper as “pruning operator”, but this omission should be performed with 
proper analyze and purposefully in order not to overflow the system and also there be 
a result of these changes and for this purpose, we investigated conditions resulting in 
desired solution. Since this operator performs jointly with mutation at inner loops of 
genetic algorithm, the higher order of this operator may lead to dysfunction of the 
algorithm. Therefore, if the overflow of the operator is pre-analyzed using formulae 
introduced in this paper, pruning operator is an appropriate mechanism to speed up 
the process for reaching the solution and reduces the volume of data produced as well 
as the memory required for storage of the data. 

In fact, the pruned genetic algorithm may be considered for improving of the ge-
netic algorithm, this measure is taken by omission of the useless data. Its best applica-
tion is the time that the area of the useless data has logical ratio with the total search 
space and pruning operator has suitable complexity. 
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Abstract. Many issues in engineering computation and practical appli-

cation that ultimately boil down to a matrix computation. And differ-

ent applications will lead to some of the special sparse structure of the

matrix computation. A modified chasing method has been proposed to

solve the sevendiagonal linear equations in this paper firstly. By using

this method, the condition that each principal minor sequence of coeffi-

cient matrix must nonzero is unnecessary. At the same time, we present

a new computational algorithm for solving periodic sevendiagonal linear

systems. An example is given in order to illustrate the algorithm.

Keywords: Periodic sevendiagonal equation, Linear systems, LU de-

composition, Chasing method, Computer algebra systems (CAS).

1 Introduction

As a mathematical abstraction or idealization, linear systems having penta-
diagonal or sevendiagonal coefficient matrices find important applications in
automatic control theory, signal processing, and telecommunications, etc. For
example, the propagation medium for wireless communication systems can of-
ten be modeled by linear systems [1,2]. Therefore, to design a rapid and stable
numerical algorithm for solving linear system by employing the special structure
features of these coefficient matrices will be of great significance [3]-[6],[11,12].

In this paper, our main objective is to develop an efficient algorithm for solving
periodic sevendiagonal linear systems of the form:

PX = Y . (1.1)

where

F.L. Wang et al. (Eds.): AICI 2010, Part II, LNAI 6320, pp. 201–208, 2010.
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P =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

d1 a1 A1 q1 0 · · · · · · · · · 0 b1

b2 d2 a2 A2 q2
. . . · · · · · · · · · 0

B3 b3 d3 a3 A3 q3
. . .

...

Q4 B4 b4 d4 a4 A4 q4
. . .

...

0
. . . . . . . . . . . . . . . . . . . . . . . .

...
...

. . . . . . . . . . . . . . . . . . . . . . . . 0
...

. . . . . . . . . . . . . . . . . . . . . qn−3

...
. . . . . . . . . . . . . . . . . . An−2

0
. . . Qn−1 Bn−1 bn−1 dn−1 an−1

an 0 · · · · · · · · · 0 Qn Bn bn dn

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(1.2)

X = (x1, x2, . . . , xn)T , Y = (y1, y2, . . . , yn)T . (1.3)

To achieve this goal we are going to modify the classic chasing method and
extend the numerical algorithm given in [7] to remove all cases for which the
numerical algorithm fails. A n × n periodic sevendiagonal matrix P of the
form (1.2) can be stored in 7n memory locations by using seven vectors q =
(q1, q2, . . . , qn−3, 0, 0, 0), A = (A1, A2, . . . , An−2, 0, 0), a = (a1, a2, . . . , an), d =
(d1, d2, . . . , dn), b = (b1, b2, . . . , bn), B = (0, 0, B3, . . . , Bn), Q = (0, 0, 0, Q4, . . . ,
Qn). The algorithm is suited for implementation using computer algebra systems
(CAS) such as Mathematics, Macsyma, Matlab and Maple.

The work is organized as follows: In Section 2, main results and an algorithm
for solving periodic sevendiagonal linear equations are presented. An illustrative
example is given in Section 3. In Section 4, a conclusion is given.

2 Main Results

In this section, we are going to formulate a new computational algorithm for
solving periodic sevendiagonal linear systems of the form (1.1). To the best of
our knowledge, the LU factorization [8] of the matrix P in (1.2) exists if ci �= 0
for each i = 1, 2, . . . , n, that is

P = LU . (2.1)

where
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L =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 · · · · · · · · · · · · · · · · · · · · · 0

f2 1
. . .

...

g3 f3 1
. . .

...

l4 g4 f4 1
. . .

...

0
. . . . . . . . . . . . . . .

...
...

. . . . . . . . . . . . . . . . . .
...

...
. . . . . . . . . . . . . . . . . .

...
...

. . .
. . .

. . .
. . .

. . .
. . .

...
0 · · · · · · · · · 0 ln−1 gn−1 fn−1 1 0
h1 h2 · · · · · · · · · hn−4 hn−3 hn−2 hn−1 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(2.2)

U =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

c1 e1 s1 q1 · · · · · · · · · · · · · · · v1

0 c2 e2 s2 q2 v2

...
. . . c3 e3 s3 q3 v3

...
. . .

. . .
. . .

. . .
. . .

...
...

. . . . . . . . . . . . . . .
...

...
. . . cn−4 en−4 sn−4 qn−4 vn−4

...
. . . cn−3 en−3 sn−3 vn−3

...
. . . cn−2 en−2 vn−2

...
. . . cn−1 vn−1

0 · · · · · · · · · · · · · · · · · · · · · 0 cn

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(2.3)

From (2.1)-(2.3) we get

ci =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

d1 if i = 1
d2 − f2e1 if i = 2
d3 − f3e2 − g3s1 if i = 3
di − fiei−1 − gisi−2 − liqi−3 if i = 4, 5, . . . , n − 1

dn −
n−1∑
i=1

hivi if i = n

(2.4)
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vi =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

b1 if i = 1
−f2v1 if i = 2
−g3v1 − f3v2 if i = 3
−livi−3 − givi−2 − fivi−1 if i = 4, 5, . . . , n − 4
qn−3 − ln−3vn−6 − gn−3vn−5 − fn−3vn−4 if i = n − 3
An−2 − ln−2vn−5 − gn−2vn−4 − fn−2vn−3 if i = n − 2
an−1 − ln−1vn−4 − gn−1vn−3 − fn−1vn−2 if i = n − 1

(2.5)

hi =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

an

c1
if i = 1

−k2h1 if i = 2
−r3h1 − k3h2 if i = 3
−pihi−3 − rihi−2 − kihi−1 if i = 4, 5, . . . , n − 4
ln − pn−3hn−6 − rn−3hn−5 − kn−3hn−4 if i = n − 3
mn − pn−2hn−5 − rn−2hn−4 − kn−2hn−3 if i = n − 2
on − pn−1hn−4 − rn−1hn−3 − kn−1hn−2 if i = n − 1

(2.6)

ei =

⎧⎨
⎩

a1 if i = 1
a2 − f2s1 if i = 2
ai − giqi−2 − fisi−1 if i = 3, . . . , n − 2

(2.7)

fi =

⎧⎨
⎩

b2
c1

if i = 2
o3 − g3k2 if i = 3
oi − liri−1 − giki−1 if i = 4, . . . , n − 1

(2.8)

gi =
{

B3
c1

if i = 3
mi − liki−2 if i = 4, . . . , n − 1

(2.9)

li =
Qi

ci−3
, i = 4, . . . , n . (2.10)

si =
{

A1 if i = 1
Ai − fiqi−1 if i = 2, . . . , n − 3 (2.11)

where

pi =
qi−3

ci
, i = 4, . . . , n − 1 . (2.12)
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ri =
si−2

ci
, i = 3, . . . , n − 1 . (2.13)

ki =
ei−1

ci
, i = 2, . . . , n − 1 . (2.14)

mi =
Bi

ci−2
, i = 4, . . . , n . (2.15)

oi =
bi

ci−1
, i = 3, . . . , n . (2.16)

We also have

det(P ) =
n∏

i=1

ci . (2.17)

At this point it is worth to mention that we shall use a generalized Doolittle
LU factorization [9] for the matrix P . Such LU factorization always exists even
if ci = 0 for some i = 1, 2, . . . , n or even if P is a singular matrix. It depends on
at most one parameter which can be treated as a symbolic name whose actual
value is 0.

Now, we are ready to construct the algorithm for solving periodic sevendiag-
onal linear equations. Assume that the matrix P in (1.2) is nonsingular.

2.1 Algorithm

To find the solution of periodic sevendiagonal linear equations (1.1) by using the
relations (2.4)-(2.16).

INPUT: Order of the matrix n and the components Qi, Bi, bi, di, ai, Ai, qi, i =
1, 2, . . . , n.(Q1 = Q2 = Q3 = B1 = B2 = An−1 = An = qn−2 = qn−1 = qn = 0).

OUTPUT: Vector X = (x1, x2, . . . , xn)T .

Step1: Set c1 = d1, if c1 = 0 then c1 = t end if, f2 = b2
c1

, s1 = A1, e1 =
a1, v1 = b1, h1 = an

c1
, c2 = d2 − f2e1, if c2 = 0 then c2 = t end if, k2 = e1

c2
, s2 =

A2 − f2q1, e2 = a2 − f2s1, v2 = −f2v1, h2 = −k2h1, g3 = B3
c1

, o3 = b3
c2

, f3 =
o3 − g3k2, c3 = d3 − f3e2 − g3s1, if c3 = 0 then c3 = t end if, k3 = e2

c3
, r3 =

s1
c3

, s3 = A3 − f3q2, e3 = a3 − g3q1 − f3q2, v3 = −g3v1 − f3v2, h3 = −r3h1 − k3h2.

Step2: For i = 4, 5, . . . , n − 4 do
li = Qi

ci−3
, mi = Bi

ci−2
, oi = bi

ci−1
, gi = mi − liki−2, fi = oi − liri−1 − giki−1, si =

Ai−fiqi−1, ei = ai−giqi−2−fisi−1, ci = di−fiei−1−gisi−2−liqi−3, if ci = 0 then
ci = t end if, pi = qi−3

ci
, ri = si−2

ci
, ki = ei−1

ci
, vi = −livi−3 − givi−2 − fivi−1, hi =

−pihi−3 − rihi−2 − kihi−1 End do.

Step3: Set ln−3 = Qn−3
cn−6

, mn−3 = Bn−3
cn−5

, on−3 = bn−3
cn−4

, gn−3 = mn−3 − ln−3kn−5,

fn−3 = on−3 − ln−3rn−4 − gn−3kn−4, sn−3 = An−3 − fn−3qn−4, en−3 = an−3 −
gn−3qn−5−fn−3sn−4, cn−3 = dn−3−fn−3en−4−gn−3sn−5−ln−3qn−6, if cn−3 = 0
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then cn−3 = t end if, pn−3 = qn−6
cn−3

, rn−3 = sn−5
cn−3

, kn−3 = en−4
cn−3

, ln−2 = Qn−2
cn−5

,

mn−2 = Bn−2
cn−4

, on−2 = bn−2
cn−3

, gn−2 = mn−2− ln−2kn−4, fn−2 = on−2− ln−2rn−3−
gn−2kn−3, en−2 = an−2 − gn−2qn−4 − fn−2sn−3, cn−2 = dn−2 − fn−2en−3 −
gn−2sn−4 − ln−2qn−5, if cn−2 = 0 then cn−2 = t end if, pn−2 = qn−5

cn−2
, rn−2 =

sn−4
cn−2

, kn−2 = en−3
cn−2

, ln−1 = Qn−1
cn−4

, mn−1 = Bn−1
cn−3

, on−1 = bn−1
cn−2

, gn−1

=mn−1−ln−1kn−3, fn−1 =on−1−ln−1rn−2−gn−1kn−2, cn−1 = dn−1−fn−1en−2−
gn−1sn−3 − ln−1qn−4, if cn−1 = 0 then cn−1 = t end if, on = bn

cn−1
, pn−1 =

qn−4
cn−1

, rn−1 = sn−3
cn−1

, kn−1 = en−2
cn−1

, vn−3 = qn−3−ln−3vn−6−gn−3vn−5−fn−3vn−4,

vn−2 = An−2 − ln−2vn−5 − gn−2vn−4 − fn−2vn−3, vn−1 = an−1 − ln−1vn−4 −
gn−1vn−3 − fn−1vn−2, hn−3 = ln − pn−3hn−6 − rn−3hn−5 − kn−3hn−4, hn−2 =
mn − pn−2hn−5 − rn−2hn−4 − kn−2hn−3, hn−1 = on − pn−1hn−4 − rn−1hn−3 −
kn−1hn−2, cn = dn −

n−1∑
i=1

hivi if cn = 0 then cn = t end if.

Step4: Set z1 = y1, z2 = y2 − f2z1, z3 = y3 − g3z1 − f3z2.

Step5: For i = 4, 5, . . . , n − 1 do
zi = yi − lizi−3 − gizi−2 − fizi−1.

Step6: Compute zn = yn −
n−1∑
i=1

hizi.

Step7: Compute the solution vector X = (x1, x2, . . . , xn)T using

xn = zn

cn
, xn−1 = zn−1−vn−1xn

cn−1
, xn−2 = zn−2−en−2xn−1−vn−2xn

cn−2
,

xn−3 = zn−3−en−3xn−2−sn−3xn−1−vn−3xn

cn−3

for i = 4, 5, . . . , 1 do

xi = zi−eixi+1−sixi+2−qixi+3−vixn

ci

End do
End do.

Step8: Substitute the actual value t = 0 in all expressions to obtain xi, i =
1, 2, . . . , n.

2.2 Remark

If we add the following choice to the algorithm above:

(1) : ci �= 0, i = 1, 2, . . . , n.
(2) : qi = 0, i = 1, 2, . . . , n − 3.
(3) : Qi = 0, i = 4, 5, . . . , n.

We can obtain the KPENTA algorithm in [7]. At this point, it means our
algorithm can not only solve the sevendiagonal linear equations, but also remove
all cases for which the KPENTA algorithm fails.
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3 An Illustrative Example

In this section we are going to give an illustrative example. Consider the 10×10
periodic sevendiagonal linear equations PX = Y given by⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 1 −1 0 0 0 0 0 0 1
1 1 2 −1 1 0 0 0 0 0
−1 2 1 1 2 1 0 0 0 0
1 1 −1 −1 1 1 0 0 0 0
0 −1 1 1 1 1 1 0 0 0
0 0 0 −1 −1 −1 1 0 1 0
0 0 0 1 1 2 1 0 0 0
0 0 0 0 0 1 1 0 −1 1
0 0 0 0 0 1 1 −1 0 1
2 0 0 0 0 0 1 1 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x1

x2

x3

x4

x5

x6

x7

x8

x9

x10

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
−1
3
4
7
−1
10
6
4
6

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

By applying Algorithm 2.2, we get

(c1, c2, c3, c4, c5, c6, c7, c8, c9, c10)=(1,t,− 9
t ,−1, t+9

3 ,− 2t
3t+27 , 7t+45

2t , t,−2t2+27t+63
7t2+45t ,

2t2−4t+18
2t2+27t+63 )

(v1, v2, v3, v4, v5, v6, v7, v8, v9)=(1,−1, t+3
t ,−1,−1, t+3

t+9 , 3t+9
2t , 10t+54

7t+45 , 10t2+64t+54
7t2+45t )

(h1, h2, h3, h4, h5, h6, h7, h8, h9)=(2,− 2
t ,− 2t+6

9 ,− 2t+12
9 , 2t+6

t+9 , 2,− 6t
7t+45 , 1

t ,

− t2+63
2t2+27t+63 ) (Step 1-3).

(z1, z2, z3, z4, z5, z6, z7, z8, z9, z10)=(1,-2,4t+6
t , 3, 7t+126

9 , 2t+144
3t+27 , 10t+72

t , 9−t
7t+45 ,

− 15t2+82t−9
7t2+45t ,− t2−31t+18

2t2+27t+63 ) (Step 4-6).
(x1, x2, x3, x4, x5, x6, x7, x8, x9, x10)

T =( 7t2−13t+18
2t2−4t+18

,− 6t
t2−2t+9

, 2t2+5t−9
t2−2t+9

, 3t2−13t+18
2t2−4t+18

,

− t2+2t−9
t2−2t+9

, 5t2+5t+18
t2−2t+9

,− t2+43t−72
2t2−4t+18

, 7t+9
t2−2t+9

, 5t2+20t−9
t2−2t+9

,− t2−31t+18
2t2−4t+18

)T
t=0 (Step7).

(x1, x2, x3, x4, x5, x6, x7, x8, x9, x10)T = (1, 0,−1, 1, 1, 2, 4, 1,−1,−1)T (Step8).
Also we can obtain the determinant of coefficient matrix P by using (2.17):

det(P ) = (
10∏

i=1

ci)t=0 = (2t2 − 4t + 18)t=0 = 18 .

4 Conclusion

In this work, a modified chasing method has been constructed. It does not require
any constraints on the elements of the matrix of the form (1.2). Numerical experi-
ments show the algorithm described in this paper is very effective and stable. The
recent algorithm presented in [7],[10] are special cases of the new algorithm.
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Abstract. For continuous processes, the global LSSVM always gives

good prediction for testing data located in the neighborhood of dense

training data but incompetent for these in the sparse part. To solve the

problem, the paper proposed a local weighted LSSVM method in the on-

line modeling of continuous processes. At each period, only the samples

similar to the current input are added into the training set and the ob-

tained model is just for predicting the current output. To distinguish the

importance of the training data, weight is defined to each data according

to the Euclidean distances between the training data and testing data.

The presented algorithm is applied in pH neutralization process and the

result shows the excellent performance of the presented algorithm in pre-

cision and predicting time.

1 Introduction

Support Vector Machine (SVM) [1,2] has drawn much attention in classification
and regression problems. Least Squares Support Vector Machine (LSSVM) [3]
is a modified version of SVM in which analytical solutions can be obtained
by solving linear equations instead of a quadratic programming (QP) problem.
While the least squares version incorporates all training data to produce the
result, the traditional SVM selects some of them (the support vectors) that are
important in the regression. This sparseness of traditional SVM can also be
reached with LSSVM by applying a pruning method [4] which omits the sample
with the smallest approximation error in the previous pass. However, De Kruif et
al consider the choice for this selection is suboptimal and present an alternative
procedure that selects the sample that will introduce the smallest approximation
error when it is omitted in the next pass of the approximation [5]. In [6], a new
criterion is proposed to select data points that introduce least changes to a dual
objective function.

The sparse LSSVM algorithms above are off-line iterative ones and requires
huge computation, which prevents the application in actual application. An on-
line sparse LSSVM algorithm is proposed in [7], which deletes the similarity
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in training data based on projection method so as to reduce computation and
enhance generalizing ability. Contrarily, aiming at online modeling of batch pro-
cesses, reference [8] presents a local LSSVM(LLSSVM) that selects the neighbor
data of new input into training set.

In this paper, a local weighted LSSVM (LW-LSSVM) is proposed to solve
online modeling of continuous processes. For continuous processes, the samples
maybe scatteredly distribute in a rather wide range due to the fluctuation of
operating conditions. The samples in the steady operation are dense in the sam-
ple set while these are sparse in the irregular running conditions. The global
LSSVM always gives good prediction for these inputs located in the neighbor-
hood of dense samples but incompetent for these in the sparse part. The main
idea of LW-LSSVM is that similar input produces similar output, and only the
samples similar to testing sample are selected for training to give accurate pre-
diction. At each sampling period, the Euclidean distance between the new data
to be predicted and each data in sample set is computed and the data with
smaller distance are selected into training set. At the same time, the data par-
ticipate training at different weights that is determined by the corresponding
Euclidean distances. The data with smaller Euclidean distance is consider more
important in current prediction and is given larger weight, vice versa. The pre-
sented algorithm is applied in the online modeling of pH neutralization process.
The result indicates that the LW-LSSVM can obtain higher precision and less
prediction time than the global LSSVM.

2 Local Weighted LSSVM

2.1 Local Learning

Standard LSSVM is a global learning algorithm in which all the samples are
included to train the model. Due to plenty of information, the model has higher
generalization ability. However, in some case, samples are nonuniformly dis-
tributed in the training set. For example, the samples are dense in steady oper-
ation while sparse in irregular running state for continuous processes. For global
LSSVM method, the model has higher precision for testing data located in the
neighborhood of dense training data and has lower precision for these in the
sparse part. So, we introduce the local learning theory into LSSVM in this work
expecting to obtain better results for all the testing data. Not using all the sam-
ples to train the LSSVM model and predict all the output in the future, the
Local LSSVM trains the LSSVM model by selecting samples similar to the cur-
rent input at each sampling time and predicts only the current output. Namely,
the local LSSVM model is just for predicting one output at each sampling time
and at next sampling time the model is renewed according to the next input for
predicting the new output.

Suppose the sample set S = {(xi, yi)}N
i=1. For a new input xp, the similar

samples are selected from S to form the training set T = {(xi, yi)}M
i=1(M ≤ N)

and the corresponding LSSVM model is used to predict the new output yp. In
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our work, the Euclidean distance between the new input xp and each samples
xi|Ni=1 in S

di = ‖xp − xi‖ (1)

is defined as the similarity criterion. Obviously, the smaller Euclidean distance
di denotes more neighbouring to the new input xp and corresponding samples
are selected into the training set.

An important problem in local learning is to determine the appropriate neigh-
borhood of the new input xp. Too narrow neighborhood would lead to too little
samples in training set and exhibit weak generalization ability. Contrarily, too
broad neighborhood would cause too many disperse samples in training set and
obviously inaccurate prediction. Moreover, too many training data would in-
crease the computation burden for the matrix inversion is included in the train-
ing process and the dimension of the matrix just equal to the number of training
data. In actual application, the following method can be used to determine the
neighborhood,

1. fixed size of training set;
2. a proportion of the sample set;
3. by the threshold of Euclidean distance.

For continuous processes, the newly sampled data can be added into the sample
set constantly for the later prediction, thus the sample set increasingly becomes
larger and the later training data can be selected in more larger sample set.

2.2 Local Weighted LSSVM

In local learning theory, the samples with relatively smaller Euclidean distance
are selected to train the LSSVM model and they make the same contribution
to the training. However, due to different Euclidean distances, the degrees of
similarity to the new input are not just the same in the training set. Therefore,
it is proposed in this paper that the data trains the LSSVM model at different
weights determined by corresponding Euclidean distances. The data with smaller
Euclidean distance play more important roles in the training and are given larger
weights. The weight can be defined as linear function

si = 1 − (1 − δ)
di − dmin

dmax − dmin
(2)

or exponential function
si = exp(−d

′
i) (3)

where di is the Euclidean distance between the ith training data xithe new input
xp, d

′
i is normalized value of di, dmin is the minimum of {di}M

i=1 and dmax is the
maximum of {di}M

i=1, δ is the preset minimal weight.
The weight si of each training data is introduced into LSSVM and the local

weighted LSSVM(LW-LSSVM) is formed. Suppose a given regression data set
{(xi, yi)}N

i=1, where N is the total number of training data pairs, xi ∈ Rn is
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the input variable and yi ∈ R is the output variable. The nonlinear mapping
function is ϕ(xi).In the feature space we take the form

y(x) = wT ϕ(x) + b with w ∈ Z, b ∈ R (4)

to estimate the unknown function, where vector w and scalar b are the param-
eters to be identified.

The optimization problem is defined as follows,

min
w,e

J(w, e) =
1
2
wT w +

γ

2

M∑
i=1

sie
2
i γ > 0 (5)

subject to yi = wT ϕ(xi) + b + ei i = 1, 2, . . . , M (6)

where ei is the error between actual output and predictive output of the ith
data, M is the number of training data selected from the total N data.

The LSSVM model can be given by

y(x) =
N∑

i=1

αiK(x, xi) + b (7)

where αi∈R (i=1, 2, . . . , N) are Lagrange multipliers, K(x, xi) (i = 1, 2, . . . , N)
are any kernel functions satisfying the Mercer condition [9]. The model param-
eters αi ∈ R (i = 1, 2, . . . , M) and b can be obtained from the equation[

b
α

]
=

[
0 1T

1 Ω + γS−1

]−1 [
0
Y

]
(8)

where Y = [y1 y2 · · · yM ]T , α = [α1 α2 · · · αM ]T , 1 = [1 1 · · · 1]T , S =
diag{s1, . . . , sM} and Ω is a M × M symmetric matrix

Ωij = ϕ(xi)T ϕ(xj) = K(xi, xj) i, j = 1, 2, . . . , M. (9)

2.3 Algorithm Analysis

The participated training data not in the neighborhood of testing point are the
key factors of model precision. By selecting training data with smaller Euclidean
distance, the LW-LSSVM algorithm excludes those factors and thus the model
precision is improved.

By introducing the weights in the objective function of optimization, each
training data make different proportion according to the similarity to testing
point. So, the modeling precision is increased further.

In (8), matrix inversion is included in the solving process of LSSVM, which
is a time-consuming work. Compared with the computation of global LSSVM,
Euclidean distances and weights of each training data should be computed first in
LW-LSSVM. But, these computation are arithmetical calculations and not time-
consuming. Conversely, the dimension of matrix is reduced greatly by excluding
large number of training data in LW-LSSVM, which can save much more training
time. So, LW-LSSVM is also more excellent than global LSSVM in training time.
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2.4 Procedure of LW-LSSVM for Continuous Processes

For a continuous processes, the procedure of LW-LSSVM outlines as follows,

1. Initialization. Sample enough input and output data to form the initial sam-
ple set S = {(xi, yi)}N0

i=1, select optimal γ, parameter in Kernel function and
appropriate size of training set;

2. For new sampling time k + 1, sample the new input xk+1, compute the
Euclidean distance di(i = 1, . . . , k) between xk+1 and xi(i = 1, . . . , k) in
sample set S by (1), select a proportion of the samples with smaller di

to form the training set T = {(xi, yi)}M
i=1, compute corresponding weight

si(i = 1, . . . , M) by (2) or (3);
3. Train the LSSVM model by (8) using the training set T = {(xi, yi)}M

i=1 and
si(i = 1, . . . , M) got in 2, predict the current output yk+1;

4. Add the new sample {xk+1, yk+1} into sample set S = {(xi, yi)}k+1
i=1 , k ←

k + 1, go to 2;

3 Experiments

We applied the presented LW-LSSVM strategy in the simulation of pH neutral-
izing process, which is a weak acid-strong base system and with strong nonlin-
earity, especially in the vicinity of pH= 9.

The physical model of a pH process in a continuously stirred tank reactor
(CSTR) consists of two parts, a linear dynamical part followed by a nonlinear
static part[10]. The dynamical model is given by⎧⎪⎨

⎪⎩
V

dwa

dt
= FaCa − (Fa + Fb)wa

V
dwb

dt
= FbCb − (Fa + Fb)wb

(10)

where Fa and Fb denote the inlet flow-rate of acid and base (cm3/min), re-
spectively, Ca and Cb are the inlet concentrations of acid and base (mol/l), the
volume of the content in the reactor is denoted by the constant V (cm3), wa and
wb are the concentrations of acid and base after the process of dynamical model
(mol/l). Simultaneously wa and wb are the inputs of the static model

wb + 10−y − 10y−14 − wa

1 + 10pKa−y
= 0 (11)

where y is the pH value of the effluent, Ka is the dissociation constant of the
acetic acid with Ka = 1.76 × 10−5 and pKa = − log10 Ka.

Acid flow-rate Fa and base flow-rate Fb are the inputs of the system, and pH
value y of the effluent is the output. The simulating system uses the physical
model with the parameter values given in Table 1. The input Fa is the sum of
a fixed value 81(cm3/ min) plus a periodically distributed signal ranging in the
interval [-8.1, +8.1], and Fb is the sum of a fixed value 515 (cm3/ min) plus a
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Table 1. Parameter Values Used in pH Neutralizing Model

Parameter Nominal Value

Ca 0.32mol/l

Cb 0.05mol/l

V 1000cm3

wa(0) 0.0435mol/l

wb(0) 0.0432mol/l

periodically distributed signal ranging in the interval [-51.5, +51.5]. The output
y is polluted by a noise with zero mean and a variance of 0.01. The sampling
period is 1min. The data are normalized before applying the algorithm.

Radial Basis Function (RBF)

K(x, xi) = exp{−‖x − xi‖2
2/σ2} (12)

with σ = 0.04 is chosen as the kernel function in the experiment. Another pa-
rameters γ = 10 is fixed on for the simulation after optimization. The size of
training set and minimal weight are set to M = 80 and δ = 0.001, respectively.

Fig.1 shows the predictive results for 500min with exponential weight LW-
LSSVM where Yy is the actual output of system and Ym is the predictive
value. Fig.2 shows the predictive results for the same samples by global LSSVM.
Comparing Fig.1 to Fig.2, it is obvious that LW-LSSVM model with exponential
weight can predict the output more accurately.

To compare the prediction ability of different method, the following parame-
ters are used as the approximate performance index [11].

(1) Standard Error of Prediction(SEP)

SEP =

√∑N
i=1(Y yi − Y mi)2

N
(13)

where Y y is the vector of actual output, Y m is the predictive output, and N is
the length of Y y. The smaller SEP denotes higher predicting precision.

(2) Multiple Correlation Coefficient R2

R2 = 1 −
∑N

i=1(Y yi − Y mi)2∑N
i=1(Y yi − Y y)2

(14)

where Y y is the mean of Y y. R2 is in the interval [0,1] and the value more near
to 1 denotes stronger relevance of Y y and Y m.

The comparison of SEP, R2 and running time of several LSSVM method is
shown in Table 2 where constant weight means that the weights are all set to
1, i.e. non-weighted local LSSVM. The application of sparse recursive LSSVM
algorithm in [7] is also listed in Table 2.



Local Weighted LS-SVM Online Modeling and the Application 215

0 50 100 150 200 250 300 350 400 450 500
4

6

8

10

12

14

16

time(min)

pH
Yy
Ym

0 50 100 150 200 250 300 350 400 450 500
-1

-0.5

0

0.5

1

time(min)

er
ro
r

Fig. 1. Simulation of pH process with exponential weight LW-LSSVM method
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Fig. 2. Simulation of pH process with global LSSVM method
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Table 2. Comparison of several LSSVM algorithms in pH process

SEP R2 time(s)

global LSSVM 0.1924 0.9931 556

LW-LSSVM

exponential weight 0.1862 0.9936 30

linear weight 0.1841 0.9937 53

constant weight 0.1849 0.9937 42

sparse LSSVM
140 support vectors 0.2991 0.9833 3
222 support vectors 0.2261 0.9904 8

Observing Table 2, we can get the following conclusions:
(1) The index SEP, R2 and running time of LW-LSSVM are all superior to

global LSSVM. The precision indexes of LW-LSSVM are a little better than
global LSSVM, while the running time are much smaller than global LSSVM.
Moreover, the running time of global LSSVM would increase with the increase of
samples. Therefore, the proposed LW-LSSVM method has the advantages both
in precision and predicting time, especially the predicting time.

(2) Comparing to sparse recursive LSSVM method, the LW-LSSVM algorithm
also exhibits obvious advantage in precision. But the running time of LW-LSSVM
with just 80 training data is longer than that of sparse recursive one with more
training data. The reason lies in that, the LW-LSSVM algorithm can not use
the recursive formula to compute the model parameters but must compute the
inversion of matrix for the irregular training data variant when model renews.

4 Conclusions

For continuous processes, the samples maybe non-uniformly distribute in a rather
wide range due to the fluctuation of operating conditions. The samples in the
steady operation are dense in the sample set while these are sparse in the irregu-
lar running conditions. The global LSSVM always gives good prediction for these
inputs located in the neighborhood of dense samples but incompetent for these
in the sparse part. To solve the problem, the paper proposed a local weighted
LSSVM method in the online modeling of continuous processes. At each period,
only the samples similar to the current input are added into the training set and
the obtained model is just for predicting the current output. Due to the train-
ing data are in the neighborhood of testing data, the prediction is more precise
than in global LSSVM. At the same time, the elimination of some samples from
adding into the training set also make the computation decreased.

To distinguish the importance of the training data, weight are defined to each
data according to the Euclidean distances between the training data and testing
data. In this way, the training data participate the learning at different weights
according to the similarity to the testing data.

The presented LW-LSSVM algorithm is applied in pH neutralization process.
The result shows the excellent performance of the presented algorithm in preci-
sion and predicting time.
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Abstract. This paper presents a Cellular Automata (CA) based crowd behavior 
model which mimics movements of humans in an indoor environment. Because 
of the increasing population in modern cities, the understanding of crowd be-
havior in the urban environment has become a crucial issue in emergency man-
agement. In the proposed crowd behavior model, pedestrians are confined to 
move in a cellular space where their movements are determined by their own 
status and the surrounding environment characteristics. A pedestrian’s behavior 
is constructed from several attributes: including the “walking toward goal” be-
havior, “collision and congestion avoidance” behavior, “grouping” behavior 
and path smoothness. Simulations have been carried out with a crowd consist-
ing of thirty pedestrians in an indoor environment to validate the model. 

1   Introduction 

This research focuses on the modeling of crowd behavior subject to stimulations and 
constraints in an urban environment. There are frequent occasions that people assem-
ble in massive numbers as a crowd in their daily livings, e.g., during sport events, 
festivals or even in a demonstration. This brings a need to further understand crowd 
behavior for better crowd management in massive gatherings. One of the largest areas 
where crowd behaviors have been modeled is in crowd evacuation simulations, where 
studies are conducted on movements of a large number of people in enclosed areas 
like stadiums, shopping complexes and large buildings [1] - [5]. 

Existing crowd behavior modeling methodologies can be categorized into two 
main groups, namely, macroscopic approaches and microscopic approaches. Macro-
scopic approaches deal with the crowd behavior problem from a global point of view. 
The entire crowd is modeled as a flow whose properties can be defined by a collection 
of physics-based phenomena [6][7]. Pedestrians are treated as part of the flow instead 
of as individual entities, thus details of individual’s behavior in the process may not 
be precisely represented. 

In microscopic approaches, crowd behaviors are studied by considering the  
behaviors of individual pedestrians and their interactions with the environment. One 
popular approach is the social force model, which is inspired partly by the concept of 
Potential Field Method [8][9]. In the social force model, an individual’s movement is 
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influenced by other pedestrians and environmental obstacles [10]. This model has 
also been applied in video surveillance to detect and localize abnormal behaviors 
[11]. In addition, swarm intelligence techniques such as the Particle Swarm Opti-
mization (PSO) algorithm has also been adopted in the crowd simulation in 
[1][12]. 

The purpose of the current research is to develop a CA-based crowd behavior 
model in an indoor environment. Pedestrians considered in this approach are 
placed in a cellular space. The probability of traveling to a neighboring cell is 
evaluated by cost functions which take into account the distances to the goals, 
influences from other pedestrians and obstacles, grouping behavior and movement 
smoothness. A feasible cell with the minimum cost will be selected as the pedes-
trian’s next position. 

The rest of this paper is organized as follows: Section 2 describes the CA-based 
crowd behavior model in detail. Section 3 tests the proposed approach with simula-
tions consisting of thirty pedestrians in an indoor environment. Section 4 concludes 
this paper and suggests future research directions. 

2   Crowd Behavior Model 

2.1   Cellular Automata Model 

In this paper, we consider human movement in a 
two-dimensional space. The space is divided 
into a number of equal sized cells. In each time 
instance, a pedestrian is supposed to move from 
his/her current location to one of the neighbor-
ing cells. The cell’s size is mm 5.05.0 ×  and 
obeys the Moore neighbors definition. In the 
cellular space, each cell has one of the following 
states: a) occupied by obstacles, b) occupied by 
a person, c) empty. Consider the cellular space shown in Fig. 1, in which a pedes-
trian is located at P. The possible next position will be selected from its eight 
neighboring cells denoted by 8,2,1, …=iPi . The cost functions used to evaluate the 
occupancy states of these cells are developed on the basis of the pedestrian’s own 
states and influences by other pedestrians and the surrounding environment. 

2.2   Crowd Model 

Pedestrian movements are difficult to model, especially when there are a large  
number of people existing in an environment. In most of the time a pedestrian  
moves towards a desired goal position. During their movements to their goals, pedes-
trians show behaviors like collision avoidance, congestion avoidance and group for-
mation. Starting from this deduction, we propose a crowd behavior model which takes 
into account factors including the “walking toward goal” behavior, the “collision 

 

Fig. 1. Possible directions 
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avoidance and congestion avoidance” behavior, the “grouping” behavior and motion 
path smoothness. 

2.2.1   Walking Toward Goal 
The “walking toward goal” behavior 
determines the way how a pedestrian 
walks towards a desired destination, 
e.g., an outlet of a building or end of a 
road. This behavior is defined by 
choosing candidate cells which will 
reduce the distance from the pedes-
trian to his/her goal. We define two 
cost functions: the first one is a func-
tion of the distance between the pe-
destrian and the goal, the second one 
is a function of the pedestrian’s cur-
rent orientation with respect to the 
goal. The reason underlying is quite straightforward, as illustrated in Fig. 2. 

In Fig. 2 (a), a pedestrian is located at point P and the goal is shown by Pg. The po-
sitions of neighboring cells, or in other words, candidate cells, are denoted by 

8,2,1  , …=iPi . The distances from Pg to Pi are denoted by 
ig PPd . A cost function is 

formulated so that a cell closer to the goal will have a higher chance to be selected: 

82,1; …== idkf
igi PPgdgd  (1) 

where 
igdf  denotes the influence of distance from a candidate cell to goal. 

ig PPd  is 

the distance between the candidate cell and the pedestrian’s goal. gdk  is a factor 

which determines the influence of 
ig PPd . Note that 

ig PPd  may be very large when the 

pedestrian is far from the goal. Since the candidate cells are closely located to each 
other, the difference between the corresponding 

ig PPd  remains small. In fact, the 

maximum difference is 22  times of cell length, as the case of 
5PPg

d  and 
1PPg

d  

shown in Fig. 2 (a). 
The angle of a candidate orientation relative to the direction to the goal is also 

taken into consideration, as shown in Fig. 2 (b). A cost function is defined as below: 

82,1; …=∠= iPPPkf iggagai
 (2) 

where ig PPP∠  is the angle between the candidate orientation and goal direction with 

ππ <∠≤− ig PPP . gak  is a factor which determines the influence of this angle. 
igaf  

denotes the influence of the angular difference. In the case shown in Fig. 2 (b), 

64 PPPPPP gg ∠<∠ , so P4 has a larger probability to be selected than P6. 

 

Fig. 2. Walking toward goal: (a) distance (b) 
orientation 
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2.2.2   Collision Avoidance and Congestion Avoidance 
When a human moves towards his goal, he must 
avoid possible collisions with either other people or 
environmental obstacles. Moreover, a human tends 
to avoid congested conditions. In this approach, the 
influence of other people and obstacles is taken into 
consideration by assigning corresponding cost 
functions. It is reasonable to assume that a human 
only reacts to human and obstacles within a certain 
distance and neglects human and obstacles which 
are far away. Note that human reactions to obsta-
cles vary from case to case, but an individual’s 
reaction distance in a certain environment can be 
assumed to be constant. 

Obstacles are treated as a set of obstacle points. The influence of an obstacle point 
Po to a person located at P should decrease when the distance between the human and 
the obstacle point (denoted by PPo

d ) increases, as defined by the following equation: 

⎩
⎨
⎧ <

=
otherwises

ddifdk
f rPPPPo
o

oo

;0

 ;
 (3) 

where of  is the influence of an obstacle point to the pedestrian. PPo
d  is the distance 

between the obstacle point and this person. ok  is a factor which determines the influ-

ence of this obstacle point to this person. rd  denotes the pedestrian’s reaction dis-

tance and is a constant. 
Similarly, the influence from another pedestrian at location aP  to this person is 

given by: 

⎩
⎨
⎧ <

=
otherwises;0

 ; rPPPPp
p

ddifdk
f aa  (4) 

where pf  is the influence of a pedestrian to this human. PPa
d  is the distance from the 

pedestrian to this person. pk  is a factor which determines the influence of other pe-

destrians. rd  denotes a pedestrian’s reaction distance. 

We assume that a human’s reaction range is a circle with a radius of rd . To evalu-

ate the influence of other pedestrians and environmental obstacles, we divide the reac-
tion range into eight sectors evenly, as shown in Fig. 3. Each sector covers a span of 

45 , the center of a candidate cell is located on the intersection of angular bisectors. 
We define that for candidate cell Pi, the collision avoidance and congestion avoid-

ance function (
iccf ) is a sum of influence from all humans and environmental obsta-

cles which are in the area of sector iα . 

 
 

Fig. 3. Reaction range 
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82,1; …=+= ∑∑ ifff
iii pocc αα  (5) 

2.2.3   Grouping 
Pedestrians often form into groups in their movements with friends and family mem-
bers. People from the same group maintain short distances, which are different to the 
case that pedestrians from different groups tend to keep away from each other. Taking 
the “grouping” behavior into consideration, (4) and (5) are modified as followings: 

⎩
⎨
⎧

=
otherwises0;

group same fromnot  are   at  spedestrian ;* PandPiff
f ap

p  (6) 

82,1;** …=+= ∑∑ ifff
iiicc po αα  (7) 

When group numbers are apart from each other, they tend to move closer. Based on 
this fact, for two pedestrians Pj and Pk from the same group, a grouping cost function 
is defined by: 

( )
⎩
⎨
⎧ >−

=
otherwises0;

 ; aPPaPPa
a

ddifddk
f kjkj

jk
 (8) 

where 
jkaf  is the grouping cost between pedestrians Pj and Pk. 

kj PPd  is the distance 

between two pedestrians. ak  is a factor which determines the amplitude of grouping 

cost and ad  denotes the minimum action distance of grouping cost. 

For each sector, the influence of “grouping” behavior to a human is then given by: 

82,1; …== ∑ iff
i jki agr α  (9) 

2.2.4   Path Smoothness 
Since it is not desirable that a pedestrian changes his/her movement direction sud-
denly, we take the orientation alteration as a measurement of path smoothness. We 
define that a human’s orientation is given by the vector from its location to next desti-
nation cell. The change in orientation between two steps is given by: 

82,1;1 …=−= + ikf ttoaoa i
θθ  (10) 

where 
it 1+θ  is the human’s moving direction if he/she travels from the current loca-

tion to the candidate cell i at time t +1 in the next step. tθ  is the human’s current 

movement direction. koa is a scaling factor. 

2.2.5   Motion Determination 
Given the above components, we define the cost function to evaluate that the candi-
date cells will be reached in the next instance of time as: 
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Niffffff
iiiiii oagrccgagd ∈++++= ;*

cost  (11) 

where N is a set of feasible candidate cells which are not occupied by other pedestri-
ans or obstacles. The candidate cell with minimum cost is then selected as the pedes-
trian’s next position. With this cost function, a pedestrian is capable of walking  
toward his/her destination while avoiding collision and congestion. If there is no  
feasible cell, the pedestrian will stay at his/her current position. 

3   Case Studies 

Simulations have been carried out using the presented crowd model in an indoor envi-
ronment shown in Fig. 4 (a). There are two corridors connecting to the hall. A rectan-
gle obstacle is placed in the middle of this environment. A total of 30 pedestrians are 
simulated. Their initial positions and desired destinations are denoted by numbers in 
Fig. 4 (a). Pedestrians 1 to 10 start from the left side of the hall and walk towards 
right. Their initial positions are denoted by numerical indicators in green. Pedestrians 
11 to 20 walk from right to left. Their initial positions are denoted by numbers in 
magenta at the right side of hall. Pedestrians 21 to 25 form a group (Group A) and 
move from the bottom corridor to the corridor at the top right corner. Their initial 
positions are indicated by numbers in blue. Pedestrians 26 to 30 are supposed to travel 
from the corridor at the top right to the corridor at the bottom. They form Group B 
and are shown with numbers in red. The desired destinations of all pedestrians are 
shown by their numbers with black color. Note that in all figures illustrated in this 
section, the unit of X and Y axes are unit cell length, i.e. 0.5m. The parameters used 
in the simulations are set as: 5=gdk , 1=gak , 25=ok , 3=pk , 1.0−=ak , 20=rd , 

0=ad , 1=oak . 

The simulation process is illustrated in Fig. 4. The locations of the numbers are 
used to denote the positions of pedestrians in the environment. To be specific, the 
positions of pedestrians 1 to 10, pedestrians 11 to 20, pedestrians 21 to 25 and pedes-
trians 26 to 30 are shown by numbers with green, magenta, blue and red, respectively. 

After the simulation begins, pedestrians leave their start points and move towards 
their goals, as shown in Fig. 4 (b) for the situation in iteration 10. It is observed that 
pedestrians 1 to 20 keep relatively large distances from each other while distances 
between pedestrians from the same group, 21 to 25 of Group A and 26 to 30 of Group 
B, are relatively small. As simulation continues, pedestrians approach the central area 
of the hall, Fig. 4 (c). Because of the rectangular obstacle in the middle, pedestrians 
change their moving directions and try to avoid collisions with the obstacles and other 
pedestrians. Group A and B meet in the area with X axis between [30, 40] and Y axis 
between [20, 30]. 

Figure 4 (d) shows the status of iteration 25. Pedestrians from the left side of hall 
passed the obstacle and are moving towards their goals. Pedestrians 13, 18 and 20 
from right side are moving at the bottom side of the obstacle. Pedestrian 12 is going to 
move towards the bottom side of the obstacle. Pedestrians 11, 14 to 17, and 19 move 
along the top side of the obstacle. Group A and B pass each other successfully.  
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In Fig. 4 (e), all pedestrians are moving towards their goals. The simulation process 
finishes at iteration 52. All pedestrians arrive at their goals successfully. The resultant 
paths are given in Fig. 4 (f). Paths of pedestrians 1 to 10, 11 to 20, 21 to 25 (Group A) 
and 26 to 30 (Group B) are shown by lines with green, magenta, blue and red, respec-
tively. The destinations of pedestrians are denoted by numbers in black. 

In general, simulated pedestrians with the proposed crowd behavior model are ca-
pable of avoiding collision and congestion with obstacles and other pedestrians. For 
groups consisting of several members, the distances between their members are kept 
relatively small and do not disperse in the crowded traffic conditions. 

 

 

Fig. 4. Simulation snapshots and the final path 

4   Conclusions and Future Work 

A Cellular Automata based crowd behavior model has been presented in this paper. 
The pedestrians move in a cellular space. Cost functions are designed to evaluate a 
pedestrian’s Moore neighboring cells taking into account of individual and group 
interactions with others and the environment. A feasible cell with minimum cost is 
then selected as this pedestrian’s next position. Simulations are carried out in an in-
door environment with thirty pedestrians. It is shown that this model is capable of 
mimicking crowd movement phenomenon in which they tend to avoid collisions with 
obstacles and other pedestrians while walking toward their destinations. Future work 
will include a decision making mechanism with transition probabilities to better rep-
resent pedestrian motions. 
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Abstract. In this paper, a new approach for protecting the ownership of rela-
tional database is presented.   Such approach is applied for protecting both tex-
tual and numerical data. This is done by adding only one hidden record with a 
secret function. For each attribute, the value of this function depends on the data 
stored in all other records. Therefore, this technique is more powerful against 
any attacks or modifications such as deleting or updating cell values. Further-
more, the problems associated with the work in literature are solved. For  
example, there is no need for additional storage area as required when adding 
additional columns especially with large databases. In addition, in case of pro-
tecting data by adding columns, we need to add a number of columns equal to 
the number of data types to be protected. Here, only one record is sufficient to 
protect all types of data. Moreover, there is a possibility to use a different func-
tion for each field results in more robustness. Finally, the proposed technique 
does not have any other requirements or restrictions on either database design 
or database administration.   

Keywords: Relational Database, Copyright Protection, Digital Watermarking. 

1   Introduction 

The copyright protection inserts evidence into the digital objects without lossless of 
its quality. Whenever, the copyright of a digital object is in question, this information 
is extracted to identify the right full owner. Digital watermarking is the solution of 
embedding information in multimedia data. There are many techniques used to pro-
tect copyrights [18]. 

Digital contents in the form of text document, still images motion picture, and mu-
sic etc. are widely used in normal life nowadays. With the rapid grown of internet 
users, it boots up transaction rates (file sharing, distribution or change). Trend goes up 
dramatically and continues growing everyday due to convenient and easy to access. It 
is, hence, copyright protection becomes more concerned to all content owners [1-2].  

Watermark is an open problem that aimed to one goal. This goal is how to insert [er-
ror/ mark/ data/ formula/ evidence/ so on] associated with a secret key known only by 
the data owner in order to prove the ownership of the data without lossless of its quality. 

In order to evaluate any watermark system, the following requirements are generally 
considered in prior: (i) Readability: A watermark should convey as much information 
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as possible, statistically detectable, enough to identify ownership and copyright unam-
biguously, (ii) Security: Only authorized users access to the watermark data, (iii) Im-
perceptibility: The embedding process should not introduce any perceptible artifacts 
into original image and not degrade the perceive quality of image, and (iv) Robustness: 
The watermark should be able to withstand various attacks while can be detected in the 
extraction process. 

In general, watermark is small, hidden perturbations in the database used as an evi-
dence of its origin. Inserting mark into original data used to demonstrate the owner-
ship. Watermark should not significantly affect the quality of original data and should 
not be able to destroy easily. The goal is to identify pirated copies of original data. 
Watermarking does not prevent copying, but it deters illegal copying by providing a 
means of establishing the ownership of a redistributed copy. There are more ap-
proaches and algorithms available for image, audio and video but the new is how to 
introduce a new approach serve the relational databases? 

Agrawal et al. introduce a watermarking technique for numerical data [1]. This 
technique dependent on a secret key, uses markers to locate tuples to hide watermark 
bits, hides watermark bits in the least significant bits. Also Sion et al. introduce a 
watermark technique for numerical data [2]. This technique is dependent on a secret 
key, instead of primary key uses the most significant bits of the normalized data set, 
divides the data set into partitions using markers, and varies the partition statistics to 
hide watermark bits. 

Relational database was selected because it is common and was created before. 
Watermarking for values of selected attributes in tuples of relational database, it must 
be small to be tolerated [3,4]. 

This paper is organized as follows: The problem statement is described in section 
II, Section III presents the proposed technique and discusses the evaluation of this 
novel technique.  

2   Watermarking for Databases 

Watermarking of relational databases is very important point for the researches; be-
cause the free databases available on the internet websites are published without 
copyrights protection and the future will exploding problems. If the database contains 
very important data; then the problem will be how to add watermark to the numerical 
or textual data in relational database. This should be performed without affecting the 
usefulness and the quality of the data. 

The goal is how to insert intended error /mark /data /formula/ evidence associated 
with secret key known only by the data owner in order to prove the ownership of the 
data without lossless of its quality [5,6]. Fig.1 shows a typical watermark model for 
any relational database. Watermark W is embedded into the relational database I with a 
secret key k, the watermarked relational database IW later pass through a distribution 
channel (computer network, internet, etc.), which are simulated under several kinds of 
common attacks. The watermarked database after attack IW, with the same secret key, 
will then extracted in order to recover the original watermark data W [4-10]. 
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Fig. 1. Typical Watermark System Model 

3   The Proposed Technique 

Generally, the proposed technique relies on changing database schema; which is the 
model of database contents, thus the structure of the data will be changed by adding a 
new record (altering the table) relies on the original data in each field of the relational 
databse. The function used in constructing the new record as well as the secret key 
known only by the data owner. In general, the function used in protecting this rela-
tional database is locked via a predefined secret key. The proposed technique can be 
summarized in the following steps: 

1. Get the relational table from the desired database; which must be numeric values. 
2. For each field, adding a new calculated record based on the data stored in other 

records with a secret function f(.). 
3. Generate the secret function f(.); which depends on the numeric values of the 

other cells in the current field in an encrypted structure. 
4. Apply this function to the remaining fields in the table; thus an extra record has 

been created and added to the original database table. 
5. Protect the calculated column from attack with a protection KEY known only to 

the data owner. 
6. The added record may be hidden to malicious. 

 

In general, the proposed technique can be used to protect the ownership of the rela-
tional database that contains only numeric values. This novel technique adds only one 
hidden record with a secret function. Not only that but also locking this calculated 
row from any attacks or changes such as deleting or updating. The advantages of the 
proposed technique are: 

 

1. The proposed technique is available for any relational database. 
2. No delay and no additional time required till the normal calculation end. 
3. Allowable for any update such as adding rows and changing the values of the columns. 
4. Not allowable for deleting the hidden records because it was locked with a secret 

key known only by the data owner. 
5. The values in the hidden record are known only by the data owner [14-16]. 
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6. Furthermore, there is a possibility to use a different function for each field results 
in more robustness. 

7. Moreover, there is no need for additional storage area as required when adding 
additional columns as described in [18].  

The relational database in Table 1 is the North wind database used for many appli-
cations because it was mostly published on the internet and common in different  
Microsoft applications. Table 2 presents the watermarked relational database. The 
algorithm has been practically summarized in the following:  

 

(i) selecting any numerical table such as Table l  
(ii) adding a new record; its value relies on the data stored in other records by    

unknown functions, For example: 
 

Key = STD(Cells)+Max(Cells)- Min(Cells)±Q                              (1) 
 

where, STD is the standard deviation, and Q is a constant value. 
(iii) Applying the function for all columns as shown in Table 2.  

Table 1. The original relational database 

Stock No. Jan. Feb. Mar. Apr. May June July Aug. Sep. Oct. Nov. Dec. 

125970 1400 1100 981 882 794 752 654 773 809 980 3045 19000
212569 2400 1721 1414 1191 983 825 731 653 723 790 1400 5000 
389123 1800 1200 890 670 550 450 400 410 402 450 1200 16000
400314 3000 2400 1800 1500 1200 900 700 650 1670 2500 6000 15000
400339 4300  2600 1800 1600 1550 895 700 750 900 8000 24000
400345 5000 3500 2800 2300 1700 1400 1000 900 1600 3300 1200020000
400455 1200 900 800 500 399 345 300 175 760 1500 5500 17000
400876 3000 2400 1500 1500 1300 1100 900 867 923 1100 4000 32000
400999 3000 1500 1000 900 750 700 400 350 500 1100 3000 12000
888652 1234 900 821 701 689 621 545 421 495 550 4200 12000

Table 2. The watermarked relational database 

Stock No. Jan. Feb. Mar. Apr. May June July Aug. Sep. Oct. Nov. Dec. 

125970 1400 1100 981 882 794 752 654 773 809 980 3045 19000
212569 2400 1721 1414 1191 983 825 731 653 723 790 1400 5000 
389123 1800 1200 890 670 550 450 400 410 402 450 1200 16000
400314 3000 2400 1800 1500 1200 900 700 650 1670 2500 6000 15000
400339 4300  2600 1800 1600 1550 895 700 750 900 8000 24000
400345 5000 3500 2800 2300 1700 1400 1000 900 1600 3300 1200020000
400455 1200 900 800 500 399 345 300 175 760 1500 5500 17000
400876 3000 2400 1500 1500 1300 1100 900 867 923 1100 4000 32000
400999 3000 1500 1000 900 750 700 400 350 500 1100 3000 12000
888652 1234 900 821 701 689 621 545 421 495 550 4200 12000
564646 3433 2062 1340 994 1298 1362 553 715 1714 2167 5235 14200
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(iv) Hide the calculated record and export the table with the new added record  
 (v)  lock the entire table with a protection key known only to the data owner that 

deter the copying and changing the values of cells.  
 

Another example is listed in Table 3. It combines different types of data. The same 
principles are applied to numerical The final result is shown in Table 4.  A code for 
each character is given as listed in Table 5. The secret formula is calculated as follows: 

n

n

i j
ji

i

∑ ∑
= == 1 1

α

ρα
β                                                   (2) 

where, α is the number of characters per word, ρ is the character code, n is the number 
of words, and β is the secret key. 

Table 3. The original relational database 

Emp_ID Emp_Name Address Birth Date Salary 
2324 Ahmed Mansoura 17/11/1987 2320 
4547 Nagi Tanta 22/02/1989 1344 
6549 Sameh Cairo 12/12/1987 2456 
7653 Kamel Sudan 10/08/1986 1233 
8975 Alaa Cairo 04/10/1981 2356 

Table 4. The watermarked relational database 

Emp_ID Emp_Name Address Birth Date Salary 
2324 Ahmed Mansoura 17/11/1987 2320 
4547 Nagi Tanta 22/02/1989 1344 
6549 Sameh Cairo 12/12/1987 2456 
7653 Kamel Sudan 10/08/1986 1233 
8975 Alaa Cairo 04/10/1981 2356 
5661 Tamer Banha 01/19/1994 2164 

 

Table 5. Alphabetic Character Coding 

Character Code (ρ) Character Code (ρ) 
A 
B 
C 
D 
E 
F 
G 
H 
I 
J 
K 
L 
M 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 

N 
O 
P 
Q 
R 
S 
T 
U 
V 
W 
X 
Y 
Z 

14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
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The resulted Emp_name and address can be concluded as shown in Table 6. 

Table 6. The computed secret key and its corresponding Emp_name and address 

Secret key 
(β) 

Emp_Name Address 

1:50 Mohamed Sinai 
51:100 Ali Talkha 
101:150 Hassan Sandoub 
151:200 Tamer Banha 
201:250 Shaker El-Baramoon 

4   Conclusions 

A novel digital watermarking technique for relational database has been presented. 
The proposed technique has provided a very high degree of reliability and protection 
of relation database with the aid of the user predefined function; which inserts an 
additional hidden record to available relational database. This technique has many 
advantages over existing techniques. First, it is available for any relational database. 
Second, it does not require any additional time because the calculations required for 
the new record are done off line. Third, it is not possible to delete the hidden  record 
because it has been locked with a secret key known only by the data owner. The val-
ues in the hidden record are known only by the data owner. Furthermore, the prob-
lems associated with the work in literature are solved. For example, there is no need 
for additional storage area as required when adding additional columns especially 
with large databases. In addition, in case of protecting data by adding columns, we 
need for to add a number of columns equal to the number of data types to be pro-
tected. Here, one record is sufficient to protect all types of data. Moreover, there is a 
possibility to use a different function for each field results in more robustness. Finally, 
the proposed technique does not have any other requirements or restrictions on either 
database design or database administration. 
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Abstract. Moving a brain-computer interface from a laboratory demonstration to 
real-life applications poses severe challenges to the BCI community. Recently, 
with advances in the biomedical sciences and electronic technologies, the devel-
opment of a mobile and online BCI has obtained increasing attention in the past 
decade.  A mobile and wireless BCI based on customized Electroencephalogram 
recording and signal processing modules has the advantage of ultimate portabil-
ity, wearability and usability. This study integrates a mobile and wireless EEG 
system and a signal-process platform based on a Bluetooth-enabled cell-phone 
into a truly wearable BCI. Its implications for BCI were demonstrated through a 
case study in which the cell-phone was programmed to assess steady-state, vis-
ual-evoked potentials in response to flickering visual stimuli to make a phone 
call directly. The results of this study on ten normal healthy volunteers suggested 
that the proposed BCI system enabled EEG monitoring and on-line processing of 
unconstrained subjects in real-world environments.  

Keywords: Brain-computer interface (BCI), Electroencephalogram (EEG), 
Steady-state Visual-evoked potentials (SSVEP), Wireless data transmission. 

1   Introduction 

Brain-computer interface (BCI) systems acquire electroencephalography (EEG) sig-
nals from the human brain and translate them into digital commands which can be 
recognized and processed on a computer or computers using advanced algorithms [1]. 
BCIs can provide a new interface for the users suffering from motor disabilities to 
control assistive devices such as wheelchairs. Over the past two decades, different 
features of EEG signals such as mu/beta rhythms, event-related P300 potentials, and 
visual evoked potentials (VEP) have been used in BCI studies. Among these different 
BCI regimes, the VEP-based BCI has obtained increasing attention due to its advan-
tages including high information transfer rate (ITR), little user training, low user 
variation, and ease of use [2].   

Steady-state visual evoked potential (SSVEP) is the electrical response of the brain 
to the flickering visual stimulus at a repetition rate higher than 6 Hz [3]. The SSVEP 
is characterized by an increase in amplitude at the stimulus frequency, which makes it 
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possible to detect the stimulus frequency based on the measurement of SSVEPs. The 
frequency coding approach has been widely used in SSVEP-based BCI systems [4]-[9]. 
In such a system, each visual target is flickering at a different frequency. The system 
can recognize the gaze target of the user by detecting the dominant frequency of the 
SSVEP. Although robustness of the system performance has been demonstrated in 
many laboratory studies, moving this BCI system from a laboratory demonstration to 
real-life applications still poses severe challenges to the BCI community [9]. To de-
sign a practical BCI system, the following issues need to be addressed: (1) ease of 
use, (2) reliable system performance, (3) low-cost hardware and software. Recently, 
with advances in the biomedical sciences and electronic technologies, the develop-
ment of a mobile and online BCI has been put on the agenda [10]. 

In real-life applications, BCI systems should not use a bulky, wired EEG acquisi-
tion device and signal processing platform [11]. Using these devices will not only 
uncomfortable and inconvenient for the users, but will also affect their ability to per-
form routine tasks in real life. Furthermore, signal processing of BCI systems should 
be in real-time instead of off-line analysis. Several studies have demonstrated the use 
of portable devices for BCIs [12]-[17]. Lin et al. [12] proposed a portable BCI system 
that can acquire and analyze EEG signals with a custom DSP module for real-time 
monitoring. Shyu et al. [17] proposed a system to combine an EEG acquisition circuit 
with an FPGA-based real-time signal processer. To the best of our knowledge, a cell-
phone-based online BCI platform has not been reported.  

This study aimed to integrate a wearable and wireless EEG system [12] with a mo-
bile phone to implement an SSVEP-based BCI. The system consists of a four-channel 
biosignal acquisition/amplification module, a wireless transmission module, and a 
Bluetooth-enabled cell-phone. This study also demonstrates its implications in a case 
study in which wearers’ EEG signals were used to directly make a phone call. Real-
time data processing was implemented and carried out on a regular cell-phone. In a 
normal office environment, an average information transfer rate (ITR) of 28.47 
bits/min was obtained from ten healthy subjects. 

2   Methods  

2.1   System Hardware Diagram  

A typical VEP-based BCI that uses frequency coding consists of three parts: visual 
stimulator, EEG recording device, and signal processing unit [2]. The basic scheme of 
the proposed mobile and wireless BCI system is shown in Fig. 1. The hardware of this 
system consists mainly of three major components: a stimulator, an EEG acquisition 
unit and a mobile cell-phone.  

The visual stimulator comprises a 21-inch CRT monitor (140Hz refresh rate 
800x600 screen resolution) with a 4 x 3 stimulus matrix constituting a virtual tele-
phone keypad which includes digits 0-9, BACKSPACE and ENTER. The stimulus 
frequencies ranged from 9Hz to 11.75Hz with an interval of 0.25Hz between two 
consecutive digits. The stimulus program was developed in Microsoft Visual C++ 
using the Microsoft DirectX 9.0 framework. 
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Fig. 1. System diagram of mobile and wireless BCI 

  
(a) 

 
(b) 

Fig. 2. (a) Block diagram of the EEG acquisition unit, (b) an EEG headband with an embedded 
data acquisition and wireless telemetry unit 

The EEG acquisition unit is a 4-channel wearable bio-signal acquisition unit. Fig. 
2(a) shows the data flow of EEG acquisition unit [11]. EEG signals were amplified 
(8,000x) by instrumentation amplifiers, Band-pass filtered (0.01-50 Hz), and digitized 
by analog-to-digital converters (ADC) with a 12-bit resolution. To reduce the number 
of wires for high-density recordings, the power, clocks, and measured signals were  
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daisy-chained from one node to another with bit-serial outputs. That is, adjacent nodes 
(electrodes) are connected together to (1) share the power, reference voltage, and ADC 
clocks, and (2) daisy-chain the digital outputs. Next, TI MSP430 was used as a control-
ler to digitize EEG signals using ADC via serial peripheral interface with a sampling 
rate of 128Hz. The digitized EEG signals were then transmitted to a data receiver such 
as a cell-phone via a Bluetooth module. In this study, Bluetooth module BM0203 was 
used. The whole circuit was integrated into a headband (Fig. 2(b)). The specifications 
of the EEG acquisition unit are listed in Table 1. 

Data processing unit was realized using a Nokia N97 (Nokia Inc.) cell-phone. A 
J2ME program developed in Borland JBuilder2005 and Wireless Development Kit 2.2 
were installed to perform online procedures including (1) displaying EEG signals in 
time-domain or frequency-domain on the screen, (2) band-pass filtering, (3) estimating 
power spectrum of the VEP using fast Fourier transform (FFT), (4) presenting auditory 
feedback to the user, and (5) phone dialing. The resolution of the 3.5-in touch screen of 
the phone is 640 x 360 pixels. 

Table 1. Specification of EEG acquisition unit 

Type Example 
Channel Number 4 
System Voltage 3V 
Gain 8,000 
Bandwidth 0.01~50 Hz 
ADC Resolution 12bits 
Output Current 29.5mA 
Battery  Lithium 3.7V 450mAh  15~33hr 
Full Scale Input Range 577μV 
Sampling 128Hz 
Input Impedance greater than 10MΩ 
Common Mode Rejection Ratio 77dB 
System Voltage 88dB 
Gain 18mm x 20mm, 25mm x 40mm 

2.2   System Software Design 

When the program is launched, the connection to the EEG acquisition unit would be 
automatically established in a few seconds. The EEG raw data are transferred, plotted, 
and updated every second on the screen. Since the sampling rate is 128 Hz, the screen 
displays about 4-sec of data at any given time. Fig. 3(a) shows a snapshot of the screen 
of the cell-phone while it was plotting the raw EEG data in the time-domain. Users can 
switch the way of displaying from time-domain to frequency-domain by pressing the 
“shift” + “0” button at the same time. Under the frequency-domain display mode, the 
power spectral density of each channel will be plotted on the screen and updated every 
second, as shown in Fig. 3(b). An auditory and visual feedback would be presented to 
the user once the dominant frequency of the SSVEP is detected by the program. For 
example, when number 1 was detected by the system, the digit “1” would be shown at 
the bottom of the screen and “ONE” would be said at the same time. 
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(a) 

 
(b) 

Fig. 3. Screen snapshots of the cell-phone’s GUI: (a) A time-domain display of the 4-channel 
EEG, (b) Estimated power spectral density of the EEG when number ‘1’ was attended. 

Fig. 4 shows the flow chart of the program. First, the program initiates a connec-
tion to the EEG acquisition unit. Next, four-channel raw EEG data are band-pass 
filtered at 8-20 Hz, and then plotted on the screen every second.  The display can be 
switched to the power spectrum display mode by pressing “shift” + “0” buttons simul-
taneously, as shown in Fig. 3. A 512-point FFT is applied to the EEG data using a 4-
sec. moving window advancing at 1-sec. steps for each channel. To improve the reli-
ability, a target is detected only when the same dominant frequency is detected in two 
consecutive windows (at time k, and k+1 seconds, k≥4). The subjects are instructed to 
shift their gaze to the next target (digit) flashed on the screen once they are cued by 
the auditory feedback. 

2.3   BCI Experiment Design 

Ten volunteers with normal or corrected to normal vision participated in this experi-
ment. The experiment was run in a typical office room. Subjects were seated in a 
comfortable chair at a distance of about 60 cm to the screen. Four electrodes on the 
EEG headband were placed around the O1/O2 area, all referred to a forehead midline 
electrode. 

At the beginning of the experiment, each subject was asked to gaze at some spe-
cific digits to confirm the wireless connection between the EEG headband and the 
cell-phone. Based on the power spectra of the EEG data, the channel with the highest 
signal-to-noise ratio was selected for online target detection. The test session began 
after a couple of short practice session. The task was to input a 10-digit phone num-
ber: 123 456 7890, followed by an ENTER key to dial the number. Incorrect key 
detection could be removed by a gaze shift to the “BACKSPACE” key. The percent-
age accuracy and ITR [1] were used to evaluate the performance of the cell-phone 
based BCI. 
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Fig. 4. The flow chart of the program coded on the cell-phone. T-signal refers to the time-
domain display, and F-signal refers to the frequency-domain display. 

3   Results 

Table 2 shows the results of the EEG-based phone-dialing experiments. All subjects 
completed the EEG-based phone-dialing task with an average accuracy of 95.9±7.4%,  
 
 

Table 2. Online test results of 10 subjects 

Subject Input length Time(sec.) Accuracy (%) ITR 
Y.T. 11 72 100 32.86 
C. 11 72 100 32.86 
A. 19 164 78.9 14.67 

Y.B. 11 73 100 32.4 
T.P. 17 131 82.4 17.6 
T. 11 67 100 35.31 
W. 11 72 100 32.86 
B. 13 93 92.3 20.41 
F. 11 79 100 29.95 
D. 11 66 100 35.85 

Mean 12.6 88.9 95.9 28.47 
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and an average time of 88.9 seconds. 7 subjects successfully inputted 11 targets with-
out any error. The average ITR was 28.47±7.8 bits/min, which was comparable to 
other VEP BCIs implemented on a high-end personal computer [4]. 

4   Conclusions and Discussion 

This study detailed the design, development, and testing of a truly mobile and wireless 
BCI for communication in daily life. A lightweight, battery-powered, and wireless 
EEG headband was used to acquire and transmit EEG data of unconstrained subjects in 
real-world environments. The acquired EEG data were received by a regular cell-
phone through Bluetooth. Signal-processing algorithms and graphic-user interface 
were developed and tested to make a phone call based on the SSVEPs in responses to 
frequency-encoded visual stimuli.   The results of this study concluded that all of the 
participants, with no or little practicing, could make phone calls through this SSVEP-
based BCI system in a natural environment.  

Despite such successes, there is room for improvement. Future directions include: 
(1) the use of dry EEG electrodes over the scalp locations covered with hairs to avoid 
skin preparation and the use of conductive gels; and (2) the use of multi-channel EEG 
signals to enhance the accuracy and ITR of the BCI [18], as opposed to manually 
selecting a single channel from the recordings. 

It is worth noting that, in the current study, the cell-phone was programmed to as-
sess wearers’ SSVEPs for making a phone call, but it can actually be programmed to 
function in ways appropriate for other BCI applications. In essence, this study is just a 
demonstration of a cell-phone based platform technology that can enable and/or facili-
tate numerous BCI applications in real-world environments. 
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Abstract. This paper studies a script language DCISL for the dynamic control 
integration of the MAS (Multi-Agent System), which is used to describe the in-
tegration rules based on service flow. With the analysis of MAS-related  
language elements and combination of formalized description method and 
structure tool, this paper provides the definition of DCISL and realization of 
DCISL interpreter. DCISL uses the way of unifying the logistic definition and 
separating the physical realization to describe the MAS integration rules. 
Through the script interpreter, the integration rules between service agents 
which are described in DCISL are mapped into behavior logic between service 
agents, and by using the interpreting mechanism of the script interpreter, the 
dynamic script switch is realized. Through the interpreter within the service 
agents, the integration rules within the agents which are described in DCISL are 
mapped into the behavior logic between function agents, and according to the 
contract net protocol, the service agents interact with CMB (Common Message 
Blackboard) to realize the dynamic bid inviting. Ultimately, the experiment 
shows that the agents can run independently according to the integration logic 
based on the integration rules which are described in DCISL and eventually re-
alizes the cooperation between agents and the dynamic integration control of 
agents system by using of the script switch and bid inviting mechanism. 

Keywords: Script language; Service flow; System integration; Dynamic inte-
gration. 

1   Introduction 

With the emergence and development of Agent research, MAS is a practical idea to 
solve the communication, coordination and management between each isolated appli-
cation system, so as to achieve the purpose of system integration. In ABS (Agent-
Based System), each member of Agent often has incomplete information and problem 
solving ability. To solve complex problems, they were flexibly and dynamically inte-
grated in accordance with the logical rules as a separate “MAS”. Every Agent com-
pletes their respective work according to logical rules, achieves the interaction of 
ability between the Agents, and completes the complex task. Such process is the 
Agent System Integration. And the logical rules which reflect the order of the imple-
mentation of each Agent were known as Agent System Integration Rules. 
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Integration rules are customized and described by scripting language, analyzed by 
script parser, and distributed by script interpreter. However, in reality, the integration 
needs are constantly changing. Different needs have different integration rules to cor-
respond them. So they need a scripting language to support the ever-changing of inte-
gration rules without affecting the operation of their systems. There are existing script-
ing languages, such as Python, Perl, Ruby, BPEL, etc. Issues need a scripting lan-
guage, based services-based integration rules, have language elements to support MAS 
structure and dynamic control integrated, and describe the integration rules among and 
within Agents. However the above scripting language can not meet the needs. 

In order to meet the needs of issue, this paper defines a dynamic control integration 
language DCISL, which adopts the approach unified in logic and separate in physical 
to define ABS integration rules. Integration developers, based on DCISL, can de-
scribe the integration rules between the service Agents and map them to the Service 
Agent logic of behavioral change by the once-interpretation and multi-operation ex-
planation mechanism of script interpreter; and they can describe the integration rules 
within the service Agents and map them to function Agent behavioral change by the 
mechanism of Agent. Finally Agent system integration task was completed flexibly 
and dynamically. 

2   Script-Based Control Strategy for Dynamic Integration 

2.1   Service Integration Rules 

Formation of service integration rules were shown in Fig.1. Aiming at business analy-
sis, we extract a series of business processes, from which each service is took out to 
store and model unrelated process model. After users extract integration needs, integra-
tion developers come to integration logic by logically abstracting those needs. Accord-
ing to integration logic, services are integrated to the service process to form the execu-
table process model of service-related. Then process model are mapped to script.  

 

Fig. 1. Service-based Integrated Model 
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2.2   Script-Based Dynamic Integration 

Script-based integration strategy is once-interpretation and multi-implementation. 
Relations between Agents, gained by interpreting integration script only once, are 
distributed to the Agents participating in the integration. Participants of integration 
take integration rules as their own knowledge to control the Collaboration with other. 
It was shown in Fig.2. Script integration describes the collaboration between tasks A, 
B, C, D which decompose from integration needs. By inquiring CRC, we can get 
Agent a, Agent b, Agent c, Agent d which complete tasks A, B, C, D respectively. 
After using script interpreter to explain script, we can obtain the following task col-
laborative relations: A→B, A→C, B→D, C→D. Then the generated integration rules 
are distributed to their corresponding Agent. When Agents received their correspond-
ing rules, they will complete integration needs autonomously in accordance with the 
collaborative relations in Fig. 2. 

 

Fig. 2. Integration script mapping 

3   Design of DCISL 

3.1   DCISL Overall Design 

DCISL adopts the approach unified in logic and separate in physical achievement. It 
uses a language DCISL in logic and adopts two processes in the physical achievement 
to achieve in accordance with the control object of the script. Between service Agents, 
using the script editor to write scripts, using the lexical syntax analyzers and script 
parser to convert script to integrated control commands, service Agents send these 
commands to their corresponding service Agents; Fig.3 is the structure of DCISL. 

3.2   Grammar of DCISL 

A complete integration rules within service Agents based on DCISL includes two 
parts: statement and rule definition. The part of statement (INIT_SECTION) mainly 
state the variables necessary in rule definition; and the part of rule definition (CON-
TROL_SECTION) focuses on the definition of interaction logic between Agents.  
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expression_statement and declaration_statement. 
expression_statement function; 
function identifier  OPEN_PAR  CLOSE_PAR            (1) 
| identifier OPEN_PAR  paramlist  CLOSE_PAR ; 
paramlist _expression           (2) 
| paramlist COMMA _expression ;  
_expression simple_expression 
        | identifier DOT identifier 
| OPEN_PAR _expression CLOSE_PAR   
|_expression EQUAL _expression    
 | _expression N_EQUAL _epression 
| function ; 

 
The expression statement mainly describes the function call statement of the 

DCISL language. Production (1) describes the grammar structure of function opera-
tion; Production (2) is the parameter list of function, including a list of sub-tasks and 
logical expressions. The declaration_statement mainly defines the variables 
needed in the definition of control integration rule and gives them initial statement. 

3.3   Design of DCISL Parser and Interpreter 

When parsing Script file, the DCISL parser automatically establishes two grammar 
trees. Firstly, according to the definition of all sub-tasks in the part of 
TASK_SECTION, the DCISL parser establishes one task-tree; secondly, according to 
the execution logic of all sub-tasks that is defined in the part of RULE_SECTION, the 
DCISL parser establishes one rule-tree. Two grammar trees have uniform node struc-
ture, and its definition is shown as follows: 
 
struct Node{ 
int type;     //type of this node 
char *value;        //value of this node 
struct Node *child;   //point to its first child 
struct Node *brother;  //point to its brother 
struct Node *secchild; //point to its second child 
struct Node *father;  //point to its pre-node 
… …  
}; 

 

Fig. 3. System Structure of DCISL 
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Fig. 4. The Analysis and interpretation mecha-
nism of DCIS 

 

Fig. 5. The control integration process within 
InputGatherService Agent 

 

 
The premise of interpretation is that the text file (*.txt) has been parsed to intermediate 

XML document and it does not have any morphology mistakes and grammar mistakes. 
Interpretation of the DCISL file is one process of traversing all nodes of two grammar 
trees, and it starts from the first node of rule-tree and extracts the corresponding capacity 
name and interactive information that is pre-information and post-information. In terms 
of the value of each rule-tree node, it carries out inquiries to the CRC. If the correspond-
ing Agent exists, it will be informed to join in the implementation of integrated tasks. 
When the Agent of this node completes its tasks, the tasks and data will be transferred to 
a successive Agent. If the corresponding Agent does not exist, the Agent will send ten-
ders to the CMB until an Agent which can complete the task is added. 

4   Experiment and Analysis 

4.1   Integration Example Based on DCISL 

We took the integration of five modules as the integration goal to be tested. These 
modules belong to BCDSS and they are independent, and they include the Radar 
module, Infrared module, InputGather module, Handler module and Show module. 
Firstly, we utilize the agent packing tool to wrap these modules as Service agents and 
Function agents, define the control integration process within Service Agents which 
was shown in Fig.5, and then these agents were registered in the control platform. 
Then we decomposed the integration goal into five independent sub-tasks: RadarTask, 
InfraredTask, InputGatherTask, HandlerTask and ShowTask. Secondly, we defined 
the integration rule in the DCISL Text editor which was shown in Fig.6; then, we 
saved this text rule as “test.txt”. Thirdly, we used the DCISL parser to check our inte-
gration rule of between service Agents, and generate the intermediate file as 
“test.xml”. The partial integration rule was shown as follows: 
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TASK_SECTION  //the definition part of all sub-tasks 
TASK RadarTask  // the sub-tasks name definition 
 CAPABILITY MCRadar//the MC definition 
END_TASK //the end symbol of RadarTask definition 
…     … … //definition of other sub-tasks 
RULE_SECTION //the rule definition of all sub-tasks 
LOOP   //all sub-tasks will be executed circularly 
[EXECUTE RadarTask] //execution of RadarTask 
AND //RadarTask and InfraredTask are coordinate  
[ EXECUTE InfraredTask ]  
 EXECUTE IGTask    //execution of IGTask 
… … … 
END_LOOP //the end symbol of loop definition 
END_SCRIPT //the end symbol of all definition 

 

 
Fig. 6. The integration rule 

 

Fig. 7. The DCISL interpretation process 

 

 Then, we opened the DCISL interpreter, loaded and interpreted the XML file 
“test.xml”. The integration rule defined in the intermediate file could act on each 
agent, and its interpretation process was shown in Fig.7. When the interpretation 
process is successful, we could get the integration result that was shown in Figure4.4. 
At this time, the agent cooperation was realized, and the Radar agent and the Infrared 
agent respectively detected their targets and then transmitted their information to 
other agents. Finally, these information were shown in the screen. 

4.2   The Contrast between DCISL and MXML 

DCISL and MXML are both used to define the integration rule of agent system. In 
view of the integration process that uses DCISL to define the integration rule and the 
integration process that uses MXML to define the integration rule, we did two con-
trasts in the fact of the completion efficiency and the communication rate.  

Firstly, according to the BCDSS, we made one contrast of the completion effi-
ciency of sub-tasks. To each agent, it needs some time to complete its sub-task, so the 
completion efficiency of sub-tasks is defined as the ratio of quality to time. In 
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BCDSS, one sub-task can be completed on time or not. In this case, we just calculated 
the efficiency of sub-tasks (V) finished successfully, the quality (Q) is 1 and the effi-
ciency value is the reciprocal of time (T) that could be defined as: V=1/T. Fig.8 shows 
the contrast of DCISL and the traditional MXML in the fact of the completion effi-
ciency of sub-tasks. The sub-task number increases from 1 to 10. 

Fig.9 shows that, when finishing the same Sub-tasks, the time of the traditional 
MXML takes is more than that of the DCISL. With the increment of the ST number, 
MXML requires more and more time spending. The reason is that, in the MXML, 
each agent needs continually check its operation premise that is defined in the integra-
tion logic based on XML. And it is necessary to analyze the return message to deter-
mine its operation.  

Secondly, we made one contrast of the communication rate. The time of communi-
cation among agents per second is defined as the communication rate (V), and it can 
be defined as V=m/t, and m is the communication number and t is the time. The con-
trast of MXML and DCISL in the fact of the communication rate can be shown in Fig. 
9, and the sub-tasks number increases from 1 to 20. 
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Fig. 9. The contrast of MXML and DCISL 
in the fact of the communication rate 

Fig. 8. The contrast of DCISL and MXML in the 
fact of the completion efficiency of sub-tasks 

 
 
The above contrast shows, when finishing the same sub-tasks, the communication 

rate of DCISL is less than that of the traditional MXML, and the difference becomes 
obvious with the increase of sub-tasks. This result proves that, with the increment of 
ST number, MXML needs more communications to realize its integration goal. Thus, 
the integration that uses MXML to define the integration rule needs more system 
spending and DCISL has great efficiency. 

5   Conclusion 

For the dynamic integration demand of Agent System, in this paper DCISL language 
used for ABS control integration is designed, the text script editing and the script 
editing visual environment was realized to edit integrated rules, and also the script 
language parser and interpreter was realized. The thinking of service flow and capac-
ity hierarchical were applied to the process of Agent System’s integration. A close 
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coupling between integrated rules based on the definition controlling integrated 
scripting language and integrated Agent module is produced. And the use of scripting 
dynamic switching and dynamic bidding makes processing all dynamic situations 
realized, thereby makes the explanation of implementation more efficiently, stability 
and reliable and easier for integrated developing users to use. 
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Abstract. Multi-view architecture products describe the requirement connota-
tion of complex information system explicitly and reflect the essence of prob-
lem domain. Agent organization gives a good idea in solving problem domain 
in course of its integrated and intelligent. This paper takes the DOD AF opera-
tional view products for example to combine with their merits. After the formal-
ized expression of operational view products relating to organization abstract 
model, some mapping rules to mapping operational view products to organiza-
tion abstract model were suggested. Then using the social network analysis 
method, a way of mapping organization abstract model to multi-agent software 
architecture style according to Pearson correlation coefficients was set up. In 
the end, an example was set up to validate the feasibility of this approach.  This 
work can integrate the system requirements and multi-agent software architec-
ture. It shortened the gap between system’s top-design and its implementation, 
at the same time, it improved the system adaptability.  

Keywords: multi-view architecture products, agent organization, software  
architecture style, mapping. 

1   Introduction 

Multi-view architecture provides a standardized expression language and unified 
description methods for the developing of complex information system. It offers a 
feasible method to solve complex problems and ensures the system’s top design, 
which is beneficial to the interconnection, intercommunication and interoperation 
between complex information systems. Multi-view architecture products mainly focus 
on the organization and the structure of system. They can ensure a comprehensive and 
consistent top-level framework and provide guidance for the developing of complex 
information system. Multi-view architecture products mainly describe system’s prob-
lem domain, while the agent technology provides a good solution for the problem 
domain. However, in practice, with the increasing of the degree of system complexity 
and the number of agent, the coordination of agent system becomes more difficult. To 
understand multi-agent system from the perspective of software architecture, which 
recognizes multi-agent system as a new style of software architecture[1] [2],  it is 
conducive to solve the problem domain. 
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Multi-view architecture products can be used as the starting point to obtain the sys-
tem requirements. To build the system with multi-view architecture products and 
implement the system with agent technology, this method ensures the integration 
efficiency and better adaptability of system. At present, there is little research on 
building the information system which combines with multi-view architecture prod-
ucts and agent organization. Some scholars proposed to use the multi-view architec-
ture products in the agent-based modeling and simulation systems[3][4]. It extracts 
relevant data from architecture products to build individual agent by analyzing the 
relations between architecture products and the attributes of agent in the simulation 
platform. However, this work is limited to establishment of the data link between the 
architecture products and individual agent. The influence that architecture products 
take on the construction to agent-based system is not truly reflected. Therefore, re-
search on the mapping multi-view architecture products to multi-agent software archi-
tecture style, in essence, is how to build multi-agent system with architecture prod-
ucts. To establish the relations between architecture products and agent-based system, 
it integrates architecture technology and agent technology in the construction of sys-
tem.  Take the DoD AF for example, this paper mainly studies mapping operational 
view products to multi-agent software architecture which provides a new way of 
building complex information systems. 

2   Formal Description of Operational View Products 

In order to standardize the description of operational view products and improve the 
accuracy, completeness as well as understandability of the description, OV-1, OV-2, 
OV-4 and OV-6a are complementary defined based on the existing formulations[5]. 
With the enrichment of data entities associated with architecture products, it can more 
clearly reflect their intrinsic properties. 
 
Definition 1, High-level operational concept graphic, 

, , , ,Re::HOCG Mission BPs HOCs Orgs s< >= , where Mission  denotes the set of operational 
missions that is a non-empty finite set. Operational missions can be divided into several 
operational goals. The fulfillment of operational missions depends on the implementation 
of operational goals. :: { _ }Mission ON Goals= . Bps  shows the set of business process. 

HOCs shows the high-level operational idea which outlines a series concept of opera-
tional tasks. , _ , _ , _::HOC Tasks Task Executors Task Orders Task Interactions< >= ,where Tasks  
represents the set of operational tasks. Task_Executors  represent the executor of opera-

tional tasks. The executor is usually an operational unit. Task_Executors ⊆ Orgs. 
Task_Orders represents the sequence of tasks to complete operational missions. 
Task_Interactions  represents the interactions between tasks and tasks, tasks and  

resources, tasks and the external systems. Org  shows the set of organizations  

which complete the operational tasks. Res shows the resources required to complete 
operational tasks. 
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Definition 2. Operational node connectivity description, 

, ,::
ON

ONCD ONs NLs σ< >= . ONS  represents the set of operational node that is a non-

empty finite set. NLs  represents the set of needlines. 

NLs ONs ONs⊆ × ,0<|NLs|<+∞. NL NLs∈ . NL  represents an orderly even from an 

operational node to another node. : 2ONs

ON
ONsσ → . It represents the level of decom-

position relations between nodes which is a parent-child relationship. The attributes of 
operational node includes: 

_ _ [, _ ]}:: { _ , _ , _ , _ , ON Activities ON Org other performancesON ON Name ON Type ON Goal ON Function= ，  
ON_Name  describes the name of operational node. ON_Type  represents the type of 

operational node(internal node or external node). ON_Goal  represents the set of goals 
which are accomplished by operational node. ON_Function  represents the operational 
function that is finished by operational node. ON_Activities  represents the set of opera-
tional activity that are implemented by operational node. ON_Org  represents the or-
ganizations that operational node belongs to. other_performances represents the other 
attributes of operational node. 

 

Definition 3. Organizational relationships chart, _ , _ Re::CO C Orgs Org< >=  
 

(1) C_Org represents the set of organizations that is a non-empty finite set. 
0 | _ |C Orgs< < +∞ .The attributes of organizational entity are: 

_ { _ , _ , _ , _ ,:: _ Re [, _ ]}C Org Org ID Org Name Org Type Org Roles Org s other performances=
ON_ID ， ON_Name  and ON_Type  separately show the exclusive identification, name 
and type of the organization. Org_Roles  represents the set of roles contained by organi-
zation. Org_Res  represents the resources occupied by organization.  

(2) Org_Re  represents the relationship between organizations which is an orderly 
even from an organization to another organization. The attributes of organization are: 

_ Re {Re_ , Re_ , Re_ , _ _ [, _ ]}::Org ID Name Type From Organization To Organization other performances= ，

  Re_ID , Re_Name  and Re_Type  separately show the exclusive identification, name and 
type of the organization relationship. From_Organization  and To_Organization  separately 
show the source organization and the out organization which constitutes the organiza-
tion relationship. The type of organization relationship mainly includes the command 
relationship, supervise relationship and cooperate relationship. 
Re_ :: { , , }Type Command Supervise Cooperate=  

 

Definition 4. Operational rules description 
 

_ , _ , _ [, _ ]::OR Mission Rule ON Rule OA Rule other Rule< >=  
 

Mission_Rule represents operational rules relating to operational mission which in-
clude regulations, operational guidelines and rules of war.  Mission_Rule is the most 
basic and common rules of the system. ON_Rule represents operational rules relating 
to operational node. These rules make constraints on the connection and the state tran-
sition of operational node. OA_Rule represents operational rules relating to operational 
activity. These rules make constraints on the transition conditions and the transition 
way of operational activity. Other_Rule represents the other operational rules. 
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3   Mapping the Operational View Products to Organization 
Abstract Model 

Operational view products can be used as the starting point to obtain the system re-
quirements. In this paper, the organization requirements of multi-agent system can be 
obtained by them firstly, then it realizes mapping multi-agent system requirements to 
multi-agent software architecture style. The organization requirements of multi-agent 
system can be described by organization abstract model. Organization abstract model 
can be modeled by some abstract concepts of organization. 

3.1   Organization Abstract Model 

From the organizational point of view, the structure and behavior characteristics of 
multi-agent system can be described from a higher level with the help of some ab-
stract concepts of organization. The developing methods of multi-agent system based 
on organization abstract, such as AALAADIN, Gaia, Tropos and AGR, use some 
abstract concepts of organization to model the system. These abstract concepts of 
organization include role, group, organization rule and organization pattern. These 
methods usually develop multi-agent system in accordance with the steps from the 
requirements analysis to system design. After the comprehensive comparison of these 
methods, this paper proposes to build an astract model in the analysis phase of system 
development, which is modeled by role, group and organization structure. The model 
which is modeled by these abstract concepts of organization and their relationship is 
usually called organization abstract model. Organization abstract model describes the 
different level of system requirement. And it also contains other abstract concepts of 
organization. For example, organization rules are decomposed which are defined as 
their properties. 

Organization abstract model takes the role as the view point. And it analyzes and 
designs multi-agent system from the perspective of role. Role can effectively commu-
nicate with the real world and agent-based system because of its social characteristic. 
It can also serves as a link between real world and systems. Thus, to analyze the role 
and its attributes in the analysis phase of system development specify the behavior 
and attributes of agent in the agent-based system. And it also establishes the founda-
tion for designing agent-based system. Describing the system requirements with or-
ganization abstract model makes it closer to real world requirement and easier for the 
management, analysis and design of system. 
 
Definition 5. Role is an abstract of the combiner of responsibility, function and be-
havior in the organization. It is the basic unit for the construction of organization 
structure. It can be represented as: 
 

_ , _ , _ , _ , _ , _::Role R ID G S R GOAL R ACT R ABILITY R CONSTRAINT< >=  ,where: 
_R ID  is the exclusive identification of role. A role in an organization is unique.  

G _ S  represents the group which a role belongs to. For a non-empty role, it must 
belong to a group. A group is constituted by at least two roles. 

R _ Goal  is a set of role goal that is a non-empty finite set. Goal means some expec-
tation of the role. Role expects to implement some events or to achieve specific state 
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through the activities. Role goal represents the responsibility for the role which is the 
main reason to define roles. And role goal is the result of the decomposition of group 
goal. The summation of role goal in a group is the group goal.  

R _ ABILITY  represents the set of plan ability for role. The plan ability shows that 
role can give a plan to accomplish a goal. A plan is consisted of a series of role goal 
or behavior, so each goal can accomplished by a series of goal or behavior.  

R _ ACT  represents the behavior ability for role. The behavior ability shows the be-
havior that can be implemented by role. The behavior ability is the inherent ability of 
role. The fulfillment of a role goal can be achieved by the role behavior or the co-
operation between roles.  

R _ CONSTRAINT  is a set of role constraint that is a non-empty finite set. The role 
constraint is a specification for the role behavior. And it is also the main reason for 
co-operation or conflict resolution between roles. Role constraint can not be 
empty ,otherwise it shows the role behavior will exist without any constraints. Or it 
shows the role has no connection with other roles. The phenomena will not exist in 
the real world. 
 

Definition 6. Group structure is a set of roles which has the common goal, same re-
sponsibility or high interactions.  

_ _ , _ , , _ ,:: _G S G ID G GOAL ROLE R RELATION G CONSTRAINT<= >  

G _ ID  is the exclusive identification of group structure that specifies a group  
structure.  

G _ GOAL  is a set of group structure goal that is a non-empty finite set. Group struc-
ture goal is the result of the decomposition of organization structure goal. The sum-
mation of group structure goal is the organization structure goal. 

ROLE  is a set of non-empty role. Group structure is constituted by at least two 
roles. If a group structure contains only one role, the group structure will transform 
into a role. 

_R RELATION  is a set of relationships between roles in a group structure, including 
the command and control relations, peer relations, communication relations, inheri-
tance and dependency relations. 

G _ CONSTRAINT  is a set of constraints for group structure that is a non-empty finite 
set. The constraints for group structure are the common restriction of the role behav-
ior. These constraints standardize the rule of role behavior in the group structure. 

 

Definition 7. Organization structure is a set of group structure which can work to-
gether to accomplish the common goal. 

_ :: _ , _ , _ , _ , _O S O ID O GOAL G S G RELATION O CONSTRAINT=< >  

O _ ID  is the unique identification of organization structure that specifies an or-
ganization structure.  

O _ GOAL  is a non-empty set of organization structure goal. Organization structure 
goal is the reason for the existence of group structure. With the decomposition of 
organization structure goal, the topology of organization structure can be ascertained.  

G _ S  is a non empty set of group structure. Group structure is the basic unit to 
constitute organization structure. An organization structure contains at least one group 
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structure. When organization structure contains a single group structure, the organiza-
tion structure will transform into a group structure. 

G _ RELATION  represents the relationships between group structures in the organiza-
tion. It mainly includes two kinds of relations, aggregation relations and communica-
tion relations. 

There is a recursion relation between role, group and organization structure from 
their definitions. Multiple roles constitute a group. Multiple groups constitute an or-
ganization structure. When group contains only a single role, it will transform into a 
role. The group goal becomes role goal. The constraints for group become the con-
straint of role. Similarly, when organization structure contains a single group, the 
organization structure will transform into a group. The attributes of organization 
structure transform into the attributes of group. So the relationship between role, 
group and organization structure can be recognized equivalent.  

3.2   Mapping Operational View Products to Organization Abstract Model 

Complex information system is composed of several organizations based on the per-
spective of organization. From the view of abstraction, the system is equivalent to an 
organization structure. Organization structure is the highest level of abstraction in the 
organization abstract model. Operational view products reflect the business require-
ment of the system. The establishment of operational node is based on the missions or 
operational tasks. These nodes are virtual nodes or logical nodes. Each node will 
accomplish specific operational task and operational function. Through the relation-
ship between operational node and system node, we find that operational node can be 
implemented by one or more system. To build the system with agent technology, the 
system will be composed of several agents. So the similarity in structure and function 
exists in operational node and group structure. 
 

Mapping rule 1-a: Operational node ON in OV-2 mapping into group structure 
G_S. 

Mapping rule 1-b: Operational goal ON_Goal in OV-2 mapping into the set of 
group structure goal. 

Mapping rule 2: Operational goal contained by operational missions in OV-1 
mapping into organization structure goal O_GOAL. 

 O_GOAL is the summation of the goals of top-level operational nodes. It can be 

described as 
1

_ _
n

k

O GOAL ON Goal
=

≡∪ , n represents the number of top-level opera-

tional nodes. 
Mapping rule 3: The relationships between operational nodes in OV-2 and OV-3 

mapping into the relationships between group structures G_RELATION. 
The typical relationships between operational nodes are the aggregation relation-

ship and communication relationship. When a node decomposes to several sub-nodes, 
these nodes show a parent-child relationship. There is an aggregation relationship 
between the parent node and the child node. In addition, the other relationship be-
tween operational nodes is communication relationship. That indicates the informa-
tion exchange exist between different operational nodes. According to mapping rule 3, 
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the communication relationship between operational nodes can map into the relation-
ship between group structures. 

Mapping rule 4-a: Mission_Rule in OV-6a mapping into O_CONSTRAINT 
which belongs to organization structure. 

Mission_Rule is the most basic rule of the system. It is also the common rule needed 
by the system. Theses rules can map into the constraint for organization structure. 

The corresponding relations between operational view products and organization 
structure can be seen in Figure 1. 

 

Goal

Group 

Relations of 
group 

OV-6a

OV-3

OV-2

OV-1

Operational 
view products

Organization
structure

Constraints
 

Fig. 1. Corresponding relations between operational view products and organization structure 

According to the definition of group structure, it is a set of roles which has the 
common goal and constraints. The summation of role goal is the organization struc-
ture goal. Therefore, we can determine the role goal and their relationships based on 
the decomposition principle of goal. As shown in Figure 2. 

 
Group structure goal

Decomposition of goal
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combination of sub-

goal 

Sequence of best 
sub-goal

Ascertainment of role

Creation of role static 
structure

Creation of role 
interaction protocal

N
Y

The decomposition
 of goal stage

The assignment of 
sub-goal stage

The creation of group 
structure stage

 

Fig. 2. The decomposing process of the goal of group 
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The creation of the role in a group is divided into three stages, the decomposition of 
goal stage, the assignment of sub-goal stage and the creation of group stage. Following 
these steps we can determine role and dynamic interaction relationship between roles. 
After that, organization abstract model of multi-agent system can be obtained. 

4   Mapping Organization Abstract Model to Multi-agent Software 
Organization  

Abstract model is a recursive model which is formed by role, group and organization 
structure. The smallest unit is role. Role has strong social characteristic and they can 
interact with each other. The interaction between roles directly determines the interac-
tion behavior, thus affecting the overall behavior of the system. Organization abstract 
model can be seen as a social network composed by the role.  Using social network 
analysis in organizational system is feasible[6]. 

4.1   Social Network Analysis of Architecture Style 

Social network analysis comes from the human sociology. Network refers to the asso-
ciations. Social network can simply posed as the structure of social relations. Social 
network represents a structure relationship which can reflect the social relations be-
tween actors. Social network analysis is a set of norms and methods to analysis the 
structure of social relations and their attributes. It mainly analyzes the structure of 
relations and their properties formed by different social units(individuals, groups or 
social) [7]. Pearson correlation coefficients are used to analyze the relations of social 
network. The formula is[8]: 
 

∑ ∑ ∑ ∑
∑ ∑ ∑

−−

−
=

])(][)([ 2222 YYnXXn

YXXYn
r                                    (1) 

 

Pearson correlation coefficients can be used to measure the correlation between 
variables. Here we use it to measure the degree of similarity between variables. X, Y 
is separately a vector matrix. N is the dimension of the vector matrix. 

In order to compare the degree of correlation, the correlation coefficients can be 
divided to five grades. The value begins from -1.0 to +1.0, seen in Table 1. 

Table 1. Interpretation of the correlation coefficients 

-1.0 to -0.7 （--） Strong negative correlation 
-0.7 to -0.3 （- ） Partial negative correlation 
-0.3 to +0.3 （  ） Little or no correlation 
+0.3 to +0.7 （+ ） Partially positive correlation 
+0.7 to +1.0 （++） Strong positive correlation 

4.2   An Example of Mapping 

Structure-in-5 style, pyramid style and joint venture style are the typical multi-agent 
software architecture style[9]. Architecture style is formed by the components. There 
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are interactions between components too. These components form a social network. 
Therefore, organization abstract model can map into multi-agent software architecture 
style using the social network analysis based on the structural similarity. There is a 
recursive relation between role, group and organization structure. Take a group for 
example. Figure 3 is a role interaction graph of group structure. Figure 4 shows the 
joint-venture style. 
 

     

Partner 1

Joint 
Management

Partner 3

Partner 2

 

Fig. 3. Role interaction graph                      Fig. 4. Joint Venture Style 

The vector matrix can be obtained by the interactions between roles or compo-
nents. Two cases will be considered separately, out-degree and in-degree, because of 
the bidirectional interaction between roles or components. According to the Pearson 
correlation coefficient, the analytic results are shown in Table 2 and Table 3.  

Table 2. The correlation coefficient matrix based on out-degree 

 Joint  
management 

Partner 1 Partner 2 Partner 3 

R1 0.6666 -0.4082 0.6666 0.1666 
R2 -0.1666 0.6123 0.6666 -0.6666 
R3 -0.1666 0.6123 0.6666 -0.6666 
R4 -0.1666 0.6123 -0.1666 0.1666 

Table 3. The correlation coefficient matrix based on in-degree 

 Joint  
management 

  Partner 1 Partner 2   Partner 3 

R1 0.6666 0.1666 -0.1666 -0.1666 
R2 -0.4082 0.4082 0.6123 0.6123 
R3 -0.4082 0.4082 0.6123 -0.4082 
R4 0.6666 0.1666 -0.1666 0.6666 

 
Integrating the analytic results of Table 2 and Table 3, the correlation between role 

and component can be obtained according to the principle of Table 1. The final result 
is shown in Table 4. 
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Table 4. The correlation matrix based between roles and components 

 Joint  
management 

Partner 1 Partner 2 Partner 3 

R1 ++ -   
R2 - + + - 
R3 - + + - 
R4  +  + 

 
In order to map the role to component one by one, the conclusion are: 
R1 is related to Joint management. 
R2 is related to Partner 2. 
R3 is related to Partner 1. 
R4 is related to Partner 3. 
 
Therefore, R1, R2, R3 and R4 can map into Joint management, Partner 2, Partner 1, 

Partner 3 separately. These roles are organized according to software architecture style. 
The software architecture will satisfy the requirements of complex information system  

5   Conclusion 

Research on the mapping operational view products of DoD AF to multi-agent software 
architecture style, it provides the possibility to integrate architecture technology and 
agent technology in the building of complex information system. Using this method in 
the system development, it can ensure the requirements and interconnection, intercom-
munication and interoperation of complex information system. It can also make sure the 
system has good ability of dynamic and adaptability to meet the actual needs. 
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ID-Based Authenticated Multi-group Keys Agreement 
Scheme for Computing Grid* 
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Abstract. It has became a new active topic in grid security research fields that 
authentication and keys agreement between heterogeneous and dynamic grid 
nodes which belong to different trust domains. In this paper, an ID-based au-
thenticated multi-group keys agreement scheme is proposed from bilinear pair-
ings. Proposed scheme provides mutual authentication method for users that  
belong to different trust domains, and it employs shared password evolvement 
authentication mechanism that generates one-time passwords for every session. 
Moreover, our scheme overcomes limitations existed in some existing pairings-
based authentication protocol, in which, special Hash functions are necessary. 
Proposed scheme can be used to generate session keys for large-scale distrib-
uted heterogeneous and dynamic grid resource. 

Keywords: Computing grid, Identity authentication, Key agreement, Password 
evolvement. 

1   Introduction 

Grid [1,2] (grid computing, computational grid) is a important information technology 
that has developed rapidly in recent years. It is a high-performance distributed com-
puting environment consisted of heterogeneous computers and resources that are 
distributed in geography. Such environment has an excellent data-processing capacity, 
also faced with a severe security challenge. Grid computing will not only encounter 
security issues such as authentication, access control, integrity, confidentiality, non-
repudiation and so on, but also face unprecedented security challenges because of the 
large-scale distributed heterogeneous and dynamic resource increases its complexity. 
Grid system has the characteristics of both distributed system and parallel computing 
system, but is different from them because of the heterogeneous and the dynamic. 
Parallel computing involves hundreds of computers that belong to different trust do-
mains. Large-scale computational resources lead to the failure to establish direct trust 
relationship between grid nodes. In addition, heterogeneous and dynamic characteris-
tics require using resources in multiple management domains, dynamic resource re-
quest, complex communications structures and excellent performance and so on, 
                                                           
* This work was supported by the National Natural Science Foundation of China under Grant 

no.61075007 and no.61074077”; the Natural Science Foundation Research Plan of Shaanxi 
Province of China under Grant no.08JK382 and no.2009JM8004-5. 
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which makes it difficult to establish immovable trust relationship between grid nodes. 
Therefore, in addition to traditional security issues, grid security should also support 
authorization and key agreement between different trust domains[3,4,5]. 

In the past, the research on grid security is mainly focused on the certificate-based 
public key infrastructure (PKI), such as Globus grid security infrastructure GSI [6]. 
Such a system requires large capacity storage space and computing cost to generate, 
store, verify, revoke and manage users' public key certificates, which is impractical or 
impracticable for distributed heterogeneous grid environment. Recent researches 
show that an efficient substitute of the certificate-based PKI is Identity-based (ID-
based) public key cryptography. The ID-based public key systems allow the public 
key of a user can be easily and publicly computed from a string associated with its 
identity. This characteristic avoids the necessity of using certificates. 

As a pioneer, Shamir proposed the Identity-based public key cryptography [7] 
firstly in 1984. In subsequent 20 years, there aren't specific practical scheme until 
Boneh et al. [8] constructed the first identity-based encryption scheme from weil 
pairing. In recent years, ID-based cryptography is gradually being used to design grid 
security schemes [9,10,11,12,13]. However, ID-based public key systems have two 
inherent flaws. Firstly, there must have a global trusted party, referred to as the Pri-
vate Key Generator (PKG), to generate and distribute users' private keys. This is im-
practical or impracticable for the grid environment because it involves vast distributed 
resources. Secondly, ID-based cryptography schemes from pairings would use some 
special hash functions, these hash functions are often probability and low efficiency. 
Although some results [14,15] have discussed on the structure of such Hash functions, 
but so far, there is not efficient polynomial-time algorithm on such a Hash function 
has been constructed [16]. 

With regard to using ID-based cryptography to design key agreement schemes, 
there are many schemes have been proposed [13,17,18,19]. However, using ID-based 
cryptography to design the grid security frameworks and key agreement protocols is 
started from Lim's work [9] and Mao's work [10]. In this paper, an ID-based authenti-
cated multi-group keys agreement scheme is proposed from bilinear pairings. The 
contributions of this paper are as follows: 

 

(1) Our scheme worked at a multi-group mode, and provides mutual authentication 
method for users that belong to different trust domains, which can be used to generate 
session keys for large-scale distributed heterogeneous and dynamic grid system. 

(2) Our scheme employs shared password evolution authentication mechanism, 
which generates one-time password for every session. The passwords have two func-
tions, the first is to authenticate identities and private keys of users; the other is to 
encrypt mutual information as symmetrical keys. 

2   Bilinear Pairings and Gap Diffie-Hellman Group 

(1) Bilinear pairings  
Let q be a prime with l bits length. Let G1 be a cyclic additive group generated by P 
whose order is q. Let G2 be a cyclic multiplicative group of same order q. We assume 
that the discrete logarithm problems in both G1 and G2 are hard. A bilinear pairing is 
a map 211 GGG:ê →×  with the following properties:  
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① Bilinear: For any ，1GbP,aP ∈ abP,PêbP,aPê )()( = , where *
qZb,a ∈ . For any 

1GR,Q,P ∈ , )()()( R,QêR,PêR,QPê ⋅=+ , ),(ˆ),(ˆ),(ˆ RQeRPeRQPe ⋅=+ . 

② Non-degenerate: Existing 1, GQP ∈ , such that 1)( ≠Q,Pê . 

③ Computability: There is an efficient algorithm to compute )( Q,Pê . 
(2) Gap Diffie-Hellman group (GDH) 
① Computational Diffie-Hellman Problem (CDHP): Given 1GbP,aP ∈ , *

qZb,a ∈ , 

to compute abP . 
② Determinal Diffie-Hellman Problem (DDHP): Given cP,bP,aP ∈ G1, 

*
qZc,b,a ∈ , to decide whether qmodabc = , if so, )( cP,bP,aP,P  is called a valid 

Diffie-Hellman quaternion.  
 

Definition 1. G1 is called a GDH group if DDHP can be solved in polynomial time, 
but there is no polynomial time algorithm to solve CDHP on G1 with non-negligible 
probability. 

For more details of such a group and the bilinear pairings see [20]. An efficient 
method to solve DDHP [21]: assumption there is a bilinear map ê , then ),,,( cPbPaPP  

is a valid Diffie-Hellman quaternion ⇔ ),(ˆ),(ˆ cPPebPaPe = . 

3   ID-Based Authenticated Key Agreement Protocol and Our 
Construction 

3.1   The General Definition of ID-Based Authenticated Key Agreement Protocol 

Assumption there are n nodes {U1,U2,…,Un} in the system, they are in the same trust 
domain and share same PKG. An ID-based authenticated key agreement protocol is 
defined as follows:  
 

Definition 2. An ID-based authenticated key agreement protocol is composed of five 
algorithms: Setup(1k), keyExt(·), ID-KeyAuth(·), KeyAgreement(·), KeyConfirmat(·). 
 

(1) Setup(1k): the PKG takes as input a security parameter k, returns the master se-
cret key and public key sk/pk and common system parameters cp. 

(2) KeyExt(·): extracting node’s secret keys. iU (1≤i≤n) submits its identity IDi 

and authenticates it to PKG, PKG computes its public key PKi and secret key SKi, and 
sends SKi to the iU  via a secure channel.  

(3) ID-keyAuth(·): authenticating node’s identity and associated private keys. To 
take as input the Ui’s identity IDi, output 1 or 0. Ui’s private key is valid if and only if 
the algorithm returns to 1. 

(4) KeyAgreement(·): generating session key. To takes as input each node’s key 
share during the j-th session, and output the session key Kj.  

(5) KeyConfirmat(·): confirming whether generated session key Kj is unique. To 
takes as input the session key Kj, and node’s identity set L=(ID1,ID2,…,IDn), output 
1or 0. It is valid if and only if the algorithm returns to 1. 
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3.2   Our Construction 

Assuming there are n nodes in m different trust domains, and there are open communica-
tion channels between any two nodes. Let PKG1,…,PKGm denote PKG of each trust do-
main, respectively, let L= ),...,,...,,...,,,...,( 1

22
1

11
12110

m
n

m
nnnnn mm

IDIDIDIDIDID ++ −
 denote identities 

set. We divide nodes into m groups  )},...,(),...,,...,(),,...,{( 1
22

1
11

12110

m
n

m
nnnnn mm

UUUUUU ++ −
 

)1( 0 nn,n m ==  according to the trust domains. All nodes want to establish shared  

session keys.  
Let 1G , 2G  be groups defined in section 2.1, and 211 GGG:ê →×  be bilinear map 

with properties in section 2.1. Define cryptographic hash function *
qZH →*{0,1}: , 

and two one-way functions: *
q

*
q ZZf →⋅ :)(1 , 112 :)( GGf →⋅ . 

 

(1) Setup (1k) 
PKGt (1≤t≤m) chooses *

qRt Zs ∈  as its private key, set PsPub tt =  as its public-

key, system parameters are ))()(( 12121 mPub,...,Pub,f,f,H,ê,P,q,G,Gcp ⋅⋅= . 

(2) Private key Extraction: UkeyGen(1k) 
① Every node )},...,(),...,,...,(),,...,{( 1

22
1

11
1 1211

m
n

m
nnnn

t
i UUUUUUU

m ++ −
∈  requests two shared 

initialization passwords *
qZPW ∈1

0  and 1
2

0 GPW ∈  in advance. 

② Every node t
iU  (1≤i≤n,1≤t≤m) submits and authenticates its identity t

iID  to 

PKGt (1≤t≤m), PKGt computes its private key [23] P
IDHs

S
t
it

t
i )(

1

+
= , and sends it to 

t
iU  via a secure channel. Ui should update its key after period of Ti. For simplicity, we 

do not discuss this problem here. (In fact, t
iS  is a T.Okamoto signature [23].) 

(3) Identity-key Authentication: ID-keyAuth ）（ 21
jj

t
i PW,PW,ID  

In order to guarantee the authenticity of node’s identity and reliability of node’s 
private key, each node must authenticate other node’s identity and corresponding 
private key before every session key agreement. 

Before j-th (j=1,2,…) session, every node t
iU  (1≤i≤n,1≤t≤m) authenticates other 

node’s identity and corresponding private key as follows: 

①  t
iU compute: )( 1

11
1

−= jj PWfPW , )( 2
12

2
−= jj PWfPW , P

IDHs
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②  After receives )( t
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Z,ID  )( vt,ui ≠≠ , v
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−= jj PWfPW , 

)( 2
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1
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ij

t
j PPêPubPIDHPWZê =+⊕ , continues 

protocol if all verification equations hold, else, terminates protocol. 
 

 

Discussion: It is obvious that the function of password 1
jPW  is the same as shared 

information of all nodes, which can authenticate nodes’ identities and corresponding 
private keys; the function of password 2

jPW  is the same as a symmetrical key to  



 ID-Based Authenticated Multi-group Keys Agreement Scheme for Computing Grid 263 

encrypt mutual information between nodes, which can guarantees the information 
integrality. The security of the passwords is guaranteed by the evolutionary 
mechanism. The advantage of the password evolutionary mechanism is to guaran-
tee freshness of passwords, thus, even if a attacker obtained some previous pass-
word, it is unable to obtain any information about current key agreement, so long 
as it don’t know how many times that passwords have been evolved. One-way 
functions )(1 ⋅f  and )(2 ⋅f  guarantee that the attacker can obtain nothing about the 

last passwords 1
1−jPW  and 2

1−jPW  from current passwords 1
jPW  and 2

jPW . 

(4) Key Agreement: KeyAgreement )( 2 t
i

t
jj ID,V,PW
i

 

If all verification equations hold in step (3), nodes compute shared session key as 
follows: in j-th session key agreement, t

iU  chooses *
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where, nn,n m ==10 . 

(5) Session Key Confirmation: KeyConfirm( 1
jPW , Kj , L) 

Considering j-th session key agreement, every node ∈t
iU  

)},...,(),...,,...,(),,...,{( 1
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 computes and publishes the MAC code: 

j
t
iMAC =H( 1

jPW , Kj, L), then compares j
t
iMAC  with j

v
uMAC  (1≤u≤n, u ≠ i, 1≤v≤m, 

v ≠ t), the latter are received from other nodes. If each j
t
iMAC = j

v
uMAC  (1≤u≤n,u ≠ i, 

1≤v≤m,v ≠ t) are all hold, the session key Kj is valid, and returns to 1, else, returns to 
0 and terminates protocol, or reestablishes the session key. 

4   Security and Efficiency Analysis 

According to security requirements of the grid system and security goals of group key 
agreement protocol [22], the security of the proposed scheme is analyzed as follows:  
 
Conclusion 1 (Correctness). The session key Kj that every node obtains from run-
ning KeyAgreement )( 2 t

i
t
jj ID,V,PW
i

 is unique if all of them implement the protocol 

trustily. 
Analysis: During j-th session key agreement, every node 

∈t
iU )},...,(),...,,...,(),,...,{( 1

22
1

11
1 1211

m
n

m
nnnn UUUUUU

m ++ −
 is able to obtain the same jK : 

))))((),(((
1

2

1
∏∏

−==
+⊕=

t

t

i

n

ni
t

t
ij

t
j

m

t
j PubPIDHPWVêK ))))((,(ˆ(
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Conclusion 2. Proposed scheme possesses the closeness, that is, for A∉  }{ 21 nU,...,U,U  

and any polynomial time algorithm A(⋅), the probability that A use A(⋅) to obtain ses-
sion key is negligible.  

Analysis: Assuming that the attacker A want to impersonate legitimate node t
iU  to 

compute session key Kj, here, A∉ )},...,(),...,,...,(),,...,{( 1
22

1
11

1 1211

m
n

m
nnnn UUUUUU

m ++ −
. A must 

find out the password 2
jPW  or t

i
t
j Sx
i

. Under the assumption that passwords are secu-

rity, A must obtain t
i

t
j Sx
i

. However, it is computationally unfeasible due to DLP hard-

ness assumption. 
 

Conclusion 3. Proposed scheme is no key control. That is, any participant can’t con-
trol or predict the values of session keys. 

Analysis: In j-th session key agreement, if participants are all implement the proto-
col trustily, then each t

iU  (1≤i≤n,1≤t≤m) will contribute same size of secret share 
2
j

t
i

t
j

t
j PWSxV

ii
⊕= , so all of them possess peer status and right to determine jK . 

 

Conclusion 4. It is computationally unfeasible that any polynomial time adversary 
learns any information about a session key Kj even if he (she) has learnt the session 
key Km (m≠j). 

Analysis: Because every t
iU (1≤i≤n,1≤t≤m) chooses at random an ephemeral inte-

ger *
pR

t
j Zx
i
∈  to computes secret share for every time key agreement, so session keys 

generated by different session are unlikeness each other. The probability that two 
session keys are equality is 1/p. 
 

Conclusion 5. Our scheme is secure against man-in-the middle attacks. 
Analysis: Considering j-th session key agreement, for attacker 
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∉  and legitimate nodes  a b

i jU ,U . If A 

wants to impersonate a
iU  to b

jU , it must first break the password, and then forge 
a
i

a
j Sx
i

. However, it is computationally unfeasible due to DLP hardness assumption. 
 

Conclusion 6. Our scheme provides known key secure [22]. That is, it is computa-
tional unfeasible that any polynomial time adversary A utilizes session key sK  to 

learn any information about session )( stKt ≠ . This characteristic is ensured by en-

crypting mutual information using one-time passwords, and the freshness and security 
of passwords are guaranteed by password evolutionary mechanism. 
 
Conclusion 7. Our scheme is secure against unknown key-share attacks [22].  

To implement such an attack, the adversary is required to learn the private key t
iS  

and random number *
pR

t
j Zx
i
∈  of some nodes. Otherwise, the attack hardly works. 

Hence, we claim that our scheme have the attribute of no unknown key-share. 
 

Conclusion 8. Our scheme is secure against key-compromise impersonation attack [22]. 



 ID-Based Authenticated Multi-group Keys Agreement Scheme for Computing Grid 265 

Considering very serious attack on our scheme: the adversary A obtains one of the 
private key t

iS . In this case, the adversary A is still unable to impersonate anyone of 

the other nodes in subsequent protocol running since the security of passwords.  
 

Conclusion 9. Our scheme is forward secrecy [22]. 
We say a protocol is not forward secrecy if the compromise of private keys of one 

or more nodes allows an adversary to obtain session keys previously established. Our 
scheme achieves perfect forward secrecy. Indeed, if private keys of all nodes in our 
system are available to the adversary, it is still hard to obtain a previously established 
session key from current session key Kj, since session keys are independency.  
 

Conclusion 10. Our scheme is provided property of implicit key authentication.  
This characteristic is ensured by the Conclusion 2. (detailed definition see [22]) 

 

Conclusion 11. Our scheme is an authenticated key agreement protocol [22]. 
Now we compare the computer costs of our scheme with some existing ID-based 

group key agreement protocols. We use ê  to denote pairing operation, Mp denote 
point scalar multiplication in G1, E denote exponentiation in G2.  

Suppose the length of a point in G1 is l1, the length of an element in G2 is l2, 
the length of an element in *

qZ  is l. Table 1 shows the comparison of communica-

tion and computation costs.  

Table 1. Comparison of communication and computation costs 

scheme Mp E ê  The size of the session key 

[17] 3n 2n 1 l2 

[18] 4n 0 2n l 

[19] 5n 0 3n+1 l2 

Our scheme 4n 0 2n+1 l2 

 
As can be seen from table 1, scheme [17] is most efficient, but it does not provide 

the function of identity and key authentication.  

5   Conclusion 

Grid computing is considered as the new network infrastructure of 21-th century and 
the main trend for IT commercial application in the next ten years. Grid security is the 
main factor that influences the grid technology application. In heterogeneous and 
dynamic grid computing environment, keys agreement of different trust domains is 
one of the key technologies of grid security. In order to develop the grid technology 
and information industry, it has important significance to research these issues. 
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Abstract. For the global path planning of mobile robot under the dynamic un-
certain environment, a path planning method combined time rolling window 
strategy and artificial bee colony (ABC) algorithm was proposed. To meet the 
real time requirement, the global path was replaced by local paths within a series 
of rolling windows. Due to the ability of global optimization, and rapid conver-
gence of artificial bee colony algorithm, it was applied to plan the local path. 
According to the special environment, a suitable fitness function was designed to 
avoid dynamic obstacles in artificial bee colony algorithm. The simulation results 
of proposed method demonstrated that it has great efficiency and accuracy, and it 
is suitable for solving this kind of problem. 

Keywords: Artificial bee colony algorithm; Mobile robot; dynamic path  
planning. 

1   Introduction 

Path planning for mobile robot is to find a trajectory from the initial point to the target 
point which satisfies a certain performance optimal index under some constraints. The 
quality of path planning usually has an immense impact for the task. A lot of methods 
have been put forward to the global path planning problem. For example, artificial 
potential field[1],viewed method[2],Genetic algorithm[3] and so on. These methods 
are usually used for the problems under the static environment. In fact, the mobile robot 
may face an even more complex dynamic environment. Therefore, path planning under 
dynamic complex environment for mobile robot has become necessary. Using the 
theory of predictive control for reference, this paper presented a path planning method 
combined time rolling window and artificial bee colony (ABC) algorithm for mobile 
robot. The dynamic uncertain environment and the strategy of time rolling window 
were described in detail, and coding method, fitness function, collision detection 
methods were given when artificial bee colony algorithm was used in rolling time 
window for local planning. Then the realization principles and procedures of path 
planning using this algorithm were described. Finally the rationality and validity of the 
algorithm was analyzed based on the simulation experiments and the results.  
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2   Artificial Bee Colony Algorithm 

The development of artificial bee colony algorithm is based on simulation of the for-
aging behavior of bee colony. In ABC algorithm[4][5], there are three basic factors: 
food source, employed bees and unemployed bees. Food source is the search goal of 
bees. The nectar amount of a food source, called ‘profitability’, reflect the quality of the 
food source. Each employed bee works on only one food source. They record the in-
formation of food sources and share the information with other bees according to the 
probability. Unemployed bees include onlookers and scouts. Their main task is to find 
and exploit new food sources. Onlookers are looking for food sources with high prof-
itability by the sharing information from employed bees, and scouts are searching for 
the new food source near the hive.  

To an optimization problem, the position of each food source represents a solution, 
and the nectar amount of a food source corresponds to the quality of the associated 
solution. At the beginning, the initial population of Size  solutions is generated ran-
domly. Select half solutions with better function values in the population, and the other 
solutions represent the position of onlookers. Employed bees are able to search nearby 
the food source. It is calculated by equation (1) as follow: 

)(_ kdididid xxrxxnew −+=                                               (1) 

Where, d  is the dimension number of the solutions. r  represents uniform random 
number between 0 and 1. }{},,2,1{ iSizek −∈ is generated randomly, which corresponds 
to any food source except the ith  one. As the increasing of iteration number, the value of 

kdid xx −  decreases, which means the search space for bees decreases. It helps algorithm 

to improve its accuracy. 
When the employed bees complete searching in the neighborhood of food source, 

they will share the profitability information of food sources with onlookers by dancing, 
then the onlookers choose food source to collect nectar at certain probability. The 
higher profitability is, the greater the probability of attracting onlookers to follow.  
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The probability can be calculated by following equation (2).Once onlookers select 
new sources, they have changed into employed bees. They will keep searching in the 
neighborhood of the food sources. If one solution represented by the position of a food 
source doesn’t change during many iterations, we generate a new solution randomly to 
represent the behavior that the employed bees give up the current food source.    
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3   Time Rolling Window Strategy 

Reference to the theory of predictive control [6], the method combined time rolling 
window strategy [7] and local optimization is proposed for dynamic path planning. In 
the dynamic unknown environment, mobile robot perceives and predicts environmental 
information within limited time in future by sensors. We call a limited time phase as a 
time rolling window. As the next sample time coming, the time window will scroll over 
to the target location. Dynamic path planning can be realized through planning optimal 
paths in a series of time rolling windows to replace planning the global path planning. 

Figure 1 shows a time rolling window W  at t  moment. Mobile robot’s sensors can 
perceive the environmental information at this moment. Then the change of the information 
within the future tΔ  time can be predicted. Through the internal local path planning, the 
start point of next time rolling window will be found. Repeat this process until the mobile 
robot gets to the target point. That is the dynamic path planning in the whole environment.  

When we plan the local path for each time rolling window, the area outside the cur-
rent window is seemed as free region which is not restricted by the obstacles’ con-
straints. The local path planning within a time rolling window is to find a local target 
point of the current window and a feasible path from the start point to the target point. 
The target point found in this window is also the starting point of the next time rolling 
window. Take the rolling window at t  moment as for example, the start point 'S  is 
obtained by planning the prior window. The purpose of path planning in current window 
is to find the local target point 'F  and the feasible path point between 'S and 'F . 

At first, view the line FS '  between the starting point in current window and the global 
target point as horizontal axes. The vertical line through the starting point is viewed as 
vertical axis. Construct the coordinate system. Divide the line FS '  into equally parts, 
and draw the vertical lines of abscissa axis at each point. The points pi  taken from the 

vertical lines orderly make up a path sequence FpippS ,,,2,1' . Calculate the robot’s 

position 'F at tt Δ+  when it moves along this path. The trajectory that robot moves from 
'S  to 'F is the required local path.  
 

Time rolling window at t 

 
Fig. 1. Time rolling window at t  moment 
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Fig. 2. The schematic diagram of local planning 

4   The Design and Process of the Algorithm 

4.1   Collision Detection Method  

Suppose the robot and the dynamic obstacles are always in uniform state of motion. 
The obstacles can change the direction of motion. The starting position of the mobile 
robot R  is at ),( 11 RR yx . The velocity is 

Rv . At t  moment, the position of obstacle B  is 

predicted at ),( 11 BB yx . The velocity is 
Bv  and the movement direction angle is θ . The 

position of this obstacle at any moment 'tt +  within the tΔ  time window can be cal-
culated as ),( 22 BB yx . If mobile robot reaches to the location ),( 22 RR yx  after 't  time, The 

distance of the robot moving is: 
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Collision detection should be done for each path segment within the time window. 
The method of detection is to judge whether the robot and the obstacles reach to the 
same place at the same time and same position. There are two cases to be discussed. One 
case is that the trajectory of robot does not intersect with the trajectory of obstacles. In 
this case, collision between the robot and the obstacles will not occur. In the other case, 
when the trajectory of robot intersects with the trajectory of obstacle, whether a collision 
occurs can be detected according to the time of the trajectory intersecting. If the centre of 
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trajectories intersect at ),( OO yxO , 
minBtt + , 

maxBtt + , 
maxRtt + , 

minRtt +  are four critical mo-

ments of the collision. 

2
1

2
1 )()( ORORR yyxxs −+−=                                               (8) 

RR vst /1 =                                                           (9) 
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1

2
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BB vst /2 =                                                          (11) 

BRR vrts /+=                                                        (12) 

RR vrtt /1max +=    
RR vrtt /1min −=   

BB vrtt /2max +=   
BB vrtt /2min −=         (13) 

 

The condition that collision occurs is shown as equation (14): 
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The application of time rolling window reduces the number of obstacles within the 
planning region. And it also reduces the computing time of collision detection greatly, 
which is benefit for meeting the demands of real time planning. 

4.2   Code Design for Food Source 

We use one-dimensional vector to encode the position of a food source. From the 
starting point of the current planning window S to the global target point F , If 

},,,2,1'{ FpippS denotes a path, the ordinate of each path point },,,{ 21' fs yyyy  consti-

tute a food source’s position. 

4.3   Fitness Function 

In this dynamic environment, robotic planning path requires that the length of path is as 
short as possible, and it can avoid both the state and dynamic obstacles effectively. The 
fitness function of the path is designed as penalty function form like this: 

)( 21 ffff d ++= σ                                                  (15) 

This function includes the length of planning path
df and the collision functions with 

state obstacles and dynamic obstacles
1f ,

2f .Where, σ  is the penalty coefficient. As-

sume the target point is at ),( ff yx . The starting point for mobile robot in some planning 

window is at ),( '' ss yx . The line between the starting point and the target point is divided 

into n  parts, and it intersects the window’s bounder at ),( '' ff yx .
df ,

1f and
2f will be 

calculated as following equations: 
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N  is the number of the static or dynamic obstacles. The longer the length of path is and 
the bigger the time number of the collision occurred is, the greater the value of fitness 
function is. 

4.4   Implementation Steps of the Algorithm 

Step 1: Set the duration of the time rolling window tΔ , the neighborhood radius of the 
target point ε , the max iteration number itermax , population scale Size  and the max 
number Limit  of the employed bee staying at the same food source. 

Step 2: Judge the starting point 'S in the current window whether it is within the 
neighborhood radius of the target point F . If ε>FS ' , go to Step 3, otherwise, go to 

Step 7. 
Step 3: View line FS '  between the starting point 'S  in current window and the 

global target point F as horizontal axes. 'S  is origin point. Construct a new coordinate 
system. Switch the coordinate information to the new coordinate system. 

Step 4: Plan the local path in current window using artificial bee colony algorithm. 
 

a) Set 0=iter . Generate Size  vectors randomly and calculate the fitness function 
value. Seem 2/Size  vectors of better values as food sources, and each food 
source corresponds to an employed bee. The other vectors denote the onlookers’ 
position. Initialize the flag vector 0)( =iBas  to record the times that the em-

ployed bees stay at the same food source. 
b) Each employed bee i  is searching near the food source. Calculate the fitness 

function value of the new food source. If the new one is better than the current 
one, update the old food source and set 0)( =iBas , otherwise 1)()( += iBasiBas . 

c) Compute the selection possibility of food source. Then the onlookers select the 
food source under the possibility and they search and record the better position 
of food source. Update vector Bas  like b). 

d) Judge the value of )(iBas whether it is bigger than. If LimitiBas >)( , the ith   em-

ployed bee will give up the current food source and change to a scout. The scout 
will search in the solution space randomly.  

e) Record the best position of food source by far. 
f) Set 1+= iteriter . If iteriter max> , save the coordinate of path nodes on the best 

feasible path in the current window, then go to Step 5. Otherwise go to c).  
 

Step 5: Switch the coordinate information of the environment back.  
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Step 6: Connect the path nodes in time rolling windows which have been planned by 
now. Let the last node as the starting point of the next time rolling window. Update the 
environmental information of the next duration. Then go to Step2.   

Step 7: Connect the starting point in the current window and the final target point. 

5   Experiments and Results Analysis 

The algorithms were programmed in MATLAB 7.0 and ran on a PC with Intel Core 2 
CPU, 1.86 GHz. Set the size of movement environment as 100*100, the starting point 
at (5, 5) and the target point at (95, 95). The size of population was 10. The dimension 
number of a food source was 7. The maximum iteration number was 300. There were 
eight state obstacles and three random dynamic unknown obstacles.  

 

(a) 
 

(b) 

(c) 
 

(d) 

Fig. 3. Dynamic motion process of mobile robot 

Four status of in Figure 3 show the dynamic motion process of robot from the origin 
point to target point by proposed method. The regions enclosed by real lines represent 
static obstacles and the solid circles are dynamic obstacles. The path robot passed is 
demonstrated by ‘*’. From the figures above, it is easily to find that the mobile robot 
can find the feasible path without collision all the obstacles. So the path planned by 
proposed method is effectively. 
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6   Conclusion 

In order to plan the path for the mobile robot under the dynamic environment, a novel 
method of the ABC algorithm and time rolling window strategy for dynamic path 
planning was proposed. Simulation results showed that the proposed method can avoid 
the static and dynamic obstacles effectively, and the planning method could satisfy the 
real time demand. It is suitable for solving dynamic path planning problem.  
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Abstract. To optimize urban arterial traffic control, this paper analyzed coor-
dination mechanism of all individual junctions along the road. We set up a traffic 
control system for urban area network based upon multi-agent technology. Each 
individual junction and the coordination were considered as agents. Each of them 
was embodiment of fuzzy neural network. We utilized particle swarm optimiza-
tion arithmetic to optimize these FNNs. The agent directly talked to each other 
with FIPA ACL standard language. Compared to the traditional timing control 
mode, at a junction with moderate traffic volume, the average delay expressed in 
queue length can be reduced  from   120.9(veh./h) to 25.4 (veh./h). Congestion 
thus significantly relieved. 

Keywords: arterial, coordination control, FNN, multi-agent. 

1   Introduction 

In order to solve the problem of traffic joint control of multi-junction, regional Intel-
ligent Transportation System based on the theoretical framework of multi-agent-based 
traffic control is increasingly be taken seriously[1]. Multi-agent technology has dis-
tributed processing and coordination function, suited to solve the complex and 
ever-changing system and can solve the traditional traffic control and other intelligent 
control methods to solve difficult to better coordination and control of regional trans-
portation issues. Feng chen, etc. [2] introduced the concept of multi-agent system to 
control the whole region. Agent at the junction follow the real-time traffic information 
on dynamic changes in the density of green time, regional agent optimizes the signal 
cycle and uses fuzzy control algorithm to achieve the coordination between the agents 
at different junctions. Regional agents communicate with four-storey information 
structure. Considering current traffic management system for computational complex-
ity, high cost of the defective hardware, a Multi-agent-based distributed platform for 
adaptive traffic management system is proposed [3]. The complexity of the traffic 
control area divided into a number of distributed The task-oriented body of intelligent 
control, intelligent control of these bodies in accordance with current information to 
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make a flexible decision-making, signal controllers do not have to take into account all 
of the control performance, just from the Area Traffic Control Center for appropriate 
control volume and the implementation of the information provided. Even if the net-
work can not be effectively connected to the control agent, by default agent will also 
perform basic control operations. Dipti Srinivasan put multi-agent technology into 
distributed unsupervised control model[4]. Two types of multi-agent system are of-
fered. The first hybrid intelligent system adopts intelligent computing technology, 
every agent can be graded online learning to establish and update the knowledge base 
and decision-making. In the second agent system, disturbances will also be integrated 
into the application of stochastic approximation theory fuzzy neural network. 

Compared with above methods, in consideration of the agent characteristics such 
as autonomy, communication capacity and collaboration skills, this paper presents a 
new control structure to deal with “green wave band” of arterial and the congestion at 
the multi-junctions. Specific control structure is given. Coordination principle which 
is used to reduce congestion when traffic jams occur at the middle section between 
adjacent junctions is described. This paper is organized as follows: section Ⅱ 
analyses the control mechanism of traffic of urban arterial multi-intersections. sec-
tion Ⅲ describes the control structure of the entire road network, including inter-
section control module and coordination control module. The functions of two parts 
will be described in detail. Section Ⅳ will give the specific design features the above 
two parts. ⅤSection gives simulation results and summary of comments is made by 
sectionⅥ. 

2   The Control Mechanism of Traffic Flow of Urban Arterial 
Multi-intersections 

City road capacity is connected with traffic efficiency of urban arterial. According to 
HCM, adopting arterial traffic coordination control will greatly improve traffic jams 
during the period of traffic hours. That is the best and the firstly selected method to 
control urban traffic flows. There are three parameters to be used to design and opti-
mize by current traffic engineering  in urban traffic coordination control system[5][6], 
which can be described as cycle time, green split and offset as follows: 
 

Cycle time: In order to coordinate arterial intersections signals, we usually select the 
same cycle time for these intersections. For this purpose, we should calculate the cycle 
of every junction firstly according to method of individual intersection traffic control, 
and then select the maximum among these cycles as system cycle time. 

Green split: In view of the independence of single-junction in the regional road 
network, each junction used independent control as the main control method to achieve 
effective control of traffic. So the set of green split of each junction is not same, which 
is decided by the status of their traffic flow. 

Offset: Selecting one from arterial intersections as beginning, turning on green light 
of the others in a chronological sequence along the arterial, can make vehicles on the 
road driving smoothly and reducing delay with less or not meeting red light.   
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3   Arterial Control Structure Based on Multi-agent Technology  

Concentrating traffic control scheme of entire road network based on multi-agent 
technology is that control task to road network can be distributed to single agent under 
multi-agent technology, adopting a relax-coupling collaboration control to achieve 
system optimization. Single agent is intelligent, automatic to get task and fulfill the 
task, which is of ability of sensing, problem solving and communicating with exterior. 

The control system should plan as a whole and adjustable control strategy auto-
matically with randomic and fluctuating traffic status. Usually urban traffic control 
system to coordinate regional intelligence often has multi-level hierarchy, in which 
each level including many agents that have similar function and structure[7] (Figure 1) . 
This paper uses two-tier control structure: intersection control module and coordination 
control module. Its structure is illustrated as Figure 2. 
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Fig. 1. Structure of multi-agent traffic control 
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Fig. 2. Control structure of entire road network 

Single-junction control module regards the junction agent associated with the junction 
as control core, and the detection module carry out the collection of information on road 
conditions, crossing database completes the data pre-processing, intelligent junction 
agent control intelligent decision-making body with light module to perform the control 
scheme[8]. It performs light phase of itself and automatically adjusts green split of each 
phase under coordinated cycle time and offset from coordination agent. Junction agents 
simultaneously send traffic information to coordination agent, such as phase saturation, 
traffic flow density, and green split, which is needed by coordination agent.  
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Coordination control module collects agent input data of all junctions in each cycle, 
which is selected from all the information in crossing database and expert database 
does data pre-processing. Coordination agent collects traffic information of current 
interval and decides cycle and offset of the arterial at next interval. In case of bot-
tle-neck problem, the new cycle is decided by the one of all junctions that has the 
largest vehicle saturation. The results optimized by coordination agent are sent to 
junction agents by communication network. When the adjacent junction agents get 
detection based on a law to have a congestion-related phenomena at the junction, the 
agents send a request to coordination control module; coordination agent catches the 
stimulation of collaboration request, expert database call the data into data analysis 
module, and then decide whether or not to respond to the request to coordinate the 
decision-making, Once it is necessary to respond co-ordination , various control 
schemes in different junctions should be modulated according to road condition 
evaluation[9]. The junction optimized results that have been adjusted are sent to the 
junction agents from coordination agent through communication network and then 
become true in various road junctions by light module. It should be noted that: the 
change of signal cycle should not be too frequent. Frequent adjustments in control 
scheme, it will be even worse effects of the control, so the general regulation of interval 
is six cycles of the appropriate signal[10]. 

4   Design Features of Junction and Coordination Agent  

4.1   Design Features of Junction Agent 

Individual junction agent as a local control unit achieves the effective control of traffic 
flow in the intersection. Its design feature emphasizes the ability of flexibility and 
self-study to dynamic changes of traffic flow. Using real-time sampling traffic infor-
mation, which is pretreated, the junction agent can get traffic character representing 
traffic status, such as vehicle density, vehicle queue length at stop line. Then optimizes 
signal control scheme and accomplishes it by light module, receives cooperation re-
quest from the other junction agent and responses to it, and uploads needed information 
in order for coordination agent to make a whole judgement. 

Junction agent in this paper is a fuzzy neural network[11][12], which has 4-level 
structure with 3 input and 1output(Figure 3). The idea comes from traffic police who 
directs traffic flow at intersection.  FNN controller selects three fuzzy input variants for 
simulating police control strategy as follows: 

 

E1 is the error of vehicle queue length waiting to go and expectation; C1 is error rate 
that reflects the status of coming-in vehicles at the direction of waiting to go;      

E2 is the error of queue length of going vehicle (current green light) and expectation 
at this direction.  

 

The Output of FNN described as U  represents adjusting time of green light. Setting 
up 3 language values for each of all three input variants, FNN model can be described 
as follows: 
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Fig. 3. FNN structure of Junction agent 
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The third level comprises twenty-seven nerve cells, representing twenty-seven fuzzy 
rulers; and the forth level carries out defuzzification of output fuzzy variant.  

The parameters in FNN including center of every fitting function mij, variance σij and 
weight of  defuzzification ωk, are optimized utilizing particle swarm optimization 
(PSO) arithmetic according to samples from policemens’ expert knowledge base .  

PSO arithmetic iteration is described as follows: 
 

Step 1: Initialize particle; 
Step 2: Calculate fitness value of each particle;  
Step 3: If the fitness value is better than the best fitness value (pBest) in history, set 

current value as the new pBest. Choose the particle with the best fitness value of all the 
particles as the gBest.  

Step 4: Calculate particle velocity according equation (1): 

v =ω*v+c1*r1*(pBest-present)+c2*r2*(gBest-present). (1) 

Update particle position according equation (2) : 

present=present+v . (2) 

Step 5: While maximum iterations or minimum error criteria is not attained, go to 
step 2. 

4.2   Design Features of Coordination Agent 

In response to coordination request from the junction agent, Coordination agent analyzes 
the situation at the junction, and varies the relevant parameters: the signal cycle, offset, to 
ensure that adjacent sections of the congestion to dissipate until the situation eased. 
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4.2.1   Design of Signal Cycle of Coordination Agent 
We adjust cycle time according to phase saturation x, which can be described as  
equation (3):  

/ /c sx q q q q λ= = ⋅
 . (3) 

Where, q means real volume , qc indicates traffic capacity of one coming-in lane of a 
intersection, qs indicates saturated volume of the lane, and λ means green split. 

Adjustment of cycle should meet the saturation of intersection is at about 0.9 for road 
capacity is  biggest at this condition[6][13].when saturation is less than 0.9, cycle time 
should be reduced for the purpose of enhancing traffic efficiency of intersection; when 
saturation is more than 0.9, cycle time should be increased. Experience has illuminated 
that when saturation is bigger than 0.9, traffic congestion will be worse even if with less 
vehicle increase. So less saturation increase needs more cycle time increase. Con-
versely, when saturation is less than 0.9, more saturation increase makes less cycle 
decrease for avoiding bigger traffic disturbance brought by bigger change in control 
scheme. 

The idea of design of light cycle is as follows: 
 

Ruler1: if the saturation of intersection with biggest saturation among arterial is 
bigger, then delay cycle time. 

Ruler 2: if the saturation of intersection with biggest saturation among arterial is less, 
then shorten cycle time. 

Restrict condition: cycle time must not less than the shortest cycle, and not bigger 
than the biggest cycle [6][13]. 

 

Finally we design a FNN to perform this idea. 

4.2.2   Design of Offset of Coordination Agent 
The offset △T of two adjacent intersections at the same arterial is decided by distance 
between the two intersections and traffic velocity on it, which can be described as 
equation (4). 

/T L vΔ = . 
(4) 

Where, L is the distance between two intersections; ν is the velocity. 
It is very clear that offset is decided by ν for L is an invariant, where ν might vary 

with dynamic traffic condition. Density of traffic is relative to the velocity. If density of 
traffic is high, the velocity is low. FNN method is employed to realize the mapping of 
density of traffic and the velocity, by which the velocity can be attained, in consequent 
offset △T. 

The advantage of using FNN is that FNN can adapt itself to new environment by 
learning, and track dynamic traffic flow. 

Communication between multi-agents is direct communication, which is achieved 
with FIPA ACL standerd language. 
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5   Simulation  

To simulate coordination control of arterial, we select two junctions, in which one cycle 
contains east-west and north-south two phases. The simulating idea is as follows just 
like figure 4. 

Parameter Initialization

 Single control under Intersection agent i

Coordination requests

Coordination agent

Response

    ? 

Re-estimation 

with traffic 

Parameter 

adjustment 

NO

YES

Assignment 

 

Fig. 4. Algorithm flow chart 

Minimum green time is 20S and maximum green time is 120S, which are adopted in 
FNN adjustment scheme. New cycle, offset, and green split of next interval were ad-
justed for each 6 cycles. The arriving vehicle meets binominal distribution. The simu-
lation time is 1000 cycles.  

The simulating traffic condition is supposed that arterial saturation volume is 
3600veh./h and lateral saturation volume is 2500veh./h.Under the condition of lateral 
volume is 300veh./h, 500veh./h and 800veh./h respectively, vehicle queue length be-
fore intersection of arterial was reviewed, in which the simulation results of two 
methods are showed as Table 1,2 and 3.  

As can be seen from Table 1, Table 2 and Table 3, under the same traffic environ-
ment, the coordinated control mode based on FNN makes the average delay of vehicles 
at road junctions fewer than under the current timing control mode. The simulation 
research indicates that the system can take full advantage of leisure time-space of in-
tersections and make traffic flow pass the intersection with ideal saturation and con-
gestion thus significantly relieved. 

Table 1. Lateral traffic volume is 300veh./h 

Average vehicle queue of each cycle (veh./cyc.) Arterial traffic 
volume (veh./h) Timing control 

Coordinated con-
trol(FNN) 

500 6.1 4.8 
1000 20.3 7.1 
1500 25.4 12.2 
1800 120.9 25.4 
2100 * 35.6 
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Table 2. Lateral traffic volume is 500veh./h 

Average vehicle queue of each cycle (veh./cyc.) Arterial traffic 
volume (veh./h) Timing control 

Coordinated con-
trol(FNN) 

500 12.1 5.2 
1000 22.4 8.4 
1500 25.7 13.2 
1800 160.8 27.7 
2100 * 37.9 

Table 3. Lateral traffic volume is 800veh./h 

Average vehicle queue of each cycle (veh./cyc.) Arterial traffic 
volume (veh./h) Timing control 

Coordinated con-
trol(FNN) 

500 26.5 8.4 
1000 42.1 11.2 
1500 48.9 27.7 
1800 * 54.3 
2100 * * 

  note：* expresses vehicle queue is long and in congestion 

6   Conclusions 

In this paper, we proposed a coordination control system for arterial traffic. This system 
comprises two level agents to realize the knowledge method of “green wave band”. 
Each of them is embodiment of FNN based on PSO. Cycle time, offset and green light 
were optimized by the multi-agent coordination control system automatically accord-
ing to dynamic traffic changes. The simulation research indicates that the system can 
take full advantage of leisure time-space of the intersection and make traffic flow pass 
through the intersection at ideal saturation. Compared to the traditional timing control 
mode, at a junction with moderate traffic volume, the average delay expressed in queue 
length can be reduced from120.9(veh./c) to 25.4 (veh./c). Congestion thus significantly 
relieved. 
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Abstract. Rainfall forecasting is very important research topic in disas-

ter prevention and reduction. In this study, a semiparametric regression

ensemble (SRE) model is proposed for rainfall forecasting based on ra-

dial basis function (RBF) neural network. In the process of ensemble

modeling, original data set are partitioned into some different training

subsets via Bagging technology. Then a great number of single RBF neu-

ral network models generate diverse individual neural network ensemble

by training subsets. Thirdly, the partial least square regression (PLS) is

used to choose the appropriate ensemble members. Finally, SRE is used

for neural network ensemble for prediction purpose. Empirical results ob-

tained reveal that the prediction using the SRE model is generally better

than those obtained using the other models presented in this study in

terms of the same evaluation measurements. Our findings reveal that

the SRE model proposed here can be used as a promising alternative

forecasting tool for rainfall to achieve greater forecasting accuracy and

improve prediction quality further.

Keywords: Semiparametric Regression, RBF neural network, Partial

Least Square Regression, Rainfall Forecasting.

1 Introduction

Rainfall prediction is a challenging task in the climate dynamics and climate
prediction theory. Accurate forecasting of rainfall information (including the
spatial and temporal distribution of rainfalls) has been one of the most impor-
tant issues in hydrological research, because it can help prevent casualties and
damages caused by natural disasters [1]. In general, rainfall forecasting involves
a rather complex nonlinear pattern, for example pressure, temperature, wind
speed and its direction, meteorological characteristics of the precipitation area
and so on [2,3]. Over the past few decades, most of the research carried out in
rainfall forecast has used traditional statistical methods, such as multiple linear
regression, time series methods.

Recreantly, Neural Network (NN) techniques have been recognized as more
useful than conventional statistical forecasting models because they can map any

F.L. Wang et al. (Eds.): AICI 2010, Part II, LNAI 6320, pp. 284–292, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



Semiparametric Regression Ensemble Model for Daily Rainfall Forecasting 285

non–linear function without understanding the physical laws and any assump-
tions of traditional statistical approaches required [4,5]. Moreover, the results of
many experiments have shown that the generalization of single neural network
is not unique in the practical application. That is, the neural networks results
are not stable. Neural network ensemble is a learning paradigm where a number
of neural networks are trained for the same task [6,7].

In this study, a semiparametric regression ensemble (SRE) model is proposed
for rainfall forecasting based on radial basis function (RBF) neural network. The
rest of the study are organized as follows. The rest of this study is organized
as follows. In the next section, describes the building process of the ANNE
rainfall forecasting model in detail. For further illustration, this work employs
the method set up a prediction model for daily mean field of circulation and daily
rainfall in Guangxi are used for testing in Section 3. Finally, some concluding
remarks are drawn in Section 4.

2 The Building Process of the Neural Network Ensemble
Model

In general, a neural network ensemble is constructed in two steps, i.e. training
a number of component neural networks and then combining the component
predictions. In this section, the RBF neural network is the basic neural network
configuration for rainfall forecasting. Firstly, many individual neural predictors
are generated by training RBF neural network. Then an appropriate number of
neural predictors are selected from the considerable number of candidate pre-
dictors by PLS model. Finally, selected neural predictors are combined into an
aggregated neural predictor by SRE model.

2.1 Generating Diverse Individual Neural Network Ensemble

NN are one of the technologies soft computing. It provide an interesting tech-
nique that theoretically can approximate any nonlinear continuous function on
a compact domain to any designed of accuracy. According to the principle of
bias-variance trade-off [8], an ANNE model consisting of diverse models with
much disagreement is more likely to have a good generalization [9].

Therefore, how to generate diverse models is a crucial factor. For RBF neural
network model, several methods have been investigated for the generation of
ensemble members making different errors. Such methods basically depended on
varying the parameters of RBF neural networks or utilizing different training
sets. In this paper, there are three methods for generating diverse models as
follows:

(1) Using different RBF neural network architecture: by changing the numbers
of nodes in hidden layers diverse RBF neural networks with much disagreement
can be created.

(2) Utilizing different the paraments: through varying the cluster center c of
the RBF neural networks and varying the cluster center σ of the RBF neural
networks, different RBF neural networks can be produced.
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(3) Training neural network with different training sets: by re–sampling and
preprocessing data by Bagging technology, diverse RBF neural network models
can be produced.

2.2 Semiparametric Regression Model

Parametric regression model which realized the pure parametric thinking in
curve estimations often does not meet the need in complicated data analysis.
An alternative is a semiparametric regression model with a predictor function
consisting of a parametric linear component and a nonparametric component
which involves an additional predictor variable. Semiparametric regression can
be of substantial value in the solution of complex scientific problems. Semipara-
metric regression models reduce complex data sets to summaries that we can
understand.

Suppose the data consists of n subjects. For subject (k = 1, 2, · · · , n), Yi is
the independent variable, xi is the m vector of clinical covariates and zi is the p
vector of gene expressions within a pathway. We assume an output is included in
xi, The outcome yi depends on xi and zi through the following semiparametric
regression model

Yi = xT
i β + h(zi) + εi (1)

where β is a m vector of regression coefficients, h(zi) is an unknown centered
smooth function, and the errors ei are assumed to be independent and follow
N(0, σ2). xT

i β is the parametrical part of model for epitaxial forecasting, Its ob-
jective is to control the independent variable trend. h(zi) is the nonparametrical
part of model for local adjustment so that it is better to fit responses value. So
model contains the effects of parametrical part and the effects nonparametrical
part. A solution can be obtained by minimizing the sum of squares equation

J(h, β) =
n∑

i=1

(yi − xT
i β − h(zi))2 + λ

∫ b

a

[h′′(zi)]2dt, λ ≥ 0 (2)

where λ is a tuning parameter which controls the tradeoff between goodness of
fitting and complexity of the model. When λ = 0, the model interpolates the
gene expression data, whereas, when λ = ∞, the model reduces to a simple
linear model without h(·). Based on earlier works [10,11], the semiparametric
model involves the following five–step iterative procedures:

1. Sλ is the n × n positive-definite smoother matrix obtained from univariate cubic

spline smoothing, without the parametric terms xT
i β. The transformation of an

n-vector z to Sλz can be conducted in order of operations.

2. Transform Y to Ỹ = (I − Sλ)Y , and transform X to X̃ = (I − Sλ)X. Then

calculate the least-squares regression of Ỹ on X̃ with βλ being the resulting

coefficient vector.

βλ = (X̃T X̃)
−1X̃T

(I − Sλ)Y (3)
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3. Compute

hλ = Sλ(Y − XT βλ) (4)

The output vector Ŷ is then estimated by

Ŷ = Sλ + X̃(X̃T X̃)
−1

(I − Sλ) (5)

4. Select a value for the smoothing parameter λ based on the minimizer of the

generalized cross-validation (GCV) criterion

GCV (λ) =
n(Y − Ŷ )T (Y − Ŷ )

(n − trHλ)2
(6)

5. Compute trHλ

trHλ = trSλ + tr(X̃T X̃)
−1X̃T

(I − Sλ)X̃ (7)

The trace of Sλ in Equation ( 7) can be computed by in O(n) operations using

algorithms from univariate spline smoothing [12].

The resulting estimator is often called a partial spline. It is known because this
estimator is asymptotically biased for the optimal λ choice when the components
of β depend on t.

2.3 Extraction of Nonlinear Features by Three NNs Methods

The initial data set is first divided into different training sets by used Bagging
technology, and then these training sets are input to the different individual ANN
models which could be executed concurrently. After training, each individual
neural predictor has generated its own result. However, if there are a great
number of individual members, we need to select a subset of representatives in
order to improve ensemble efficiency. In this paper, the Partial Least Square
regression (PLS) technique is adopted to select appropriate ensemble members.

PLS regression is a recent technique that generalizes and combines features
from principal component analysis and multiple regressions. It is particularly
useful when we need to predict a set of dependent variables from a large set of
independent variables (i.e., predictors). In technical terms, PLS regression aims
at producing a model that transforms a set of correlated explanatory variables
into a new set of uncorrelated variables. The parameter coefficients between the
predictor variables and the criterion variable [13,14]. Interested readers can be
referred to [15] for more details.

The above-mentioned method can be summed up as follows: firstly,original
data set are partitioned into some different training subsets TR1, TR2, · · · , TRn

via Bagging algorithm. Secondly, the individual RBF neural network models with
same training data are therefore generated M ensemble individuals. Thirdly, the
PLS technique extracts ensemble members. Finally, SRE is used to combine the
selected individual forecasting results into a ensemble model. The basic flow
diagram can be shown in Fig.1.
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Fig. 1. A Flow Diagram of The Proposed Nonlinear Ensemble Forecasting Model

3 Experiments Analysis

3.1 Empirical Data

Real–time ground rainfall data have been obtained in June from 2003 to 2008
in Guangxi by observing 89 stations, which 144 samples are modeled from 2003
to 2007 in June, other 30 samples are tested modeling in June of 2008. Method
of modeling is one-step ahead prediction, that is, the forecast is only one sample
each time and the training samples is an additional one each time on the base
of the previous training.

Due to the complex terrain of Guangxi and inhomogeneous rainfall, the region
has been divided into three regional precipitation based on historical precipita-
tion data by the cluster analysis method to reduce the difficulty of forecasting.
Statistics for each district in the average daily precipitation is used as the fore-
casting object. Fig.2 shows three region maps.

 

Fig. 2. The Group Average Region Map of Guangxi Rainfall
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In the first region as an example to show the process of modeling, it is very
important to select the appropriate forecasting factors for model, different cli-
matic variability and its effect have been discussed many times in the literature.
In this paper, first of all, the candidate forecasting factors are selected from the
numerical forecast products based on 48h forecast field, which includes:

(1) the 17 conventional meteorological elements and physical elements from
the T213 numerical products of China Meteorological Administration, the data
cover the latitude from 15◦N to 30◦N, and longitude from 100◦E to 120◦E, with
1◦ × 1◦ resolution, altogether there are 336 grid points.

(2) the fine-mesh precipitation data from the East Asia of Japanese Meteo-
rological Agency, the data cover the latitude from 15◦N to 30◦N, and longitude
from 100◦E to 120◦E, with 1.25◦×1.25◦ resolution, altogether there are 221 grid
points. We can get 60 variables as the main forecasting factors.

(3) the empirical orthogonal function (EOF) technique [16] is used to integrate
the information of forecasting factors from main factors. As comparatively high
correlation relationships exist between a large quantity of main factors and the
neural network cannot filter factors, it will reduce the ability of having good
fitting and prediction. The comprehensive factors can decrease the scale of the
modeling and keep it good learning by EOF. We get 6 variables as the predictors
by analyzing daily precipitation in the first region.

3.2 The Performance Evaluation of the Model

In order to measure the effectiveness of the proposed method, two types of errors
are used in this paper, such as, Normalized Mean Squared Error(NMSE) and
Pearson Relative Coefficient(PRC),which be found in many paper. The minimum
values of NMSE indicate that the deviations between original values and forecast
values are very small. The accurate efficiency of the proposed model is measured
as PRC, The higher values of PRC (maximum value is 1) indicate that the
forecasting performance of the proposed model is effective, which can capture
the average change tendency of the cumulative rainfall data.

According to the previous literature, there are a variety of methods for ensem-
ble in the past studies. For the purpose of comparison, we have also built other
three ensemble forecasting models: simple averaging [17], simple MSE approach
[18], stacked regression method [19] and variance-based weighting method [19].

3.3 Analysis of the Results

Tab.1 shows the fitting results of 144 training samples for different models. In the
two tables, a clear comparison of various methods for the daily rainfall is given
via NMSE and PRC. From Tab. 1, the results show that SRE ensemble model
better than those of other ensemble forecasting models for the daily rainfall in
fitting.

The more important factor to measure performance of a method is to check
its forecasting ability of testing samples in order. Tab. 2 shows the forecasting
results of 30 testing samples for different models about different measure index.
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Table 1. A Comparison of Result of Ensemble Models about Training Samples

Ensemble Fitting

Method NMSE Rank PRC Rank

Simple Averaging 0.2640 3 0.8742 4

Simple MSE 0.2731 4 0.8830 3

Stacked Regression 0.2789 5 0.8543 5

Variance-based weight 0.1880 2 0.9032 2

SRE 0.0517 1 0.9751 1

Table 2. A Comparison of Result of Ensemble Models about Testing Samples

Ensemble Forecasting

Method NMSE Rank PRC Rank

Simple Averaging 0.4274 4 0.8018 5

Simple MSE 0.3988 3 0.8062 4

Stacked Regression 0.4521 5 0.8387 2

Variance-based weight 0.2201 2 0.8341 3

SRE 0.1807 1 0.9780 1

Generally speaking, the forecasting results obtained from the two tables also
indicate that the prediction performance of the proposed SRE ensemble fore-
casting model is better than those of other ensemble forecasting models for the
daily rainfall in forecasting.

Subsequently, the forecasting performance comparisons of various models in
the first regions. From Tab. 2 in the forecasting of the first region, the differences
among the different models are very significant. For example, the NMSE of the
simple averaging ensemble model is 0.4274. Similarly, the NMSE of the simple
MSE model is 0.3988, the NMSE of the stacked regression ensemble model is
0.4521, and variance-based weight ensemble is 0.2201, however the NMSE of the
SRE model reaches 0.1807.

Similarly, for PRC efficiency index, the proposed SRE ensemble model is also
deserved to be confident. As shown in Tab. 2, we can see that the forecasting
rainfall values from SRE ensemble model have higher correlative relationship
with actual rainfall values; As for the testing samples in the first region, the
PRC for the simple averaging ensemble model is only 0.8018, for the simple MSE
ensemble model it is only 0.8062, for the stacked regression ensemble model PRC
is 0.8387 and for variance-based weight ensemble model is 8341; while for the
SRE ensemble forecasting models, the PRC reaches 0.9780. It shows that the
PRC of SRE ensemble model is close to their real values in different models and
the SRE ensemble model is capable to capture the average change tendency of
the daily rainfall data.
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Furthermore, the same method is used to train precipitation data and predict
precipitation at the other two regions. The experimental results also show that
SRE ensemble method is better than other methods. From the experiments
presented in this paper, the SRE ensemble forecasting model is superior to the
other ensemble models for the test cases of daily rainfall.

4 Conclusions

A challenging task for a frequent–unanticipated flash flood region is the pro-
vision of a quantitative rainfall forecast to avoid life losing and economic loses.
The rainfall data of the Guangxi watershed in southwest of China shows primary
rainy season in the June. Therefore, accurate prediction of daily precipitation is
very important for the prevention and mitigation of flood disaster. This study
proposes we use a SRE forecasting model to predict rainfall based on RBF neu-
ral network. In terms of the empirical results, we find that different forecasting
models for the forecasting samples of three regions of Guangxi on the base of
different criteria, the SRE model is superior to the other ensemble model for the
fitting and testing cases of three regions in terms of the different measurement.
The results show SRE ensemble model combine components of linear regres-
sion model(parametric partly) and nonlinear regression(nonparametric partly),
it keeps the easy interpretability of the linear model and retaining some of the
flexibility of the nonlinear model. This indicates that the SRE forecasting model
can be used as an alternative tool for daily rainfall forecasting to obtain greater
forecasting accuracy and improve the prediction quality further in view of empir-
ical results, and can provide more useful information, avoid invalid information
for the future forecasting.
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Abstract. This paper proposes a simple and effective modified particle

swarm optimizor with a novel operator. The aim is to prevent premature

convergence and improve the quality of solutions. The standard PSO is

shown to have no ability to perform a fine grain search to improve the

quality of solutions as the number of iterations is increased, although it

may find the near optimal solutions much faster than other evolutionary

algorithms. The modified PSO algorithm presented in this paper is able

to find near optimal solutions as fast as the standard PSO and improve

their quality in the later iterations. Compared with the standard PSO,

benchmark tests are implemented and the result shows that our modi-

fied algorithm successfully prevents premature convergence and provides

better solutions.

Keywords: particle swarm optimization, premature convergence, qual-

ity of solutions.

1 Introduction

The particle swarm optimization (PSO) was originally introduced in [1] as a
population-based evolutionary technique which was inspired by bird flocking.
The PSO is proven to work well when it comes to continues nonlinear func-
tion optimization. However, the standard PSO has no ability to perform a fine
grain search to improve the quality of solutions as the number of iterations
is increased, although it may find the near optimal solution much faster than
other evolutionary algorithms [2]. This is considered to be caused by premature
convergence [7].

Compared to PSO, other evolutionary algorithms tend to improve the quality
of solutions with the increase of iterations [3]. But most of them are time con-
suming and unstable (e.g. genetic algorithm). So it seems reasonable to build a
stable algorithm which is able to fast locate the near optimal solutions in early
iterations and improve their quality later. Such attempts have been done by a
number of people [3, 4, 5, 6, 7]. Those modified PSO algorithms prevented pre-
mature convergence and performed well on improving the quality of solutions,
however, as far as we are concerned, they are not simple enough to implement
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and the improvement on the quality of solutions is not significant. In this paper,
we put forward a simple and effective modified particle swarm optimizor with
a novel operator named leap operator. In the rest part of this paper, this algo-
rithm is abbreviated as LPSO (Leap-PSO). Compared with the standard PSO,
benchmark tests are implemented and the result shows that our modification
successfully prevents premature convergence and provides better solutions.

2 Premature Convergence of PSO

In the standard PSO [10], the information of each particle i in the swarm is
recorded by the following variables: (i) the current position Xi, (ii) the current
velocity Vi, (iii) the individual best position pbesti, and (iv) the swarm best
position gbest. In each iteration, the positions and velocities are adjusted by the
following equations:

vij(t + 1) = wvij(t) + c1rand()[pij(t) − xij(t)]
+ c2Rand()[pgj(t) − xij(t)]

(1)

xij(t + 1) = xij(t) + vij(t + 1) (2)

for j ∈ 1..d where d is the dimension number of the search space, for i ∈ 1..n
where n is the number of particles, t is the iteration number, w is the inertia
weight, rand() and Rand() are random numbers uniformly distributed in the
range [0, 1], c1 and c2 are accelerating factors.To control the flying step size
of the particles, vij is constrained in the range [−vmax, vmax] where vmax is
commonly set as 10% − 20% of each search dimension size [9].

Fast convergence is one of the most significant advantages of PSO. However,
such convergence always comes too fast for a fine grain search to be performed
in the near optimal area. When convergence happens, xij and vij stop being
modified or just vary in a small range, so that gbest has little chance to be
updated which means the quality of solutions is no more improved in the later
iterations. Such harmful convergence is called premature convergence. Thus pre-
venting premature convergence is the necessary but not sufficient condition for
a high quality of the solutions.

3 Fundamentals of LPSO

Our modified algorithm lies on two fundamental hypotheses:

Hyp. 1. The worst-fitting particle has the least probability to reach the global
optimal solution.

Hyp. 2. In the terminal iterations, if the swarm best position gbest is not up-
dated for a number of consecutive iterations, the near optimal area is always
located and the search tends to be trapped in premature convergence.
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A
C

B

Fig. 1. The situation before the worst-fitting particle’s leap

A
C

B

Fig. 2. The situation after the worst-fitting particle’s leap

As is mentioned in section 2, when premature convergence happens, xij and
vij stop being modified or just vary in a small range, so the most express method
to prevent premature convergence is to modify xij and vij . If they are replaced
with random values, the primary convergence is sure to be completely damaged
and it makes the PSO method degenerate into an inefficient purely random
search method. So our method is to modify them selectively and intentionally.
With our method, not only the premature convergence is prevented, but also the
primary convergence is not damaged. Since the particles were originally regarded
as birds [1], we name the modification of positions and velocities as an intentional
leap. It involves the following factors:

3.1 Selection of the Particle to Leap

Hyp. 1 is the root for the selection that determines which particle is to leap.
According to Hyp. 1, the worst-fitting particle of current iteration is selected.
There are two benefits of this selection strategy: (i) In each iteration, at most
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one particle is selected. It won’t damage the distribution of current swarm. (ii)
Selecting the worst-fitting particle does not reduce the probability to reach the
global optimal position. The position and velocity of the selected particle is
presented by Xl(xl1, xl2, . . . , xld) and Vl(vl1, vl2, . . . , vld) respectively.

3.2 Condition of the Selected Particle’s Leap

Hyp. 2 is the root for the condition which involves two major factors: terminal
iterations and a number of consecutive iterations. In our definition, during a run
process of the PSO algorithms, the maximum iteration number is recorded by
maxiter, t is the current iteration number, if t ≥ ρ ∗ maxiter where ρ ∈ (0, 1),
the following iterations are considered to be terminal. The number in a number
of consecutive iterations is presented by δ. The number of iterations between
two consecutive updates i.e. the consecutive iterations is recorded by C. With
the declarations above we have the condition of the selected particle’s leap:

(t ≥ ρ ∗ maxiter) ∧ (C ≥ δ) (3)

where ρ and δ are thresholds. The first half of (3) determines in which period
of a run process leap operations are performed and the second determines the
frequency.

3.3 Position After Leap

As is mentioned at the beginning of this section, Xl should be modified inten-
tionally. Our method is to move the selected particle to the near optimal area, as
thus the probability to reach the global optimal position is increased. It can be
concluded from hyp. 2, the near optimal area is always located in the terminal it-
erations. As the swarm best position, gbest is surely inside the area. So we have:

Xl = gbest (4)

Unfortunately, since gbest is not updated in the terminal iterations, simply re-
placing Xl with gbest is equivalent to making particles gradually gather to the
same position. As a result, the search is trapped into another premature conver-
gence and the only difference is that it’s inside the near optimal area. The fine
grain search is still not performed, although the probability to reach the global
optimal position is increased. Enlightened by the mutation operator in genetic
algorithm (GA), a stochastic offset is added to one of the dimensions:

x
′
lk = xlk + offset (5)

where offset = U(−a, a), U is an uniform distribution, k ∈ 1..d. a determines
the distribution scope of the leaped particles. In our paper, a = vmax. k is a
random number, which means each dimension has the same chance to be added
with an offset. Moreover, offset obeys the uniform distribution. So, generally,
the leaped particles are uniformly distributed in the near optimal area.
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3.4 Velocity After Leap

At first, 3 method candidates are designed: (i) Leave Vl as it is, (ii) Re-initialize
Vl with random values, (iii) Reset Vl with 0. The experiment result shows that
candidate (iii):

Vl = 0 (6)

performs the best. Here is a brief analysis: the inertia weight w memorize the
velocity in the last iteration, so that for candidate (i), the velocity before leap
may have impact on the velocity after leap, however, the position which is already
modified by (4) and (5) may not match such a velocity produced by candidate
(i); for candidate (ii) , the leaped particle is probably soon be dragged out of the
near optimal area in the next iteration since the randomly assigned Vl, which
makes (4) and (5) lose effectiveness; candidate (iii) performs the best because
with Vl = 0, (1) turns out to be:

vlj(t + 1) = 0 + c1rand()[plj(t) − xlj(t)]
+ c2Rand()[pgj(t) − xlj(t)]

(7)

which means vlj(t + 1) is determined only by plj(t) and plj(t), so that Vl is
according to the current environment.

As is shown in Fig. 1 and Fig. 2, the points are the positions of particles in a
2-dementional search space. A is the position of the global optimal solution. B is
the position of the worst-fitting particle in current iteration. C is gbest. Inside the
dashed rectangle is the near optimal area. Fig. 1 presents the situation before leap
operation. In Fig. 2, leap operation has been implemented. The particle originally
at B has leaped to a position beside C which is inside the near optimal area.

4 Algorithms

Algorithm 1 is the LPSO. In step 5, however, (1) and (2) are not the most
effective ones currently. They can be replaced by any other modification, e.g.

Algorithm 1. LPSO(Leap-PSO)
Require: 0 < δ < maxiter, 0 < ρ < 1

1: Initialize a swarm, including random positions and velocities; set parameters δ, ρ,

vmax etc, t ← 0.

2: Evaluate the fitness of each particle, t ← t + 1.

3: For each particle, compare its fitness with the individual best position pbest . If

better, update pbest with current position.

4: For each particle, compare its fitness with the swarm best position gbest. If better,

replace gbest with current position and C ← 0, else C ← C + 1.

5: Update the velocities and positions with (1) and (2).

6: Find worst-fitting particles and record its index in l, excute leap operator.
7: Repeat steps 2–6 until an expected number of iterations is completed or a stop

criterion is satisfied.
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Algorithm 2. Leap operator
1: if t ≥ ρ ∗ maxiter and C ≥ δ then
2: C = 0;

3: k = random(1..d);

4: offset = random(−vmax, vmax);

5: Xl = gbest;
6: if xlk + offset /∈ Dk then
7: ensure xlk ∈ Dk; {Dk is the domain of dimension k}
8: else
9: xlk = xlk + offset;

10: end if
11: Vl = 0;

12: end if

Maurice Clerc’s K (Constrained Factor) modification in [5] and Y Shi’s adaptive
w modification in [8] etc. Step 6 is the heart of the LPSO which contains a
new operator. It’s presented by Algorithm 2. Since it’s almost an independent
operator which can be embedded in any PSO algorithm to form a new LPSO,
we name it leap operator.

5 Experimental Results

In our experiment, four standard functions for benchmark tests are selected.
For each function, the demension number is 30 and for each dimension i, xi ∈
[−100, 100]. These functions are widely used in genetic and evolutionary algo-
rithms’ tests [3, 4, 5, 6, 7] etc. Each function’s global optimal solution is 0. The
first function is the Sphere(De Jong F1) function given by

f1(x) =
n∑

i=1

x2
i (8)

Athough it is a unimodal function, it defferentiates well between good local
optimizers and poor local optimizers. The second function is the Rosenbrock
function given by

f2(x) =
n∑

i=1

[100(xi+1 − x2
i )

2 + (xi − 1)2] (9)

The third function is the generalised Rastrigrin function given by

f3(x) =
n∑

i=1

(x2
i − 10 cos(2πxi) + 10) (10)
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The fourth function is the generalised Griewank function:

f4(x) =
1

4000

n∑
i=1

x2
i −

n∏
i=1

cos(
xi√

i
) + 1 (11)

As is mentioned in section 4, any PSO modification can be regarded as a
standard PSO with leap operator embedded in it to form a new LPSO. So we
use the modification in [8] as the standard PSO and embed our operator in it.

δ and ρ are parameters in the leap operator. Early experiments have shown
the operator works best with ρ ∈ [0.4, 0.6], so we fix ρ at 0.4. However, δ is a
parameter difficult to determine. So we set 2 groups of values (δ1 = 5, δ2 = 20) to
see its influence on the LPSO. For each group, the population size is set to be 40. In
order to see whether the LPSO successfully prevents premature convergence, 5000
iterations are operated in every run (more than commonly 1000–2000 iterations
required by PSO). All the other parameter values are suggested in [8] (0.4 ≤ w ≤
0.9, c1 = c2 = 2, vmax = 4) . For each function, 50 trial runs are implemented.
The whole experiment is implemented in matlab7.0. The results are in Table 1.

Table 1. Experimental results

Function

Experimental results

LPSO
PSO

δ1 δ2

Sphere(De Jong F1)
0.000000 0.000000 0.000000

0.000000 0.000000 0.000000

Rosenbrock
0.022905 0.327700 1.513700

32.188200 33.575200 32.976000

Rastrigrin
0.994960 2.984900 18.904200

5.074400 12.178300 32.535100

Griewank
0.000000 0.000000 0.000000

0.008100 0.009000 0.008600

In Table 1, the first value is the best result and the second is the average result
of 50 runs. As we can observe, δ1 perform slightly better than δ2. On the whole,
the LPSO performs much better on f3 than the standard PSO. For f1 and f2,
although the average results are just slightly better, the best results show that
the LPSO has more potential in finding much better solutions.

Since ρ ∗ maxiter = 0.4 ∗ 5000 = 2000, the leap operator is not excuted
until the 2000th iteration. Clearly shown by Fig. 3, the LPSO and PSO almost
keep the same pace before the 2000th iteration, however, in the later (terminal)
iterations, the PSO fails improving the solution’s quaility futher more but the
LPSO still performs well. It’s becuase the LPSO successfully prevents premature
convergence.
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Fig. 3. The 5000 iterations in one typical run (δ1, f3).

6 Conclusion

In this paper, we introduced a simple and effective modified PSO algorithm with
a novel operator. Experiments have been performed to prove that it successfully
prevents premature convergence and improves the quality of solutions.

Even though the results have showed our modification works well, further stud-
ies on parameters δ and ρ are still required. Maybe we can develop an algorithm
to search for the best values for them. We are currently working on it.
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Abstract. In order to keep balance of premature convergence and di-

versity maintenance, an AntiCentroid-oriented particle updating strat-

egy and an improved Particle Swarm Algorithm (ACoPSA) are presented

in this paper. The swarm centroid reflects the search focus of the PSA

algorithm and its distance to the global best particle (gbest) indicates

the behavior difference between the population search and the gbest.

Therefore the directional vector from the swarm centroid to the gbest

implies an effective direction that particles should follow. This direction

is utilized to update the particle velocity and to guide swarm search.

Experimental comparisons among ACoPSA, standard PSA and a recent

perturbed PSA are made to validate the efficacy of the strategy. The ex-

periments confirm us that the swarm centroid-guided particle updating

strategy is encouraging and promising for stochastic heuristic algorithms.

Keywords: particle swarm optimization, swarm centroid, particle up-

dating strategy, evolutionary state, numerical optimization.

1 Introduction

Particle swarm optimization algorithm (PSA) is a swarm intelligence technique
originally developed from studies of social behaviors of animals or insects, e.g.,
bird flocking or fish schooling[1] in 1995. Since then, PSA has gained increasing
popularity among researchers and practitioners as a robust and efficient tech-
nique for solving complex and difficult optimization problems[2,3,4].

In a standard PSA[5], the velocity of each particle is modified iteratively by
its personal best position (i.e., the position giving the best fitness value so far),
and the position of best particle from the entire swarm. As a result, each particle
searches around a region defined by its personal best position and the position
of the population best. This feature of PSA makes it easily get trapped in the
local optima when solving complex multimodal problems while keeping satisfi-
able converging speed. Therefore, accelerating convergence speed and avoiding
the local optima have become the two most important and appealing goals in
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PSO research. A number of variant PSO algorithms have, hence, been proposed
to achieve these two goals[6,7,8,9]. However, it is seen to be difficult to simulta-
neously achieve both goals[10]. Our aim is try to keep them trade-off.

2 Standard Particle Swarm Algorithm

In essence, the trajectory of each particle is updated according to its own flying
experience as well as to that of the best particle in the swarm. In (1), pi is the
position with the best fitness found so far for the ith particle, and pg is the best
position found so far for the entire swarm.

vk+1
i,d = ω × vk

i,d + c1 × rk
1 × (pk

i,d − xk
i,d) + c2 × rk

2 × (pk
g,d − xk

i,d) (1)

xk+1
i,d = xk

i,d + vk+1
i,d (2)

where vk
i,d is the d-th dimension velocity of particle i in cycle k; xk

i,d is the d-th
dimension position of particle i in cycle k; pk

i,d is the d-th dimension of personal
best (pbest) of particle i in cycle k; pk

g,d is the d-th dimension of the gbest in
cycle k; ω is the inertia weight; c1 is the cognition weight and c2 is the social
weight; and r1 and r2 are two random values uniformly distributed in the range
of [0, 1].

3 Swarm Centroid-Guided Particle Swarm Algorithm
(ACoPSA)

3.1 Evolutionary States and Algorithmic Behaviors

The population distribution characteristics vary not only with the generation
number but also with the evolutionary state during the PSA evolutionary pro-
cess. For example, the particles may be scattered in various areas at an early stage,
and, hence, the population distribution is dispersive. As the evolution goes on par-
ticles would be attracted together and converge to a locally or globally optimal
area. Hence, the population distribution information would be different from that
in the early stage. Therefore, how to detect the different population distribution
information and how to use this information to estimate the evolutionary state
would be a significant and promising research topic in PSO[11]. Among here, the
swarm centroid of PSA is an indication of the algorithm’s searching interests and
its distance to the global best particle implies the difference between the popula-
tion search and the possible search area of the gbest particle.

3.2 Swarm Centroid

A PSA optimizer maintains a swarm of particles and each individual is composed
of three D-dimensional vectors, where D is the dimensionality of the search space.
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These are the current position xi, the previous best position pi, and the velocity
vi. The current position xi = (xi,1, · · · , xi,D) can be considered as a set of
coordinates describing a point in space. The best solution found so far is stored
in pi = (pi,1, · · · , pi,D). New points are chosen by adding vi = (vi,1, · · · , vi,n)
coordinates to xi, and the algorithm operates by adjusting vi, which can be seen
as a step size.

Let PSA swarm be constituted with m particle, then the swarm centroid (SC)
and the anticentroid-oriented direction vector (ACD) are defined as follows.

Definition 1 [SC]:

SC = (sc1, · · · , scd, · · · , scD), where scd = (
m∑

i=1

xid)/m (3)

Definition 2 [AntiCentroid-oriented Direction, ACD]:

ACD = gbest− SC = (pg1 − sc1, · · · , pgd − scd, · · · , pgD − scD) (4)

SC is an overall reflection of the evolutionary states of PSA population and
the vector from the swarm centroid to the gbest is a promising direction that
many other particles should follow. This effective search direction gives us a lot
of information to utilize. However, the population is possible to be trapped if all
other particles follows along this direction with a large or moderate step size.
So it maybe reach an exploration and exploitation tradeoff[12] if particles search
along this direction with a slight step when velocity updating.

3.3 Swarm Centroid and ACD Updating Strategy

Inspired by the new particle updating strategy based on the perturbed global
best particle with a micro random Gaussian perturbation[6], an anticentroid-
oriented direction for global best particle perturbation strategy is proposed as
follows, which is also illustrated as Fig.(1), to guide swarm search.

In contrast to conventional approaches, the gbest in ACoPSA is denoted as
“possibly at gbest (p-gbest)=(pg,1 × pg,2 × · · · ,×, pg,D)”, instead of a crisp lo-
cation. Consequently, the calculation of particle velocity can be rewritten as

pk′
g,d = pk

g,d + rand × ACDd × σ (5)

Fig. 1. Search Region of SC&ACD
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σ = p(k) (6)

vk+1
i,d = ω × vk

i,d + c1 × rk
1 × (pk

i,d − xk
i,d) + c2 × rk

2 × (pk′
g,d − xk

i,d) (7)

where pk′
g,d is the d-th dimension of p-gbest in cycle k. From (7), it can be observed

that the p-gbest is characterized by an oriented micro random perturbation along
the direction of ACD, where σ represents the degree of uncertainty about the
optimality of the gbest, which is distinct from the normal distribution-based
perturbation N(pk

g,d, σ)[6]. In order to account for the information received over
time that reduces uncertainty about the gbest position, σ is modeled as some
non-increasing function of the number of cycles as equation (8). For simplicity,
p(k) is defined as

p(k) =
{

σmax, k < α × max cycle
σmin, otherwise (8)

where σmax, σmin, and α are manually set parameters.
The perturbed global best updating strategy equations (5-8) should be dis-

tinguished from not only the conventional updating operation (1,2), but also the
random normal distribution-based perturbing strategy, which applies an ACD-
oriented perturbation to the particles. The function of p-gbest is to encourage
the particles to explore a region beyond that defined by the search trajectory.
By considering the uncertainty associated with each gbest as a function of time,
p-gbest provides a simple and efficient exploration at the early stage when σ is
large and encourages local fine-tuning at the latter stage when σ is small. Subse-
quently, this approach helps to reduce the likelihood of premature convergence
and guides the search toward the promising search area.

3.4 ACoPSA Algorithm

1: Initialize a population array of particles with random positions and velocities
on D dimensions in the search space and other algorithmic parameters.
2: loop

3: For each particle, evaluate the desired optimization fitness function in
D variables.

4: Compare particle’s fitness evaluation with its pbesti. If current value
is better than pbesti, then let pbesti be the current value, and pi be the
current location xi in D-dimensional space.

5: Identify the particle in the neighborhood with the best success so far,
and assign its index to the variable g.

6: Update the velocity and position of the particle according to equations
(5-8).

7. If a criterion is met (usually a satisfied fitness or a maximal number of
iterations), exit loop and output the final solution and fitness.

8: End loop
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4 Benchmark Tests and Comparisons

In order to validate the necessity and good performance of the proposed oriented
perturbed particle updating strategy and ACoPSA algorithm, 6 benchmarks[6]
are adopted, and the results are compared with PSO and pPSA[6]. Due to the
aim of this paper being nothing more than to illustrate the rationality and
necessity of the perturbed updating particle strategy, the parameters fine-tuning
process is omitted here.

4.1 Benchmark Functions and Algorithm Configuration

Benchmark functions Domain fmin

f1 =
n∑

i=1

x2
i [−100, 100]n 0

f2 = max
i

{|xi|, 1 ≤ i ≤ n} [−100, 100]n 0

f3 =
n∑

i=1

(xi + 0.5�)2 [−100, 100]n 0

f4 =
n∑

i=1

ix4
i + random[0, 1) [−1.28, 1.28]n 0

f5 = −20 exp

[
−0.2

√
1
n

n∑
i=1

x2
i

]
[−32, 32]n 0

− exp
(

1
n

∑n
i=1 cos(2πxi)

)
+ 20 + e

f6 = 1
4000

n∑
i=1

x2
i −

n∏
i=1

cos
(

xi√
i

)
+ 1 [−600, 600]n 0

All the following experimental results are obtained from 30 independent runs.
The parameter settings are: dimension number n = 30; particle number Particle
= 20; maximal generations max−cycle = 2000; inertia weight ω = 0.9; c1 = 0.5;
c2 = 0.3; σmax = 1.25, σmin = 0.001 and α = 0.5.

4.2 Statistical Results Comparison and Algorithmic Analysis

Experimental results of three algorithms are given and compared as Table-1
shows. The threshold for reaching the known optima in column Counts is set to
be 10−3.

Observed from Table-1 we can see that most results of pPSA are better than
those of PSO and the results of ACoPSA are much better than those of PSO and
pPSA. Both Best and Median results of ACoPSA are at least 103 times better
than pPSA as Table-1 indicates. Under the threshold at least a half independent
runs of ACoPSA found the global optima as “Counts” column shows. All the
above analysis tell us that ACoPSA has very high probability locate the global
optima which confirms us the effectiveness of the anti-swarm-centroid along the
direction to the global best particle oriented perturbation strategy.
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Table 1. Comparison between PSO, pPSA and ACoPSA on the statistic results

over 30 independent runs, Where “Best” and “Median” are the best and the median

results, “Counts” are the numbers that algorithms converge with a threshold

Best Median Counts
Fun PSO pPSA ACoPSA PSO pPSA ACoPSA PSO pPSA ACoPSA

1 5.94 6.51e-6 4.20e-10 20.55 9.19e-6 2.46e-9 0 30 26

2 17.80 0.43487 1.28e-5 26.94 0.82449 3.06e-5 0 0 17
3 4.83e2 5 0 1.39e3 10 0 0 0 24
4 0.45788 2.84e1 2.96e-4 1.3445 4.81e1 1.11e-3 0 0 13
5 8.1671 1.778 2.18e-5 1.32e1 2.4083 3.56e-5 0 0 24
6 1.6158 3.62e-7 5.03e-11 3.4262 7.39e-3 1.32e-10 0 13 16

However, ACoPSA sometimes obtained a very unsatisfied result, i.e., ACD par-
ticle updating strategy sometimes maybe wrongly guide the population search.
For example, there are 26 over 30 times that ACoPSA arrived at 10−9 magnitude
for function f1, but the other four results are reaching about 103 magnitude. The
similar situation happens to function f3, however, the results of all other func-
tions are all acceptable. That is to say, there are a small chance to be very un-
lucky when using ACoPSA algorithm. For this situation, it maybe because the
population search behavior coincides with that of the global best particle, how-
ever, the anticentroid oriented direction deviates from this coincidence. This un-
fortunate thing does not occur to algorithm pPSA, which illustrates that pPSA
is more steady and robust than ACoPSA, although its convergence is inferior to
ACoPSA. The next interesting work is to improve the robustness of ACoPSA and
the convergence of pPSA to balance the convergence and steadiness[11].

4.3 Further Experiments with Expanded Search Space

In order to verify and compare the performance of ACoPSA and pPSA from
another view, the further numerical experiments are made with 100 times mag-
nified search space based on selected functions f1, f3, f4, f6, whose domains are
[-104, 104], [-104, 104], [-128, 128] and [-6×104, 6×104]. The parameters are the
same to the above experiments except for function f6 with max−cycle = 5000.
The results are listed as Table-2.

Table 2. Comparison between pPSA and ACoPSA on the statistic results over 30

independent runs with expanded search space

Best Median Counts
Fun pPSA ACoPSA pPSA ACoPSA pPSA ACoPSA

1 1.35e-9 1.95e-9 3.08e-9 7.29e-2 17 15

3 0 0 1.59e3 5.97e5 14 9

4 3.32e-4 1.50e-4 1.31e-3 1.18e-3 9 13
6 2.36e-11 3.23e-11 5.96e-3 1.86e3 19 2
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Two algorithms both found the global optima with comparative precision
which can be seen from Best and Counts columns. Algorithm pPSA is more
robust than ACoPSA which can be observed from Median and Counts columns
as Table-2 shows. However, all the comparison items of ACoPSA for f4 are
superior to those of pSPA.

5 Conclusion

Inspired by the particle updating strategy based on the perturbed global best
particle with a micro random Gaussian perturbation, an anticentroid-oriented
perturbation particle updating strategy is proposed along the direction of the
swarm centroid to global best particle, and an improved particle swarm algo-
rithm (ACoPSA) is presented in this paper. The inherent reason to propose this
updating strategy is to utilize the information of population distribution, shar-
ing a similar spirit to the internal modeling in evolution strategies. The swarm
centroid of population-based heuristic algorithm reflects the search emphasis of
the algorithm and its distance to the best particle indicates the behaviors dif-
ference between the population search and the gbest. Therefore the directional
vector from the swarm centroid to the gbest implies an effective direction that
many particles should follow.

Observed from the algorithm analysis and the simulation experiments we have
the following conclusion and indication for further research:

1. ACoPSA has very competitive and encouraging performance for the usual
benchmark;

2. ACoPSA is not as robust as pPSA with magnified search space;
3. The oriented perturbation updating strategy is bias in favor of convergence

and the random perturbation updating strategy has a better balance in
exploration/exploitation than the oriented updating strategy.
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Abstract. Multidisciplinary Design Optimization (MDO) is an effective and 
prospective solution to complex engineering systems. In MDO methodology, 
MDO algorithm is the most important research area. Four decomposition  
algorithms have been proposed for MDO. They are Concurrent subspace opti-
mization (CSSO), Collaborative optimization (CO), Bi-level integrated system 
synthesis (BLISS) and Analytical target cascading (ATC). On the basis of spe-
cific requirements for comparison, a mathematical example is chose and the 
performances of MDO decomposition algorithms are evaluated and compared, 
which take into consideration optimization efficiency and formulation structure 
characteristics. 

Keywords: multidisciplinary design optimization, complex system, decomposi-
tion algorithm, Comparison. 

1   Introduction 

Multidisciplinary Design Optimization (MDO) is an effective method to solve com-
plex system design [1-2]. Generally, complex systems are composed of multiple dis-
ciplines or subsystems, the traditional design method is difficult to find the optimal 
solution of the system because of the coupling between disciplines or subsystems, and 
the design cycle is long. MDO make full use of the interaction between the various 
disciplines or sub-system synergies, access to the completely optimal solution to the 
system, and shorten the design cycle through concurrent design. 

The main research of MDO covers three major aspects: (1) design-oriented analy-
sis of the various disciplines and software integration; (2) explore effective MDO 
algorithms, to achieve concurrent design, access to completely optimal solution to the 
system; (3) MDO distributed computer network environment. Which, MDO algorithm 
is the most important area and the most active research topic of MDO. 

MDO algorithms are usually divided into single-level optimization algorithm and 
multi-level optimization algorithm two broad categories. Single-level optimization 
algorithms, including Multidisciplinary Feasible method, (MDF), Individual discipline 
feasible method, (IDF) and All-At-Once, (AAO).Multi-level optimization algorithm, 
also known as decomposition algorithms, including the concurrent subspace optimiza-
tion algorithm (CSSO), collaborative optimization algorithm (CO), Bi-level integrated 
system synthesis, (BLISS), and Analytical Target Cascading, (ATC) etc. [3]. 
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In the MDO algorithms, multi-level optimization algorithm has wider range of ap-
plications than the single-level optimization algorithm. Algorithm structure and effi-
ciency optimize decide the usefulness of each algorithm. Scholars at home and abroad 
have been carried out a number of studies on the efficiency of the MDO optimization 
algorithms, such as the reference [4-5] compare the MDF, IDF, and CO through the 
algorithms, in [6] compare the AAO, MDF, IDF, CO, and CSSO algorithm, the refer-
ence [7] compare the CSSO, CO, and BLISS algorithm and so on, but it has been a lack 
of a comprehensive analysis of the structure and efficiency in multi-level optimization 
algorithm , and serious impact on the choice and application of the algorithm in practice. 
In this paper, based on he mathematical model , proposed the basic characteristics of the 
mathematical calculation , described the characteristics and structural systems of four 
kinds of multi-level optimization algorithms, and conduct a thorough comparison and 
analysis from the structure and the efficiency of the optimize algorithm. 

2   Mathematical Model of MDO 

Wherever Times is specified, Times Roman or Times New Roman may be used. If 
neither is available on your word processor, please use the font closest in appearance 
to Times. Avoid using bit-mapped fonts if possible. True-Type 1 or Open Type fonts 
are preferred. Please embed symbol fonts, as well, for math, etc. 

Take the two disciplines for example; a complete mathematical model of MDO 
should be expressed as:                       
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Which, F is the objective function, including the partial objective function 1F 、 2F  

and the sharing of objective function cF , X  is design variables, including local 

design variables 1X 、 2X and the sharing of design variables cX , 1Y 、 2Y  is the 

state variables, 1
cY 、 2

cY  is the coupled state variable; g  is constraint conditions, 

including the local constraints 1g 、 2g , and share constraints cg ; 1h 、 2h are corre-

sponding state variables by disciplinary analysis. 
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Different from the commonly used mathematical model of MDO, in this paper, 
clearly stated the objective function, design variables and constraints of the MDO all 
should be divided into two major categories of local and shared for the first time. 

3   MDO Multi-level Optimization Algorithms 

3.1   CSSO Algorithm 

CSSO algorithm is a non-hierarchical two-level multi-disciplinary optimization algo-
rithm [8] proposed by Sobieszczanski-Sobieski in 1998. It contains a system-level 
optimizer and multiple subsystems optimizer. Each subsystem optimize a set of dis-
joint design variables Independently, during the optimization , the state variables 
involved in the subsystem, using the discipline analysis methods to calculate, while 
the other state variables and constraints are based on Global Sensitivity Equation 
(GSE)for approximate calculation. Each sub-system is only optimize part of the de-
sign variables, the subsystem design variables do not overlap each other, the results of 
the optimization can joint to form a new design, if the convergence conditions, output 
the optimal solution, otherwise, as the initial value of the new optimization. The algo-
rithm structure shown in Figure 1: 

 

Fig. 1. CSSO Algorithm Structure Diagram 

3.2   CO Algorithm 

CO algorithm is a hierarchical two-level multi-disciplinary optimization algorithm [9] 
proposed by Kroo in 1994. CO algorithm divided the whole optimization problem 
into system-level optimization and several independent parallel sub-system optimiza-
tions. The basic idea is that each subsystem in the design optimization without  
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considering the impact of other subsystems, only to meet the constraints and the ob-
jective of this sub-optimize is to minimize the differences between the various sub-
system design optimization, system-level optimization program and provide targeted 
programs. We use the system-level optimization to coordinate the inconsistencies of 
subsystem optimization results, through the multiple iterations between the system-
level optimization and the sub- system optimization, and finally find an optimal de-
sign consistency. The algorithm structure shown in Figure 2: 

 

 

Fig. 2. CO Algorithm Structure Diagram 

3.3   BLISS Algorithm 

BLISS algorithm is a two-stage multi-disciplinary optimization algorithm [10] pro-
posed by Sobieszczanski-Sobieski in 1998. BLISS algorithm divided the whole opti-
mization problem into system-level optimization and several independent parallel 
sub-system optimizations. System-level optimization and subsystems optimization 
linked by the optimum sensitivity derivative, the optimum sensitivity derivatives can 
be obtained by the Optimum Sensitivity Analysis (OSA). This method conducts a 
systematic analysis in the beginning of each cycle can to guarantee the feasibility of 
multi-disciplinary. In addition, the optimization process can be artificially terminated 
at any time and use the results of the last time as the final result. The algorithm struc-
ture shown in Figure 3. 

3.4   ATC Algorithm 

ATC algorithm is a component-based multi-level optimization algorithm [11] pro-
posed by Michelean in 1999,the series are unrestricted, we can choose the appropriate 
series, top-down known as the super-system level, system level, the first Class subsys-
tem, the second subsystem. The decomposition is put all the system components as 
the standard; it appears tree structure after decomposition, called the elements in the 
tree structure node, including design model and analysis model. Design model use 
analysis model to calculate the response of the elements, a design model can use mul-
tiple analysis models, if the analysis model coupled with each other, you can use other  
MDO algorithm analysis model integration and coordination. Take the three-layer 
ATC algorithm as an example, the algorithm structure shown in Figure 4. 
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Fig. 3. BLISS Algorithm Structure Diagram 

 

Fig. 4. Algorithm for Three-ATC Chart 

4   Basic Characteristics of Mathematical Calculation in the Cases 
of MDO 

According to the mathematical model of MDO, the mathematical examples analyzed 
by MDO algorithms should possess the following basic characteristics:(1) The sub-
jects must exist disciplines analysis process, in order to achieve the corresponding 
state variable;(2) coupling state variables must exist;(3) local design variables and 
shared design variables must be present. In addition, because some MDO algorithms 
do not consider the shared objective function and shared constraints, so they are not 
exist in the above-mentioned characteristics. 

5   Examples of Analysis and Comparison of Algorithms  

According to the basic characteristics of mathematical calculation in the cases of 
MDO, we select the following multi-disciplinary design optimization examples for 
MDO algorithm analysis [12], the examples meet the basic features of requirements: 
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Select the initial design points [ ]1,5,2X = , [ ]10,4Y = , use CSSO, CO, BLISS, and 

ATC algorithm to solve the problem respectively, the results shown in Table 1. 
In this paper, multi-island genetic algorithm is used for multi-objective optimal 

design of UUV shape, and through 1000-step optimization calculating, the optimal 
solution is finally obtained. 

Table 1. Algorithm for Optimizing Results 

Optimizing Results MDO 
Algorithm 1X  2X  3X  1Y  2Y  F  N  
CSSO 1.9784 0 0 3.16 3.7568 3.1861 1096 

CO 1.9776 0 0 3.16 3.7552 3.1833 10621 

BLISS 1.9771 0 0 3.15 3.7542 3.1815 270 

ATC 1.9776 0 0 3.16 3.7553 3.1834 152 

Which N  is the total number of iterations at all levels of the system. 
As can be seen, ATC algorithm uses fewer numbers of iterations to converge to the 

exact optimal solution, the optimization results of other algorithms similar to the op-
timal solution, but a slight deviation, CO algorithm iterations are most. 

The additional information used in the optimization process is as follows: 

Table 2. Algorithm Needs Additional Information 

Additional  Information MDO 
Algorithm Design 

variable 
Equality 

Constraints 
Analysis OSA GSE 

CSSO √ √ √ √ √ 

CO √ √ × √× × 

BLISS × × √ √ √ 

ATC √ √ × √× × 

 

Which, √ expressed the need for the additional information, × indicated that not 
need such additional information. 
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As can be seen, CSSO algorithm needs a maximum of additional information 
items, and the algorithm structure is complex, ATC and CO algorithm needs a mini-
mum of additional information items, and the algorithm structure is relatively simple. 

Combined Table 1 and Table 2, the relationship between the number of iterations 
and needs of the additional information as shown in Figure 5: 

 
Fig. 5. Iterations and Demand Information 

As can be seen, the iterations and demand information of  the ATC algorithm is 
the least, without system analysis and GSE calculation, algorithm structure is simple 
and has a global convergence, can converge to the original optimal solution [13]; the 
iterations of BLISS algorithm are relatively small, but need system analysis and GSE 
calculation, algorithm structure is relatively complex; CSSO algorithm has the most 
complicated algorithm structure, CO algorithm structure is simple, but the maximum 
number of iterations, and the obtained solution may not meet the K-T conditions [14]. 

6   Conclusions 

In this paper, take two disciplines for example, give a complete mathematical model 
of MDO problems, and use it as a basis, propose the basic characteristics of mathe-
matical calculation cases used for the MDO algorithms. We use the actual examples 
give a comprehensive comparison and analysis of the CSSO, CO, BLISS, and ATC 
algorithm  form both optimize efficiency and algorithm structure, and provide a basis 
for selection and application of the MDO algorithms in the complex multi-
disciplinary design optimization systems ,the main conclusions are as follows: 
 

(1) ATC algorithm is less number of iterations, high optimizes efficiency; the algo-
rithm structure is simple and it has a global convergence, so it is the best algorithm in 
the MDO algorithm; 

(2) BLISS algorithm is less number of iterations, high optimizes efficiency, and the 
algorithm structure is relatively complex, when the system analysis and GSE calcula-
tions are easy, it is a good algorithm in the MDO; 
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(3) CSSO algorithm is more number of iterations, poor optimizes efficiency; the 
algorithm structure is complex, so it is not conducive to practical application; 

(4) CO algorithm is simple in structure, but more number of iterations, poor opti-
mizes efficiency, so it is difficult to the practical application. 
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Abstract. Image thresholding is an important technique for image processing 
and pattern recognition. The maximum entropy thresholding (MET) has been 
widely applied.  A new multilevel MET algorithm based on the technology of 
the artificial bee colony (ABC) algorithm is proposed in this paper called the 
maximum entropy based artificial bee colony thresholding (MEABCT) method.   
Three different methods, such as the methods of particle swarm optimization, 
HCOCLPSO and honey bee mating optimization are also implemented for 
comparison with the results of the proposed method. The experimental results 
manifest that the proposed MEABCT algorithm can search for multiple thresh-
olds which are very close to the optimal ones examined by the exhaustive 
search method. Meanwhile, the results using the MEABCT algorithm is the best 
and its computation time is relatively low compared with other four methods.  

Keywords: Maximum entropy thresholding, artificial bee colony algorithm, 
particle swarm optimization, honey bee mating optimization. 

1   Introduction 

Thresholding is one of the most important techniques for performing image segmenta-
tion.. The nonparametric approaches are widely used methods to select for multilevel 
thresholds. These approaches find the thresholds that separate the gray-level regions 
of an image in an optimal manner based on some discriminating criteria such as the 
between class variance, entropy and cross entropy. The popular method, Otsu’s 
method [1], selected optimal thresholds by maximizing the between class variance. 
However, inefficient formulation of between class variance makes the methods very 
time consuming in multilevel threshold selection. To overcome this problem, Liao et 
al. [2] proposed a fast recursive algorithm, Fast Otsu’s method, along with a look-up-
table to implement in the application of multilevel thresholding.  Kapur et al. [3] 
proposed a method for gray-level picture thresholding using the entropy of the histo-
gram.  Zhang et al. [4] adopted the particle swarm optimization algorithm to maxi-
mize the entropy for underwater image segmentation. Madhubanti et al. [5] proposed 
a hybrid cooperative-comprehensive learning based PSO algorithm (HCOCLPSO) 
based on maximum entropy criterion. Yin [6] developed a recursive programming 
techniques to reduce the order of magnitude of computing the multilevel thresholds 
and further used the particle swarm optimization (PSO) algorithm to minimize the 
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cross entropy. Horng [7] and Jiang [10] applied the honey bee mating optimization 
(HBMO) to search for the thresholds of histogram of image.  
 The artificial bee colony (ABC) algorithm is a new swarm-based approach for 
optimization, in which the search algorithm is inspired by the foraging behavior of 
bee colony. Recently, Karaboga et al. [8, 9] had proposed a developed model of artifi-
cial bee colony (ABC) algorithm that simulated these social behaviors of honey bees 
for searching for the numerical optimization problems. In this paper, we applied the 
ABC algorithm to search for the multilevel thresholds using the maximum entropy 
(MET) criterion.  This proposed method is called the maximum entropy based artifi-
cial bee colony thresholding (MEABCT) algorithm. In the experiments of this paper, 
the exhaustive search method is conducted for deriving the optimal solutions for 
comparison with the results generated from MEABCT algorithm.  Furthermore, the 
three different methods that are PSO, HCOCLPSO algorithm and HBMO methods are 
also implemented for comparison. 

2   Maximum Entropy Artificial Bee Colony Thresholding Algorithm  

The entropy criterion, proposed by Kapur et al [3], had been widely used in determin-
ing the optimal thresholding in image segmentation. The original algorithm had been 
developed for bi-level thresholding.  The method can also extend to solve multilevel 
thresholding problems and can be described as follows.  

Let there be L gray levels in a given image I and these gray levels are in the range 
{0, 1, 2,…, L-1}. Then one can define as NihPi /)(= , where 

 

)(ih    denotes the number of pixels with gray-level i.   

N        denotes total number of pixels in the image.  
 

Here, given a problem to select D thresholds, [ Dttt ....,, , 21 ] for a given image I, the 

objective function f  is to maximize:  
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In this paper, a maximum entropy based artificial bee colony thresholding (ME-
ABCT) algorithm is developed based on the meta-heuristic approach proposed by 
Karaboga [8]. This proposed algorithm tries to obtain this optimum D-dimensional 
vector [ Dttt ....,, , 21 ], which can maximize (1). The objective function is also used as 

the fitness function for HEABCT algorithm. The details of MEABCT algorithm is 
introduced as follows.  
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Step 1. (Generate the initial population of solutions)  

Generate the SN solutions iz  ( SNi ,...,2,1= ) with D dimensions denoted by  

matrix Z. 

],...,,[ 21 SNzzzZ = , and ),.......,,( ,2,1, Diiii zzzz =                              (2) 

where jiz , is the jth component value that is restricted into [0,…,L] and the 

1,, +< jiji zz  for all j.  The fitness of all solutions iz are evaluated and set cycle=1, 

meanwhile, the trail number of each solution iz , itrail , is assigned  to 0. 
 

Step 2. (Place the employed bees on their food sources) 
In the step 2, each employed bee produces a new solution iv by using (3) and tests 

the fitness value of the new solution.  

 )( ,,, jkjiijjiij zzzv −+= φ                                              (3) 

where },.....,2,1{ SNk ∈ but ik ≠ and },....,2,1{ Dj ∈ are randomly selected indexes.  

ijφ is a random number between [-1, 1]. If the fitness of the new one is higher than 

that of the previous one, the employed memorizes the new position and forgets the old 
one. Otherwise it keeps the old solution.  
 

Step 3. (Send the onlooker bees on the food sources depending on their nectar 
amounts) 

In this step 3, we first calculate the probability value ip of the solution iz  by 

means of their fitness values using (4).       
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An onlooker bee selects a solution to update its solution depending on the prob-
abilities and determines a neighbor solution around the chosen one. The selection 
procedure for the first onlooker, a random number is produced between [0, 1] and if 

this number is less than 1p , its solution is selected for updating its solution. Other-

wise, the random number is compared with 2p  and if less than that, the second solu-
tion is chosen. Otherwise, the third probability of third solution is checked.  This 
process is repeated until all onlookers are distributed onto solutions. The distributed 
onlooker bee updates its own solution like the employed bees does.  
 

Step 4. (Send the scouts to the search area for discovering new food source) 
If the solution iz  does not be improved through the Step 2 and Step 3, the 

itrail value of solution iz  will be added by 1. If the itrail of solution is more than the 

predetermined “limit”, the solution iz  is regarded to be an abandoned solution, 

meanwhile, the employed bee will be changed into a scout. The scout randomly pro-
duces the new solution by (5) and then compares the fitness of new solution with that 
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of its old one. If the new solution is better than the old solution, it is replaced with the 
old one and set its own itrail into 0. This scout will be changed into employed bee. 

Otherwise, the old one is retained in the memory.  

))(1,0( min,max,min, jjjij zzrandzz −+=                               (5)  

where the jzmin, and jzmax, are the minimum and maximum thresholds of the jth 

component of all solutions, the )1,0(rand is a random number generating function that 

produces the random number between [0, 1].  
 

Step 5. (Record the best solution) 
In this step, we memory the best solution so far and add the cycle by one.  

 

Step 6. (Check the termination criterion) 
If the cycle is equal to the maximum cycle number (MCN) then finish the algo-

rithm, else go to Step 2.   

3   Expermetal Results and Discussion 

We implement the proposed MEABCT algorithm in language of Visual C++ under a 
personal computer with 2.4GHz CPU, 2G RAM with window XP system. All de-
signed programs are designed by revising the original programs given in the home-
page of artificial bee colony algorithm [11]. It is clear from the MEABCT algorithm 
that there are three control parameters: the number of food sources which is equal to 
the number of employed bees or onlooker bees (SN), the value of “limit” and the 
maximum cycle number (MCN). In all experiments, we select the colony size (SN) 
100, MCN 200, and limit value 30.   Three images of Fig. 1 named “LENA”, “PEP-
PER”, and “BIRD” are used for conducting our experiments.   

In order to obtain the consistent comparisons, a popular performance indicator, 
peak signal to noise ratio (PSNR), is used to compare the segmentation results by 
using the multilevel image threshold techniques [12].  For the sake of completeness 
we define PSNR, measured in decibel (dB) as  

)
255

(log20 10 RMSE
PSNR =    (dB)                                           (6) 

where the  RMSE is the root mean-squared error, defined as: 
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Here I and 
∧
I are original and segmented images of size NM × , respectively.  

Firstly, we execute the MEABCT algorithm on partitioning the three images. For 
evaluating the performance of the proposed MEHBMOT algorithm, we have imple-
mented this method on the three test images. Table 4 shows the selected thresholds  
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(a) LENA )512512( ×  

  
(b) PEPPER )512512( ×  

  

(c) BIRD ( 256256× ) 

Fig. 1. The test images and corresponding histograms: (a) LENA, (b) PEPPER and (c) BIRD 

Table 1. The selection thresholds for three test images by using the MEFFT and the exhaustive 
search method ( k: number of thresholds) 

Exhaustive MEABCT 
Image 
(size) k 

Thresholds Computation 
time (ms) 

Thresholds Computation 
time (ms) 

LENA 2 80,150 4.89 80,150 1.39 
 3 60,109,160 158.49 60,109,160 5.94 
 4 56,100,144,182 8290 56,100,144,182 24.39 
 5 44,79,114,150,185 451304 44,79,115,148,186 189.35 
      

PEPPER 2 74,146 3.73 74,146 1.45 
 3 61,112,164 145.58 61,112,164 5.98 
 4 57,104,148,194 7965 57,104,148,194 29.78 
 5 42,77,113,153,194 439784 42,77,113,153,194 187.35 
      

BIRD 2 71,138 4.13. 71,138 1.12 
 3 70,129,177 132.67 70,129,177 2.89 
 4 51,96,139,177 6564 51,94,138,178 17.85 
 5 46,74,104,141,178 414789 46,74,105,142,177 109.35 
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derived by the MEABCT algorithm and the optimal thresholds generated from the 
exhaustive search method.  We find that the selected thresholds of MEABCT algo-
rithm are equivalent or very close to optimal thresholds derived by the exhaustive 
search methods. Furthermore, we find that the computation times of exhaustive search 
method grows exponentially with the number of required thresholds. Obviously, the 
computation needs for the exhaustive search are absolutely unacceptable for 4≥k (k: 
number of thresholds).  The computation times of the MEABCT algorithm is signifi-
cantly faster compared to the exhaustive search algorithm. The performance metrics 
for checking the effectiveness of the method are chosen as the computation time so as 
to get an idea of complexity, and the PSNR which is used to determine the quality of 
the thresholded images.  Table 2 shows the selected thresholds, computation time, 
PSNR value and the corresponding fitness value of five test images with different 
thresholds.  This table provides quantitative standard for evaluating.  This table shows 
that the number of thresholds increase, the PSNand the fitness value are enlarged.  

The MEABCT and other three multilevel thresholding methods that are 
MEHBMOT, PSO and HCOCLPSO algorithm are implemented for the purpose of 
comparisons. Table 3 shows the selected thresholds of the three test images.  It is 
interesting that the selected thresholds by the MEABCT algorithm are equivalent (for 
2- or 3-threshold problems) or very close (4- or 5-threshold problem) to the ones 
MEHBMOT algorithm. The thresholds obtained by PSO algorithms in the segmenta-
tion of BIRD image are also distinct from the one of the MEABCT algorithm in 5-
level thresholding.  It is possible to reveal that the PSO algorithm is unsuitable to 
search for thresholds.  Table 4 shows the computation time and the corresponding 
PSNR values of the four different multilevel thresholding methods. Several aspects 
are found in the two tables. The computation time of the MEABCT algorithm is be-
tween the MEHBMOT and PSO in the segmentation of LENA, PEPPER and BIRD 
images.  An aspect is found that the HCOCLPSO algorithm is not acceptable because 
of the heavy need of computation times. Finally, from the corresponding the fitness 
values of selected thresholds using MEABCT algorithm it appears the fact that the 
selected thresholds of the MEABCT algorithm can effectively find the adequate solu-
tions based on the maximum entropy criterion. 

Table 2. Thresholds, computation times, PSNR values and Fitness values for test images by 
using MEABCT algorithm. 

Image k Thresholds 
Computation 

time (ms) 
PSNR (dB) Fitness Value 

LENA 2 80,150 1.39 15.46 12.6990 
 3 60,109,160 5.94 18.55 15.7658 
 4 56,100,144,182 24.39 19.71 18.5875 
 5 44,79,115,148,186 189.35 21.68 21.2468 
      

PEPPER 2 74,146 1.45 16.47 12.6348 
 3 61,112,164 5.98 18.42 15.6892 
 4 57,104,148,194 29.78 19.21 18.5397 
 5 42,77,113,153,194 187.35 21.81 21.2830 
      

BIRD 2 71,138 1.12 17.44 11.1647 
 3 70,129,177 2.89 18.53 13.8659 
 4 51,94,138,178 17.85 20.84 16.4558 
 5 46,74,105,142,177 109.35 22.72 18.6961 
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Table 3. The selected thresholds used the four different image thresholding algorithms 

Selected thresholds 
Image k 

MEABCT MEHBMOT PSO HCOCLPSO 
LENA 2 80,150 80,150 80,150 80,150 
 3 60,109,160 60,109,160 60,109,160 60,109,160 
 4 56,100,144,182 56,100,144,182 56,100,144,182 56,100,144,182 
 5 44,79,115,148,186 44,80,115,150,185 43,79,114,150,185 46,83,118,153,187 
      
PEPPER 2 74,146 74,146 74,146 74,146 
 3 61,112,164 61,112,164 72,135,193 61,112,164 
 4 57,104,148,194 57,104,148,194 58,105,148,194 57,104,148,194 
 5 42,77,113,153,194 42,77,113,153,194 43,77,113,153,194 42,77,114,154,194 
      
BIRD 2 71,138 71,138 71,138 71,138 
 3 70,129,177 70,129,177 70,129,177 70,130,177 
 4 51,96,139,177 51,96,139,177 51,94,138,177 51,96,140,177 
 5 46,74,104,141,177 46,74,104,141,177 51,96,139,177,248 44,71,97,139,177 

Table 4. The computation times and the corresponding PSNR of the four different multilevel 
thresholding methods 

Computation times (ms)/PSNR(dB) (k: number of thresholds) 
Image k 

MEABCT MEHBMOT PSO HCOCLPSO 

LENA 2 1.39 15.46 1.45 15.46 1.36 15.46 1.69 15.46 
 3 5.94 18.55 6.95 18.55 4.89 18.55 13.58 18.55 
 4 24.39 19.71 23.65 19.71 25.69 19.71 169.5 19.71 
 5 189.35 21.68 432.6 21.63 137.56 21.61 1158 21.56 
          
PEPPER 2 1.45 16.47 1.87 16.47 1.56 16.47 2.26 16.47 
 3 5.98 18.42 6.78 18.42 5.23 17.40 18.43 18.42 
 4 29.78 19.21 36.76 19.21 28.43 19.23 219.6 19.21 
 5 187.35 21.81 234.9 21.81 154.26 21.39 1086 21.41 
          
BIRD 2 1.12 17.44 1.09 17.44 1.15 17.44 2.10 17.44 
 3 2.89 18.53 3.94 18.53 3.17 18.23 15.28 18.34 
 4 17.85 20.84 18.65 20.77 19.94 20.73 132.5 20.89 
 5 109.35 22.72 106.1 22.65 113.97 20.77 1153 22.20 

4   Conclusion  

In this paper, we have proposed a method, called MEABCT algorithm, for multilevel 
thresholds selection using the maximum entropy criterion.  The MEABCT algorithm 
simulates the behavior of honey bee mating to develop the algorithm to search for the 
adequate thresholds for image segmentation. The MEABCT algorithm is demon-
strated that it can rapidly converge. The segmentation results are promising and it 
encourage further researches for applying the MEABCT algorithm to complex and 
real-time image analysis problem such as the automatic target recognition and the 
complex document analysis.  
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Abstract. While fuzzy logic controllers (FLCs) are developed to exploit human 
expert knowledge in designing control systems, the actual establishment of 
fuzzy rules and tuning of fuzzy membership functions are usually a time con-
suming exercise.  In this paper a technique, based on the particle swarm  
optimisation (PSO), is employed to automatically tune the fuzzy rules of a 
Mamdani-type of fuzzy controller.  The effectiveness of the designed controller 
is demonstrated by the control performance of such an FLC to a nonlinear water 
tank system with process time delay.  The results are compared favourably to a 
PSO tuned PID controller. 

Keywords: Fuzzy logic controller, Automatic rule tuning of fuzzy logic con-
trollers, Particle swarm optimisation, Water tank control. 

1   Introduction 

Fuzzy logic controllers (FLCs) are developed to exploit human expert knowledge in 
controlling various systems, in particular those ill-defined, nonlinear systems [1].  
However, tuning of FLC to obtain optimal rules and membership functions (MFs) is a 
time consuming and often frustrating exercise [2]. 

To overcome these difficulties, various techniques have been reported to automate 
the tuning process of FLCs. An adaptive network based fuzzy inference system (AN-
FIS) was introduced [3], where an adaptive neural network (NN) was used to learn the 
mapping between the inputs and outputs and a Sugeno-type of fuzzy system could be 
generated based on the neural network. A quantum NN was also used to learn the data 
space of a Tagaki-Sugeno-Kang (TSK) fuzzy controller [3]. More recently a hybrid 
learning algorithm is proposed to utilise particle swarm optimisation (PSO) for train-
ing the antecedent part of an ANFIS while the consequent part is trained by an ex-
tended Kalman Filter (EKF) [4]. This ANFIS is used as a system identifier. 

Evolutionary computation techniques such as the genetic algorithm (GA) and PSO 
are also attractive candidates in fuzzy controller design. The GA has been used in the 
automatic design of fuzzy controllers [5, 6] in the areas of mobile robotics where it is 
used in tuning both the fuzzy MFs and the fuzzy rule bases. 
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GA mimics the evolution of living species while the PSO was inspired by the natu-
ral behaviour of animals in forming swarms [7, 8]. Due to its simplicity in implemen-
tation, PSO has gained popularities in engineering applications, such as in image 
processing [9] and in system modelling [10]. A number of publications had also been 
reported in using PSO to automatically tune the FLC parameters, see for example, 
[11–14]. These methods were directed at tuning the membership parameters involved 
in the TS-type fuzzy controllers. In general, the PSO is used to perform the learning 
tasks that are usually associated with the NN in the TS-FLC. A PSO based fuzzy MF 
tuning method is also introduced to a fixed point control problem, i.e. parking a car 
into a predefined garage location [15]. 

In [16], a micro-GA was combined with PSO to optimise the FLC parameters. Two 
cases were studied in [16] where the FLC was first assumed to have a fixed number of 
membership functions while in the second case the MFs are set to be tuneable using 
the suggested evolutionary computation approaches. In [17], a PSO is used to tune the 
FLC based on multi-objective optimal functions to achieve best active control out-
come for a multi-storey building. 

Although there are research results in the area of automatic fuzzy MF tuning [2], to 
the best of our knowledge, there is no report on using PSO for the Mamdani-type of 
fuzzy controller tuning that includes the adjustment of not only the MFs but also the 
fuzzy rule structure. In this paper, we propose to use a PSO to automatically deter-
mine the optimal number of rules and the structure of the rules.  This FLC is demon-
strated in performing tracking control.  In particular, we use the proposed FLC to 
control the water levels of a nonlinear water tank system that involves a time delayed 
response. 

This paper is organized as follows: section 2 briefly explains the PSO method and 
how it can be used in the FLC rule tuning process.  In section 3, the simulation setup 
and control results are shown to demonstrate the effectiveness of the proposed FLC 
tuning method.  Discussions are also given in section 3 where further comparisons 
between the proposed FLC controller and a PSO tuned PID controller are given.  
Conclusions are then provided in section 4. 

2   Autonomous FLC Tuning Using a PSO 

2.1   Particle Swarm Optimisation 

PSO is a non-parametric optimisation method introduced by Kennedy [7, 8].  It is 
inspired by the formation of swarms by animals such as birds and fish. The principle 
behind the PSO is that each individual in the swarm, called a particle, will move to-
wards the best performing particle (leader) in the swarm of N particles while explor-
ing the best experience each particle has. In particular, the velocity (vi) associated 
with each particle i, (i = 1, 2, …, N) at time k+1 is calculated as: 

vi (k +1) = η × vi (k) + μ1 × (xgb − xi (k)) + μ2 × (xi
pb − xi (k))            (1) 

where η is the momentum or inertia factor of the particle, vi(k) is the velocity of the 
particle i at time step k, xgb is the global best performing particle up to time step k in the 
entire population, xi

pb is the best experience that particle i has had up to time step k. 
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xi(k) is the current location of particle i. μ1 and μ2 are random weighting factors that 
decides the influences of ‘global best’ xgb and ‘personal best’ xi

pb particle to the move-
ment of particle i.  In general, these weighting factors μ1 and μ2 are chosen according 
to a uniform probability distribution function, and are within predefined limits. To 
limit the searching space, vi(k+1) is also limited to be within a certain range. The new 
location of particle i can be calculated as: 

xi (k +1) = xi (k) + vi (k +1)                                             (2) 

The evaluation of the particle performance is based on a problem specific objective 
function that decides the ‘closeness’ of the particle to the optimal solution.  For in-
stance, if it is a problem that requires the minimisation of function f(x(k)), then the 
‘global best’ performing particle will be decided on the basis of  

min
xgb

f (x(τ )) ,  where .,,2,1 k=τ     (3) 

In (3), x is a vector that represents N particles in the swarm.  Similarly, the ‘personal 
best experience’ of particle i is determined by: 

))((min τi
x

xf
pb
i

, where .,,2,1 k=τ    (4) 

2.2 PSO for FLC Rule Tuning 

Fuzzy logic controllers are designed based on expert knowledge that is in the form of 
rule-based behaviour.  In general the FLC rules are expressed in the form: 

if input A is MF1A AND input B is MF1B THEN output C is MF3c    (5) 

where antecedents A and B are expressed by membership functions (MFs) MF1A.and 
MF1B. The process that is used to calculate the overall control action in FLC is de-
termined by different type of ‘defuzzification’ process [2]. 

Generally fuzzy rules expressed in (5) and the MF can be derived from expert 
knowledge. However, exact rule numbers and the relationships between the antece-
dents A and B are difficult to derive.  For example, it is difficult, sometimes, to de-
termine if a rule should be “if A AND B” or “if A OR B”, or “if NOT A AND B”, etc. 
Furthermore, the MF design that involves the determination of where in the variable 
space each membership function should locate is also a time consuming process. 

The rule bases can be automatically tuned using PSO if the relationship of antece-
dents and consequences can be expressed using numerical values. In the MATLAB 
Fuzzy Logic Toolbox the fuzzy rule expressed in (5) is compressed by numerical 
values as: 

1 1, 1 (1) : 3     (6) 

In (6) the first two ‘values’ represent the MF numbers associated with the two inputs 
(negative numbers can be used to represent the NOT function), the ‘value’ after the 
comma represents the relationship between the two inputs (1=AND and 2=OR). The 
value in the bracket is the weighting factor of this rule, while the last number after the 
colon represents the MF number associated with the output. Therefore, it is possible  
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Fig. 1. The proposed PSO based MF tuning method 

to use PSO to find the appropriate relationships between the rules and to determine if 
the number of rules is adequate. 

The strategy of using a PSO for rule tuning in FLC can be depicted in Fig. 1. In the 
proposed PSO process, each particle is formed to represent the rules of the FLC’s.  As 
the purpose of the PSO is to minimise the control error of the FLC, the objective func-
tion of PSO is defined as: 

f (x(k)) = E2

t =0

T

∑      (7) 

where T is the total running time of the FLC, E is the control error between the refer-
ence inputs and actual system outputs. 

3   Simulation Studies 

3.1   A Water Tank System 

To demonstrate the effectiveness of the proposed FLC design based on the PSO tun-
ing method, a nonlinear water tank level control system is used.  The water tank sys-
tem is shown in Fig. 2. 

 

h 

Qin

Inlet control valve 

D1

D2 

h1  

 
Fig. 2. A Water tank system 

The dynamic equation of such a system can be expressed as: 

AhCQ
dt

dh
outin /)( −=    (8) 

where h is the water level of the tank system, Qin is the input flow-rate to the tank, 
Cout is the outflow pipe constant of the tank and A is the cross-section area of the tank.  
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D1 and D2 are the diameters of the water tank at different heights above or below h1.  
As there is a certain pipe volume (Δv), between the inlet control valve and the water 
entry point to the tank, a time delay is also present in the controlled system. 

A SIMULINK model that reflects the system behaviour that includes the delay re-
sponse is built to test the proposed FLC. 

3.2   Conventional and PSO Tuned FLC 

To control the water tank, a FLC was designed.  There are two inputs to the FLC.  
The first input, labelled ‘Level’, is the difference between the reference input and the 
water level in the tank.  This input is converted to a voltage signal to reflect the sensor 
that is to be used.  The other input to the FLC, labelled ‘Rate’, is the information 
relating to the change rate of the water tank level.  The output of the FLC is the volt-
age change required to operate the valve to achieve desired height. 

The initial MFs for the 2 inputs and one output are shown in Fig. 3. The initial 
FLC rules used are set to have nine (9) rules: 

       1. If (level is high) and (rate is negative) then (valve is no_change) 
2. If (level is high) and (rate is none) then (valve is close_slow) 

    3. If (level is high) and (rate is positive) then (valve is close_fast) 
      4. If (level is okey) and (rate is negative) then (valve is open_slow) 

 5. If (level is okey) and (rate is none) then (valve is no_change) 
     6. If (level is okey) and (rate is positive) then (valve is close_slow) 

  7. If (level is low) and (rate is negative) then (valve is open_fast) 
                              8. If (level is low) and (rate is none) then (valve is open_slow) 

             9. If (level is low) and (rate is positive) then (valve is no_change)         (9) 

 

   

(a) (b) (c) 

Fig. 3. The initial MFs for the FLC inputs (a) and (b) and output (c) 

The controller performance of this FLC to the water tank system is shown in  
Fig. 4. The reference input is a saturated saw signal (the RED line in Fig. 4). The 
control results are shown in Fig. 4a while the tracking error is shown in Fig. 4b. As 
expected, the performance of such a controller is not satisfactory as the control errors 
are in the range of ±4mm (around 6%). 

To start the PSO tuning of the FLC rules, it is assumed that the nine rules ex-
pressed in (9) are used as the initial rule sets.  In addition, the MFs used in this FLC 
are all of Gaussian forms. There are 5 parameters, as shown in (6), need to be tuned 
for each rule.  This will give 45 parameters to be adjusted for the nine rules.  There-
fore, in total, each PSO particle has 45 dimensions.  It is set that there are 50 particles 
in the swarm and the total searching iterations are set to 50.  It is also defined in the  
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(a)   (b) 

Fig. 4. The initial FLC control output 

searching process that if the error does not reduce within 10 iterations then the search 
should be terminated.  The inertia factor η was set to be 0.8 and weighting factors μ1 
and μ2 were set to be 1 and 0.4, respectively. 

The objective function that evaluates the fitness of each particle was defined as (7).  
Therefore, after the proper tuning of the MFs, the FLC will have a minimised control 
error. When running the PSO, the searching was terminated after 20 iterations when 
there is no reduction in total control error was observed. At the completion of the PSO 
tuning, the fuzzy rule base has been reduced to have only 4 rules, as shown in (10).   

 

1. If (level is high) and (rate is negative) then (valve is no_change) (1) 
2. If (level is not okey) and (rate is positive) then (valve is close_fast) (1) 
3. If (level is low) or (rate is positive) then (valve is close_fast) (1) 
4. If (level is low) and (rate is none) then (valve is open_slow) (1)                     10) 

 
The control performance of the tunned FLC to the reference signal shown in Fig. 

4a is demonstrated in Fig. 5.  It can be observed that a marked improvement has been 
obtained by this automatic FLC tuning process.  The maximum error has been re-
duced from 0.04 m to be around 0.012 m.  To further evaluate the performance of the 
developed FLC, the reference signals were varied to be a sine wave signal and a step 
signal. Due to space limitation, only the response and the corresponding tracking error 
for a sine wave input are presented in Fig 6. These results have further confirmed the 
benefit of using such an FLC. 

 

 

Fig. 5. The tuned FLC control output for a saturated saw reference signal 
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(a) (b) 

Fig. 6. The tuned FLC control output for a sine reference signal 

3.3 Discussions 

The effectiveness of the proposed FLC controller can be further evaluated where a 
PID controller is used as a comparison base.  It is well known that the PID controller 
gains Kp, Ki, and Kd are tuneable parameters that affect the performance of the  
control outputs.  In this paper, the PID gain values are also tuned using a PSO as 
introduced in [2]. 

The performance of the PID controller is tuned to be best for a step input. The con-
trol error for the tuned PID controller for the step input is shown in Fig. 7a. When this 
PID controller is used in controlling the water tank to follow a sine wave input, as 
shown in Fig. 6a, the control error is shown in Figure 7b. It can be seen that although 
the PID has been tuned to follow a step input better than the FLC, its performance in 
following an alternative reference signal is not as accurate as the FLC. 

 

  
(a) (b) 

Fig. 7. The PSO tuned PID control errors for a step (a) and since (b) reference signals 

4   Conclusions 

In this paper an automatic tuning method in designing FLC rules is introduced to 
perform tracking control of a nonlinear system. This method uses PSO to tune the 
fuzzy rules. Simulation results have shown that the tuned FLC is performing satisfac-
torily compared with a PID controller even when the PID is tuned to perform in an 
optimal fashion. The future work will be to use PSO for tuning both the rule base and 
the MFs simultaneously. 
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Abstract. We develop an efficient differential evolution (DE) with neural net-
works-based approximating technique for computationally expensive problems, 
called DE-ANN hereinafter. We employ multilayer feedforward ANN to ap-
proximate the original problems for reducing the numbers of costly problems in 
DE. We also implement a fast training algorithm whose data samples use the 
population of DE. In the evolution process of DE, we combine the individual-
based and generation-based methods for approximate model control. We com-
pared the proposed algorithm with the conventional DE on three benchmark test 
functions. The experimental results showed that DE-ANN had capacity to be 
employed to deal with the computationally demanding real-world problems. 

Keywords: differential evolution; neural networks; evolutionary algorithms; 
fitness approximating. 

1   Introduction 

Evolutionary algorithms (EAs) have had many successful applications in various 
fields of science and engineering. EAs perform well comparing with the conventional 
optimization algorithms for the discontinuous, non-differential, multi-model, noisy 
real-world problems, e.g., spacecraft layout design, aerodynamic design, and se-
quence-oriented protein design. However, many challenges still arise in the applica-
tion of EAs to real-world domains. EAs often have to use a large number of fitness 
evaluations for obtaining a satisfying result. In some extreme cases, the fitness func-
tion is too ambiguous to be deterministically evaluated. To deal with such problems, 
researchers introduced the efficient fitness approximating methods to EAs for reduc-
ing the computation time [1-13].  
                                                           
* Corresponding author. 
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Many fitness approximating methods [1-2] have been proposed for various applica-
tions. The popular methods focus on building surrogates based on evaluated points, 
mainly including instance-based learning methods, machine learning methods and 
statistical learning methods [2]. Instance-based and machine learning methods include 
fitness inheritance [3], radial basis function models [4], the K-nearest-neighbor 
method [5], clustering techniques [6], and artificial neural network (ANN) methods 
[7]. Statistical learning methods for fitness approximation are called as basically sta-
tistical learning models, also known as functional models such as the polynomial 
models (sometimes called response surfaces) [8], the Kriging models [9], and the 
support vector machines [10]. These models are also referred to as approximate mod-
els, surrogates or meta-models, are all widely used for fitness approximation in EAs. 
Comparative survey among these methods is presented in the literature [1-2], where 
approximation levels, approximate model management schemes, model construction 
techniques are outlined. Artificial neural networks (ANN) have shown to be effective 
tools for function approximation, and were used in the evolutionary optimization [11]. 
Therefore, here we also employ ANN as the basis approximating methods in differen-
tial evolution (DE).  

The use of approximating methods in EAs has received more attention recently [1]. 
The DE algorithm is a stochastic, population-based, and relatively unknown evolu-
tionary algorithm for global optimization that has recently been successfully applied 
to many real-world optimization problems [14]. We employ DE in this study because 
DE can converge quickly, and has demonstrated its efficiency in the computationally 
demanding real-world problems [15]. Pawan et al [16] presented a computationally 
effective multi-objective search and optimization technique using coarse-to-fine grain 
modeling, and combined a GA with ANN as the basic approximating technique for 
fitness computation.  

However, despite the progress made on the approximating techniques in EAs, there 
is still room for improvement of the computational efficiency of EAs. As far as the 
knowledge of the authors, little work was done on combining DE with ANN as an 
approximating technique for the expensive fitness computation. Therefore, we address 
this issue in this study, develop a DE with ANN-based approximate methods (short 
for DE-ANN), and make experiments on three benchmark problems to obtain the 
simulated results. 

2   Multilayer Feedforward ANN and Training Algorithms 

Multilayer feedforward ANN is one of the most common kinds of ANN to approxi-
mate functions. In a multilayer feedforward ANN, the neurons are ordered in layers, 
starting with an input layer and ending with an output layer. There are many hidden 
layers between the input and the output layers. Multilayer feedforward ANN include 
two different phrases [17]: (1) a training phase (also as the learning phrase), and (2) 
an execution phase. In the first phrase, the ANN is trained on a set of training data 
samples. After training, the ANN would return a specific output when a specific input 
is given. In the second phrase, the ANN returns the new outputs according to the new 
inputs. The above characteristics ensure that the ANN can approximate fitness func-
tions in DE.  
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Choosing a fast training algorithm is important for DE-ANN when training an 
ANN with population of DE. The most used algorithm is the backpropagation algo-
rithm, employed to train NSGA-II for approximation in Ref. [16]. But the backpropa-
gation algorithm has some limitations, and performs rather slowly when training. 
There are many other advanced training algorithms in the literature [18-19]. For one 
example, the Rprop algorithm [18] proposed by Riedmiller and Braun is one of the 
best performing first-order training methods for neural networks.  

In the Rprop training algorithm, updating each weight is directed by the sign of the 
partial derivative / ijE w∂ ∂ , and step-size (the amount of updating a weight) is adapted 

for each weight individually. The main difference to the backpropagation algorithm is 
that the step-sizes are independent of the absolute value of the partial derivative. The 
more benefits of this update scheme in the Rprop algorithm can be found in Ref. [18]. 
To improve the performance of the Rprop algorithm, Igel et al presented a variant of 
the Rprop, called iRprop [19]. According to our preliminary test results, the iRprop 
training algorithm performed better than backpropagation algorithm and Rprop train-
ing algorithm when training on the history data of DE. In this study, here we employ 
the iRprop training algorithm to train the ANN on the population of DE. 

3   The Proposed DE-ANN Algorithm 

The DE algorithm was introduced by Storn and Price [20]. Since then, several 
schemes of the DE were proposed [13, 21-22]. The particular version used in this 
study is the DE/rand-to-best/1/bin version, which appears to be the frequently used 
scheme for complex problems. For minimization problems, i.e., min ( )f x , DE works 

with a population of N candidate solutions. Like other EAs, DE also has the mutation, 
crossover and selection operations. Unlike other EAs, DE needs less parameters that 
include population size N, scaling factor F, and crossover constant CR. The main idea 
of DE is to create new offspring solutions from a weighed difference of parent solu-
tions, and use a greedy selection scheme where the offspring replaces the parent only 
if it has a better fitness score. 

The approximate model can be embedded in almost each part of EAs [1-2], e.g., 
initialization, recombination, mutation, and fitness evaluations. Because initialization, 
recombination and mutation are often run randomly, using approximate model in the 
evolutionary population can reduce the risk of converging to a false optimum. But this 
reduction of fitness evaluations may be trivial. In most research, the approximate 
model through the fitness evaluations had received more attentions [1-2, 12, 15].   

On approximate fitness functions, Jin et al introduced the individual-based and 
generation-based evolution control for evolutionary strategy [11]. The individual-
based control meant that in every generation, some of the individuals use the ap-
proximate model for fitness evaluations, and the others individuals use the original 
fitness evaluations. This control method can employ a best strategy or a random strat-
egy to select individuals for original fitness evaluations. In the best strategy, we se-
lected the first ranked individuals in the current generation. In the random strategy, 
we selected the individuals randomly in the current generation. Unlike the individual-
based method, the generation-based control meant that in every kth generation, the 
original fitness function is evaluated, and the data obtained from this generation are 
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used to update the approximate model; in the (k-1)th generations and in the (k+1)th 
generation, the approximate models are used to evaluate the fitness function for evo-
lution. Up to now, there is little literature involving to combine these two methods for 
the evolution control in DE. Therefore, we address this issue in DE, attempting to 
obtain the better results. 

We propose combing the DE with the multilayer feedforward ANN as the basic 
approximating technique for fitness function evaluation. Moreover, we employ the 
iRprop training algorithm to train the ANN on the history data of DE. Furthermore, 
we combine the individual-based and generation-based methods for approximate 
fitness evaluations. The overall DE-ANN procedure is shown in Fig. 1. 

 
Initialize generation counter (gen=0), 

retraining parameter (r=0)

Set gen = gen + 1
Set r = r + 1

Initialize population
Evaluate population using original fitness

Build training database using population
Train the ANN using  the training database

Construct the initial approximate model

Perform selection, mutation, crossover 
operators in the population of DE

Evaluate current population using original fitness
Update the training database 

Retrain the ANN if training database is updated 
to a critical point (RT), 

Reset r = 0

Select one best individual in every generation 
to evaluate using original fitness 

Update the training database
Retrain the ANN if training database is 

updated to a critical point (RT)

Evaluate the final population using original fitness
Export the final results

r < RT

gen < max_generation

NoYes

Yes

No

 

Fig. 1. The procedure of the proposed DE-ANN 

It is important to note that the initialized population of DE should always be evalu-
ated using the original fitness function. Thus, we can train the ANN using the training 
database from original population of DE. Moreover, whenever evaluating the original 
fitness function, we update the training database using the latest data, and discard the 
out-of-date data. Furthermore, when the retraining parameter r meets the given critical 
point RT, we need rebuild the approximate model by retraining the latest database. It 



338 Y.-s. Wang et al. 

is worth mentioning here that the cost time of training the ANN should be added to 
the overall cost time of evolution. This evolution will take much more time than the 
conventional DE. To reduce the computation time, we can use a dual processor ma-
chine for parallel computing. That is, one processor is used for the ANN training 
phrase, and the other one is used for the generation of DE.   

4   Experimental Studies 

To study the proposed DE-ANN algorithms, we used three benchmark functions pre-
viously used by Rommel et al for approximate fitness functions in Ref. [11]. These 
functions and their parameters are listed in Table 1.  

Table 1. The benchmark functions and their parameters used in our experimental studies, 
where n is the dimension of the function, S is the range of variables, and fmin is the minimum 
value of the function. 

Benchmark Functions n S fmin 
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As mentioned above, the DE-ANN and DE has three parameters: (1) the size of the 

population (N), (2) the crossover constant (CR), and (3) the scaling factor (F). As a 
result of preliminary test, we use the following values: N = 80, CR = 0.8, and F = 0.5. 
Recall that the DE-ANN and DE used the DE/rand-to-best/1/bin scheme.  

About the parameters used for approximate model, we state them as follows: (1) 
three layers ANN with one hidden layer are used; (2) the input layer has 12 neurons; 
(3) the output layer has 1 neuron; (3) the hidden layer has 20 neurons; (4) permissible 
normalized RMS error = 0.02; (5) input and output were scaled in [-1, 1]; (6) the size 
of the sample data is 600; (7) the size of the selected individual is 1 in individual-
based method for evolution control; and (8) the retraining point RT is 0.6*N (popula-
tion size) generations. 

We have run DE-ANN and DE in a fixed amount of fitness evaluations (5000). 
The simulated results obtained are shown in Table 2 and Figs 2-4. Table 2 provides 
the statistical analysis of the results of DEANN and DE on three benchmark test func-
tions for 10 runs with different random seeds, where the "Mean" row presents the 
averaged best value; the "SD" stands for the standard deviation of the best values. 
Fig.2-4 shows the performance comparison of DE-ANN and DE on the three func-
tions, i.e., Ellipsoidal, Ackley and Rastrigin. Here, we say that algorithm A is more 
efficient than algorithm B for a given benchmark problem if the mean best value for 
A is better than that for B. In this opinion, we compared DE-ANN with DE below. 
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Table 2. Comparison between DE-ANN and DE 
on the benchmark functions of dimensionality 12 

  Ellipsoidal Ackley Rastrigin 

Mean 4.39E-3 1.06E-2 4.80E-1 
DE- 
ANN 

SD 2.34E-3 4.50E-3 8.13E-1 

Mean 2.73E+1 4.23E+0 1.67E+0 
DE 

SD 1.08E+1 2.83E-1 3.39E-1 
Fig. 2. Performance of DE-ANN and DE
on the Ellipsoidal test function. 

 

Fig. 3. Performance of DE-ANN and DE on 
the Ackley test function. 

Fig. 4. Performance of DE-ANN and DE 
on the Rastrigin test function. 

Table 2 shows that the DE-ANN outperformed DE in terms of the mean best val-
ues on three test functions, especially on the Ellipsoidal function. And Fig.2-4 also 
show that DE-ANN was better than DE on the performance. Moreover, Fig.2 shows 
that DE-ANN solved the Ellipsoidal function with higher efficiency than DE in the 
convergent speed. Fig.2-3 also illustrates that DE-ANN outperformed DE in the con-
vergent precision. Furthermore, Table 2 and Fig. 2-4 show that DE-ANN obtained the 
near-optimal value of the Ellipsoidal and the Ackley in the fixed evaluations (5000), 
except for the Rastrigin with lower precision. These simulated results indicate that DE 
with ANN-based approximate model can reduce the number of the fitness evalua-
tions. This is because DE with ANN-based model captured a coarse approximate 
model of the original problem, where ANN can direct DE in the right direction, and 
then help DE to find a near-optimal solution efficiently. 

5   Conclusion 

We develop an efficient differential evolution with ANN-based approximating tech-
nique for computationally expensive problems.  The experimental results showed that 
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the DE-ANN outperformed the conventional DE on three benchmark test functions. 
However, we have to point out that the DE-ANN took more time for evolution than 
the conventional DE because of the ANN training. Recall that the fitness evaluation 
of the computationally demanding real-world problems may take much more time 
than the ANN training. The proposed DE-ANN can be used for this case. In the fur-
ther work, we will use DE-ANN to deal with the costly real-world problems. 
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Abstract. The software quality model and software quality measurement model 
are the basis of evaluating the quality of the Foundational Software Platform 
(FSP), but it is quite difficult or even impossible to collect the whole metric 
data required in the process of the software quality measurement, which is the 
problem of the FSP quality evaluating. Bayesian networks are the suitable 
model of resolving the problem including uncertainty and complexity. By ana-
lyzing the problem domain of foundational software platform quality evaluation 
and comparing it with the characteristic domain of Bayesian networks, this pa-
per proposed a method of evaluating the quality of the FSP by Bayesian net-
work. The method includes three parts: node choosing, Bayesian network learn-
ing and Bayesian network inference. The results of the experiments indicate a 
Bayesian network for every quality characteristic should be built in practical 
quality evaluation of the FSP by the proposed method.  

Keywords: Foundational Software Platform; quality evaluation; Bayesian net-
works; metric; deficiency of data. 

1   Introduction 

As a result of the trend of platform, network, service-oriented appeared during the 
process of software development, the software platform, as a kind of software modal-
ity, has received more and more attention, especially the Foundational Software Plat-
form (FSP) with operating system as the core, which has gotten a lot of publicity in 
both the research field and the software industry. The FSP is an application-supporting 
platform formed by such the general Foundational Software as Operating System, 
Middleware, Database Management System and Office suite[1], and whether its qual-
ity is high or low will strongly affect the quality of its upper application. In the current 
development of the foundational software industry, the FSP has such problems as us-
ability, reliability, maintainability and so on, because of the lack of the adaptation 
among the foundational software, which is caused by shortage of the effective quality 
evaluation of the FSP. 

The FSP is a new software form and composed of many foundational software 
from many different software vendors, so it become quite difficult to collect all the 
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metric data in evaluating the quality of the FSP. In the field of software engineer, it is 
very essential to propose a method of evaluating the quality of the FSP in the case of 
deficiency of metric data. 

This paper proposes a method to evaluate the quality of the FSP by Bayesian net-
works, and the method is to build the quality evaluating model by Bayesian networks 
learning and then to evaluate the given FSP by Bayesian network probabilistic reasoning. 

This paper is organized as follows. In section 2, the problem domain of the study is 
compared with the characteristic domain of Bayesian network, and the method of 
evaluating the quality of the FSP is proposed. Section 3 explains the proposed method 
in detail and in section 4 the experiments are conducted. The paper is concluded in 
section 5. 

2   Related Research 

A Bayesian network is a graphical representation that depicts conditional independence 
among random variables in the domain and encodes the joint probability distribu-
tion[2]. With a network at hand, probabilistic reasoning can be performed to predict the 
outcome of some variables based on the observations of others. Bayesian networks are 
the suitable model for the data mining and uncertainty knowledge representation, and 
they are mainly used to resolve problems containing uncertainty and complexity. 

Research on Bayesian networks includes the learning of Bayesian networks and 
probabilistic reasoning as follows. 

Bayesian networks learning. Bayesian networks learning is to construct Bayesian 
networks from the observed data and priori knowledge, and there are many algorithms 
like gradient-based parameter learning algorithm proposed by Russell[3], K2 algo-
rithm proposed by Herskovits that is based on scoring function and hill-climbing 
algorithm[4], structure Expectation Maximization(EM) algorithm combined EM algo-
rithm with structure search by Friedman[5]. 

Probabilistic reasoning of Bayesian networks. Bayesian networks probabilistic rea-
soning is to infer the probability distribution of other objective variables from the 
given Bayesian network structure and the observed data of some variables and is a 
process of predicting the probability of the unknown variables by the result of Bayes-
ian networks learning. Bayesian networks probabilistic reasoning contains precise 
reasoning and approximate reasoning. In theory, the probabilistic reasoning of Bayes-
ian networks is known as a Non-deterministic Polynomial hard problem[6], but prac-
tically many inference methods[7] are all valid[8], and even some real-time inference 
methods of Bayesian networks are proposed for the real-time domain[9]. Generally 
there are precise algorithms and approximate algorithm for Bayesian networks prob-
abilistic reasoning. Three famous inference algorithms include Belief-Net-Ask, mes-
sage-passing[10] and variable elimination[11] which are all precise algorithms. 

The quality evaluation of the FSP is a non deterministic problem. Comparing its 
Problem Domain with Feature Domains of Bayesian networks, as shown in Figure 1, 
this paper proposes evaluating the quality of the FSP by Bayesian networks. 
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Fig. 1. Comparing the Problem Domain of this paper with Feature Domain of Bayesian 
networks 

3   Method 

Under deficient metric data of the FSP, the method of evaluating its quality by Bayes-
ian networks is to collect the existing metric data and knowledge from domain ex-
perts, construct Bayesian networks model of this FSP by Bayesian networks learning, 
and then users can evaluate the quality of the FSP instance according to this model 
that they have chosen using Bayesian network probabilistic reasoning, as described in 
Figure 2. Here the process of evaluating the quality of the FSP is divided into three 
parts: nodes choosing, Bayesian networks learning and Bayesian networks probabilis-
tic reasoning. Node choosing and Bayesian networks learning lay the foundations of 
Bayesian networks probabilistic reasoning, and the probabilistic reasoning is used to 
finish inferring the quality of the FSP instances by Bayesian networks Structure and 
Conditional Probability Table(CPT).4   

3.1   Node Choosing of Bayesian Networks 

Node choosing is completed by collecting the knowledge of the domain, which is the 
basis of constructing the structure of Bayesian networks. For the research on evaluating 
the quality of the FSP by Bayesian networks, node choosing is to collect the index 
influencing the quality of the FSP, which includes the quality characteristics, quality 
sub-characteristics and metrics. To collect the knowledge of the domain experts, 50 
questionnaires are sent to the experts from such four fields as the FSP developers, the 
application system integrators, the third part evaluation organizations and the profes-
sion customers. After the statistical analysis and the repeated survey, seven quality 
characteristics and one quality in use are finally extracted. The quality characteristics 
include functionality, reliability, security, interoperability, manageability, scalability  
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Fig. 2. Process of evaluating the quality of the FSP by Bayesian networks 

Table 1. Numbers of external and internal metrics of the FSP quality characteristics 

quality characteristics External metrics Internal metrics 
Functionality 9 7 
Reliability 20 8 
Security 7 12 
interoperability 9 5 
manageability 24 25 
Scalability 16 12 
Efficiency 22 9 

 
and efficiency, and have 107 external metrics and 78 internal metrics. The quality in 
use has 15 metrics. Limited by pages, just the numbers of external and internal metrics 
are listed here, as shown in Table 1.Maintaining the Integrity of the Specifications. 

3.2   Bayesian Networks Learning 

Bayesian networks learning means to construct the Bayesian networks structure needed 
for evaluating the quality of the FSP using the domain knowledge and lots of the in-
stance of the FSP and compute its CPT. Bayesian networks learning include structure 
learning and parameters learning of Bayesian networks. This paper adopts K2 search-
ing algorithm by Cooper and Herskovits to finish the Bayesian networks learning of 
the FSP. 
 
Data Discretizing. The continuous Bayesian networks learning algorithms require 
data to follow the normal distribution, but now there isn’t firm theory to prove the 
metric data of the FSP to obey the normal distribution. Therefore, the discrete Bayes-
ian network is used for the quality evaluation of the FSP, and the collected metric data 
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need to be discretized. Based on the actual meaning of every metric of the FSP, its 
value is divided into several ranks. The literature [12] presents the ranking of the 
metrics of the interoperability and others is similar. 
 

Bayesian networks structure learning. In Bayesian networks structure learning, by 
analyzing the gathered data set of the FSP case, Bayesian networks structure, which 
can express statistic characteristic of the data set, is constructed. This paper adopts 
discrete Bayesian networks learning algorithm-improved K2 searching algorithm to 
build Bayesian networks structure. In this algorithm, the domain knowledge is intro-
duced and some cause-effect relationships that exist inevitably or don’t exist inevita-
bly  are defined before finding the parent node in a cycle in K2 algorithm. Limited by 
pages, just part of Bayesian networks structure for functionality of the FSP is pre-
sented as Figure 3. 

 

 

Fig. 3. Bayesian network for functionality 

Bayesian networks parameter learning. After constructing the structure of Bayesian 
networks, the CRT of the built Bayesian network structure is gotten by the algorithm of 
computing the parameter provided by Cooper and Herskovits.  

3.3   Bayesian Networks Probability Reasoning 

Bayesian networks probability reasoning is a process of inferring the values of un-
known variables in Deficiency data set based on the above Bayesian networks structure 
and CPT. It is very important that users can evaluate the quality of the FSP under not 
getting all the metric data by Bayesian networks probability reasoning. In this paper, 
variable elimination algorithm is used for Bayesian inference, which is the basic 
method of computing posterior probability. Before describing the algorithm, three 
definitions are given. 
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Definition 1. Evidence Variable: In the process of reasoning, the variable, the value of 
which is known, is called Evidence Variable, and its value is called the value of evi-
dence variable. 
 

Definition 2. Query Variable: It is the variable, the value of which is unknown. 
 

Definition 3. Elimination Sequence: That is a variable sequence including the se-
quence of inputting variables and the sequence of querying variables. 

The algorithm is described as follow: 

VE(N, E, e, Q, P) 
Input of function•   

N: Bayesian network 
E: Evidence variable 
E: Value of evidence variable 
Q: Query variable 
P: Elimination Sequence 

Output of function• p(Q | E = e) Conditional  p(Q | E = e) Conditional  
probability of Query variable under Evidence variable 
Algorithm: 
1：F← a set of all the Probability Distribution in N 
2: assign their values e to the evidence variable in F 
3: while (P not null) 
4: z← the first variable in P，and then delete z from P 
5: F← Elim(F, z) 
6: end while 
7: all the factors in F are multiplied to obtain a 

function h(Q) about Q 
8: return h(Q) / sum(h(Q)) 
 
Elim(F, z) 
Input of function:  

F：a set of functions 
z：variables that will be eliminated 

Output of function: another set of function 
Algorithm: 
1: delete all the functions relating to z from F, de-

fine these function {f1, …, fk} 
2: g ← Πfi 
3: h ← sum (g) 
4: return h to F 
5: return F 

In the variable elimination algorithm, the different elimination sequence leads to the 
different computation complexity and the elimination sequence that has the lowest total 
cost is the optimal one, which is proved a NP-hard problem. And in practice, the heu-
ristic rules are used to found out the better but not optimal elimination sequence. This 
article adopts an algorithm named Maximum Potential Searching to find the elimina-
tion sequence, and the algorithm is that all of the nodes in undirected graph g of Bayes-
ian network are numbered in descending with the following rule: in the step i, choosing 
the unnumbered node with the most numbered adjacent nodes and then numbered it  
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n-i+1, choosing any one if more than one like the above node. After numbering all of the 
nodes and sort them from small to large, variable elimination sequence is determined.  

4   Experiment and Application Analysis  

In this section, 5 experiments are conducted to compute the time complexity of the 
Bayesian networks probability reasoning. In the experiment, we extract n (n = 15, 21, 
27, 33, 35) nodes from the chosen 200 metrics to construct Bayesian network and 
every experiment is finished under only collecting the value of one evidence variable. 
The time of inferring the values of others that are not evidence nodes by the value of 
one evidence node is computed and the results is following. 

Table 2. Relationship of Bayesian networks probability reasoning and the number of the non-
evidence nodes 

the Number of  Bayesian 
network nodes 

the number of the 
non-evidence nodes 

the consumed time(ms) 

15 14 381 

21 20 7,892 

27 26 436,673 

33 32 19,458,525 

35 34 82,870,504 

 
 

The results of experiment in table 2 show that, with the increasing of the evidence 
nodes, the time of Bayesian networks probability reasoning increase by the exponential 
growth. In evaluating the quality of the FSP, if all of 200 metrics are used to construct 
one Bayesian network, Bayesian networks reasoning will not only require large 
amounts of training data, but it also cost several days or even more time, which is un-
practical in the real application. 

In this paper a Bayesian network for every quality characteristic is proposed when 
the quality of the FSP is evaluated. For every Bayesian network, its nodes are the met-
rics of every quality characteristic and Bayesian network leaning and inferring are all 
required for every quality characteristic. The quality in use is the same as the quality 
characteristic. Thus 8 Bayesian networks are constructed for evaluating the quality of 
the FSP in this paper. 

5   Conclusion 

The foundational software platform is the new emerging form of software industry, so 
a practicable and efficient method is urgently required to evaluate its quality to ensure 
that its quality can meet the demands of users, which is also the requirement of the 
development and popularity of the FSP. 
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This paper researches on evaluating the quality of the foundational software plat-
form by Bayesian networks. Firstly, it analyzes the problem of evaluating the quality of 
the FSP and then compares its problem domain with the characteristic domain of 
Bayesian networks. Secondly, it proposes a method of evaluating the quality of the 
FSP by Bayesian networks, including the node choosing of the Bayesian networks, 
Bayesian networks learning and Bayesian networks inference. Finally, five experi-
ments are conducted and the results show that in the actual quality evaluation, a Bayes-
ian network for every quality characteristic and quality in use of the FSP is con-
structed. 

The proposed method cannot only help users select the FSP of better quality, but 
also guide the integrators and vendors to improve the quality of the FSP. What is more, 
it can accelerate development and practical application of the FSP. 
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Abstract. The method on uncertain multiple attribute group decision making 
(MAGDM) based on aggregating intuitionistic fuzzy information is investi-
gated.Firstly,some operational laws,score function and variation function of tri-
angle fuzzy number intuitionistic fuzzy sets(TFNIFSs) are proposed. 
Then,triangle fuzzy number intuitionistic fuzzy weighted geometric (TFNIFWG) 
operator and triangle fuzzy number intuitionistic fuzzy ordered weighted geo-
metric (TFNIFOWG) operator are studied. Further, a TFNIFWG and TFNI-
FOWG operators-based approach is developed to solve the MAGDM problems 
in which the attribute values take the form of TFNIFSs and the expert weights 
are completely unknown.Finally, some illustrative example is given to verify the 
developed approach and to demonstrate its practicality and effectiveness.  

Keywords: intuitionistic fuzzy sets, triangular fuzzy number, aggregation  
operator, group decision making. 

1   Introduction 

Intuitionistic fuzzy sets(IFSs) [1] proposed by Atanassov is a generalization of the 
concept of fuzzy sets. In 1989,Atanassov and Gargov expanded the IFSs,using inter-
val value to express membership and non-membership[2] function of IFSs. Later,Liu 
and Wang[3][4] introduced the concept of fuzzy number IFSs as a further generaliza-
tion of IFSs. Recently,some researchers[4-6] have shown great interest in the fuzzy 
number IFSs and applied it to the field of decision making.Essentially,such multicrite-
ria decision making method is equivalent to ranking method of  fuzzy number IFSs. 
However, in some cases,the proposed techniques using a score function and an accu-
racy function cannot give sufficient information about alternatives and may demon-
strate the situation of difficult decision or wrong decision. On the other hand, based 
on the arithmetic aggregation operators, Xu[7] and Wang[4] developed some new 
geometric aggregation operators, such as fuzzy number intuitionistic fuzzy hybrid 
geometric(FIFHG) and intuitionistic fuzzy ordered weighted averaging (IFOWA) 
operator, they also studied the method for group decision making with intuitionistic 
fuzzy information. Therefor,it is necessary to pay close attention to this issue and 
develop new ranking and MAGDM methods. 
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In this paper, a novel score function is presented by taking into account the expec-
tation of the membership and non-membership degree of TFNIFSs.Aimed at the 
fuzzy number intuitionistic fuzzy information aggregating problems, this paper pro-
posed triangle fuzzy number intuitionistic fuzzy weighted geometric(TFNIFWG) 
operator and triangle fuzzy number intuitionistic fuzzy ordered weighted geomet-
ric(TFNIFOWG) operator. Based on these operators, an approach for solving uncer-
tain multiple attribute group decision making problems is proposed, in which the 
attribute values are fuzzy number intuitionistic fuzzy numbers and the weights of 
decision-makers are completely unknown. 

2   Ranking of Triangle Fuzzy Number Intuitionistic Fuzzy Sets 

2.1   Fuzzy Number Intuitionistic Fuzzy Set 

Definition 1. If ( ) ( )DFqpl ∈= ,,β , [ ]1,0→D then saying β is a triangle fuzzy num-

ber of D ,whose membership degree function ( )xβμ : [ ]1,0→R can be expressed: 
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Thereinto: ,Rx ∈ ,10 ≤≤≤≤ qpl p is the barycenter of fuzzy number β ,if 

,qpl == then β is a real number. 

For a triangle fuzzy number β ,its fuzzy mean ( )βE  and standard deviation 

( )βσ are defined as[8]: 

( )
4

2 qpl
E

++=β                                                     (2) 

( )
80

4ln24343 222 mnlmnml −−−++=βσ                             (3) 

 
Definition 2. Supposing theory field U is a limit set of not full, saying 

( ) ( )( ){ }UxxxxG GG ∈= γμ ~,~, is triangle fuzzy number intuitionistic fuzzy set. 

Thereinto: ( ) ( ) ( ) ( )( )xxxx GGGG
321 ~,~,~~ μμμμ =  and ( ) ( ) ( ) ( )( )xxxx GGGG

321 ~,~,~~ γγγγ = are triangle 

fuzzy numbers of [ ]1,0=D ,which can express the membership degree and the non-

membership degree of x in U ,and fulfill ( )xG
3~0 μ≤ + ( ) 1~3 ≤xGγ , Ux ∈∀ . 

Then, ( ) ( )xx GG γμ ~,~ is called a triangle fuzzy number intuitionistic fuzzy num-

ber(TFNIFN).Let ( ) ( )111111 ,,,,,
~

qplcbaA = and ( ) ( )222222 ,,,,,
~

qplcbaB = be two 

TFNIFNs, we introduce two operational laws of A
~

and B
~

as follows: 
 

=⊗ BA
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( ) ( )( ,11,,,
~

1121
λλλλλ lcbaA −−= ( ) ( ) )λλ

11 11,11 qp −−−− ， 0≥λ           (5) 

2.2   Ranking Method of Triangle Fuzzy Number Intuitionistic Fuzzy Sets 

Next,we propose the ranking method of TFNIFSs by the new score function and 
variation function, which are defined in the following: 
 

Definition 3. Let ( ) ( )( ){ }UxxxxG GG ∈= γμ ~,~,
~

is a triangle fuzzy number intuitionistic 

fuzzy set, then a score function of G
~

can be represented as follows: 
 

( )=GS
~ ( )GE μ~ 

( ) ( ) ( ) ( )( )GG
GG EE

EE γμγμ ~~1
2

~~1
−−

−+
            (6) 

 

Where ( ) [ ]1,0
~ ∈GS , ( )GE μ~ and ( )GE γ~ are the fuzzy means of triangle fuzzy number 

Gμ~ and Gγ~  respectively. The larger the score ( )GS
~

,the greater the value of TFNIFS G
~

. 

Similarly, a variation function of G
~

can be represented as follows: 

( )=GV
~ ( ) ( )GG γσμσ ~~ +                                           (7) 

Where ( )Gμσ ~ and ( )Gγσ ~ are the fuzzy standard deviation of triangle fuzzy number 

Gμ~ and Gγ~  respectively. 

Definition 4. Let 1
~
G and 2

~
G  are triangle fuzzy number intuitionistic fuzzy sets, 

we have: 

1)  if ( ) ( )21
~~
GSGS < ,then 1

~
G 2

~
G< ; 

2) if ( ) ( )21
~~
GSGS =  and ( ) ( )21

~~
GVGV = , then 1

~
G 2

~
G= ;if ( ) ( )21

~~
GSGS =  but 

( ) ( )21
~~
GVGV > , then 1

~
G 2

~
G< . 

3   Fuzzy Number Intuitionistic Fuzzy Geometric Aggregation 
Operators 

Definition 5. Let ( ) ( ) ( ,,2,1,,,,,
~ == jqplcba jjjjjjjβ )n be a set of TFNIFNs. A 

triangle fuzzy number intuitionistic fuzzy weighted geometric(TFNIFWG) operator of 

dimension n is a mapping TFNIFWG: Ω→Ωn ,that has an associated vector 

( )Tnwwww ,,, 21=  such that 0>jw  and 1
1

=∑ =

n

j jw . Furthermore, 

( )nwTFNIFWG βββ ~
,,

~
,

~
21 = ( ) 1

1
~ w
β ⊗ ( ) 2

2
~ w
β ⊗ ⊗ ( ) nw

nβ~        (8) 

Especially, if ( )Tnnnw 1,,1,1=  ,then the TFNIFWG operator is reduced to the 

triangular fuzzy number intuitionistic fuzzy geometric (TFNIFG) operator. 
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According to the operational laws (4) and (5),we have: 

Theorem 1. Let ( ) ( ) ( ,,2,1,,,,,
~ == jqplcba jjjjjjjβ )n  be a set of TFNIFNs,then 

their aggregated value by using the TFNIFWG operator is also a TFNIFN, and 
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j
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11 (9) 

Where ( )Tnwwww ,,, 21= is the weighting vector of the FNIFNWG operator, with 

0>jw  and 1
1

=∑ =

n

j jw . 

Definition 6. Let ( ) ( ) ( ,,2,1,,,,,
~ == jqplcba jjjjjjjβ )n be a set of TFNIFNs. An 

triangle fuzzy number intuitionistic fuzzy ordered weighted geometric(TFNIFOWG) 

operator of dimension n is a mapping TFNIFOWG: Ω→Ωn ,that has an associated 

vector ( )Tnwwww ,,, 21=  such that 0>jw  and 1
1

=∑ =

n

j jw . Furthermore, 

( )nwTFNIFOWG βββ ~
,,

~
,

~
21 = ( )( ) 1

1
~ w

σβ ⊗ ( )( ) 2

2
~ w

σβ ⊗ ⊗ ( )( ) nw
nσβ~     (10) 

Where ( ) ( ) ( )( )nσσσ ,,2,1 is a permutation of ( )n,,2,1  such that ( )1
~

−jσβ > ( )jσβ~ for 

all j .Especially, if ( )Tnnnw 1,,1,1= ,then the TFNIFOWG operator is reduced to 

the triangular fuzzy number intuitionistic fuzzy geometric(TFNIFG) operator. 
 

Theorem 2. Let ( ) ( ) ( ,,2,1,,,,,
~ == jqplcba jjjjjjjβ )n  be a set of TFNIFNs, 

then their aggregated value by using the TFNIFOWG operator is also a TFNIFN, and 
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Where ( )Tnwwww ,,, 21= is the weighting vector of the FNIFNOWG operator, with 

0>jw  and 1
1

=∑ =

n

j jw . 

Central to this operator is the reordering of the arguments, based upon their values, 

in particular an argument jβ~ is not associated with a particular weight jw but rather a 

weight jw associated with a particular ordered position i of the arguments. 
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One important issue of the TFNIFOWG operator is to determine its associated 
weights.Zeshui Xu[10] reviewed existing main methods, and develop a normal distribu-
tion-based method to determine the OWA weights, which is determined by: 

( )[ ]
( )[ ]∑

=

−−

−−
=

n

i

i

j

j

nn

nn

e

e
w

1

2

2

22

22

σμ

σμ
， nj ,,2,1=                        (12) 

Where nμ  is the mean of the collection of n,,2,1 ,and nσ  is the standard deviation of 

the collection of n,,2,1 . nμ and nσ are obtained by the following formulas respectively: 

2

1 n
n

+=μ                                                          (13) 

 ( )∑
=

−=
n

i
nn i

n
1

21 μσ                                                (14) 

The method can relieve the influence of unfair arguments on the decision results by 
weighting these arguments with small values. 

4   An Approach to Group Decision Making Based on Intuitionistic 
Fuzzy Information 

Let { }mAAAA ,,, 21= and { }nGGGG ,,, 21=  be the set of alternatives and attrib-

utes seperately, and ( )nwwww ,,, 21= is the weighting vector of the attrib-

ute jG ,where 0>jw , 1
1

=∑
=

n

j
jw .Let { }tDDDD ,,, 21=  be the set of decision mak-

ers, ( )teeee ,,, 21=  be the weighting vector of decision makers, with 0>ke , 

1
1

=∑
=

t

k
ke . Suppose that ( )( )

nm
k

ijkR
×

= β~~
 = ( ) ( ) ( )( )( ( ) ( ) ( )( ) )

nm

k
ij

k
ij

k
ij

k
ij

k
ij

k
ij qplcba

×
,,,,, is the 

intuitionistic fuzzy decision matrix where triangular fuzzy number ( ) ( ) ( )( )k
ij

k
ij

k
ij cba ,,  

indicates the degree that the alternative iA  satisfies the attribute jG  given by the 

decision maker kD , ( ) ( ) ( )( )k
ij

k
ij

k
ij qpl ,,  indicates the degree that the alternative iA  does 

not satisfy the attribute jG  given by the decision maker kD . 

We apply the aggregation operators to multiple attribute group decision making 
based on intuitionistic fuzzy information. The method involves the following steps: 

 

Step 1. Utilize the decision information given in matrix kR and the TFNIFWG  

operator which has associated weighting vector ( )nwwww ,,, 21=  to aggregate  
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the attribute value of the kth row into the integrated attribute value which is given by 
the decision-maker kD : 

( ) ( ) ( ) ( )( )k
in

k
i

k
iw

k
i TFNIFNWG ββββ ~

,,
~

,
~~

21=                         (15) 

Step 2. Utilize the TFNIFOWG operator to aggregate all the integrated attribute values 
given by all the decision-makers into the group integrated attribute value of alterna-
tive iA : 

( ) ( ) ( )( )t
iiiei TFNIFNOWG ββββ ~

,,
~

,
~~ 21=                         (16) 

Step 3. Calculate the value of score function ( )iS β~  and variation function ( )iV β~  to 

rank all the alternatives iA ( )mi ,,2,1= ,then select the best one(s) in accordance 

with Definition 4. 

5   Illustrative Example 

Let us suppose there is an university composed of 4 colleges ( )4,,2,1=kAk , which 

wants to select the most excellent one. In the process of choosing one of the colleges, 
three factors are considered—I1:teaching, I2: scientific research, I3:service.In order to 
evaluate the colleges, a committee composed of  three decision makers has been 
formed. Suppose that the weight vector of Ii(i=1,2,3) is ( )3301.0,3091.0,3608.0=w , 

but the weights of the three decision makers are completely unknown. The preference 
information of the colleges ( )4,,2,1=kAk  are represented by the TFNIFNs listed in 

Table 1 to 3.Then, we utilize the proposed procedure to get the most desirable college(s). 

Table 1. The intuitionistic fuzzy decision matrix R1 

 I1 I2 I3 

A1 ( ) ( )3.0,2.0,1.0,7.0,6.0,5.0  ( ) ( )2.0,1.0,1.0,8.0,7.0,6.0  ( ) ( )4.0,3.0,2.0,4.0,4.0,3.0  

A2 ( ) ( )3.0,2.0,1.0,6.0,5.0,4.0  ( ) ( )3.0,2.0,1.0,6.0,6.0,5.0  ( ) ( )3.0,2.0,1.0,7.0,6.0,5.0  

A3 ( ) ( )2.0,1.0,1.0,8.0,7.0,7.0  ( ) ( )2.0,1.0,1.0,7.0,6.0,5.0  ( ) ( )3.0,3.0,2.0,6.0,5.0,5.0  

A4 ( ) ( )2.0,2.0,1.0,7.0,6.0,5.0  ( ) ( )2.0,2.0,1.0,4.0,3.0,3.0  ( ) ( )2.0,1.0,1.0,8.0,7.0,6.0  

 
Step 1. Utilize the TFNIFWG operator (8) and (9) to aggregate the attribute value of 

the kth row into the integrated attribute value ( ) ( )3,2,1,4,,2,1
~ == kik

iβ which is 

given by the decision-maker kD . 
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Table 2. The intuitionistic fuzzy decision matrix R2 

 I1 I2 I3 

A1 ( ) ( )3.0,2.0,1.0,7.0,6.0,6.0  ( ) ( )1.0,1.0,1.0,9.0,8.0,7.0  ( ) ( )4.0,3.0,2.0,5.0,5.0,5.0  

A2 ( ) ( )4.0,3.0,2.0,6.0,6.0,5.0  ( ) ( )3.0,2.0,1.0,7.0,7.0,7.0  ( ) ( )3.0,2.0,1.0,6.0,6.0,6.0  

A3 ( ) ( )2.0,1.0,1.0,8.0,8.0,8.0  ( ) ( )2.0,2.0,1.0,8.0,7.0,6.0  ( ) ( )3.0,3.0,2.0,6.0,6.0,5.0  

A4 ( ) ( )2.0,2.0,2.0,7.0,6.0,5.0  ( ) ( )1.0,1.0,1.0,6.0,5.0,4.0  ( ) ( )2.0,2.0,2.0,8.0,8.0,8.0  

Table 3. The intuitionistic fuzzy decision matrix R2 

 I1 I2 I3 

A1 ( ) ( )3.0,2.0,2.0,7.0,6.0,6.0  ( ) ( )1.0,1.0,1.0,7.0,7.0,7.0  ( ) ( )1.0,1.0,1.0,4.0,4.0,4.0  

A2 ( ) ( )2.0,2.0,1.0,8.0,8.0,7.0  ( ) ( )3.0,2.0,1.0,6.0,6.0,6.0  ( ) ( )1.0,1.0,1.0,7.0,6.0,5.0  

A3 ( ) ( )1.0,1.0,1.0,8.0,7.0,7.0  ( ) ( )1.0,1.0,1.0,9.0,8.0,7.0  ( ) ( )2.0,2.0,2.0,6.0,6.0,6.0  

A4 ( ) ( )1.0,1.0,1.0,6.0,6.0,6.0  ( ) ( )1.0,1.0,1.0,5.0,5.0,5.0  ( ) ( )1.0,1.0,1.0,8.0,7.0,6.0  

 

Step 2. By (12)、 (13) and  (14) ,we have 23 =μ , 323 =σ , 2429.01 =w , 

5142.02 =w , 2429.03 =w , then ( )Tw 2429.0,5142.0,2429.0= is the weighting vector 

of the TFNIFOWG operator; by (10) and (11) ,we obtain the group integrated attribute 
value of college iA ( )4,,2,1=i : 
 

=1
~β ( ) ( )292.0,186.0,000.0,678.0,588.0,582.0  

=2
~β ( ) ( )300.0,200.0,100.0,627.0,578.0,477.0  

=3
~β ( ) ( )221.0,131.0,118.0,708.0,606.0,588.0  

=4
~β ( ) ( )200.0,169.0,000.0,678.0,573.0,486.0  

 

Step 3. By (2) and (6),we have  

( )=1
~βS 0.771, ( )=2

~βS 0.725, ( )=3
~βS 0.792, ( )=4

~βS 0.785. 

Step 4. Rank all the colleges ( )4,,2,1=kAk  in accordance with the scores ( )iS β~  of 

the collective overall preference values : 2143 AAAA ,thus the most desirable 

college is 3A . 
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6   Conclusion 

The traditional aggregation operators are generally suitable for aggregating the  
information taking the form of numerical values. For the triangle fuzzy number in-
tuitionistic fuzzy information aggregating problems, some new geometric aggregation 
operators based on TFNIFS are developed in this article. With respect to MAGDM 
problems in which the decision-maker weights are completely unknown and the at-
tribute values take the form of  TFNIFSs,a new group decision making analysis 
method are developed.Finally,some illustrative example has been given to show the 
effectiveness of the proposed approach. The work in this paper develops the theories 
of the OWA aggregation operators,IFSs and TFNIFSs. 
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Abstract. This paper presents new results on the statistical analysis of wireless 
fading channels. Exact closed-form expressions are derived for average Doppler 
Shift and average Doppler Spread, Probability density function of received sig-
nal’s amplitude and phase, level crossing rate and average fading interval, and 
probability distribution of fading interval. The utility of the new theoretical 
formulas, validated by Monte Carlo simulations, are briefly discussed as well. 

Keywords: Doppler Shift, fading channel, level crossing rate, fading interval. 

1   Introduction 

Rapid fading is an essential issue in mobile propagation and the fading rate depends on 
the propagation parameter: the maximum Doppler Shift [1] [2]. Hence studying the 
effect of Doppler Shift on wireless fading channel is of significance. The paper first 
generally introduces description of wireless channel models, and then examines closer 
elementary properties of these models, at last analyses the statistical properties of the 
first and second order and the fading intervals of Rayleigh process. Finally simulations 
verify the new theoretical formulas. 

2    General Descriptions of Rician and Rayleigh Processes 

Unmodulated carrier on non frequency selective channel carries signal which can be 
regarded as equivalent complex baseband signal with zero mean complex Gauss ran-
dom process u(t)[3]. u(t) includes inphase signal u1(t) and quadrature signal u2(t), de-
scribed by  

u(t) = u1(t) + j u2(t)                       (1) 

where u1(t) and u2(t) are statistically independent real Gauss random processes. 
Time variant Line of Sight (LOS) component can be described by [4] 

m(t)=m1(t)+jm2(t)=ρ e j(2πfρt+θρ)              (2) 
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where ρ, fρ and θρ denote the amplitude, the Doppler frequency, and the phase of the 
line-of-sight component, respectively. One should note about this that, due to the 
Doppler Effect, the relation fρ = 0 only holds if the direction of arrival of the incident 
wave is orthogonal to the direction of motion of the mobile user. Consequently, (2) then 
becomes a time-invariant component, i.e., 

m(t)=m1(t)+jm2(t)=ρ e jθρ                  (3) 

At the receiver antenna, we have the superposition of the sum of the scattered com-
ponents with the line-of-sight component 

μρ(t)=μρ1(t)+jμρ2(t)=μ(t)+m(t)             (4) 

with time variant mean value m(t). 
So we note that forming the absolute value of u(t) and μρ(t) leads to Rayleigh process 

and Rician process, that is, 

ς(t)=|μ(t)|=|μ1(t)+jμ2(t)|                        (5) 

ξ(t)=|μρ(t)|=|μ(t)+m(t)|                                                 (6) 

3   Complementary Characteristics of Rician and Rayleigh 
Processes 

Doppler Power Spectrum Density (PSD) and Autocorrelation function (ACF) of u(t) 
can be described by[5] 

Sμμ(f)= Sμ1μ1(f) + Sμ2μ2(f)                                               (7) 

rμμ(τ)=rμ1μ1(τ)+rμ2μ2(τ)                                                 (8) 

In this paper we discuss two types of Doppler PSD which are Jakes PSD and Gauss 
PSD [6]. 

If we define σ0
2 as the power that ui(t) carries, or to say, the variance of ui(t), i=1,2 

and fmax as the maximum Doppler Shift, then Jakes PSD can be described by[6] 
2
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Using Inver Fourier Transform for Sμiμi(f) we obtain ACF of ui(t), 

rμiμi(τ)= σ0
2J0(2πfmaxτ), i=1,2,                                             (10) 

Similarly, Gauss PSD and ACF can be described by [6] 
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Since PSD has the same meaning as the probability distribution, the expectation value 
and variance of PSD can be obtained by 
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which are also average Doppler Shift and average Doppler Spread. Next, we describe 
them using autocorrelation function and its first and second order derivatives as 
follows. 
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4   Statistical Characteristics of Rician and Rayleigh Processes 

4.1   Probability Density Function of the Amplitude and Phase 

Probability Density Function (PDF)s of the amplitude(the absolute value) of Rician and 
Rayleigh distribution can be described by[7] 
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In Rician fading, the ratio of the power of the line-of-sight component to that of the 
scattered component cR=ρ2/2σ0

2 is defined as Rice factor. 
Expression of pξ(r) and pς(r) tells us that the shape of Doppler Power Spectrum 

Density Sμμ(f) (Jakes or Gauss)has no effect on PDF of complex Gauss random proc-
ess’s amplitude. 

Next we focus on the phase of Rician process, θ=arg{μρ(t)}, which and whose PDF 
can be described by 
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where erf (.) is called the error function. 
Only for the special case that fρ = 0 (ρ≠0), the phase θ(t) is a strict-sense stationary 

process which is then described by the PDF shown in 
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As ρ→0, it follows μρ(t)→μ(t) and, thus, ξ(t) →ζ(t),and (22) becomes the uniform 
distribution which describes Rayleigh process. 

pθ(θ) = 1/2π, -π<θ<π                                                (22) 

4.2   Level Crossing Rate and Average Fading Interval 

Level Crossing Rate (LCR) of Rician process can be described by 
2 2
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α=2πfρ/sqrt(2β), β=βi=-r′′μiμi(0), i=1,2                                   (24) 

If fρ=0, and thus α=0, when LCR of Rician process with time invariant LOS com-

ponent becomes 

( ) ( ), 0
2

N r p r rξ ξ
β
π

= ≥i
                                              (25) 

For ρ→0, it follows pξ(r)→pς(r), and we obtain LCR of Rayleigh process. 
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Especially for the Jakes and the Gaussian power spectral density, we obtain by using 
(10), (12) and (24) the result for β. 
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For the case when fρ=0, rμ1μ1(0) = rμ2μ2(0) but β1=-r''μ1μ1(0)≠-r''μ2μ2(0)= β2, the  
expression of LCR is derived as 
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where k=sqrt((β1-β2)/β1), β1≥β2. 
Next we again obtain the usual relations for Rayleigh processes ς(t) by taking the 

limit ρ→0, 
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Furthermore, we are interested in the level-crossing rate Nς (r) for the case that the 
relative deviation between β1 and β2 is very small, so that, 
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holds. Next, using the first two terms of the series for the integral in (29), leads for the 
level crossing rate Nς(r) to the approximation 
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where β=(β1+β2)/2. 
The average duration of fades, i.e., the average length of the duration while the 

channel amplitude is below a level r, is defined by the quotient of the distribution 
function of the channel amplitude over the level-crossing rate. 

For Rice processes with fρ= 0 and Rayleigh processes with ρ=0, we obtain for the 
average Fading Interval (AFI) 
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In channel modeling, we are especially interested in the behavior of AFI at low levels r. 
For this purpose, let r << 1, so that for moderate Rice factors, we may write rρ/σ0

2<<1 
and, consequently, both I0(rρ/σ0

2) and I0(xρ/σ0
2) can be approximated by one in (32a), 

since the independent variable x is within the relevant interval [0, r]. By this means, it 
quickly turns out that for low levels r, Tξ(r) converges to Tς(r) given by (32b). Fur-
thermore, the relation (32b) can be simplified by using ex≈ 1+x(x<<1), so that we 
finally obtain the approximations 
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The above result shows that AFI of Rice and Rayleigh processes are at low levels r 
approximately proportional to r. 

4.3   Statistics of Fading Interval of Rayleigh Process 

The PDF of ς(t) is only determined by the variance σ0
2=rμiμi(0), the behavior of the 

autocorrelation function rμiμi(τ) at the origin; Besides rμiμi(0), LCR and AFI are also 
dependent on β=-r′′μiμi(0), the negative curvature of the autocorrelation function at the 
origin.  

If we now ask ourselves which relevant statistical properties are at all affected by the 
behavior of the autocorrelation function rμiμi(τ) (i=1,2,τ>0), then this leads to the sta-
tistical distribution of the fading intervals, where we denote p0-(τ-;r) as the probability 
of that ς(t) crosses a given level r in time interval (t+τ-,t+τ-+dτ) upwards for the first 
time on condition that the last down-crossing occurred within the time interval (t,t+dt). 
Since an exact theoretical derivation for p0-(τ-; r) is very difficult to solve. Fortunately, 
in [8], Rice derive the probability density p1-(τ-;r) as good approximation of p0-(τ-;r) for 
small τ-. Similarly, p1-(τ-;r) describes the case that the Rayleigh process ς(t) crosses the 
level r in the order mentioned,  except that p1-(τ-;r) has no information on the behavior 
of ξ(t) between t and t+τ-.  
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                                 (34) 
Definitions of parameters α, b and function J (.) can be found in [8]. 
In the following, we will analyze the statistics of the deep fades. The knowledge of 

the statistics of the deep fades is of great importance in mobile radio communications, 
since the bit and symbol error probability are mainly determined by the occurrence of 
deep fades. Hence, let r << 1, and (34) becomes 
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as r→0, where z=2/(πu2) and u=τ-/(Tς-(r)), and Iα(.) represents the αth kind modified 
Bessel function.  

We see that, besides on the level r, p1-(τ-;r) only depends on the average duration of 
fades Tς-(r) and, hence, on σ0

2=rμiμi(0) and β=-r′′μiμi(0). Consequently, the probability 
density of the fading intervals at low levels (r<<1) is independent of the shape of the 
autocorrelation function rμiμi(τ) for τ>0. 

With the help of the expression of p1-(τ-;r), the expected value of the fading intervals 
τ- can be obtained by 
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Meantime, we can also define the fading interval τq according to the probability that τq 
includes q percent of all fading intervals. 
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Developing e-z, I0(z) and I1(z) of (35) into a power series and terminating the resulting 
series after the second term, leads to the approximation usable for our purposes. 
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Substituting (38) into (37) and we derive an explicit expression for the quantity τq. 
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This equation clearly shows that the quantity τq(r) is at deep fades proportional to AFI. 
Especially for τ90(r), τ95(r), and τ99(r), we obtain from (39): τ90(r) ≈1.78Tς(r), τ95(r) 

≈2.29Tς(r), τ99(r) ≈3.98Tς(r). 
Based on the expressions of β in (27), Tς(r) in (33), we obtain for the quantity τ90(r) 

the approximation. 
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By means of this result, we see that the quantity τ90(r) and, hence, the general quantity 
τ90(r) (75≤ q≤100) are proportional to r and reciprocally proportional to fmax or fc for low 
levels r. Hereby, it is of major importance that the exact form of the power spectral  
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density of the complex Gaussian random process, which generates the Rayleigh proc-
ess, does not have any influence on the behavior of τq (r). 

5   Simulations and Analysis 

To verify the four new crossing rate expressions, Monte Carlo simulations using the 
spectral method [9] have been conducted. In each simulation, we have generated 100 
independent realizations of L iid zero-mean complex Gaussian processes, with 10000 
complex samples per realization, over T = 1 second.  

First the PDF of the phase of Rician process is shown in figure 1, and it is observed 
that the probability of phase of Rician process symmetrically rounds zero. The larger 
the Doppler frequency of LOS component is, the phase is near zero more probably. 
Next Figure 2 tells that LCR first increases and then decreases with level larger from 
zero. The larger the Doppler frequency of LOS component is, the larger LCR will be. 
At last figure 3 illustrates that when level is very low(r=0.1), the PDF of fading inter-
val’s shape centers on about 0.3 and formula (38) is good approximation of (34). 

There is a perfect agreement between the theoretical and simulation results. 

 

 

Fig. 1. The PDF of the phase of Rician process 

 
Fig. 2. Variation of LCR against level 
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Fig. 3. The PDF of fading interval under Low level r=0.1 

6   Conclusions 

New results are presented in this paper on the statistical analysis of wireless fading 
channels. We derive exact closed-form expressions for average Doppler Shift and 
average Doppler Spread, Probability density function of received signal’s amplitude 
and phase, level crossing rate and average fading interval, and probability distribution 
of fading interval. At last Monte Carlo simulations validate the utility of the new 
theoretical formulas. 
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Abstract. The attributes in rough set must be discretized, but the general theory 
on discretization did not think about the decision attribute adequately during 
discretization of data, as a result, it leads to several redundant rules and lower 
calculation efficiency. The discretization method of continuous attributes based 
on decision attributes which is discussed in this paper gives more attention to 
both significance of attributes and the decision attributes. The continuous at-
tributes are discretized in sequence according to their significance. The result 
shows less breakpoints and higher recognition accuracy. The experiment on da-
tabase Iris for UCI robot learning validates the feasibility of our method. Com-
paring the result with documents [6] and [11], the method given in this paper 
shows higher recognition accuracy and much less breakpoints. 

Keywords: rough set, significance of attributes, discretization, decision attrib-
ute, region division. 

1   Introduction 

The rough set theory was firstly given by Z. Pawlak, a Poland mathematician, in 
1982. It is a mathematic theory mainly used to analyze the indefinite data [1]. The 
rough set theory is widely applied in pattern recognition, robot learning, data mining, 
acknowledge achievement, acknowledge discover etc. Its characteristic, which is its 
primary merit, lies in finding out the relativity among attributes and the law of data 
finally only from attributes of given data without the characteristics or description of 
data [2] and [3].* 

Attributes in a decision system may be continuous or discretized. The rough set 
theory only can process discretized data. So it is very important for a decision system 
to descretize its continuous attributes. There are lots of methods of discretization, 
such as method of equal interval [5], statistics-based method [4], [5] and [6], method 
                                                           
* Corresponding author. 
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based on significance of attribute [7] and [ 8], genetic algorithm and so on [9], [10] 
and [11]. All of these methods haven’t consulted decision attributes during discretiz-
ing attributes in a decision system. It can result in impropriety to the discretized re-
gion division, or bring out too many rules with much more trivial division, or divide 
too roughly to recognize classification target. This paper gives a new discretization 
method of continuous attributes based on decision attributes. Process calculations 
united with higher significance of attributes during discretizing and pay much more 
attention to decision attributes. Comparing with other methods, the method given in 
this paper can create discretized attribute values as little as possible and achieve an 
optimized rule set on the assumption of insuring the sky-high recognition rate for a 
decision system. 

2   Conception of Discretization 

2.1 Discretization Description 

The decision table is the knowledge expression system such as )},{,,( fVAUS a=  

which owns the condition attribute and the decision attribute. For Ux ∈∀ , there is a 

list ))(),...,(()),(),...,(( 11 xdxdDxcxcC mn , which is called region, where U  is a 

non-null limited set. A  is an attribute set defined as a non-null limited set. aV  is a 

value set where Aa ∈ . aVUf →:  is a single mapping which enables any one of 

elements in discourse domain U own a unique value in aV  when the attribute of the 

element is a . )}(),...,({;, 1 xcxcDCDCA nΦ=∩∪=  is defined as a condi-

tion attribute set. )}(),...,({ 1 xdxd m  is defined as a decision attribute set. For any 

one of breakpoint sets ( ) ( ) ( ){ }a
k

aa cacaca ,,...,,,, 21  in the value set ],[ aaa rlV = , aP  

is one of classifications in aV , which can be defined by 
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Therefore, we can define a new decision table ( )PPp fVAUS ,,,=  for any 
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∈
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the old decision system will be replaced by a new one after discretization [2] and [12]. 
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If a condition attribute value set is divided into n  regions, every end point of them 

is a breakpoint and the number of the breakpoint should be 1−n . The essence of 
discretization is a process that the condition attribute value set is divided into some 
regions by selected breakpoints. Each of divided regions is corresponding to a discre-
tized value that is an integer generally. All of the old attribute values that belong to a 
same region will be combined to a single value, and the old value will be replaced by 
a same discretized value. Therefore, a process of discretization is a process of select-
ing breakpoints. 

2.2 Significance of Attribute 

The degree of relativity between condition attributes and decision attributes reflects 

the significance of condition attributes. When aV  is a value of condition attribute a , 

the number of possible value for decision attributes will reflect the significance of 
condition attribute which is corresponding to them. When a value of the condition 

attribute a  is aV , a condition attribute value can determinate a decision attribute 

uniquely on condition that the number of possible value of the decision attributes is 
unique. That is to say, we need not consider other condition attributes in case the 

value of the condition attribute a  is aV  during a rule generating. 

Definition 1. ∑
=

=
n

i i
a ln

M
1

11
is the significance of a  attribute in a decision system, 

where Aa ∈ , n  is the base number of { }na,a,1 V,...,VaV , il  is the number of possible 

values for the decision attribute when the value of the attribute a  is a,iV . 

The above definition shows that bigger value of aM  is in a decision system, 

stronger the decision capability of the attribute a  is. 

3   The Algorithm of Discretization for Continuous Attributes 
Based on Decision Attribute 

3.1 Primary Idea of Algorithm 

The decision rule generally owns higher relativity with condition attributes, of which 
the significance is high in a decision system. It means that the higher significance of 
attribute is stronger in decision capability. Our algorithm is divided into three stages 
to realize the discretization about condition attributes base on the above idea. The 
three stages include preparing stage, discretization stage and generating rule set stage. 
We assume that the non-discretized decision table isS . In the preparing stage, we 

firstly discretize each continuous attribute in S  with the traditional fuzzy clustering 
algorithm that is called C-mean. The number of clustering dividing is that of decision 
attribute classifications in the C-mean algorithm. We can get a decision table 'S  after  
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first discretization. Then we need to calculate the significance of each discretized 
condition attribute, and order condition attributes by their significance. In the discreti-
zation of S stage, we assume that the new discretized decision table is Snew  in 
which all condition attributes are null initially and decision attribute values are same 
as those inS . Add each discretized attribute value which own the highest attribute 

value in 'S  to the corresponding attribute in Snew , and then prepare to discretize the 
next attribute i  which owns the second highest value and so on. Then decide whether 

decision attribute values in Snew  are same or not in each line in which condition 
attribute values are same. If condition attribute values are same, the decision attribute 
value is unique, then rest continuous attributes in each line that is the same condition 
attribute value need not to discretize any longer, or else divide all lines that own the 
same condition value in Snew  into a group. We continue to calculate the division 
region of corresponding attribute i  in S within group by each classification decision 
value. Calculate the union for all divided regions in the end (add a breakpoint for an 
intersection among divided regions, reference 3.2.1). Merge all regions of each group 
(reference 3.2.2). We can achieve the divided region of attribute i  to realize the dis-

cretization for it. Then add the disretized result to Snew . We can discretize rest con-
tinuous attributes by our idea in significance order. In generating rule set stage, we 
delete repeat lines in Snew  so as to obtain the rule set. The null attribute value in 

Snew  has nothing to do with decision. 

3.2 Region Division 

The discretization refers to a division of attribute region. If the region is divided too 
thin, it will lead to thinning of classification rules and increasing of decision rules. On 
the contrary, if the region is divided too roughly, it will bring out unclear classifica-
tion along with contrary rules. There are two definitions in this paper named as the 
divided region and the idle region. 
 

Definition 2. the divided region is a region that owns attribute value on a number line. 
 

Definition 3. the idle region is a region that owns no attribute value on a number line. 

3.2.1   Region Division in Group 
As we mentioned above, if condition attribute values are same, the decision attribute 
value is unique, then rest continuous attributes in each line that is the same condition 
attribute value need not to discretize any longer, or else divide all lines that own the 
same condition value in Snew  into a group. Therefore, the condition attribute value 

of each line is same from a same group in Snew , but the decision attribute value is 

not identical, that means some inconsistent data existing in Snew . We should divide 
attribute i  that owns different decision attribute value into a different region as far as 

possible. If xNumd  is the number of decision classification in group x , then the 

number of regions divided by the attribute i  in S  is at least xNumd . We should be  
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Fig. 1. Region adjust internal group 

increased a dividing region if there was an intersection among divided regions. The 
intersection situation between two divided regions a  and b  are only the following 

two situations given by Fig. 1. As a result, the old region division turns to cba ′′′ ,, . 

3.2.2   Merge Dividing Region of All Groups 
Assume the number line O  to store the final region division for i . O  is null initially. 

First of all, we divide O  with the first region division group, and then merge O  with 
the second region division group and so forth until all of the region division groups 
have been merged with O . Owing to existing no inconsistent data among groups, we 

should not increase the division region in O  on the assumption of not generating 

inconsistent data whenever each group merge with O  . We empty each updated flag 

of region in O  before it merges with dividing region of each group. The method of 

merging dividing region of group x  with O  is the process of merging O  with re-

gions of L,, 21 xx  which are sorted by ascending sequence. There are four situations 

about the relation between ix ( [ )2,1, , ii xx ) and jO ,or ix ( [ )2,1, , ii xx ) and 1−jO , in 

which is shown Fig. 2. (a) If 1−jO  is not updated, then mark it with updated flag, or 

else set 1,ix  as a new breakpoint in 1−jO  and divide it into two regions including left 

region and right region which is marked by updated flag. (b) Move the right end point 

of 1−jO  to 2,ix . If 1−jO  is already updated, then set 1,ix  as a new breakpoint in 

1−jO  and divided it into two regions including left region and right region. (c) Move 



372 Y. Sun et al. 

the right end point of 1−jO  to 2,ix  if 1−jO  is not updated, else move the left end 

point of jO  to 1,ix  and mark jO  with updated state. (d)Move the left end point of 

jO  to 1,ix . If the right end point of ix  is in one region of O , mark the region with 

updated state. 

 
Fig. 2. Attribute i  region division 

4   Experiment Results 

In order to test and verify the feasibility and efficiency of our algorithm, we use Iris as 
our test data. Iris is a standard data set used for UCI robot learning. There are 150 
objects in Iris which includes four continuous condition attributes and three decision 
classifications. The four continuous condition attributes are SepalLength, SepalWidth, 
PetalLength and PetalWidth. In experiment, the data set is divided into training sam-
ple set and test sample set randomly. The ratio of each classification is in conformity 
with the old data set so as to obtain an average distribution of sample classification. 
We use 70% of data in old set as training samples and the rest as test samples. The 
average correct ratio of our algorithm is 95.44% for 100 running times. The number 
of average breakpoints for every condition attribute is shown in Table 1. The com-
parison of experiment result with document [6] and [11] is also shown in Table 1. 

Table 1. Iris experiment and comparison with other documents 

Number of breakpoints 
Attribute Document 

[6] 

Document 

[11] 
This paper 

SepalLength 23 5 2.49 
SepalWidth 18 3 2.22 
PetalLength 8 9 1.94 
PetalWidth 7 4 1.6 

5   Conclusions 

This paper proposes a new discretization method of continuous attributes based on 
decision attribute and rough set theory. We determinate the attribute discretizating 
order by their significance. Decision attributes are always the core of discretization. 
Table 1 shows that the number of breakpoints for our algorithm is simply less than 
that of document [6] and [11]. At the same time, the algorithm given in this paper can 
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reduce rules greatly except for a higher correct identification ratio. As a result, it im-
proves the efficiency of a decision system. 
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Abstract. In theory, a gold futures possesses function of price discovery. How-
ever, futures including information must be disclosed by some effective way. 
This paper proposes a forecasting model which combines wavelet frame with 
Support vector regression (SVR). Wavelet frame is first used to decompose the 
series of gold futures price into sub-series with different scales, the SVR then 
uses the sub-series to build the forecasting model. Empirical research shows 
that the gold futures has the function of price discovery, and the two steps 
model is a good tool for making the price information clear and forecasting spot 
price. further research can try different basis function or other methods of dis-
closing information.  

Keywords: Price Discovery Function, Wavelet Frame, Support Vector Regres-
sion, Gold Futures. 

1   Introduction 

1.1   Background and Brief 

Gold always play a most important role in human history either in gold standard era 
or in credit currency era. As financial crisis develop recently, gold price is soaring. It 
shows that capital has strong anticipation to hedge against risk. With this background, 
catching the trend of gold price has important theory and realistic significance. 

There are futures and spot gold markets,. Spot price has hysteresis, it is easy to be 
influenced by product demand and price fluctuated violently. However function of 
price discovery in future market could just make up this defect. The purpose of this 
paper is to verify the function of price discovery in gold future with the modern com-
puter techniques, and propose an integrated forecasting model for investors improving 
their predicted accuracy.  
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The rest will be organized as follows. The second part reviews the research about 
function of price discovery in future. The third part introduces wavelet frame (WF) 
and support vector regression (SVR), and the two stage forecasting technique what 
this paper proposed. 

1.2   Literature Review of Price Discovery 

Most of researches about function of price discovery in future are focus on two di-
mensions; one is why does future market have function of price discovery, and the 
other one is function of price discovery in future market by evidence based test. 

There are two thoughts about Function of price discovery in futures price. First 
holds that futures price is equal to conditional expectation in the due date of futures 
contracts (Samuelson, 1999). The other viewpoint thinks function of price discovery 
in future is respondent ability of future market earlier than spot market to new infor-
mation (Hoffman, 1932).  This paper will base on second viewpoint to verify immedi-
ateness of future market response information.  

There spring many empirical study about price discovery function, researchers re-
fer to dynamic model (Garbade and Silber,1983), regressive analysis (Bigman, 1983), 
E-G co-integration analysis (Engl and Granger, 1987; Hasbrouck, 1995), ECM and 
VAR model et al to find and test the relationship between the futures price and spot 
price to verify the price discovery function of futures. However there is little research 
in using modern calculation method to study it. It is parts of research to study gold 
price with machine learning method as neural network, et al. only, but it is confined in 
forecast of gold spot price or future price. This paper thinks gold future have hiding 
information which support the function of price discovery, but the information can be 
disclosed effectively only by modern computer techniques including the wavelet 
frame method. 

2   Methodology 

2.1   Wavelet Frame (WF) 

Wavelet transform is a signal processing technique and it has been widely applied in 
image processing, data compression, signal processing, noise removal, object finding 
and time series analysis, etc [8-11].  

In general, multi-resolution analysis (MRA) is the most important concept in the 
application of wavelet transform. MRA can decompose the whole space of original 
function   into one approximation space and several detail spaces. Approximation 
parts can be decomposed again by the iterate process. In other words, one signal can 
be decomposed to be many components with lower distinguish ability. This process is 
called wavelet decomposition tree, as Figure 1 showed. In the Figure 1, S represents 
the original information or time series; Ai is approximation coefficient of ith decom-
position level; Di is detail coefficient of ith decomposition level. 

The wavelet frame (WF) is one of the most widely applied wavelet transform [12]. 
It decomposes the original signal S  to two parts through high-pass filter and low-pass 
filter, but it keeps the same length as original signal. So, it is different from those  
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Fig. 1. Wavelet decomposition tree 

wavelet transform mostly applied in signal process, data compression and image 
processing, which usually change the length of signal.  

The calculation of WF through convolution is as follows [13]. 

∑ +−=
k

kljklj ALA ,1,  (1) 

∑ +−=
k

kljklj AHD ,1,  (2) 

where kL  is the coefficients of low-pass filter, kH  is the coefficients of high-pass 

filter, ljA ,  is approximation coefficient of the jth level and translation, ljD ,  is detail 

coefficient of jth level and translation, when j is zero, it is the original signal. 

2.2   Support Vector Regression (SVR) 

Support vector regression (SVR) is an artificial intelligent forecasting tool based on 
statistical learning theory and structural risk minimization principle [3-4, 14]. It has 
been applied in different kinds of numerical value forecasting problem [3-7].  

The SVR model can be expressed as the following equation [3-4]: 

( ) ( )( ) bf +⋅= xwx φ  (3) 

Where w is weight vector, b is bias and )(xφ  is a kernel function which uses a non-

linear function to transform the non-linear input to be linear mode in a high dimension 
feature space. 

Traditional regression gets the coefficients through minimizing the square error 
which can be considered as empirical risk based on loss function. Vapnik et al. [3] 
introduced so-called ε-insensitivity loss function to SVR. It can be express as: 

⎩
⎨
⎧ −−

=−
0

)(
))((

ε
ε
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yfL

x
x   

otherwise

)( if ε≥− yf x  (4) 

Where ε defined the region of ε-insensitivity, when the predicted value falls into the 
band area, the loss is zero. Contrarily, if the predicted value falls out the band area, 
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the loss is equal to the difference between the predicted value and the margin. The 
positive and negative signs of difference can be represented by the two slack variables 

ξ  and *ξ : 

⎪
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(5) 

Where ξ  is training error bigger than the margin and *ξ  is training error less than 

margin. 
The SVR uses the minimization of regularized risk function to get the weight and 

bias, as following equation: 
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Where )),(( iir yfL x the ε-insensitivity loss is function in equation (5); 
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w  is regularization term.  

Considering empirical risk and structure risk synchronously, the SVR model can be 
constructed to minimize the following programming:  
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(7) 

where i=1,…,n is the number of training data; ( )*
ii ξξ + is the empirical risk; wwT

2

1
 

is the structure risk preventing over-learning and lack of applied universality; C is 
modifying coefficient representing the trade-off between empirical risk and structure 
risk. The bigger C value the more importance is attached to empirical risk, while the 
C is used to represent structure risk.  

The equation (7) is a quadratic programming problem. After selecting proper modi-
fying coefficient (C), width of band area (ε) and kernel function, the optimum of each 
parameter can be resolved though the Lagrange functions. 

2.3   The Two-Stage Forecasting Model 

The proposed model uses the wavelet frame as a data pre-processed tool to decom-
pose the predicting variable into sub-series, and then uses the sub-series as input vari-
ables to construct SVR forecasting model. The frame of the proposed forecasting 
model can be shown as figure 2. 
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Fig. 2. The frame of the proposed forecasting model 

3   Experimental Design 

3.1   Data Set 

In order to validate the function of price discovery in gold future, we used the model 
to forecast next day (T+1) of the COMES opening price of gold future, and use fore-
casting open price of 10 days later (T+10) to be proof. 

There are 55 defect data in total. After using simple pruning method to delete it, we 
get 991 data point. We used 694 data (70%), as training data set and keep the rest 297 
data (30%) as testing dada set.  

3.2   Parametric Design for the Model 

3.2.1   Parameter of Wavelet Frame 
To extract hiding information of wavelet frame which most important parameter is the 
setting of basis function and decomposition order. 

Wavelet basis function is kernel of wavelet frame. According to Aussem et la. say-
ing, different kind of Daubechies (Db) model and various selection could build up 
different model, but research of wavelet transform in financial time series is almost 
base on single basis function as Haar (Db1) Db2 or Db4 etc. to modeling (Gonghui, 
1999; Shin, 2000; Yao, 2000; Yousefi, 2005). The paper uses four basis functions 
which are Db1 to Db4 to represent wavelet frame.  

3.2.2   Parameter of SVR 
This two parameter C and ε is the most important in SVR model. The paper is base 
on sequence searching method of index growth (such as 25, 23,......,2-15) which pro-
posed by Hsu et al. (2003), and combined with parameter setting suggested by Cher-
kassky and Ma(2004) and Hsu et al. (2003). We use method of Cherkassky and Ma 
(2004) to estimate training data to get a recommended combination of parameter of 
SVR (as recommended value of C and ε), and then process index searching in  
the recommended combination to be able to produce a parameter combination of 
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minimum mean square error to be optimal combination. Using this method to select 
parameter of SVR can prevent possible risk of recommended combination; mean-
while it can reduce defects in degree of operation of trial and error too more. 

Table 1. Coefficient of low-pass decomposed filter 

Basis Coefficient of low-pass decomposed filter 

Db1 0.5 0.5   

Db2 -0.091506351 0.158493649 0.591506351 0.341506351 

0.02490875 -0.060416104 -0.095467208  
Db3 

0.3251825 0.570558458 0.235233604  

-0.007493495 0.023251801 0.02180815 -0.132253584 
Db4 

-0.019787513 0.446100069 0.505472858 0.162901714 

Table 2. Coefficient of high-pass decomposed filter. 

Basis Coefficient of high-pass decomposed filter 

Db1 -0.5 0.5    

Db2 -0.341506351 0.591506351 -0.158493649 -0.091506351 -0.341506351 

-0.235233604 0.570558458 -0.3251825 
  

Db3 

-0.095467208 0.060416104 0.02490875   

-0.162901714 0.505472858 -0.446100069 -0.019787513 
 

Db4 

0.13225358 0.02180815 -0.023251801 -0.007493495  

3.3   Criteria for Valuating the Model 

The paper set three indexes to evaluate the performance of forecasting model and 
verify function of price discovery. These three indexes are root mean square error 
(RMSE), mean absolute difference (MAD), and Mean absolute percentage error 
(MAPE). 

4   Experimental Result 

Here this paper only reports the best results. As showed in Table 3 and table 4, when 
C is 213 and εis 2-10 based on Db1 function, the T+1 forecasting can get the best re-
sults, while for T+10 forecasting, the model should base on Db4 with C equal to 23 

andεequal to 2-10, and the two-stage model can get better forecasting results than the 
single SVR model whether to T+1 forecasting or to T+10 forecasting. 

Table 3. The optimum parameter and criteria for forecasting results of DWF + SVR model 

Basis 
Function 

C ε  
Training Sample 

RMSE 

Testing 
Sample 
RMSE 

The best for T+1: Db1 213 2-10 0.0002180 0.0001694 

The best for T+10: Db4 23 2-10 0.000262294 0.000201269 
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Table 4. Forecasting results of different model. 

 RMSE MAD MAPE 
Single SVR for T+1 12.9173 9.2007 0.972% 
Single SVR for T+10 13.43243 9.407204 1.188% 
two-stage model combining DWF-SVR: 
DB1 for T+1 11.7290 8.8765 0.856% 
DB4 for T+10 12.42453 8.374997 0.974% 

 
The results also show that the gold futures price has indeed the price discovery 

function, especially when us the modern computer techniques as auxiliary. 

5   Conclusions  

This paper use modern computing technology to study function of price discovery in 
gold future, and proposed a two-stage forecasting model by integrating wavelet frame 
and SVR for financial time series. The paper uses wavelet frame to decompose the 
gold futures price to be some sub-series for exposing the information hidden in it, and 
then use SVR tool constructing the predicting model based on those sub-series, thus 
the article builds up a two-stage forecasting model. This paper study COMEX gold 
future and spot open price. Empirical results show that it has best forecasting effective-
ness to predict open price of next day using DB1 basis function. Even if we predict 
open price of 10 days later, the result which add forecasting model of price information 
in future is good than model without future information. Function of price discovery in 
future is proved. Meanwhile the forecasting effectiveness of model is good enough. 

Overall, there are two contributions in this paper. One is using modern computing 
technology to prove the function of price discovery in gold future, and the other is to 
develop a two-stage financial time series forecasting model which performs better 
than a single model and it is proved suitable for forecasting gold spot price. It is dif-
ferent from past research using other forecasting tool as neural network, etc.  

It can use different function of WF to do further research in the future, and can in-
troduce other economic variable at one time, and then use other tools such as inde-
pendent component, etc. to excavate market information further to improve forecast-
ing  accuracy. 
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