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Preface

Knowledge Management and Knowledge Engineering is a fascinating field of re-
search these days. In the beginning of EKAW1, the modeling and acquisition
of knowledge was the privilege of – or rather a burden for – a few knowledge
engineers familiar with knowledge engineering paradigms and knowledge repre-
sentation formalisms. While the aim has always been to model knowledge declar-
atively and allow for reusability, the knowledge models produced in these early
days were typically used in single and very specific applications and rarely ex-
changed. Moreover, these models were typically rather complex, and they could
be understood only by a few expert knowledge engineers.

This situation has changed radically in the last few years as clearly indicated
by the following trends:

– The creation of (even formal) knowledge is now becoming more and more
collaborative. Collaborative ontology engineering tools and social software
platforms show the potential to leverage the wisdom of the crowds (or at
least of “the many”) to lead to broader consensus and thus produce shared
models which qualify better for reuse.

– A trend can also be observed towards developing and publishing small but
high-impact vocabularies (e.g., FOAF2, Dublin Core3, GoodRelations4) rather
than complex and large knowledge models.

– Everybody can become a knowledge engineer nowadays since data models
and tools with lower entry barriers are available for the masses. RDF as a
datamodel is simple to understand and use, and has penetrated many appli-
cations and fields. There are further user-friendly ontology engineering tools
which hide technical details and allow people to model at a more intuitive
level.

– The division between knowledge consumers and knowledge producers is fad-
ing, especially in a Web 2.0 context.

– Domains of public interest, such as open government, tourism, cultural her-
itage, etc. are attracting more and more attention in the community.

– Games with a purpose have been successfully applied to knowledge acquisi-
tion and have been shown to have the potential to leverage the knowledge
of the masses for knowledge engineering purposes.

Overall, the time is more than ripe for developing methods and techniques
allowing us to leverage the wisdom of the crowds for knowledge engineering and

1 The first EKAW workshop took place in London in 1987.
2 http://www.foaf-project.org/
3 http://dublincore.org/
4 http://www.heppnetz.de/projects/goodrelations/
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management purposes. Thus, we decided to consider “Knowledge Management
and Knowledge Engineering by the Masses” as a special focus for EKAW 2010.
Our claim that the time is indeed ripe for collaborative approaches involving the
masses is corroborated by the fact that we indeed received a number of contribu-
tions addressing our topic of focus. Tudorache et al. for example discuss how to
use collaborative protégé to develop widely used ontologies such as ICDE. The
paper by Martin Hepp discusses how to use Twitter for collaborative ontology
engineering and Tramp et al. show how to use RDFa for collaborative ontology
engineering. The call for papers covered the following topics in particular.

Call for Papers

We specifically called for submissions on the following topics:

– Knowledge Management
• Methodologies and tools for KM
• Aspects of collaboration, distribution, and evolution of knowledge in KM
• Advanced knowledge modeling languages and tools
• Best practices / experiences in KM
• Foundations of KM
• Entity-oriented approaches to KM
• Layered intelligence in KM
• Provenance, reliability, and trust in KM
• KM for collaboration and decision support
• Methods for accelerating take-up of KM technologies
• Corporate memories for KM
• Case-based reasoning for KM
• Large-scale distributed reasoning

– Knowledge Engineering and Acquisition
• Methodologies for knowledge engineering
• Knowledge acquisition, ontology learning
• Knowledge sharing
• Knowledge evolution
• Collaborative knowledge engineering
• Design patterns
• Techniques for knowledge acquisition based on machine learning, NLP,

etc.
• Uncertainty and vagueness in knowledge modeling
• Knowledge engineering and software engineering
• Ontology localization
• Ontology alignment
• Evolution of knowledge (including ontology evolution)
• Knowledge acquisition from non-ontological resources (thesauri, folk-

sonomies, lexica, etc.)
• Knowledge acquisition and knowledge integration from heterogeneous

sources (multimedia and 3D data, databases, sensor data streams, social
interaction data)
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• Knowledge authoring and knowledge markup languages
• Ontology evaluation
• Dynamic, distributed, and process knowledge (including web services,

grid services, P2P systems, rules and business processes, problem solving
methods, procedural knowledge)

• Agent-based approaches to knowledge management
• Knowledge mashups

– Knowledge in Use
• Retrieval and proactive delivery of pertinent knowledge
• Multimedia applications
• Life and e-sciences
• E-government and public administration
• Health and medicine
• Automotive and manufacturing industry
• Semantic desktop applications
• The legal domain
• Cultural heritage applications
• Digital broadcasting and film, game, and 3D media content production

and sharing
• Digital libraries
• Virtual worlds
• Storytelling
• Management in critical applications
• Organizing user-contributed content
• Transition across organizations

– Social and Cognitive Aspects of Knowledge Engineering
• Sustainability and cost analysis of knowledge engineering
• Human-knowledge interaction
• Cognitive systems and knowledge engineering
• Knowledge ecosystems
• Knowledge and social network analysis and modeling
• Knowledge in trust networks
• Personal sphere in knowledge engineering and management
• Collaborative and social approaches to knowledge management and ac-

quisition
– Special Focus Knowledge Management and Engineering by the Masses

• Human-machine synergy in knowledge acquisition
• Incentives for knowledge creation and semantic annotation
• Enhancing human productivity (e.g., knowledge workers)
• Social and human factors in knowledge management
• Collective and collaborative intelligence in knowledge management
• Social tagging and folksonomies, social networks
• Web2.0 approaches to KM (including semantic wikis, folksonomies, etc.)
• Games with a purpose and KM
• Linked open data / web of data
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Paper Types

As an important difference with respect to earlier editions of EKAW, we de-
cided to call for different types of papers in order to acknowledge the fact that
there are very different (and all legitimate) methodologies of enquiry and types
of scientific contributions. We feel that the type of contributions typically repre-
sented at computer science conferences is rather limited, in most cases showing
that a “novel” approach outperforms a baseline on one or several datasets. This
is clearly not the only possible contribution or way of addressing a research
problem. In fact, it is a very limited approach, which in many cases does not
even advance our understanding of the characteristics of the problem. Thus, we
decided to encourage researchers to consider other research methodologies and
ways of approaching a scientific problem. At submission time, each paper had
to be clearly identified as belonging to one of the following categories:

– Standard research papers: presenting a novel method, technique, or anal-
ysis with appropriate empirical or other types of evaluation as proof-of-
concept. The main evaluation criteria here were originality, technical sound-
ness, and validation.

– In-use papers: describing applications of knowledge management and en-
gineering in real environments. Contributions of this type were expected to
address a sufficiently interesting and challenging problem on real and large
datasets, involving many users, etc. The focus was less on the originality of
the approach and more on presenting real, large-scale, and complex systems
solving significant problems. Technical details to understand how the prob-
lems were solved were required. Evaluations were expected to involve real
users of a system rather than representing a pure academic exercise. The
papers were evaluated according to the significance and practical relevance
of the research described as well as with respect to the technical soundness
of the solution described and the accompanying evaluation.

– Problem analysis papers: were not expected to present a novel technique
or approach to solving a problem, but help to understand the problem itself.
Understanding the characteristics of a problem itself is an important task in
research and can benefit many people working on the same or at least sim-
ilar problems. In-depth discussion and analysis of a certain phenomenon or
problem was expected, with clear definitions as well as qualitative and quan-
titative analysis of the main characteristics of the problem. We also expected
a reasonable review of the state of the art stating to what extent current so-
lutions fall short. Papers were mainly evaluated with respect to how general
and technically sound their problem analysis was and how useful the analysis
would be for other researchers working on the same or similar problems. We
expect that such papers will guide future research by highlighting critical
assumptions, motivating the difficulty of a subproblem, or explaining why
current techniques are not sufficient, all corroborated by quantitative and
qualitative arguments. Evaluation criteria included appropriate categoriza-
tion of the problem area and description of existing solutions as well as an
appropriate description of the limitations of the present approaches.
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– Validation papers: In some disciplines, reproduction of results by others is
a basic research activity. This is typically not the case in computer science.
However, reproduction of previous results and solutions is clearly an impor-
tant activity as it helps to validate results independently. Further, it helps
to better understand the assumptions and conditions under which a certain
solution works as well as the reason why it shows the observed behavior.
In addition, it creates baselines that one can control better, allowing an ac-
curate comparison with previous work and a deeper understanding of the
reason why an approach works better. Therefore, we encouraged researchers
to reproduce and validate methods, results, and experiments, etc. proposed
previously by others in a new context or application, on new datasets, under
new assumptions, etc. The goal was clearly to reach interesting and signif-
icant new conclusions about the method/approach in question that would
warrant a stand-alone publication. We expected the reproduction of results
to lead to new knowledge about the method in question or to reveal inherent
problems in the assumptions of the original research or limitations of pre-
vious solutions. Papers were evaluated with respect to the soundness of the
rationale for reproducing a certain approach as well as with respect to the
new knowledge that was generated by reproducing the approach in question.
A clear comparison between the results obtained through the reproduction
and the original results was regarded as mandatory.

Submission and Acceptance Statistics

We received a total number of 166 papers: 128 standard research papers, 23 in-
use papers, 14 problem analysis papers, and 1 validation paper. This corresponds
to a significant increase with respect to earlier editions. EKAW 2002 had 110
submissions, EKAW 2004 had 75, EKAW 2006 had 119, EKAW 2008 had 102.
As expected, research papers constituted the vast majority followed by in-use
and problem analysis papers. Validation was the category with the lowest num-
ber of submissions. We anticipate that this might hopefully change in the future
as validation and reproduction become increasingly recognized as important re-
search activities. Regarding the geographic distribution, we received papers from
34 different countries. Central and Western Europe was the most active area, but
all inhabited continents were represented, indicating the international nature of
the event, the considerable interest this conference attracts, and the perceived
high quality of the conference. The 10 countries with the most submissions were
(in this order, the number of papers is indicated in brackets): Germany (30),
France (21), UK (18), Spain (14), Italy (13), The Netherlands (11), Ireland (10),
Austria (9), USA (5) and Canada (5).

All papers were reviewed by at least three different reviewers. Intensive dis-
cussions were held whenever reviewers had contradictory views on the same
paper. In some cases, further reviewers were called in. In the end, we accepted
22 as full and 25 as short papers, which gives an acceptance rate a little above
28%. Of the full papers accepted, 16 were standard research papers, 5 in-use
papers, and 1 problem analysis paper. Of the short papers, 21 were standard
research papers and 4 in-use papers.
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Invited Speakers

Our goal was to find three invited speakers who would cover our topic of focus
- Knowledge Management and Engineering by the Masses - from very different
perspectives. After intense discussion with our program committee members, we
decided to invite one invited speaker from the EKAW community, one speaker
from some other related area in computer science, as well as one speaker from
industry working on real applications of knowledge management and engineer-
ing. As a well-known member of our community, Enrico Motta kindly agreed to
accept our invitation as keynote speaker. What better way is there to reach the
masses than embedding KM techniques into those devices that we use every-
day, even in our leisure time? Enrico Motta talked about embedding knowledge
technologies into everyday devices. Our second invited speaker, Bernardo Hu-
berman, is very renowned for his contributions on analyzing the behavior of
the masses on the World Wide Web as well as in Web 2.0 applications such as
Wikipedia, Twitter, tagging systems such as delicious, etc. Bernardo Huberman
talked about how content is produced, shared, and classified on the Web, fo-
cusing in particular on issues related to attention. Finally, Tom Scott will show
how the BBC has adopted Linked Data Techniques to turn their web presence
into an open API that can be used by application developers to repurpose con-
tent and develop applications on top of BBC data. Further, by linking content
across autonomously maintained sites using Linked Data techniques, the BBC
has managed to create an information ecosystem which allows the masses of con-
sumers to access broadcasting-related information in a uniform fashion. Detailed
information about our speakers and the topics of their keynotes can be found
below:

– Enrico Motta
Professor of Knowledge Technologies, Knowledge Media Institute
The Open University, Milton Keynes
UK
http://people.kmi.open.ac.uk/motta/

New Frontiers for Knowledge Engineering and Management:
Embedding Knowledge Technologies in Everyday Devices

The notion of “Smart Product” has recently emerged, which refers to “an
autonomous object designed for self-organized embedding into different en-
vironments in the course of its lifecycle, supporting natural and purposeful
product-to-human interaction”. For instance, a smart product may be a car,
which at different times of its lifecycle may be interacting with workers on
the assembly line, dealers, garage mechanics, and a number of owners, and
is able to exploit its awareness of its own history and the current context,
to improve the level of interaction and proactive support provided to the
user in any particular context. In order to realise this vision, several chal-
lenges need to be addressed: in particular, in the context of smart products
knowledge acquisition is no longer a structured process under the control
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of a knowledge engineer but it is a highly dynamic process where contex-
tual knowledge is continuously acquired from a variety of sources, including
sensors, databases, the internet, and different types of users, at different
stages of the lifecycle. Effective knowledge acquisition is in turn crucial to
support proactive behaviour, where the smart product is able to initiate
communication and action on the basis of its understanding of the current
situation and goals. Again, this scenario provides a major departure from
classic decision-making support scenarios, which are relatively static with
respect to problem solving contexts and types of users. Finally, the dynamic
nature of the decision-making support provided by smart products, for dif-
ferent contexts and different classes of users, also introduces new challenges
with respect to human-computer interaction: depending on the user and the
current context, different interaction modalities may be needed, thus intro-
ducing the need for smart, adaptive, multi-modal interaction methods. In
my talk I will discuss these new scenarios for knowledge technologies in the
context of the SmartProducts project, in particular illustrating these ideas
in two everyday application scenarios: smart products in the car and in the
kitchen.

– Bernardo Huberman
Senior Fellow and Director, Social Computing Lab
HP Labs
Palo Alto, CA 94304, USA
http://www.hpl.hp.com/research/scl/people/huberman

Social Media and Attention

The past decade has witnessed a momentous transformation in the way
people interact and exchange information with each other. Content is now
co-produced, shared and classified, and rated on the Web by millions of peo-
ple, while attention has become the ephemeral and valuable resource that
everyone seeks to acquire. This talk will describe how social attention deter-
mines the production and consumption of content within social media, and
the role it plays in the prediction of future events and trends.

– Tom Scott
Executive Product Manager
BBC
UK
http://derivadow.com/
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Using Linked Data to describe the natural world

Linked Data is a deceptively simple yet powerful idea, an idea that provides
the foundations for much of the Semantic Web project. It has the potential
to offer organisations and users new ways of using the Web by publish-
ing and linking data using standard web technologies and paradigms. Tim
Berners-Lee originally proposed a web of things in contrast to a mere “web of
documents”, i.e. a web that establishes semantic links between documents,
people and “things” existing in the real world. By publishing HTTP URIs
for people and things as well as documents and describing the relationship
between those things with semantic links, Linked Data allows publishers to
provide descriptions of things and make assertions about relationships be-
tween those things on the Web. The BBC has adopted the principles of
Linked Data in publishing significant sections of its Web site, including:
programme information (www.bbc.co.uk/programmes) and natural history
content (www.bbc.co.uk/wildlifefinder). This presentation provides an intro-
duction to Linked Data and describes how the BBC has used the approach
in the development of Wildlife Finder and BBC Programmes; including how
Wildlife Finder reuses data from across the Web (e.g. IUCN, WWF, Zoo-
logical Society of London, Animal Diversity Web and Wikipedia) and from
across the BBC to build the site.
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– Andre Grandoch and Ícaro Medeiros for setting up and maintaining the

website.

July 2010 Philipp Cimiano
H. Sofia Pinto



Organization

Conference Organization

General and PC Chairs Helena Sofia Pinto (INESC-ID, Lisbon)
Philipp Cimiano (CITEC, Universität Bielefeld)

Workshop Chair Siegfried Handschuh (DERI, NUI Galway)
Tutorial Chair Victoria Uren (University of Sheffield)
Demo and poster Chairs Oscar Corcho (UPM, Madrid)

Johanna Völker (University of Mannheim)

Program Committee

We thank the following program committee members for their invaluable sup-
port in helping to compile a high-quality program for EKAW 2010 and for their
heroic effort of reviewing between 7 and 8 papers in three weeks! As the number
of papers submitted to future editions is likely not to decrease, we will need to
recruit more people to serve as program committee members in the future.

Andreas Abecker (FZI, Karlsruhe)
Stuart Aitken (University of Edinburgh)
Lora Aroyo (Vrije Universiteit Amsterdam)
Harith Alani (Knowledge Media Institute, The Open University)
Jon Atle Gulla (Norwegian University of Science and Technology)
Nathalie Aussenac-Gilles (IRIT-CNRS, Toulouse)
Richard Benjamins (Telefónica I+D, Madrid)
Eva Blomqvist (ISTC-CNR, Semantic Technology Lab)
Johan Bos (Sapienza University of Rome)
Paulo Bouquet (University of Trento)
Joost Breuker (Universiteit van Amsterdam)
Christopher Brewster (Aston University)
Paul Buitelaar (DERI, NUI Galway)
Pablo Castells (Universidad Autónoma de Madrid)
Jean Charlet (INSERM Paris)
Vinay K. Chaudri (SRI International)
Paolo Ciancarini (University of Bologna)
Paul Compton (UNSW, Sydney)
Olivier Corby (INRIA Sophia Antipolis - Mediterranée)
Claudia d’Amato (University of Bari)
Mathieu D’Aquin (Knowledge Media Institute, The Open University)
Stefan Decker (DERI, NUI Galway)



XIV Organization

Klaas Dellschaft (WeST, Universität Koblenz-Landau)
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Abstract. Semantic alignment between ontologies is a crucial task for
information integration. There are many ongoing efforts to develop match-
ing systems implementing various alignment techniques but it is impossi-
ble to predict what strategy is most successful for an application domain
or a given pair of ontologies. Very often the quality of the results could be
improved by considering the specificities of the ontologies to be aligned.
In this paper, we propose a pattern-based approach implemented in the
TaxoMap Framework helping an engineer to refine mappings to take into
account specific conventions used in ontologies. Experiments in the to-
pographic field within the ANR (The French National Research Agency)
project GéOnto show the usefulness of such an environment both for a
domain expert and an engineer, especially when the number of mappings
is very large.

Keywords: Ontology alignment, Mapping refinement.

1 Introduction

The explosion of the number of data sources available on the web increases the
need for techniques which allow their integration. The ontologies which provide
definitions of domain concepts are essential elements in integration systems and
the task of ontology alignment is particularly important for making different
heterogeneous resources interoperable. The current alignment tools [4] do not
have the same efficiency in all application domains or for all pairs of ontologies.
They may be very good in some cases, worse in others. The quality of their
results is not always guaranteed and could often be improved if the alignment
process took more into account the specificities of the aligned ontologies.

Taking into account these specific aspects can be done in different ways: (1)
during the alignment process itself or (2) by refining the results generated by
the alignment, considered as preliminaries. In the first case, the adaptation of
the handled ontologies is made possible by the modification of the alignment
process parameters or by the definition of a particular combination of the align-
ment systems. No differentiation is thus made in the way the different elements
of the ontologies are treated. Inversely, the refinement of mappings (the align-
ment results) extends the alignment process, applied in the same way to all the
elements of the ontologies, and completes it. This second solution allows a finer
adaptation of the alignment to the specificities of the handled ontologies. It also

P. Cimiano and H.S. Pinto (Eds.): EKAW 2010, LNAI 6317, pp. 1–15, 2010.
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allows performing differentiated refinements according to the generated results.
Our work follows this research direction.

Currently, there is no tool which helps to specify mapping refinement treat-
ments to take into account specific conventions used in the ontologies. The Tax-
oMap Framework allows such specifications.

The paper is organized as follows. In the next section, we present the context
of this work, in particular the ontology alignment tool TaxoMap and the goals
of the conception of the TaxoMap Framework. In Section 3 we present our main
contributions: a pattern-based approach to help refining mappings, the mapping
refinement work-flow implemented in the framework and MRPL (Mapping Re-
finement Pattern Language), the language used in this environment to define
patterns. In Section 4 we present some mapping refinement patterns built in the
setting of the ANR project GéOnto [5]. Experiments in the topographic field
which show the usefulness of this environment both for the domain expert and
the engineer are described in Section 5. In Section 6 we present some related
works. Finally we conclude and give some perspectives in Section 7.

2 Context

We describe the alignment tool TaxoMap [14][6] in Section 2.1 and the objectives
of the approach in Section 2.2.

2.1 TaxoMap

TaxoMap has been designed to align owl ontologies O = (C, H). C is a set of
concepts characterized by a set of labels and H is a subsumption hierarchy which
contains a set of isA relationships between nodes corresponding to concepts. The
alignment process is an oriented process which tries to connect the concepts of a
source ontology OS to the concepts of a target ontology OT . The correspondences
found are equivalence relations (isEq), subsumption relations (isA) and their
inverse (isMoreGnl) or proximity relations (isClose).

To identify these correspondences, TaxoMap implements techniques which
exploit the labels of the concepts and the subsumption links that connect the
concepts in the hierarchy [6]. The morpho-syntactic analysis tool, TreeTagger
[18], is used to classify the words of the labels of the concepts and to divide
them into two classes, full words and complementary words, according to their
category and their position in the labels. At first the repartition between full
and complementary words is used by a similarity measure that compares the tri-
grams of the labels of the concepts [12] and gives more weight to the common full
words. Then it is used by the alignment techniques. For example, one technique
named t2 generates an isA mapping between X and Y if (1) the concept Y is
the concept of OT having the highest similarity value with the concept X of OS ,
(2) one of the labels of Y is included in one of the labels of X, (3) all the words
of the included label of Y are classified as full words by TreeTagger.

Mappings identified by TaxoMap are generated in the Alignment format [3]
used as a standard in the OAEI campaign [9]. We added to this format the in-
formation about the names of the techniques that generated mappings. The aim
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is to facilitate the specification of treatments exploiting the mappings generated
by those techniques. All these pieces of information are stored in a relational
mappings database which can then be queried using SQL queries. This allows,
in particular, to present the generated mappings to the expert in the validation
phase, technique by technique.

2.2 Objectives

Many ontology alignment tools have been developed in these last years but as
shown in the results of the OAEI campaigns [9] organized every year since 2004
[1], no tool reaches 100% of precision and recall, even though the results obtained
by some of these tools are very good. This also applies to TaxoMap results,
either in the OAEI competition in the two last years [7][6] or in the setting
of the ANR project GéOnto [5]. The aim of this project is the construction
of a topographic ontology and its enrichment with elements coming from other
geographic ontologies using alignment techniques. In this setting, tests performed
on taxonomies provided by the COGIT-IGN (project partner) have shown that
TaxoMap gives good results (precision 92%) but these results could still be
improved.

A closer study showed that the improvements desired by the domain experts
are rather specific to the aligned ontologies because they depend on the specific
conventions used in the pair of ontologies. Our aim was not to turn TaxoMap
into a tool dedicated to the alignment of such topographical taxonomies (the
quality of the results would not be guaranteed when TaxoMap would be used
to align ontologies coming from other domains). Therefore, we proposed to the
experts of the GéOnto project an environment allowing to specify and perform
refinement treatments applied on the prior obtained mappings. At first, this
environment will be used to improve the quality of an alignment provided by
TaxoMap. Subsequently, it will be used for other treatments based on mappings
as enriching, restructuring or merging ontologies.

Such a mapping refinement environment must satisfy two main objectives.
First, it must provide the domain experts with a tool helping them to detect
and propose corrections for invalid mappings. The validation task is sometimes
very difficult because the number of generated mappings can be enormous when
the ontologies are very large. The expert may have difficulties to browse all the
mappings and to have the global view he requires in order to propose the right
modifications. In consequence, he may ask to modify some mappings without
realizing that the requested modifications have an undesirable impact on other
mappings. The observations of the consequences of the requested updates can
be a means for the expert to clarify the right refinement treatments to be per-
formed. Second, thanks to the iterative validation/correction process, such an
environment must help the engineer to specify correct treatments. The valida-
tion phase performed by the expert allows to check whether the specification of
a treatment intended to be applied to a given set of mappings is correct or not
(i.e. if it does not also generate undesirable mappings).
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3 The Approach

The approach implemented in the TaxoMap Framework has been designed to
meet the objectives described in Section 2.2. We describe the approach and a
diagram representing the mapping refinement work-flow respectively in Section
3.1 and 3.2. This work-flow allows the specification of treatments according to a
pattern-based approach. The language MRPL used to define mapping refinement
pattern is presented in Section 3.3.

3.1 Presentation of the Approach

An important feature of the approach is to allow a declarative specification of
treatments based on particular alignment results, concerning particular ontologies
and using a predefined vocabulary. Treatments which can be specified depend on
the characteristics of the concerned ontologies and on the task to be performed
(at first mapping refinement and subsequently ontology merging, restructuring,
enriching). These treatments are thus associated to independent specification mod-
ules, one for each task, each having their own vocabulary. The approach is exten-
sible and a priori applicable to any treatment based on alignment results.

In the setting of mapping refinement, the approach should help to specify,
for example, that the subsumption mapping isA generated between “Road and
coast trail” and “Trail”, as shown in Fig. 1 must be replaced by a mapping of
the same type but between “Road and coast trail” and “Road”. Indeed, “Trail”
is defined in OT as a kind of “Road” and the term “Road” itself appears in
the label “Road and coast trail”. The expert would thus prefer to establish a
mapping directly between “Road and coast trail” and “Road”.

Fig. 1. Example of update asked by the expert

The specification of treatments must be as generic as possible. Thus, the
specification of the treatment illustrated in Fig. 1 should not refer directly to
the concepts denoted by “Road”, “Trail” and “Road and coast trail”. Instead, we
provide the engineer with a vocabulary allowing to specify mapping refinement
patterns. These patterns are generic specifications of mapping refinements which
can then be instantiated and thus applied many times.

By analyzing the examples of mapping refinement delivered by the domain
expert, the engineer will be able to identify groups requiring the same refine-
ment treatment and to specify the appropriate pattern to apply to each of them.
The specification will be declared in such a generic way, then instantiated on
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the alignment results and the concerned ontologies in order to perform the ex-
pected treatments. The patterns are stored and can be reused from one mapping
refinement task to another.

3.2 The Mapping Refinement Work-Flow

Fig. 2 presents the mapping refinement work-flow implemented in the TaxoMap
Framework. First, TaxoMap is performed on two ontologies, a source one and
a target one (cf. 1). The alignment results, i.e. the mappings, are stored in a
database (cf. 2) and have to be validated by a domain expert or an engineer
(cf. 3). When the expert/engineer examines closely the built alignment, he may
notice the existence of incorrect mappings or of mappings which are different
from what he would have liked. These mappings are grouped by the engineer
when they correspond to a similar case. The examples related to a similar case
are generalized (cf. 4) and the corresponding pattern is described (cf. 5). The
patterns are then applied to the whole mappings database, i.e. to the mappings
cited by the expert as examples of mappings having to be refined but also to
other ones that the expert has not seen but which are also instances of the pat-
terns (cf. 6). Results of the mapping transformation process have then to be
validated (cf. 3). The validation phase helps to check whether a treatment gen-
erates undesirable mappings. In case mappings are updated where they should
not be, these mappings are a means to clarify the right treatments to be per-
formed (the right patterns to be applied). Thus, the mapping refinement process
must be viewed as an iterative validation/correction process needed by the great
number of mappings to be examined. The validation, the generalization and the
specification of patterns are manual treatments. The mapping transformation
based on the use of patterns is automatic.

Fig. 2. The mapping refinement work-flow

3.3 MRPL, the Mapping Refinement Pattern Language

The language MRPL is used to specify mapping refinement pattern. This lan-
guage differs from the one defined in [16] especially because it includes patterns
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which test the existence of mappings generated by alignment techniques. MRPL
is defined as follows:

Definition 1 (Vocabulary)
The vocabulary of MRPL contains:

– a set of predicate constants. We distinguish three categories of predicate con-
stants: the predicate constants relating to the type of techniques applied in
the identification of a mapping by TaxoMap, the predicate constants express-
ing structural relations between concepts of a same ontology, the predicate
constants expressing terminological relations between labels of concepts.

– a set of individual constants: {a, b, c, ...}
– a set of variables: {x, y, z, ..., } where is an unnamed variable used to

represent parameters which do not need to be precised.
– a set of built-in predicates: {Add Mapping, Delete Mapping}
– a set of logical symbols: {∃, ∧, ¬}

MRPL allows the definition of a context part which must be satisfied to make
the execution of a pattern possible, and of a solution part which expresses the
process to achieve when the context part is satisfied. The context part is a
logical formula defined as follows.

Definition 2 (Terms)
Variables and constants are terms.

Definition 3 (Syntax)
If α and β are terms and P is a predicate symbol with two places then P(α, β)
is a formula.

If α, β and γ are terms and P is a predicate symbol with three places then
P(α, β, γ) is a formula.

If φ and ψ are formulae then [φ ∧ ψ] is a formula.
If φ is a formula then [¬ φ] is a formula.
If φ is a formula and v is a variable then ∃vφ is a formula.

The context part tests (1) the technique used to identify the considered map-
ping, (2) the structural constraints on mapped elements, for example, the fact
that they are related by a subsumption relation to concepts verifying or not some
properties, or (3) the terminological constraints, for example, the fact that the
labels of a concept are included in the labels of other concepts. These conditions
are represented using formulae built from predicate symbols. So, we distinguish
three kinds of formula according to the kind of predicate symbols used.

The formulae related to the type of techniques applied in the identifi-
cation of a mapping by TaxoMap. By testing the existence in the mappings
database of a particular relation generated by a given technique, we build formu-
lae that implicitly test the conditions for the application of this technique. For
example the formula isAStrictInclusion(x, y) tests the existence of a mapping
isA generated between two concepts x and y using the technique t2. It validates
implicitly at the same time all the conditions for the application of t2, i.e. (1)
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the concept y is the concept of OT having the highest similarity value with the
concept x of OS , (2) one of the labels of y is included in one of the labels of x,
and (3) all the words of the labels of y are classified as full words by TreeTagger.
TaxoMap includes several alignment techniques. Thus, several predicate symbols
leading to formulae of that kind are needed. More formally, let:

RM = {isEq, isA, isMoreGnl, isClose}, the set of correspondence relations
used by TaxoMap,

T = {t1, t2, t3, t4, t5, t6, t7, t8, t9}, the set of techniques.
TM , the table storing generated mappings in the form of 4-tuple (x, y, r, t)

where x ∈ CS , y ∈ CT , r ∈ RM , t ∈ T . The pairs of variables (x, y) which can
instantiate these formulae will take their values in the set (x, y) | (x, y, r, t) ∈ TM .
The predicate symbols necessary for the task of refinement presented in this
paper are isEquivalent, isAStrictInclusion and isCloseCommonDescendant
the semantics of which are the following:

– isEquivalent(x, y) is true iff ∃(x, y, isEq, t1) ∈ TM

– isAStrictInclusion(x, y) is true iff ∃(x, y, isA, t2) ∈ TM

– isCloseCommonDescendant(x, y) is true iff ∃(x, y, isClose, t9) ∈ TM

The formulae expressing structural relations between concepts x and
y of the same ontology O = (C, H). Since the aim of TaxoMap is the align-
ment of taxonomies, the structural relations considered here are subsumption
relations. If the approach was used with another alignment tool, other relations
could be considered. Note that the instances of variables in these formulae will
be constrained, either directly because they instantiate the previous formulae,
related to the type of the applied techniques, or indirectly by having to be in
relation with other instances.

– isSubClassOf(x, y, O) is true ⇔ isA(x, y) ∈ H
– isParentOf(x, y, O) is true ⇔ isA(y, x) ∈ H

The formulae expressing terminological relations between the labels
of the concepts:

– strictInclusionLabel(x, y) is defined as follows:

Algorithm 1. strictInclusionLabel(x,y)
Require: {x, y} ∈ CS ∪ CT

1: for each label L1 of x and each label L2 of y do
2: if L1 ⊆ FullWords(L2, L1) then
3: return true
4: end if
5: end for

where FullWords(L2, L1) is a function which calculates the common terms
to L1 and L2 considered as full words.

– appearInLabel(c, y) is true ⇔ ∃ a label L1 of y such as c ⊂ L1, where c is a
string and y ∈ CS ∪ CT .
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Algorithm 2. extractFromLabel(x,c,y,r)
Require: {x, y} ∈ CS ∪ CT and c ∈ {“and”, “or”}
1: for each label L1 of x do
2: SplitLabelPart(L1, c, Part1, Part2)
3: if one label of y = Part1 then
4: r = Part2, return true
5: else if one label of y = Part2 then
6: r = Part1, return true
7: else
8: return false
9: end if

10: end for

– extractFromLabel(x, c, y, r) is defined as follows:
where SplitLabelPart(L1, c, Part1, Part2) is a function which extracts from
the label L1 two new labels Part1 and Part2, where Part1 and Part2 consist
of words that appear respectively before and after c.

– inclusionInLabel(x, c, y) is true ⇔ extractFromLabel(x, c, y, ) is true.
– conceptsDifferent(x, y) is true ⇔ ID(x) �= ID(y) with ID(x) is the iden-

tifier of the concept x.

A context part is associated to a solution part which is a set of actions to be
performed. This set of actions is modeled by a conjunction of built-in predicates
executed in a database. The built-in predicates are defined as follows:

– Add Mapping(x, y, r) has the effect of adding a tuple to the table TM which
becomes TM ∪ {(x, y, r, t)} where r and t are fixed in the treatment condi-
tion by instantiating the predicate corresponding to the type of technique
associated with the considered mapping.

– Delete Mapping(x, y, ) has the effect of removing a tuple from the table
TM which becomes TM − {(x, y, , )}.

4 Mapping Refinement Patterns

In this section, we present some mapping refinement patterns designed in the set-
ting of the ANR project, GéOnto [5]. At first, TaxoMap performed an alignment
between Topo-Cogit and Carto-Cogit, two taxonomies provided by the COGIT-
IGN and containing respectively 600 and 495 concepts. 340 mappings have been
generated and stored in the mappings database. 27 mappings (precision 92%)
have been deemed as invalid by the domain expert. For other mappings, the
expert proposed alternative mappings. We used the TaxoMap Framework to
specify the changes to be done through mapping refinement patterns.

Pattern-1: This first pattern is illustrated in Fig. 3. It concerns mappings de-
tected by the technique t2, connecting by a subsumption relation isA a concept
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Fig. 3. Illustration of Pattern-1

x of the source ontology OS to a concept y of the target ontology OT , such as
one of the labels of y is included in one of the labels of x. If one of the labels
of the concept z that subsumes y in OT is also included in the label of x, the
expert prefers to link x to z, the most general concept of OT .

Context part of Pattern-1:
∃x∃y (isAStrictInclusion(x, y)
∧ ∃z (isSubClassOf(y, z, OT ) ∧ strictInclusionLabel(z, x)))

Solution part of Pattern-1:
Delete Mapping(x, y, ) ∧ Add Mapping(x, z, isA)

The application of this pattern on the example presented in Fig. 1 allows first
to select the mapping (id1, id2, isA, t2) where one of the labels of id1 is “Road
and coast trail”, one of the labels of id2 is “Trail” and such as the formula
isAStrictInclusion (id1, id2) is satisfied in the mappings database. The variables
x and y are instantiated by id1 and id2 respectively. The use of the formula
isSubClassOf(id2, z, OT ) based on a structural predicate symbol leads to the
instantiation of the variable z by id3, where one of the labels of id3 is “Road”, and
to the verification of the formula strictInclusionLabel(id3, id1). The mapping
(id1, id2, isA, t2) is then removed from the mappings database and replaced by
the mapping (id1, id3, isA, t2).

Pattern-2: This second pattern concerns also the mappings generated by the
technique t2. If none of the labels of the concept z that subsumes y in OT

is included in the labels of x (see the two last conditions of the pattern) but if
instead it contains one of the connectors “and” or “or”, the expert considers that
x is not a specialization of y but rather a generalization of it, that we represent
by the relation “isMoreGnl” (see Fig. 4). An example of the application of the
Pattern-2 is given in the Fig. 5.

Fig. 4. Illustration of Pattern-2
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Fig. 5. Example of the application of the Pattern-2

Context part of Pattern-2:
∃x∃y (isAStrictInclusion(x, y) ∧ inclusionInLabel(x, “and”, y)
∧ ∃z (isSubClassOf(y, z, OT ) ∧ ¬strictInclusionLabel(z, x)))

Solution part of Pattern-2:
Delete Mapping(x, y, ) ∧ Add Mapping(x, y, isMoreGnl)

Pattern-3: Let the set SD(c, O) be composed of c and of all its sub-concepts
in O. The measure MSD(c1, O1, c2, O2) is defined as the ratio between the num-
ber of equivalence relations verified in the mapping table between concepts in
SD(c1, O1) and in SD(c2, O2) and the total number of concepts belonging to the
union of these two sets. The technique t9 connects by a relation of proximity is-
Close, a concept x of OS to a concept y of OT , if y is the concept in OT which has
at least two descendants in common with x and which maximizes the MSD for x.

If there is a concept d ∈ OS such that isEquivalent(d, y) and d ∈ SD(x, OS),
the expert prefers to connect x to the father P of y in OT by a subsumption
relation. An illustration is given in Fig. 6.

Fig. 6. Illustration of Pattern-3

Context part of Pattern-3:
∃x∃y (isCloseCommonDescendant(x, y) ∧ ∃d isEquivalent(d, y)
∧ isSubClassOf(d, x, OS) ∧ ∃p isParentOf(p, y, OT ))

Solution part of Pattern-3:
Delete Mapping(x, y, ) ∧ Add Mapping(x, p, isA)

5 Experiments in the Context of the GéOnto Project

This section illustrates the mapping refinement work-flow presented in Sec-
tion 3.2, the interactions between the expert, the engineer and our tool leading
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to the design of refinement patterns. The experimentation described here is that
guiding the expert and the engineer to refine the numerous mappings generated
by the technique t2. t2, represented by the predicate isAStrictInclusion, con-
structs an isA mapping between x and y if (1) y is the concept of OT having the
highest similarity value with the concept x of OS , (2) one of the labels of y is
included in one of the labels of x, (3) all the words of the included label are full
words. The 3 iterations described below are needed to specify the right pattern
operating the right modifications. Note that mappings produced by TaxoMap
are presented technique by technique. This allows to easily validate mappings
generated by a given technique.

Iteration 1
The evaluation of the mappings produced by the technique t2 leads the expert
to identify 3 mappings as examples of what needs to be modified: “plain and
hollow isA hollow” should become “plain and hollow isMoreGnl hollow”, “wood
and forest isA forest” should become “wood and forest isMoreGnl forest”, “road
or street isA street” should become “road or street isMoreGnl street”.

These 3 examples are generalized by the engineer as follows: in the context
of this alignment technique, when the label of the concept x in OS contains a
connector “and/or”, x is not a specialization of y but rather a more general
concept. This change is implemented in a pattern as follows:

Context part:
∃x∃y (isAStrictInclusion(x, y) ∧ appearInLabel(“and”, x)
∧ ∃z (isSubClassOf(y, z, OT ) ∧ ¬strictInclusionLabel(z, x)))

Solution part:
Delete Mapping(x, y, ) ∧ Add Mapping(x, y, isMoreGnl)

The application of this pattern to the whole mappings database leads to the
modification of 20 mappings. 3 of them are the examples proposed by the expert
but 17 additional mappings have also been updated. For example, “rocks and
sand isMoreGnl rock”, “local or private museum isMoreGnl museum”, “cam-
panile and not adjacent belfry isMoreGnl belfry”. Their evaluation is necessary.
That leads to a new cycle of mapping refinement.

Iteration 2
For 5 additional mappings, the modifications are consistent with what the expert
asks (for example “rocks and sand isMoreGnl rock”). But it reveals also undesir-
able modifications, especially when the part of x containing the label of y denotes
a more specific concept than x (for example, in “local or private museum”, the
part of x “private museum” is more specific than the label of y “museum”). In
this case, x must not be considered as more general than y. Consequently, the
only presence of a connector “and/or” is not enough to guarantee that x is more
general than y. It is necessary to check that the connector separates effectively
the exact label of y and something else (which we will called the remaining part),
in the form “P1 and/or P2” where the label of y is exactly P1 or P2.
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This leads the engineer to modify the previous pattern by using instead of
appearInLabel(“and”, x), the formula inclusionInLabel(x, c, y), which allows
to check if one of the two parts connected by the connector c is exactly the label
of y: InclusionInLabel(“water treatment and pumping station”, and, “pumping
station”) is true, while InclusionInLabel(“local or private museum”, or, “mu-
seum”) and InclusionInLabel(“campanile and not adjacent belfry”, and, “belfry”)
are false. The pattern becomes:

Context part:
∃x∃y (isAStrictInclusion(x, y) ∧ inclusionInLabel(x, “and”, y)
∧ ∃z (isSubClassOf(y, z) ∧ ¬strictInclusionLabel(z, x)))

Solution part:
Delete Mapping(x, y, ) ∧ Add Mapping(x, y, isMoreGnl)

The application of this new pattern to the original whole mappings database
leads to the modification of 8 mappings. 3 of them are the examples proposed
by the expert. Only 5 additional mappings (among 17 modified by the pattern
in iteration 1) have been updated. This leads to a new iteration where the
expert has to evaluate these 5 additional mappings and 12 mappings modified
in iteration 1 but not in iteration 2, which are considered as counterexamples.

Iteration 3
In this phase, the expert validates the modifications of the 5 additional mappings,
as well as the preservation of 10 of the 12 mappings presented as counterexam-
ples. Two mappings were not updated by the pattern in its final version but
the expert would have wanted them to be modified: “campanile and not adja-
cent belfry isA belfry” “Highway or lane road with divided ways isA road with
divided ways”.

The analysis of these two counterexamples shows that in both cases, the label
of x is in the form “P1 and/or P2” with the label of y included in P2 without
being exactly equivalent. However the string P1 is the label of a domain concept
(“campanile” in the first case, “highway” in the second). The concept identi-
fication would be simple to perform automatically in the second case because
“highway” is a label of a concept in OT . It is more difficult in the first case, since
“campanile” is not a label of any concept, either in OT or in OS . So only one of
the two new desired changes can be performed automatically by introducing an
additional pattern. The pattern previously defined must not be modified. The
expert has validated its results. The new pattern addresses a new case identified
by the expert during iteration 3. Note that the results are unchanged regardless
of the order of applying these 2 patterns (the pattern previously defined and the
new one).

The whole experiment in the topographic field led to specify 6 refinement
patterns related to 4 alignment techniques of TaxoMap. 25 mappings have been
modified. 23 satisfy the wishes of the expert. Two refinements are incorrect.
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Table 1. The number of initially found, false and refined mappings per technique

Technique T1 T2 T3 T4 T5 T6 T7 T8 T9 Total

# mappings 197 86 13 13 5 4 0 8 14 340
# false mappings 1 13 5 0 0 0 0 6 2 27
# refined mappings 0 16 3 0 0 0 0 4 2 25
# false mappings 1 6 2 0 0 0 0 3 0 10

after refinement

6 Related Works

Many alignment tools existing today generate good results in certain cases and
not so good results in other cases. This observation should direct research to
treat several problems [19] such as: the choice of the most adapted tool, the
combination of the alignment techniques and the problem of the regulation of
the parameters (thresholds, coefficient of formulas, etc.) used in the alignment
tools. Our works are issued from the same observation but have been developed in
a different direction, the alignment refinement, and subsequently the assistance
to the specification of treatments based on mappings.

The closest work we know is the COMA++ system [2]. It aims to build pow-
erful alignment tools by the combination of existing matchers then to refine the
obtained alignment results considered as preliminary. The refinement process is
here totally automatic. The COMA++ alignment process is re-applied on groups
of elements whose proximity has been established by a first treatment applied to
ontologies. The refinement of the alignment can also be seen as an adaptation of
the alignment solutions to the context of an application. Thus, the system eTunes
[11] adapts an alignment by looking automatically to the most adapted values for
the parameters of the alignment system. Other works deal with alignment refine-
ment or alignment transformation which are close but not similar activities. In
[17] and [15], correspondences patterns are used to assist the design of precise and
complex ontology alignments when parts of both ontologies represent the same
conceptualizations but modeled in two different ways. This approach can be seen
as a way to refine one-to-one correspondences which can then be used to transform
an ontology into another as in [17]. Other works propose services to transform
alignments. The Alignment API [3] generates transformations which are imple-
mentations for rendering the alignments, but the alignments are not modified.

Regarding our environment, another related work is PROMPT-Suite inte-
grating the ontology merging tool IPROMPT [13], the alignment tool Anchor-
PROMPT, versioning, comparison, translation functionalities. All these tools are
interactive and semi-automatic. For example, in the fusion process the system
makes suggestions. The expert can hold one of them or specify an operation
to perform. The system then executes the operation, calculates the resulting
changes, makes other suggestions and detects any inconsistencies.

All systems combining several alignment systems are very modular. The pos-
sibility of defining the strategy of combination makes them adaptable to a new
field of application. This modularity and adaptability are strong points which
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also characterize our approach. The treatments which can be specified in the
TaxoMap Framework are indeed modular and conceived to integrate the very
particular characteristics of the treated ontologies. It goes beyond the possibili-
ties of the tools previously mentioned. However, the TaxoMap Framework differs
from existing tools such COMA++, eTunes or PROMPT-Suite by considering
that the performance of an alignment tool implementing general alignment algo-
rithms is necessarily limited (even if the values of parameters are optimal). Some
improvements can be obtained only after taking into account the particularities
of the aligned ontology which involves various improvements depending on the
ontologies. Specifying such improvements needs to be familiar with the aligned
ontologies. So this process cannot be automatic. Only an expert of the domain is
able to suggest them. As in PROMPT-Suite, we offer an interactive environment
to help an expert assisted by an engineer to carry out this task, but we do it
differently. We allow the definition of particular generic treatments able to take
into account specific conventions used in the ontologies. In PROMPT-Suite, this
is not possible. The treatments are all pre-defined.

7 Conclusion and Future Work

In this paper, we have presented an environment for the specification of treatments
basedonalignment results generatedbyTaxoMap.Wepresented the contextof this
work, the approach, the mapping refinement work-flow and the Mapping Refine-
ment Pattern Language MRPL. We described the use of our mapping refinement
approach applied in the topographic field. This approach has been implemented in
the TaxoMap Framework. We illustrated its use and the usefulness of the approach
through experiments made in the setting of the ANR project GéOnto.

The engineer can select all the elements of the vocabulary of MRPL through
an appropriate GUI accessible at the following Web address [20]. Note that the
approach is based on the use of TaxoMap as an alignment tool, but it could
be based on another tool. If the predicate symbols associated with this other
tool have been defined, the specification of refinement treatments is simplified.
If these predicates have not been defined, it will be necessary to further specify
the conditions that must be satisfied in the context part of the pattern. Anyway,
the method is usable for any alignment tool.

The TaxoMap Framework has also been designed to allow the specification of
other treatments such as merging, restructuring and enriching ontologies based
on alignment results. Future work will be devoted to the design and the imple-
mentation of the modules corresponding to these additional functionalities. It
will be devoted also to the extension of the approach for refining the mappings
between ontologies that have a more richer axiomatisation.
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Abstract. For knowledge representation based on ontology and its use, it is 
desirable to understand phenomena in the target world as precisely and deeply 
as possible. The ontology should reflect the understanding of them and provide 
a fundamental framework to manage the behavior of instances adequately. The 
management of instance model requires identity of things. Contrary to the 
common understanding, there are several kinds of identity according to  
the purpose of its use. This paper discusses how many kinds of identity exist 
and what kind of identity suits to what purpose. Based on the consideration 
result we suggest four kinds of identity and discuss what situation to be applied. 

Keywords: Identity, Instance management, Roles, Ontology. 

1   Introduction 

Ontology has been used as the basis of knowledge systems in various domains, and 
its utility is recognized more widely day by day. An ontology provides “an explicit 
specification of a conceptualization” [1] underlying any knowledge representation 
(an instance model), and it is one of the important roles to keep the consistency  
and reusability of knowledge by describing them based on the ontology. Many 
researchers study ontological theories intended to contribute to building a well-
founded ontology. Especially, theory of roles is one of the critical topics. Roles 
have various characteristics such as anti-rigidity [2], dynamics [3], context 
dependency, and so on. We have been investigating these characteristics of roles 
and how to deal with them on computer systems as accurately as possible. As a 
result, we have developed an ontology development/use tool, named Hozo, based 
on fundamental consideration of roles [4]. 

In spite of the intensive work on theory of roles, however, there still remains 
some room for investigation of instance management problems such as the counting 
problem [5], appearance/disappearance of instances of roles, dynamic change of 
roles which players play, and so on. It is important to establish an ontological 
theory for instance management of roles so that we can capture their behavior and 
manage them in a sound manner. 

Especially, identity of an instance of role concept and role holder has various 
characteristics [4], and we can observe several kinds of identity according to target 
tasks. This motivated us to investigate the issue of identity of roles and normal  
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types as well from practical point of view. We discuss what kinds of identity we 
need and try to enumerate its kinds so that we can study instance management. In 
addition, in developing a system based on ontology and Semantic Web 
technologies, the importance of identity problem, e.g. identity of resource on the 
Web, the same name problem, identity through links and so on, are discussed [6, 7]. 

This paper discusses a property of identity to talk about instances, and introduces 
four kinds of identity that seem useful from practical point of view. The next 
section summarizes problems of identity in instance management and presents some 
motivating examples. Section 3 discusses classification of identity recognized 
generally. Section 4 discusses a nature of identity which is our subject in this paper, 
and introduces four kinds of identity. Section 5 discusses identity of role concept 
based on the four kinds of identity. Section 6 gives some discussion about applying 
those identities to instances of role concept and normal types. Related work is 
discussed in Section 7, followed by concluding remarks. 

2   Motivating Examples 

Let us show our model of roles in Fig.1. We divided the conventional notion of 
“Role” into two kinds: role concept and role holder in our model. The fundamental 
scheme of our role model is the following:  

“In a context, there are potential players who can play role concepts and thereby 
become role holders” [4, 8]. 

For example, “In restaurants, there are persons who play guest roles and thereby 
become guests.” (Fig.1). The link from Guest-1 to Guest is not completely same as 
instance-of relation because the individual role holder to be instantiated inherently 
requires first an instance of a potential player (e.g., person) class and of a role concept 
class (e.g., guest role). Identity of the role holder is composed by that of the role 
concept and that of the player. For example, identity of the guest role holder is 
determined according to the identity of guest role and that of person.  Note here that 
our model assumes the existence of role concepts that are not played, we call them 
“unplayed roles” in this paper and they are understood as possessing identities. 

Fig. 1. Fundamental scheme of role concept and a role holder 
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Before presenting some motivating examples, we mention the identity discussed in 
philosophy. 

Any P, P(X) = P(Y)  X and Y are identical 
It is called numerical identity. Although it is philosophically very important and 
interesting to investigate what it means, it is not very practical for talking about 
identities of individuals, since it is useful only for saying that any thing is identical to 
itself and since every individual changes as time goes. In practice, it is often the case 
to talk about diachronic identity rather than synchronic identity. This suggests we 
would need other kinds of identity in everyday practice of ontological investigation. 
Consider the following examples: 

(1) Imagine you are renewing your bike by changing its parts. How many parts or 
what parts can you change before you say “It is not my bike anymore!”?  
(2) Assume you are replacing a part of a bike one by one to fix it, or you are removing 
skin of an orange to eat it. What do you answer when you are asked what bike you are 
fixing, or what skin you are removing? You will answer “I’m fixing this bike1” at any 
time or “I’m removing skin of this orange” at any time and “this bike” and “this 
orange” must denote “the same thing”, respectively, independently of when you are 
asked. What identity do you use in such a case? 
(3) When you have three four-sided figures, one figure is pressed to change its form 
from a square to a diamond. The thing is not square anymore, but you still have three 
four-sided figures. What identities do you use to say “this square has lost its identity” 
and “I have three four-sided figures independently of the change.” Ontologically, 
counting needs no time, but it needs time in practice. Then what happens if one figure 
changes and looses its identity while you are counting the number of figures you 
have? The resulting number is influenced by the change or not? Is the change of the 
number influenced by what identity you use for counting? 
(4) We consider a problem of counting the number of guests a restaurant served in a 
month. In the problem, there is no need to identify who are the guests. Rather, it is 
sufficient to count the number of guests role holders in the month independently of 
who came when. When we interpret the calculated number from the identity of guest 
role, the number coincides with the number of instances of guest roles played by 
persons within a month. What identity of guest roles do we use in such a case? When 
you, as an owner of the restaurant, want to serve more nicely to frequent guests than 
others, you need to count number of guests in the month paying attention who played 
guest role to count how many time particular person came to your restaurant. What 
identity do you use in such a case? 
(5) How about the number of parliament members? The number of Japanese lower 
house is 480. When a member resigned, then a vacancy appears. It is interpreted that 
an unplayed parliament member role appears. What identity does the unplayed role 
individual has? Is it the 138th position of the member role, or the 41st roles? Of course, 
not. There is no difference between all the 480 unplayed roles. But, we should be able 
to count how many unplayed role individuals exist in the lower house. 
(6) In a school, a Math teacher resigns, and then an unplayed teacher role appears in 
the school. What happens if the same person comes back to the school and starts to 

                                                           
1  By “this”, we do not mean the referent but mean the one the person is manipulating. 
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play a Math teacher role after a year. Does the person play the same teacher role 
individual or another teacher role individual? 
(7) We assume John, an associate professor of Osaka University gets promoted to full 
professor. If we model this promotion process as that John directly plays the associate 
professor role and he changes the role to play, he has to stop being a member of 
Osaka University at the instance of he stops to be an associate professor. To avoid 
such a difficulty, a new mechanism is necessary for guaranteeing the continuity of his 
being a member of Osaka University while he changes roles to play. 
(8) When the Prime Minister of Japan changes from Aso to Hatoyama, we can regard 
that they play the same role as the head of the Japanese Government. However, we 
also can recognize they play different roles (e.g. 92th and 93th Prime Ministers). 
What kind of role instances do we need to explain this? 

It is apparent that the numerical identity is useful for neither of the above examples. 
At first glance, numerical identity would seem to be useful for the role of parliament 
members. This is because unless the constitution changes the role of parliament 
members, all parliament roles seem to be numerically identical. However, those 480 
unplayed roles cannot be identical, if so, there would be only one member in the 
lower house. What is salient in the above examples is that there seem to be multiple 
kinds of notion of identity. When we count who came how many times to a restaurant, 
we need to identify who is the person. But that identity should be weaker than 
numerical identity since the same person might gain weight at the next visit. On the 
other hand, the identity must be stronger than that used for just counting the number 
of things because counting needs no identification of what the counted objects are. 
The identity in the example (1) is similar to the one in (2), but is different in that your 
bike cannot change by replacing all the parts with new ones until becoming a totally 
different bike from your original one. So, we can investigate how far we can change 
its parts before it becomes not your bike. A very weak identity is found in (2) in 
which whatever change is made, “this bike/orange” keeps its identity until the very 
maximum change, since you must be able to fix the bike you are given first and to eat 
the orange you are given first.  

Example (3) has a very special notion of identity. Some researchers say “a thing 
loses its identity when it changes the class it belongs to due to its change” It is correct 
in most of the cases where we are interested in each thing in usual tasks. Such a 
notion of identity is not at the instance level but at the class level. That is, such an 
identity could be called “class-level identity” since it loses its essential property for 
belonging to the original class, while it is not certain if it also loses another (instance-
level) identity or not. On the other hand, if we are only counting four-sided figures, 
the change of a figure from a square to a diamond has no influence. This strongly 
suggests that we need a special identity for counting which is weaker than class-level 
identity. On the basis of the observation thus far, we investigate the kind of identity 
and characteristics of them.  

3   Classification of Identity 

In this section, we summarize kinds of identity which are discussed in general. There 
are two kinds of identity of an instance; identity which discusses the sameness of the 
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class (Class identity which we called class-level identity in the above) it belongs to 
and identity which discusses the sameness of instances (Instance identity). 

Instance identity is further divided into the following two kinds:  

・ Synchronic identity 
・ Diachronic identity 

The main target we consider in this paper includes synchronic identity and diachronic 
identity of individuals(instances) which are discussed in the following sections. 

3.1   Class Identity vs. Instance Identity 

Class identity and instance identity are discussed based on essential properties of 
concepts as follows: 

Essential property: A property which determines the identity of its instances. In other 
words, it loses its identity2 when the property changes. 

For example, we can consider that essential property of bikes, which is an artifact, is 
“aggregates of the parts such as two wheels, and functions such as to carry a person 
by human power”, and so on. From an engineering viewpoint, we permit arbitrariness 
to capture an essential property of a concept unlike the philosophy. Class identity and 
instance identities are defined using Essential property as follows: 
Class identity of a thing: Identity for discussing the sameness of the class the thing 

belongs to. It is also defined as belongingness of things to the class which is 
determined by essential property. 

For example, we assume the necessary condition (essential property) of being a bike 
as having two wheels. When a wheel is removed, the bike loses its class identity and 
thereby it stops to be an instance of bike. This identity can apply to the example of 
four-sided figures discussed in section 2.  
Instance identity: Identity for discussing the sameness of instances. The conventional 

numerical identity is a kind of instance identity. 
For example, when a saddle and a wheel of Taro’s bike (i.e. an instance of bike) have 
been replaced with new ones, it is discussed using the instance identity whether the 
bike after the replacement is the same or not for Taro, that is, if Taro is happy to 
accept it is his bike or not. Although difference between these two types of identity 
has not attracted much attention to date, it is practically important. In fact, while 
replacing the engine of a Porsche with one of a Beatle cannot change class identity, it 
changes its instance identity. 

3.2   Synchronic and Diachronic Identities 

There is another set of identities such as synchronic identity and diachronic identity. 

Synchronic identity: Identity which represents the fact that two individuals are the 
same thing at a given time. 

For example, let us assume a question that “Are they the same one hour from 10:00 to 
11:00 and one hour from 11:00 to 12:00?” The answer is “Although they are different 

                                                           
2 This should usually read “class identity”. 
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as a time interval, they are the same as a quantity of time.” The synchronic identity 
means the same in the answer. The identity corresponds to the sameness in another 
example such as "the evening star and the morning star are the same star, that is, 
Venus, though they have different names”. 

Diachronic identity: Identity which discusses the sameness of instances at two time 
points. 

For example, the diachronic identity is used to discuss the sameness of individuals in 
the cases such as “Whether Taro, an instance of person, at present is the same person 
with the person five minutes ago or not”, “Whether an instance of bike and the bike 
some of whose parts are replaced are the same or not” and so on. 

4   Consideration on Instance Identity 

In this section, we discuss the sameness of instances and kinds of identity of normal 
types to prepare for investigation on that of roles in next section. The target of our 
consideration is instance identity, that is, we focus on the sameness of instances in the 
scope of the same class identity. We consider kinds of identity according to their 
strength by which, we mean how strictly the sameness of instances is judged. For 
example, we assume a case where a bolt of an instance of bike is replaced with 
another one. In this case, there could be two positions: 

1. Strictly speaking, the bike whose bolt is replaced becomes a different bike from 
the bike before the replacement. 

2. The bike has been the same bike before and after the replacement of a bolt 
because the change is negligible.  

While the identity of the former is stronger than one of the latter, it is needed some 
more discussions about the latter case to judge whether the change is negligible or not 
when you are renewing your bike.  We can also find a weaker identity. In the example 
of counting the number of guests at a restaurant, identity used for just counting the 
number of them is weaker than that used for counting who came how many times. 
The above example suggests that there would be several kinds of identity according to 
their strength. In this paper, we introduce four kinds of identity according to its 
strength and features of each identity in the following sections. Three of them are 
diachronic identity and the last one is synchronic identity. The four kinds of identity 
can be applicable to all instances.  

4.1   Identity for Exactness 

− Identity for exactness (denoted as Iex in the following) that corresponds to 
numerical identity: Identity which means the exact sameness.  

For example, we consider an instance of bike. When a bolt of the bike is replaced, Iex 
tells us the bike changes because the bike has a different bolt after the replacement. 
Therefore, the bike whose bolt is replaced is different from the previous bike before 
the replacement in the meaning of Iex (Fig.2). 
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The meaning of the exact sameness in the definition of Iex implies the change of 
instance as time goes by. For example, because an instance of bike rusts as time goes 
it changes without replacements of parts in terms of Iex. In the actual world, because 
all individuals can be regarded they undergo change at least in molecular level as time 
goes. In practice, however, we often recognize that an instance of bike is the same 
even if a bolt of it is replaced. We can find similar recognition when we suppose 
instances of person. For example, John at present can be recognized as the same 
person with him five minutes ago while he is different in terms of Iex at the two time 
points. It is necessary to define identity which is weaker than Identity for exactness to 
deal with such sameness adequately. 

4.2   Identity for Essentiality 

Identity for essentiality (denoted as Ies in the following): Identity which is defined 
by essential property 

For example, we assume essential property of John's bike as a comfortable saddle 
which he has used for ten years. We consider Ies1 which the bike has (Fig.3, t1). 
When a part of the bike is replaced with a new part, the bike has kept Ies1 unless the 
essential property (essential to John), it is the saddle in this example, is replaced. 
Therefore, the bike is treated as the same bike to John even if a bolt is exchanged 
because the essential property does not change (t2). However, when the saddle is 
replaced with other one, Ies1 changes to Ies2 because the essential property of the 
bike to John is changed (t3).  

4.3   Identity for Counting 

In a task of counting numbers of instances, we do not consider the details of each 
instance discussed in terms of Iex and Ies if following two conditions are satisfied: 
(1) we can recognize whether instances are the target to count or not, (2) we can 
distinguish each from others, and (3) we can avoid duplicate counting. Because the 
existence and the number of target entity are theoretically already fixed when a 
counting task is started, identity which is used for the counting task is synchronic 
identity independent of time. 

Identity for counting (denoted as Ico in the followings): 
 Identity which argues about the number of instances (Synchronic identity) 

satisfying the above three conditions. 
For example, when we count the number of bikes in Fig.4, we can recognize that 
there are five bikes in terms of Icobike 1~5 which is associated with each bike. If we 
want to count the number of mountain bike in those five, we should count only the 
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Iex1Iex1 Iex2Iex2

Fig. 2. Iex applied for bike 
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number of Ico of instance which is belong to mountain bike class. We can also use 
Ico for comparing only the number of instances at two different time points because 
Ico is identity representing the number of instances. However, Ico cannot discuss the 
sameness of instances at two time points because it is synchronic identity. 

 

Fig. 4. Ico applied for counting bikes 

4.4   Identity for Replacement 

Now, we assume a case where a counting as a real-world task which needs non-zero 
time to accomplish. If some parts of the target instance of counting are replaced 
during the counting task, we would fail to count them correctly. For example, we 
assume there are three bikes (A~C) and the situation that the two wheels of bike A 
was replaced during counting them. We also assume the essential property of these 
bikes as two wheels. Because Ico cannot discuss whether the bike changes its identity 
after replacement of parts or not, we try to use Ies for the counting task here (Fig.5). 
At first bike A~C have Ies1~3, respectively. If the two wheels of bike A are removed 
after we have counted bike A and B, Ies1 disappears because the essential property of 
bike A disappears during (t1, t2). And when new two wheels are installed to bike A, 
bike A has new Ies (e.g. Ies4) because new essential property of bike A is generated 
at t3. Then, we will count bike which have Ies3 and Ies4, bike C and bike A whose 
wheels are replaced, because we have not counted instances which have these 
identities yet. As a result, the number of bikes is four while actually there are only 
three bikes. This example shows that parts replacement of the instance can cause that 
we might fail to count the number of instances correctly in practice.  

When we assume the parts replacement in the above example, we can consider 
bike A at t2 as "a bike during parts replacement". This consideration suggest we need 
another identity which does not change during parts replacement. We now introduce 
the fourth identity for replacement to solve such a problem. 

Identity for replacement (denoted as Ire in the following): 
Identity which an instance of the whole continues to be itself without becoming  
another thing while whose parts are being replaced independently of their kinds 
and number of the replaced parts.  

For example, we consider the same situation as the example discussed in Fig.5. Here, 
we suppose bike A~C has Ire1 - 3 before the counting task (Fig.6). Even if the two 
wheels of bike A are removed after we have counted bike A and B, bike A has kept 
the sameness in terms of Ire. Then, we count only instance having Ire3 after counting 
A and B, and as a result we can count the number of three bikes successfully. In this 
way, we can achieve a correct counting using Ire in the instance model in which the 
parts replacement can cause inappropriate counting using Ies .Ire also can handle that 
bike A continues to be the same instance during the parts replacement. 
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5   Identity of Role Concept 

5.1   Identities of Constituent Role and Post Role 

In order to cope with the continuity of membership while changing roles to play as 
shown in example (7) discussed in section 2, we introduce two new concepts such as 
constituent role and post role by dividing role concept into two parts: one is the 
player’s participation in the context and the other is what kinds of post the player is 
required to fulfill. We call the former constituent role and the latter post role. In 
addition, the post role is played not by the player directly but by constituent role-
holder. See details [9] 

In the case of promotion, not John but John as a Osaka university constituent role 
holder is playing the associate professor post role, so when he gets promoted, he can 
stop to play the associate professor post role while keeping the continuity of his 
participation in the Osaka University. In the case where he resigned, on the other 
hand, the constituent role individual disappears. If he returns to Osaka University in a 
few years later, he will play another Osaka university constituent role different from 
the one he played a few years before. This is consistent with the reality in handling 
personnel ID in companies where no personnel ID is reused and for each employment 
a new ID is assigned to the employee independently of he/she had been an employee 
of this company or not. 

Fig.7 shows a revised model of roles shown in Fig.1 after introduction of 
constituent role and post role. The modeling methodology is the same as that used for 
modeling Japanese prime minister role must be played by Japanese citizen, that is, the 
methodology used for modeling compound roles [4]. While we are designing formal 
representation of this model using OWL based on our previous work [10], it is beyond 
the scope of this article. Note, however, that the methodology is not the issue. What 
we claim here is that constituent role must exist in any role model, and any role (post 
role) must be played by constituent role holder. 

5.2   Instances of Constituent Role and Post Role 

Post role should correspond to a kind of specification of properties and functions of 
what a player is expected to play and is almost equivalent to what is claimed by 
Guarino and Massolo in [2, 3], that is, there is only one post role for each role concept 
in a context. Therefore, we do not need to discuss Ico for it, while, similarly to the  
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Fig. 7. Revised model of roles 

basic type, Iex, Ies and Ire should be investigated for post roles to see how it changes 
diachronically.  

Contrary to the fact that basic types necessarily change in any second because of 
natural degradation of its material, however, post role does not change in such a sense 
because it is immaterial. Note here that it is true unless the context changes its 
definition. For example, a school can change the role of teacher when its policy 
changes, which would suggest that post role does not have Iex.  

The creation of constituent role is done synchronized with the event of player’s 
participation in the context. So, when the participation is finished, then it disappears. 
While the player is participating in the context, it keeps playing the constituent role. 
Therefore, we can consider the essential property of each constituent role is 
determined by the event of any player’s participation in the context. That is, we can 
discuss its identity using Ies based on that essential property. Multiple constituent 
roles for a context have different identities in terms of Ies.  

We can distinguish between instances of constituent role by the time when it is 
created (in what order it is created) in terms of Ies, while we can use Ico if there is no 
need to discuss in what order they are created like in the case of parliament 
constituent roles. In the case where fixed number of roles are predetermined, like 
teachers of a school and parliament members, instances of constituent roles are 
created in advance by that number and exist in unplayed states. When vacancies 
appear by resignation of members, then same numbers of constituent roles should be 
created. On the other hand, in the case of no predetermined quota, like guests of a 
restaurant, they are created at the same time of new players’ participation.  

Let us see the example shown in Fig.7 in which there exists one Guest Post Role of 
Restaurant A as an instance of Guest Post Role. When John participates in the 
restaurant, an instance of Restaurant A Constituent Role as an instance of Restaurant 
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Constituent Role is created3. John plays the constituent role and becomes Restaurant 
A Constituent-1 Role-holder. Then, John as Restaurant A Constituent-1 Role-holder 
plays Guest Post Role of Restaurant A and becomes Guest-1 Role-holder. Restaurant 
A Constituent Role-1 disappears when John finished his dinner, and hence both 
Restaurant A Constituent-1 Role-holder and Guest-1 Role-holder disappear. Note 
here that Guest Post Role of Restaurant A is shared by multiple constituent roles to 
form different role holders because there is only one Guest Post Role of Restaurant A. 

From the diagram shown in Fig. 7, it seems that five individuals such as Restaurant 
A Constituent roles-1, its player (John), Restaurant A Constituent-1 Role-holder, 
Guest Post Role of Restaurant A and are participating in determining the identity of 
Guest-1 Role-holder. However, things are not that complicated. Because identity of 
role-holder is synthesized by role concept and its player, the goal is realized by the 
recursive application of this mechanism as follows: identity of constituent role-holder 
is determined by those of constituent role and its player, and then identity of post role-
holder is determined by those of the post role and the constituent role-holder. In terms 
of identity introduced here can explain the examples shown in (4) through (8) as is 
discussed in section 5.  

6   Discussion 

This section discusses some examples to demonstrate what kind of problems we can 
deal with using these four kinds of identity which we introduced in the previous 
section. We discuss counting problem in next section, then we explain the examples 
of identities of roles discussed in section 2.  

6.1   Counting Problem 

The first is counting problems for the guest management in a restaurant discussed in 
section 2 and counting the number of river flows, the second is a more complicated 
problem of the parts replacement of bikes. 

When we count only the total number of guests of a restaurant in a month, we can 
use weak identity, identity for counting (Ico), which can discuss only the number of 
guests. On the other hand, it is necessary to identify the individual guest using 
stronger identity, Identity for essentiality (Ies) of person, when we want to know how 
many times each guest comes. We explain this example in detail using identities of 
roles later. In the case of river flows for example, we cannot use Ies for counting the 
number of the flow of the water in the river because it cannot identify particular water 
of the river itself. We can count the number of river flow only if we use Ico. These 
examples show, a kind of identity to apply is different according to whether we want 
to deal with particular property of the instance or only the number of instances. 

Next, we consider a complicated problem of parts replacement of bikes. We here 
assume the essential property of the bikes as a two wheels, and apply Ies(Ies1) and 
Ire(Ire1) to the instance of bike A at t1 (Fig.8). When we replaced all parts of the bike  
 

                                                           
3 When we discuss another role such as chef role at the same context, constituent role is divided 
to into multiple roles such as restaurant guest constituent role and restaurant staff constituent 
role. 
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Fig. 8. Ies and Ire applied for bike 

A except the two wheels of it (t2), Ies1 and Ire1 of this bike are maintained. At the 
same time (t2), another Ire (Ire2) is generated when we are going to make another 
bike B using the parts which we removed from bike A. And another Ies (Ies2) is 
generated when new two wheels are installed to bike B (t3). Then, when we 
exchanged the two wheels of bike A and the ones of bike B each other, Ies1 and Ies2 
are changed to Ies3 and Ies4 respectively (t4). In this example, the bikes at t3 and 
them at t4 are regarded as different bikes because of difference of Ies, while bike A 
and B have kept same Ire, Ire1 and Ire2 respectively, because Ire1 and Ire2 are 
maintained regardless of parts replacement. In this way, we can deal with such 
complicated change of instances in each time points appropriately by applying Ies and 
Ire to the parts replacement. 

6.2   Instance Identities of Roles 

6.2.1   Guests at a Restaurant (e.g. Example (4) Discussed in Section 2) 
When we count the number of guests of a restaurant in a month, we can count the 
number of instances of restaurant constituent role-holders which play guest post role 
of the restaurant while it is not necessary to identify particular players (persons) who 
play the constituent roles. If we need to know in what order each guest comes because 
an owner of the restaurant wants to give a special souvenir to the 1000th guest, we 
should use Ies of the restaurant constituent roles, which can discuss in what order they 
are created and their role-holders play the guest post role. If we want to count only 
total number of guests, we can use weak identity, Ico, which can discuss only the 
number of the restaurant constituent roles. 

Next, we consider services for guests. Only one instance of guest post role can 
exist at a restaurant and all players of guest role holders (restaurant constituent role 
holders) at the restaurant play the same post role. It implies that all guests are served 
the same service at the restaurant.  

On the other hand, when you want to serve special menu to frequent guests who 
comes to the restaurant more than 3 times a month, you need to define sub classes of 
guest post role such as “guest post role for person who comes not more than 3 times a 
month” and “guest post role for person who comes more than 3 times a month”. In 
such a case, we need to know how many times each person comes and plays the guest 
post role, using Ies of person. 

Note, when the same person comes to the restaurant twice, the same guest post role 
is played by him/her while different restaurant constituent roles are created and 
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played each time. Therefore, guest role-holder at first time and that at second time are 
not identical. In this way, it is properly managed that guest role-holders are different 
from one another because their players (restaurant constituent role-holders) are 
different even if players of restaurant constituent roles, persons who come to the 
restaurant, are identical and they play the same guest post role. 

6.2.2   Parliament Members (e.g. Example (5) Discussed in Section 2) 
At Japanese lower house, only one instance of parliament member post role exists and 
it is played by all parliament constituent role-holders. Parliament constituent roles are 
created by the quota number, that is 480, and exist in unplayed state before particular 
persons play them. Because there is no need to discuss in what order they are created 
or what number of parliament constituent role, such as the 138th constituent role, or 
the 41st constituent role, we can use Ico for them. When the house has dissolved, all 
of parliament constituent roles disappear and 480 new parliament constituent roles for 
next period are created. Then, period of the parliament, which is a non essential 
attribute of parliament member post role, is renewed, e.g. from 79th to 80th, without 
losing the identity of parliament member post role in term of Ies. This enables us to 
properly represent the facts that the current parliament members of Japanese lower 
house is the 80th and that the member A who has recently elected by the election to fill 
a vacancy is the XYZth member in its whole history using Ies of parliament 
constituent role. 

6.2.3   Math Teacher (e.g. Example (6) Discussed in Section 2) 
When a Math teacher resigns in a school, the teachers’ Math teacher post role remains 
same unless the policy of the school changes education to modify the role of teachers, 
while his/her school constituent role disappears. If the same person returns to the 
school and starts to play the Math teacher role again in a few years later, he/she plays 
the same Math teacher post role while he/she plays a school constituent role different 
from the one he/she played a few years before. Therefore, his/her Math teacher role- 
holder and the one a few years before are different in terms of Ies.  

6.2.4   Japanese Prime Minister (e.g. Example (8) Discussed in Section 2) 
When Japanese Prime Minister changes, Japanese Prime Minister post role keeps 
same identity as the head of the Japanese Government while identity of Japanese 
Prime Minister role-holder changes because its constituent role changes. Even if the 
same person becomes Japanese Prime Minister continuously two periods, its 
constituent role also changes because he/she resigns at once and then is reappointed. 
The period of Japanese Prime Minister is represented as non essential attribute of 
Japanese Prime Minister post role like parliament members, and its value is renewed 
synchronized with the change of its player. Unlike parliament members, however, the 
value of the period corresponds to in what order the instance of Japanese Prime 
Minister constituent role is created because of its predetermined quota is only one.  

7   Related Work 

In philosophy, two interpretations of "sameness" are discussed. The one is "qualitatively 
same" which means attributes of entities are same. The other is "numerically same". The 
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former corresponds to identity for essentiality, and the latter corresponds to exact 
sameness. Graeme S. Cumming et.al discusses metamodel to define changing nature of 
complex systems. They refer to philosophical problem of parts replacement, called 
Theseus' ship, and discuss a metamodel based on this problem with engineering 
handling it [11]. The replacement metamodel does not support continuous identity. The 
identity corresponds to identity for essentiality. However, it seems their metamodel does 
not support identity for replacement. 

Secondly, we summarize studies of identity in the point of view of engineering. 
Guarino applied identity to class recognition and proposed ontology construction 
methodology based on “identity criterion”. He established a principle “a class can have 
only one identity criterion” [2]. Although all classes do not have identity criterions, it is 
useful for class recognition because we may think that “object” has identity criterion. 
Identity which used in the methodology is class identity described in 3.1. However, it 
is difficult to solve the parts replacement problem discussed in Section 4 by “identity 
criterion”. Compared with them, we have classified instance identity in this paper and 
can handle the problem adequately according to kinds of identity. 

In object-oriented modeling some researchers discuss identity which role concept 
has. [12]. Kristensen defines identity in object-oriented modeling as “An object and 
its role have the same identity”. Furthermore, Alan Colman expanded this definition 
to “Roles have an organizational identity that is independent from their players even 
though the role and player constitute a unity within the organization” [13]. We can 
agree to the definition of Colman, because role concept is defined depending on 
context and independent of the identity of its player. However, they do not discuss 
enough about handling of diachronic identity of instances of role concepts such as 
generation/continuation/extinction of identity of the instance of the role concept 
depending on the existence of its player. 

As discussed in the above, identity has been discussed in the field of philosophy, 
ontology engineering, and object-oriented modeling. Nevertheless, we do not know 
someone count up and discuss kinds of identity which is necessary for discussion of 
identity. That is, they cannot treat properly all of motivated examples discussed in 
section 2 because they do not support the four kinds of identity we proposed.  

In semantic web technology some researchers discuss how identify resources on 
web. Presutti pointed out five distinct issues concerning identification of resources on 
the Web and has proposed IRE (identity of resources and entities on the Web) model 
to solve them. IRE is an ontology built on top of DOLCE+ and its extensions [6]. 
Halpin discusses identifying non-Web accessible entity and has proposed identity 
which is defined through relationships given on the Web as links [7]. These 
approaches are lower-level aspect of identity to represent identity practically on 
computer systems. They are very informative when we design implementation of our 
theory of identity.   

8   Conclusion and Future Work 

In this paper, we have discussed the sameness of instances at two time points and the 
property of identity on counting instances. As a result, we have identified four kinds 
of identity and suggested what task to be applied to them through some examples. 
These considerations provide fundamental theory to discuss identity and contribute 
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theoretically to instance management on computer system based on ontology. For 
example, we could use the theory as a reference model when we design how a system 
should treat identify of instances, i.e. to identify whether some instances which have 
same id in different time point are same thing or not. As future work, we plan to in-
depth develop a theoretical framework for management of identity based on the 
consideration. Furthermore, we plan to implement the framework in Hozo, an 
ontology building tool developed by us [8, 14]. 
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Abstract. With knowledge representation based technologies reaching
the enterprise, involving business users in modeling is more important
than ever. When primary processes and business decisions are driven by
models, business knowledge needs to be captured and only business users
can establish whether the models created are correct.

A natural language based representation of models can help business
users get involved in the modeling process. We have used a representation
based on natural language pattern sentences to improve business user
participation in our business modeling projects. Based on the lessons
learned, user interfaces have been developed that use this representation
for both communicating and editing formal models.

Keywords: Natural language, knowledge authoring, knowledge
acquisition, knowledge representation, user interfaces.

1 Introduction

The adoption of model driven technologies such as Enterprise Decision Man-
agement and Business Process Management is growing. As a result, involving
business users in modeling is more important than ever. Their ability to capture
business knowledge in models correctly is a key factor in the adoption of these
technologies. They enable businesses to run processes based on models alone,
eliminating the need for expensive and time consuming systems development to
implement changes. The feasibility and success of implementations using these
technologies, depend heavily on the level of control that business users have in
the modeling process.

In practice, we see business users involved in different roles. The ultimate goal
is often to enable business users to create and maintain the models themselves.
This is of course the most efficient way to keep regularly changing knowledge
models up to date, and it reduces the number of transfers of information and
intentions before formally capturing knowledge.

Traditionally however, business users have transferred their knowledge or re-
quirements informally to information professionals, such as information analysts
and systems designers. Beyond that point, the role of business users is often
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limited to reviewing the models and specifications that these information pro-
fessionals produce. In environments based on modeling, this means that business
users are required to review more formal representations than before. Although
the involvement level might seem limited, it can prove challenging in practice.
In this paper we describe how to equip business users to better participate in
this process.

Modeling policy candidates and reviewing the resulting models can improve
the policy making process considerably, by integrating formal modeling tech-
niques as early as the decision stages. Allowing for consistency checking and
’what if’ analyses, the model driven environment leads to better policies.

The main challenge in involving business users in knowledge modeling is the
fact that most business users are not trained in formal knowledge representation
techniques. A formal, concise, visual representation can be quite intimidating
to the uninitiated. As a result, these users experience problems relating these
representations to their working knowledge of the domain concerned. When pre-
sented with a model representation of knowledge they provided themselves, they
often do not understand how their knowledge is represented in the model. This
means they will not be able to verify the accuracy of the model directly.

Be Informed develops a software suite that is used by complex, knowledge in-
tensive organizations to capture their business knowledge and run model driven
services based on these knowledge models. This paper shows how a model vi-
sualization based on natural language has helped Be Informed users to actively
participate in modeling business knowledge. User interfaces were developed that
can help business users to review models created by others and develop these
models themselves. Furthermore, the natural language based visualization is used
to communicate the formal models further, to users that are not participating
in modeling, but whose work is influenced by the resulting models.

2 Related Work

Using natural language to represent formal models is an active field of research.
The representation presented in this paper is in many respects part of the field
of Controlled Natural Languages. Using controlled languages to represent on-
tologies has been done before in Attempto Controlled Language by Kaljurand
and Fuchs [1] and in CLOnE by Funk et al. [2]. The textual syntax definition
proposed in this paper is quite similar to the definition used in CLOnE.

Furthermore, work has been done to enable business users to actively express
their knowledge based on these controlled natural languages. As controlled lan-
guages are designed to avoid ambiguity and complexity, NLP has been used to
parse sentences into modeling constructs or even roundtrip between textual rep-
resentation and formal ontology specification, for instance by Davis et al. [3]. Our
approach towards editing a model, based on a natural language visualization is
different: The formal model remains the single source at all times. The textual
representation is just used as a view on the formal model and editing operations
by the user in the view are translated into updates to that underlying formal
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model. Of course, the view needs (partial) updating as a consequence, following
the Model-View-Controller paradigm.

The fact that no NLP or parsing needs to be performed on the textual rep-
resentation provides a lot of freedom in choosing the pattern sentences. This
enables us to benefit from areas such as requirement engineering and business
rules. Methods such as RuleSpeak [4] and the OMG standard SBVR [5] have
rationalized the use of natural language by business users by introducing syn-
tactic guidelines and best practices. These guidelines have proven to be useful
in choosing our pattern sentences.

3 Representing Formal Models Using Pattern Sentences

3.1 Separating Syntax from Semantics

Knowledge representation in Be Informed is based on concept graphs, contain-
ing concepts, relations between concepts and properties of both concepts and
relations. To add semantics, the concepts, relations and properties are typed,
using types from a meta model associated with the graph.

For the purpose of presenting and editing these models, they are visualized to
users using a syntax that matches the semantic information in the meta model.
These syntaxes can be both graphical and textual. For instance, the default
visualization in Be Informed is a graphical visualization, based on a visual syntax
that maps iconography, line styles and colors to meta model types.

Textual syntax 

Formal model

Textual visualization 

Concept
Property 1
Property 2

Concept
Property 1
Property 2

Concept
Property 1
Property 2

Iconography
Line styles

Labels

Graphical visualization

Visual syntax

Pattern 
Sentences 

Fig. 1. Visualizing models using both visual and textual syntaxes

The visualization proposed in this paper represents the graph using pattern
sentences based on natural language. Visualization is defined by a grammar of
pattern sentences, which consists of natural language text with placeholders that
map to the graphs concepts and properties by their types and relations. These
sentences are hand crafted to communicate the semantics of the graph constructs
they represent.
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3.2 Visualizing Graphs Using Pattern Sentences

On visualizing a graph, the structural mapping constraints that follow from
the pattern sentences are applied to the graphs concepts and relations. Then,
instances of the pattern sentences are shown for each matching combination of
concepts and relations.

Pattern sentences consist of different kinds of parts. They have their own
properties that are used as constraints when mapping the pattern sentences to
a graph.

1. Static text fragments contain the wording of the sentences;
2. Subject placeholders map to concepts that act as the subject of a sentence

and include its label in the text;
(a) The subject placeholder maps to subjects of specified type;

3. Object placeholders map to the objects of the sentences’ subjects relations
and include their label in the text;
(a) The object placeholder maps to objects of specified type;
(b) The object placeholder maps to objects of relations with the subject of

specified type;
(c) The object placeholder concats the objects labels according to the num-

ber of objects and with configurable infixes;
4. Property placeholders map to the subjects properties and include their value

in the text;
(a) The property placeholder maps to properties of specified type.

Legend

             Concept

             Property

             Static text fragment

             Placeholder

Fig. 2. Mapping pattern sentences to a concept graph

Fragments and placeholders are grouped into sentence parts, in order to make
certain parts of the sentence optional. If the graph construct they map to does
not exist, the other parts of the sentence might still apply and form a valid
textual representation.

Pattern sentences have to deal with cardinality in the (meta)model. In a triv-
ial case, where sentences encode for one relation instance only, having more
than one relation is represented in language by introducing a sentence for each
relation. Pattern sentences can also represent multiplicity within a sentence, so
that one sentence encodes a number of relations and concepts. A grammar can
contain one sentence to encode for more multiple relations of the same type.
For any subject, all these relations are then represented in a single sentence
with the objects of the relations enumerated inside. A sentence can also encode
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for relations of more than one type. In that case, sentence parts encode for the
different relation types, and they are concatenated into a single sentence.

3.3 Influencing the Sentence Generation

Although the mechanism presented in the last section does not require additional
information to generate sentences based on a model, the resulting sentences can
be influenced at a number of levels.

A grammar may contain alternative sentences that map to the same graph
fragments. These may be equivalent sentences, mapping to exactly the same
graph constructs. Alternatively, a grammar contains both sentences that map
to more general and more specific constructs. The sentences have a precedence
within the grammar, indicating which sentence to use first if possible. Alterna-
tively, a user could be given a choice if more than one sentence applies.

The same holds for the order of the sentences in the document. This order
depends on the order of both sentences in the grammar and concepts in the
graph. Typically, a user could be allowed to choose a more appropriate order.

Variants can also be chosen at the grammar level. As grammar and meta
model are strictly decoupled, alternative grammars can be developed for a single
meta model. As a result, a single model can be represented into different textual
representations, as displayed in Figure 3. This can be used to target different
user groups for instance. A grammar containing more formal, precise language
could be used for legally trained employees, where a more informal grammar is
suitable for wider audiences.

Textual syntax A

Textual syntax B

Formal model

Textual visualization A

Textual visualization B

Pattern 
Sentences 

Pattern 
Sentences 

Fig. 3. Mapping a model to two different textual representations

The same mechanism could be used to represent a single model into different
languages. Apart from translating the pattern sentences in the grammar, the
model will have to be available in multiple languages. This requires manually
specifying multi-lingual labels or using automated translation, such as is being
developed in the EU’s Monnet project1.

1 http://www.monnet-project.eu/
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3.4 An Example: A Telecom Product Model

In this section we present an example based on the product model of a telecom
provider.

The meta model in Figure 4 is based on typical taxonomical structures for
modeling products and associated discounts. The requirement relations connect
the discounts with the products, or combinations of products, they apply to. This
basic meta model enables the modeling of both the provider’s product portfolio
structure and the requirements its client must meet to apply for specific target
group discounts.

Product
Class

Product

Option

Discount
Class

Discount

Subclass of Subclass of

Instance of Instance of

Requires

Option for

O

P

P %

%

Fig. 4. Meta model for the Telecom example

An example of a product and discount model in the traditional graphical
notation is given in Figure 5. It describes the telephone, television and internet
products the provider has and how customers apply for specific discounts. For
example, a consumer ordering all three products (Internet, Telephone and TV)
applies for a triple play discount.

To visualize the product model in natural language, we need to specify a
grammar first; such a grammar should mirror the information in the meta model
shown in Figure 4. The example grammar introduces product classes and indi-
vidual products in short, structural sentences. The following two patterns are
possible parts of this grammar:

1. “There is a class of products named PC.” ↔ {ProductClass}.
2. “The product P is a PC product.”

↔ {Product, instanceof, ProductClass}.

The first sentence pattern can be used to declare a class of products, while the
second is meant to declare a specific product and to which class it belongs. The
following two sentences are examples of such a specific declaration:

I There is a class of products named Internet.

II The product Fast ADSL is an Internet product.
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VOIP
Option
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ADSL

Instance of

Portfolio

TV

Analog
TV

Fast
ADSL

Digital
TV
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Internet Telephony

Triple Play Early Adopter

Consumer
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Subclass of Subclass of Subclass of

Requires Requires Requires

Option for
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Instance of Instance of
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O
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P P
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Fig. 5. Product model for the Telecom example

Introducing discounts requires a more complex structure of several sentence parts
that can be linked together.

3. a) “The discount D is a DC discount,”

↔ {Discount, instanceof, DiscountClass}

b) “and customers apply for it by ordering the product P ,”

↔ {Discount, requires, Product}

c) “with options O.” ↔ {Discount, requires, Option}

The first part introduces a discount and encodes for its type relation, as it is
mandatory. The second part encodes for the products required to apply for the
discount. The third part encodes for the options that are required to apply for
the discount, if any.

Based on the product model from Figure 5, the following textual representa-
tion of the two types of discounts can be constructed:

III The discount Triple Play is a Consumer discount, and customers

apply for it by ordering all of the products Fast ADSL, Digital
TV and Basic Telephony.

IV The discount Early Adopter is a Consumer discount, and cus-

tomers apply for it by ordering the product Basic Telephony,

with option VOIP.
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4 User Interfaces Based on Pattern Sentences

Based on the experiences with the representation described, user interfaces were
developed to enable Be Informed users to use the natural language representa-
tions in their work.

4.1 Using Language Representation in Knowledge Base Access

Often, the results of knowledge representation efforts are published online to
assist reviewing and querying of the models. Typically, such an interface is based
on directory-style navigation and search. A concept, or topic, is represented by
a page, containing all its properties and resources and navigation links to other
related topics. The types of both concepts and relations are visualized through
by instance icons or by grouping items in categories.

The natural language representation presented in Section 3 can be integrated
into such an interface. On each page, a textual representation of its concept and
all its relations is shown. The textual representation can offer hyperlinks for the
concepts in the sentences, linking to their respective knowledge base pages.

Fig. 6. Multi syntax knowledge base: Navigation, natural language and visual

The pattern sentence representation does not need to be a replacement of con-
ventional knowledge base interface elements. As shown in Section 3.1, multiple
representations can be presented in parallel. Even the visual graph representation
can be integrated into a knowledge base, which can be useful if the knowledge
base is used for analysts as well as end users. Typically, the appropriate represen-
tation is selected based on user profile or roles. However, adding representations
in parallel allows user to focus on the representation of their personal choice,
while possibly getting familiar with the other representations.
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Fig. 7. Task centric and word processor style editing

4.2 Editing Models by Manipulating Sentences

We have also developed an editor for knowledge models based on the pattern
sentences representation. It uses the interaction metaphor of a text document
with sentences, however without the cursor as the main means of manipulating
the document. Instead, the user can edit the model by adding and removing
pattern sentences and filling in the placeholders of these pattern sentences.

The biggest interaction challenge in such an interface is supporting users in
selecting the pattern sentences that match the knowledge they want to express.
At modeling time, users have little freedom in creating their own sentences, so
only a carefully designed grammar that is offered to the user in a very contextual
way leads to a good user experience.

In the current editor, available pattern sentences are offered to the user in
two ways. The pattern sentences are offered in a task centric way in a Tool
Palette. Users can drag available pattern sentences from the palette onto the
document, where they appear with variable parts that need to be completed.
The Tool Palette presents the pattern sentences by a task-oriented name, that
summarizes the effect or goal of the particular sentence.

They are also offered in a more word processor style: By typing at the end
of the document, pattern sentences matching the typed text are presented in
a popup menu. Selecting a pattern sentence from the menu inserts it into the
document. Creating references to other concepts is also performed by combo
boxes that show a relevant subset of the available concepts based on typed text
and placeholder constraints.
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Fig. 8. Contextual controls and embedded error messages

To offer the user the experience of a text document, all controls are embedded
in the document and are only visible when a specific sentence part or placeholder
is selected. Error feedback is provided by showing annotations inside the text
document. Sentence parts containing warnings or errors are underlined, orange
and red respectively.

5 Evaluation and Cases

The mechanism and user interfaces presented in this paper have been developed
over the last few years based on experiences in actual client projects. In this
section, we present a number of cases where we applied the use of natural lan-
guage in formal modeling. We describe observations and lessons learned from
these projects. They have either guided the development of this mechanism or
are the basis for future work.

5.1 Reviews Based on Language Representation

Centraal Beheer Achmea, a large Dutch insurer, has developed a self service
portal for transport insurance, that enables logistic firms to insure their ship-
ments. Applications are automatically accepted or rejected and context specific
advice about possible risks and relevant regulatory requirements is presented,
both based on knowledge models.

One of the early iterations of this mechanism has been used to help the under-
writers to review and validate the models that were created by analysts based
on their input.

The models in this project included context taxonomies to classify a shipments
type of goods, conveyance and information about destinations etc. A central Risk
taxonomy was associated to these context taxonomies to express how shipments
individuals belonged to specific risk classes.

– We find that business users often have trouble evaluating formal models using
visual diagrams. Our clients underwriters, who were owners of the knowledge
being captured, actively participated in the workshops where we elicited the
knowledge, but they had trouble reviewing the result. We got the impres-
sion that, although a lack of experience with formal methods contributed to
this problem, there was a cultural dimension to it: graphical diagrams were
regarded as just too technical.

– We found that graphical visualization of tree structured graphs can be im-
proved by using a hierarchical layout using indenting. The associative parts
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of models with many to many relations are the hardest part for business
users.

– We experienced that natural language representation improves greatly the
business users understanding of the models. A first version of the algorithm
described above was developed at that time and applied to the risk models.
Although the sentences produced were rough and still very triple oriented,
the business users immediately spotted language constructs that appeared
odd to them. It turned out that the recall rate of modeling errors improved
drastically and investigating sentences they marked was a very good review-
ing strategy.

5.2 Improving the Quality of Legislation through Early Modeling

The Dutch Immigration Office has recently implemented their primary process
based on a knowledge driven architecture, as described in [6]. Based on their
experiences in retro actively converting existing policy into formal, executable
models, they are now assessing whether formal modeling as early as in the policy
making process can help to keep the policy consistent and executable.

This project of the Dutch Immigration Office is called the Modern Migration
Policy, meaning a complete redesign of migration legislation where the validation
of implementation possibility and separation of law, policy and application is
done up front.

The mechanism proposed in this paper is being used to validate candidate
policy decisions for consistency even before they are finalized into active policy. In
workshops with business representatives, legal advisors and knowledge analysts,
the policy is defined according to a strict set of textual rules, which is a mixture
of company vocabulary and business rules oriented syntax.

These sentence rules are also implemented in our software and using the de-
scribed mechanism we are able to capture the sentences in the same form as
the business users define them. This way, we can validate and demonstrate in
realtime whether or not the defined policy rule is indeed executable using a
knowledge based decision system.

Although it is too early to conclude anything from these workshops, as it
is work in progress, there are some observations that are interesting enough to
share.

– We find that representing knowledge in structured language helps the busi-
ness users recognize and understand the knowledge they are responsible for.
The graphical representation proved to be unsuitable for most policy makers,
who seem to be very text oriented.

– We observe that business users have a hard time recognizing the captured
knowledge in textual representation if it is not represented in the exact same
manner as they have originally stated the rule. For example, a set of criteria
represented as a comma separated list was not recognizable to users who
originally stated the rule as a bullet list.

– Another lesson learned is the enthousiasm about the possibility to execute
the newly defined policy against test cases almost realtime. As soon as the
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knowledge is captured in the knowledge system, one is able to execute ser-
vices like classification and decision services. This provides direct feedback
and verification of the defined rules. Business users can see that their own
rules are being used. They see the effects they have in real life cases. All this,
and as early as in the policy creation phase, should make for better law and
legislation, a conviction shared by all project members involved.

5.3 Dissemination of Finished Models

A risk when implementing a knowledge modeling based application, is that it is
regarded as a black box afterwards. In that case, the knowledge is hidden for the
rest of the organization and is only used for the decision making process. The
application described in Section 5.2 heavily depends on the models it is based on
and the Dutch Immigration Office is aware that sharing the models is important.

A company wide knowledge infrastructure requires that the knowledge models
are available to the whole organization, or at least a large part. It would seem
logical to use this knowledge as a basis for multiple company processes. We
believe that the textual representation of this knowledge helps in the company
wide adoption, especially if this knowledge proves to be the fundamental part in
the primary process.

In the previous sections we used the textual representation as a means to
review and validate captured knowledge by business users. Other examples of
processes where the knowledge is applied and where the mechanism described
in this paper can deliver support, are:

– The call center employee needs to understand the rules applied. The textual
representation can act as another instrument for quick overview and under-
standing. The mechanism presented in this paper has support for multiple
configurations, meaning that the sentence patterns can be custom designed
for identified user groups.

– In the operational process, a decision maker is supported in this activity with
knowledge models that specify which rules apply and how to apply them.
The decision maker needs to be able to understand the rules when questions
arise. The textual representation is an instrument that will aid the decision
maker in this.

– External parties, like auditors, reviewers or other experts in the field, mean-
ing the knowledge domain, will be able to view the knowledge without the
need for a thorough understanding of for example formal models and on-
tologies. The textual representation will enable them to participate at any
moment in the knowledge lifecycle.

6 Discussion and Future Work

In this paper we have presented a mechanism for representing formal concept
graphs as natural language, using natural language pattern sentences.
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This mechanism is not using natural language processing for interpreting the
sentences to update the models as many related technologies do. Natural lan-
guage generation is used to create sentences from a graph, but updates to these
sentences are performed directly on the underlying graph. This gives a large
degree of freedom in choosing pattern sentences. Sentences that might seem too
informal or complex from a parsing perspective, are feasible in our approach and
may be very understandable to business users.

Another important choice is the fact that the textual syntax, like the meta
model and visual syntax, is chosen before the actual modeling. In other words:
a language has to be chosen before one can start to speak. This relieves the
modeler of choosing the appropriate words in every sentence, as he would not
choose iconography for individual diagrams in visual notation. As the number
of things that can be said are limited by the meta model, the number of ways
to say it is now limited by the available pattern sentences.

We have demonstrated a number of user interfaces based on this representa-
tion that can be used for creating, maintaining en reviewing formal models. Its
use in practical cases shows that the use of pattern sentences has helped business
users to actively participate in various phases of knowledge representation based
projects.

However, a thorough quantitative analysis of business users performance based
on this representation as opposed to the more common, graphical notation is
needed. Especially, the ability of business users to actually create models using
this representation and the editor itself have to be evaluated in more detail.
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Abstract. Knowledge acquisition from text, and sources of law in particular, is a
well established technique. Text is even – certainly in the context of the Semantic
Web – increasingly conceived of as a raw knowledge resource that can be mined
for knowledge routinely and automatically.

As experience by large public administrations shows, the maintenance of trace-
ability to the original sources of law from context-dependent knowledge repre-
sentation resources of various kinds is hardly a solved problem, though. The use
of IT in general has increased the organization’s capacity for change in many di-
mensions, but because of the increasing use of IT the organization has to manage
an increasing number of executable pseudo-specifications that contain knowledge
of the law but fail to present a coherent picture of it.

In this paper we present some of the guiding principles and ontological dis-
tinctions we use in the Agile project to accurately document the use of the law as
a knowledge resource in administrative organizations.

1 Introduction

Knowledge acquisition from text, and from sources of law in particular, is a well estab-
lished knowledge engineering technique. In the field of AI & Law the meaning of units
of discourse in sources of law (e.g. sentences) from a knowledge representation point
of view is a constant subject of study. It is well understood that isomorphism between
units of discourse in the sources of law and knowledge representation units is important
for both the ability to maintain the knowledge representation in the face of changes to
the sources of law, and the ability to provide credible justifications of legal decisions
[1,2].

In the field of law there is also great awareness of the ways in which the meaning of
units of discourse of a source of law depends on the social and informational context of
its production. Legislative drafters consider context dependence undesirable and try to
minimize it, resulting in the Byzantine language often associated with law.

For administrative organizations the challenge is to associate sources of law, whose
meaning depends on the context of their production, to concrete activities. In this pro-
cess, the organizations experience that knowledge representation for specific decision
support systems introduces new forms of dependence on the context of use. It is there-
fore not possible to use one executable specification of the sources of law as a general
purpose account of how the organization implements the law.

P. Cimiano and H.S. Pinto (Eds.): EKAW 2010, LNAI 6317, pp. 44–58, 2010.
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In the knowledge acquisition community this fact has been known for some time [3].
The same unit of discourse in the sources of law can play different roles in different
tasks at the same time, and ends up with subtly different operational meanings in each.
The meaning of the sources of law is interpreted in the context of a problem definition,
of an informational, social, epistemic, and circumstantial context, and usually forced
into a logic of limited expressiveness dictated by commitments to IT infrastructure.

While the task has succesfully functioned as a conceptual coatrack for the contex-
tual aspect of knowledge in knowledge engineering (cf e.g. [4]), the problem setting
adddressed in this paper involves task definitions that themselves may change consid-
erably as the sources of law change.

For organizations that mainly execute official public functions, it is not very helpful
to say that knowledge of the sources of law is task-dependent. In public administration
the task itself often does not exist independent from the law: without the legal effects of
its performance, there is no reason for its performance. Bringing about legal effects is
essential to the problem definition. If the problem definition lacks the required inertia,
it fails as a knowledge management device.

At the same time, organizations obviously never implement the law in a green field
situation. They have to take into account the efficient reuse of resources and data, the
knowledge and skills of their workforce, and the expectations and needs of their clients
and network partners. Increasingly, this includes reuse and maintenance of decision
support systems and knowledge bases.

A typical recurrent challenge is for instance to establish a new legal interpretation
for existing data about clients in databases when the activities that produced and used
them, and the concepts that described them, are redefined in the relevant sources of law.
Another recurrent challenge is the problem of dealing with long term commitments: a
tax administration or immigration authority deal with open cases that are handled with
deprecated rules and procedures for many years after the sources of law changed.

An increasingly complicating factor in this is the increasing dependence of public ser-
vice provision on negotiated network arrangements between – otherwise uncoordinated
– organizations, and the increasing formalization of communication through ICT [5].

The adoption of public administration-wide shared ontologies and open standards is,
at least now, for instance more often perceived as an extra burden than as a solution.
The potential for reuse of existing knowledge structures in for instance communica-
tion protocols is critically evaluated, since reuse outside of the original context, even if
superficially possible, may lead to legal trouble.

The Agile project [6], presented in section 2, aims to provide practical concepts for
the legal provenance issue involved in evaluating and legally justifying the structures
and knowledge resources of the organization. In this section we position the proposed
knowledge representation as a knowledge resource produced and used in a layered prob-
lem solving cycle connecting case handling processes on the work floor to the legislative
process.

Our approach to knowledge representation, explained in section 3, is based in a dis-
tinction between three different universes of discourse – an application of ontological
stratification that is also found in positivist legal theory – that often leads to confusion.
On each of the layers we find agents, knowledge, capabilites, tasks, and actions.
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The concepts of institution and constitutiveness, representation, and applicability
(sections 3.1 and 3.2) play a central role in structuring the domain. Applicability is
based on provenance information about the sources of law from the MetaLex standard,
introduced in section 4 about sources of law. Because the nature of sources of law is in
our view most interesting to this community, the small example of section 5.1 is about
the production of sources of law.

In the concluding section (section 5) we also address the role of tasks and agent
roles, and their relationship to the important issue of defeasibility in law. We expect
that our approach to knowledge representation leads to improved traceability from law
to implementation and more accurate documentation of the impact of changes to the
law and the theory construction process that takes place over time in an organization.
The Agile project, and the pilot implementation projects that are part of it, test this
hypothesis.

2 Problem Context

The work reported in this paper was performed in the context of the Agile project
(acronym for Advanced Governance of Information services through Legal Engineer-
ing). Agile aims to develop concepts helping administrative organizations to reduce the
time from a request for changes based on a change in the relevant law to implementation
in the organization.

Fig. 1. The implementation and legislation problem solving cycles

Implementation of changes in the law is in public administration not an occasional
isolated interruption of peaceful stasis, but a core activity of the organization. Moreover,
the organizations in this category usually have a close working relationship with the
legislator, at least some direct influence on the formation of positive law, and their
interpretation of codified law is of direct relevance to many others. There is a direct
feedback cycle between legislator, these organizations that implement the law, and the
courts that judge those implementations, which drives theory construction in many areas
of law. Fig. 1 shows an interpretation of this feedback cycle within the generic task
framework of [4].
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Involved in the Agile project are the Dutch Immigration and Naturalisation Ser-
vice (IND) and the Dutch Tax and Customs Administration (DTCA). In both organi-
zations, timely and efficient adaptation to changing legislation, case law, and patterns
of behaviour accommodating or evading law in the relevant environment, is seen as
an important organizational objective, and one whose realization is a constant cause
of problems. Immigrants and taxpayers are notoriously capricious customers to have.
The IND and DTCA have to reinvent themselves continually, and sometimes move to
have the law changed, in response to problems and opportunities arising from their
environment.

Both organizations also use decision support systems with executable rules. The
DTCA heavily depends on electronic exchange of data with taxpayers, and has fully
automated important decision-making processes.

2.1 The Role of Network Arrangements

The IND and DTCA are representative of modern, large public administrations. Modern
public administrations increasingly depend on so-called network arrangements for the
realization of their institutional responsibilities. Typical for such network arrangements
are voluntary co-operation between agents (and agencies) and a dynamic serialization
of services provided by different actors. No larger organizational framework creates
and enforces the network arrangements. An administrative organization like the IND
may for instance use an electronic service of the DTCA to perform an income check
on behalf a client, yielding a simple yes/no answer, instead of asking the client to claim
an income and provide evidence. This saves work, increases the reliability of data, and
– if used properly – protects the client’s privacy. It however also creates dependencies,
in our example on the tax administration, and thus a need to understand the require-
ments and constraints – including but not restricted to the legal ones – that motivate and
constrain service delivery, and a need to monitor for changes to these requirements and
constraints.

Network arrangements create opportunities for increasing efficiency and quality, but
they also increase exposure to risk. The organization that depends on service delivery
of others becomes increasingly responsible for (intelligently monitoring and reacting
to) what happens outside its organization.

The management of effective and legally compliant network arrangements is com-
plex and puts high demands on the organizations involved. Implementation depends on
service contracts, resource sharing, automated and standardized data exchange, etc, be-
tween independent agents that only enter into such arrangements if and as long as these
are beneficial to the participants. Such loose network arrangements make it harder to
organize durable compliance to the law: meeting obligations does not necessarily trans-
late to straightforward control objectives, to allocation of responsibilities to roles in
fixed business processes and specific groups of employees in departments.

The automation approach to compliance, for instance found in [7], presumes a de-
gree of multi-agent task coordination and a capacity for change that is non-existent in
practice within the participating organizations. The translation of obligations into task
definitions is an important aspect of legal compliance, but not one in which we aim for
scientific advance over the state-of-the-art approaches found in [7].
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The Agile project definition reflects this changed view on implementation of the law
by focusing its attention on the maintenance of diverse implementation knowledge re-
sources – including shared resources, agreed standards for data exchange, service con-
tracts, etc – rather than on the implementation of legal rules into effective and compliant
decision making processes (generally for instance [8,7]).

2.2 Objectives of the Agile Project

In the Agile project we aim at developing a knowledge representation and design method-
ology, distributed service architecture simulation environment, and supporting tools for
legal requirements and knowledge representation. A central aim to take the resilience
of existing systems and dependencies on the environment explicitly into account [9,10].
We intend to demonstrate the effectiveness of the use of methodological guidelines in
pilot projects in the participating organizations in a later stage of the project.

The Agile project started in the second half of 2008 and will last for four years.
The project uses knowledge representation technology developed within the semantic
web community: OWL2, and the extension to description graphs described in [11]. It
also uses ontologies and technologies (partially) developed within our institute, like
the Legal Knowledge Interchange Format [12] (LKIF), MetaLex [13,12], and the LKIF
Core ontology and its predecessor [14], as a starting point.

A central objective is to properly distinguish knowledge about the presentation of
legal rules in written form, the context of production of legal rules, and the contexts of
use of legal rules.

The purpose of modeling implementation of legislation in OWL2 is to account for
that implementation, to validate it, to do impact analysis if something changes, to sim-
ulate candidate new service arrangements, and to provide feedback to the legislator.
Real world deployment of OWL2-based web services is not an object: actual technical
implementation has to take into account the existing technical infrastructure of an or-
ganization, and the modernization of infrastructure or selection of delivery platforms is
not the focus of the project.

3 Knowledge Representation Design Principles

Conceptually, Agile knowledge representation is based on a distinction between three
universes of discourse [6]:

1. the production of law, which creates
2. legal institutional reality, and
3. its implementation(s) in brute reality.

The first domain, described in section 4, addresses the relevant provenance and efficacy
information about the sources of law. This is in essence the metadata of the sources of
law that is relevant in positioning them and deciding on their applicability in a decision
making process.

In the next domain we find abstract legal institutions, whose presence is produced by
the sources of law (cf. e.g. [15,16] and our work in [5].
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Finally, in the third domain, there is the implementation of the legal institutions in
brute reality. The institutional reality as represented in the sources of law only comes
to life through the brute reality that constitutes (or “counts as”) it. The raising of a
hand for instance counts as a bid in an auction. The issuing of a document invented by
some administrative agency tasked with issuing residence permits similarly counts as
an official residence permit.

3.1 Constitutiveness and Representation

Between these three domains we find simple and uniform interfaces, existing of a repre-
sentation1 relation, which relates legal documents and data structures to entities in legal
institutional reality represented by them, and a constitutiveness or counts as relation,
which relates occurrences in legal institutional reality to their constituting implementa-
tion in brute reality.

Constitutiveness is the central issue when talking about implementation, because
implementation is to a large extent a matter of designing ways to perform legal acts.
The centrality of constitutiveness is itself only a relatively recent realization in academic
legal knowledge engineering and requirements engineering [17], which certainly hasn’t
been fully absorbed by the business community yet.

The legal rules presented by the sources of law as part of legal institutional reality,
constrain 1) the structure of institutional reality (institutional rules) and 2) the superpo-
sition of institutional reality on brute reality (constitutive rules) [5].

We assume that the organization aims for a transparent and unambiguous interpre-
tation of the ontological structure of the individual three domains at any point in time,
and that the legislator, at least in the administrative law domain, has the intention of re-
solving ambiguities in institutional reality wherever they arise. Institutional rules map
out a logical space of possible models of the institution: they form the institution’s on-
tology, and can be interpreted as terminological axioms [15,5]. They are not considered
defeasible as a matter of policy.

Institutional occurrences are constituted by occurrences in brute reality. The main
function of the constitutive rule is to present necessary and indicative conditions on
changes to the state of the institution. Indicative conditions are defeasible [5].

We model constitutiveness with the constitutes (inverse constitutedBy) property in
OWL2 [5]. This property applies to legal occurrences, and not legal propositions: we
do not follow the custom of talking about legal facts arising from brute facts in repre-
sentation. Legal occurrences must be constituted by another occurrence, which means in
essence that one of the constitutive rules that indicates the legal fact must be applicable
[5], and none of the necessary conditions violated.

In [18,5] we found useful reconstructions of normative concepts like obligation and
violation in terms of constitutiveness.

In implementation in administrative processes, representation, modeled with the rep-
resents (inverse representedBy) property, also plays a central role. It is a marriage cer-
tificate that represents a relevant marriage, a receipt that represents a financial transac-
tion, a written administrative decision that represents a change of legal position, and an

1 Or presentation if one prefers to take that ontological stance.
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update in some database that represents official recognition of some legally relevant
new fact in some administrative procedure.

The uses of representation in law for the production of a paper trail as evidence is a
source of confusion in knowledge representation.

For immigration, the proposition that someone is married may for instance be legally
relevant; In implementation it for instance becomes the proposition that someone has
supplied a marriage certificate. But even if the marriage certificate must be renewed
every year, a certificate may in fact be still valid at the moment of decision making
while the marriage is not at that point in time in existence. Moreover, some issuers
of certificates in foreign countries may be notoriously unreliable, etc. Behind a single
proposition in the law are often complete procedures, and many subtle differences in
meaning in all those places where the same proposition is inferred. The formal act of
marriage is an unambiguous event, but it is not the only relevant context of use for the
applicable rules.

3.2 Applicability

Applicability plays a central role for knowledge engineers as soon as the reified legal
rule and the interpretation of its logical meaning are distinguished. The logical rule must
assert explicitly that the legal rule is being applied. The law also frequently identifies
rules: a special class of legal rules, applicability rules (e.g. [19,20,5], constrains the
applicability of other rules, or make the application of one legal rule conditional on the
application of another legal rule.

Applicability is modeled through the applicable (inverse appliesTo) property [5].
This property applies to the legal thing the rule is about, regardless of its left hand or
right hand side position in the axiom. Together constitutedBy and applicable explain
how a legal occurrence happened.

Applicability is wherever possible attached to legal actions as a methodological
choice, for practical and legal theoretical reasons [5]. Since we do not determine con-
fluence of applicability rules from subsumption between propositions, or sets of them,
we have to be sure that rules about the same subject apply to the same thing. Actions
are the focal objects.

We do not attempt to account directly for metalegal principles like lex specialis (more
specific rules defeat general rules), and lex posterior (newer rules defeat older rules).
Based on our work in [5] we are of the opinion that lex specialis and lex posterior
are based on generic principles of practical communication and cognitive function that
give rise to temporal and logical defeasibility, and do not as such have to be specifically
accounted for in legal knowledge representation. The metalegal conflict resolution prin-
ciples are interpreted as generators of applicability rules.

One of the great challenges in understanding application of legal rules is the distinc-
tion between the dispositional and categorical meanings of applicability. The disposi-
tional use in essence tries to capture it is consistent to assume that the rule is applicable,
which refers to reasoning strategy rather than to the meaning of the legal rules per se. In
its epistemological applications (of which [20] is an excellent and paradigmatic exam-
ple) in defeasible reasoning, and in implementation resources, it is generally taken to be
dispositional. Why make explicit the application of a rule at all, unless it is defeasible?
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The effect of switching “switching OWL2 axioms on and off” for specific cases or
in specific task contexts may be realized by an extra condition to an OWL2 axiom
styled as a form of dispositional applicability statement about the legal rule, but this
is an epistemological commitment not explicitly warranted by the law itself. For our
task-neutral interpretation we prefer a categorical interpretation, and keep track only of
whether a rule has matter-of-factly been applied, as the example in 5.1 will show.

4 Sources of Law

Some of the innovations we introduce in the project relate to the management of sources
of law. Generally, we try to build on analogies between the legislative domain and
the implementation domain, choosing the same representation solutions for both. The
source of law is in our view:

1. a writing that may be used to back an argument concerning the presence of a legal
rule, or another legal entity, in a certain legal institution [13],

2. the result of a legislative act performed with the intent of creating that legal rule,
and

3. evidence of the occurrence of that legislative act.

The legislative act belongs to a broader category of formal legal acts that are character-
ized by 1) the requirement that one intends to bring about a certain institutional change,
and 2) that this intent is represented in writing [5]. Knowledge engineers tend to focus
on the representation issue when talking about the sources of law simply because this,
and not the context of the legislator’s abstract legal act, is the access point to the law.

The sources of law in a sense function as a log book of relevant legislative changes
to a legal institution. A well-picked body of sources of law may also be considered
a blueprint or a snapshot of the rules and structures of a specific legal institution of
interest in time, but this notion should not be taken for granted (cf. our work in [5]).

4.1 MetaLex and Bibliographic Identity

To implement traceability from knowledge representation to sources of law, the Agile
project builds on the results of our work on MetaLex XML (cf. for instance [12,13,5]),
an XML metastandard for legal and legislative resources. MetaLex is a common docu-
ment format, processing model, metadata set, and ontology for software development,
standardized by a CEN/ISSS2 committee specification in 2006 and 2010.

MetaLex is especially useful for our purposes because it standardizes legal biblio-
graphic identity. The determination of bibliographic identity of sources of law is essen-
tial for deciding on the applicability in time of legal rules presented in those sources
of law. MetaLex requires adherence to a URI3 based, open, persistent, globally unique,
memorizable, meaningful, and “guessable” naming convention for legislative resources
based on provenance information. This provenance information can be extracted in RDF
form and used in OWL2 [21].

2 http://www.cen.eu
3 Uniform resource identifier.
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MetaLex and the MetaLex naming convention strictly distinguish the source of law
as a published work from its set of expressions over time, and the expression from its
various manifestations, and the various locatable items that exemplify these manifes-
tations, as recommended by the Functional Requirements for Bibliographic Records
(FRBR; cf. [22]).

Fig. 2. Taxonomy of bibliographic entities in MetaLex, and their relata, based on FRBR

MetaLex extends the FRBR with a detailed but jurisdiction-independent model of
the lifecycle of sources of law, that models the source of law as a succession of con-
solidated versions, and optionally ex tunc consolidations to capture the possibility of
retroactive correction (errata corrige) or annulment after the fact of modifications to a
legislative text by a constitutional court. In these cases the version timeline is changed
retroactively: the conceptual time travel involved is an excellent example of the weird
applications of constitutiveness. See for instance [23] for an explanation of the prac-
tical ramifications of annulment, and more generally an overview of the complexities
involved in change of the law. Note that while MetaLex permits the identification of
versions in different timelines, the involved reasoning requires defeasibility.

The use of MetaLex identification and referencing solves one aspect of the trace-
ability problem. In current organizational practice links are more often than not made
to locatable items, often without formal agreements about the permanence of the used
item identifiers even between different departments of the same organization. Correct
traceability to the right bibliographic abstraction (generally work or expression depend-
ing on the purpose of the reference) is – particularly at the levels below formal law –
a notable weak point in organizational practice, and ex tunc change scenarios are not
explicitly modeled, or even recognized. MetaLex makes this aspect of the traceability
problem at least explicit, and provides some tools to address it.

In the MetaLex metadata set, specified in an OWL ontology, the realizes property
between expressions and works represents the connection between the two ontological
levels at which documents exist that are of relevance to their real world use (see Fig.
2). The source of law on the expression level for instance cites other rules on the work
level, while the legal rules we represent knowledge about are necessarily identified by
their representation in a discrete number of expressions [5].

A citation (text fragment) w applies to (concept) C should for instance be read as
each legal rule that is represented by an expression-level text fragment that realizes
work fragment w applies to C. This representation technique plays an important role in
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the Agile project, and is observed to significantly cut down on rather pointless mainte-
nance operations redirecting reference pointers.

The idea of the MetaLex standard is of course that provenance metadata will be
supplied by the publisher of the used XML manifestation, and is extracted from it in
RDF form by organizations that use it.

4.2 Actions Performed on Documents

An important design feature of MetaLex from our perspective, is that provenance in-
formation is organized around actions performed on documents. Because actions play
a central role in all relevant domains, we have chosen for a uniform representation of
action inspired by MetaLex.

An action generally plays the mediating role between relevant entities and the re-
source the metadata description is about. The natural coherence between for instance
author, publication date, and publication channel information (e.g. state gazette bibli-
ographic information) is apparent to all: all are participants in the publication (promul-
gation) event. There is also a natural coherence between an old consolidation, the new
consolidation, the modifying legislation, the modifying authority, and the modification
date: the modification event links them together.

Provenance metadata often consists of simple predicate-object statements about elec-
tronic documents. This permits representation of different perspectives on the same ac-
tion, because its identity was not made explicit, and may yield incompatible metadata
descriptions. This results in unnecessary duplication of metadata, and separate occa-
sions in which to make mistakes. It therefore creates unnecessary maintenance, and,
lastly, the loss of relevant references between documents [24].

4.3 Identity of Legal Concepts and Rules over Time

In [5] (chapter 5) we discussed the subject of aligning version expressions of the knowl-
edge representation with expressions of the sources of law, and the identity of legal
concepts over time. The MetaLex source of law at the expression level refers to a set
of terms, and it represents a set of legal rules and other legal assertions. A knowledge
representation of a source of law represents its meaning in a specific point in time, from
a specific vantage point in time.

One might think of the set of terms and legal rules occurring in all known expressions
of a work as the shared set of terms and rules at the work level. The shared work level
set however only exists from a specific vantage point in time, or only once the source of
law has become immutable after its repeal, and the shared work level set – which can
no longer change – has become largely irrelevant. This commonly used abstraction is
unsafe, since it may lead to (ex tunc) versioning problems.

5 Conclusions and Discussion

A prominent place in this paper sofar was taken by the distinction between the institu-
tion and its implementation. For every institutional event, there must be something that
counts as it. This distinction helps us determine whether, and how, existing capabilities
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and data can be given a second life with a new legal meaning. The decision to apply
this distinction to all legal rules [17], and to ontologically stratify brute (or implementa-
tion) and institutional domains instead of classifying propositions as legal facts or brute
facts, is a departure from standard practice in AI & Law.

In addition, we introduced the FRBR distinction between the source of law as an
expression and as a work, and pointed out its significance for the interpretation of intra-
textual references in knowledge representation. We also propose that legal documents,
and the sources of law specifically, should be considered as evidence and as a descrip-
tive medium for changes to legal institutional reality, rather than as a self-contained
specification of it. Generally the representation and constitutiveness senses of docu-
ments are separate; The sources of law may represent a rule without being constitutive
of it, and marriage certificates may attest of a marriage that doesn’t exist anymore.

Moreover, we believe that the presented categorical method of representing applica-
bility results in better and more durable isomorphism [1] between sources of law and
implementation resources over time.

5.1 Representation Example

Let us turn to an integrated example of task-neutral interpretation, using a contrived
source of law that consists of two sentences presenting two simple rules:

t1 The publication of a text presenting a rule counts as the creation of that rule.
t2 Rule t1 applies to text published by a rule maker.

This legislative example is qua use of design patterns representative of formal legal
acts in bureaucratic environments, like the issuing of a permit, claim, or income tax
declaration, and many in the private sphere, like the issuing of a receipt for a purchase.

It is important at this point to stress that legal rules are objects in legal institutional
reality, residing in the abox, and not terminological axioms. OWL2 axioms about rules
are built according to the following pattern: if certain conditions on an occurrence are
met – in the brute or legal institutional domains – then the legal rule is applicable and a
certain legal occurrence is produced in the legal institutional domain.

We distinguish the text, which is a MetaLex expression object, from the legal rules:
t1 represents legal rule r1, and t2 represents legal rule r2. We moreover also distinguish
the legal rules from the (logical) OWL2 rules describing their meaning. Rule r1 (written
in a compact Manchester syntax-like notation for purposes of readability) demonstrates
an interesting pattern relating the constitutes and represents relations:

if :Publication that
(:resultsIn some (:Text that
(agile:represents some :Rule)))
then
(agile:constitutes some (:Creation that
(:resultsIn some :Rule) and
(agile:applicable value :r1)))

This pattern is typical of implementation of legal acts as formal acts, and occurs often
in public administration.
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Fig. 3. The structure of interest in rule 1 of section 5.1

The second rule r2 limits the applicability of r1, but also of any other rules derived
from any future or alternative version of t1, as follows, showcasing the subtle biblio-
graphic identity distinctions made by MetaLex:

if (agile:representedBy some
(metalex:realizes value :t1))
then
(agile:appliesTo all ((:actor some :RuleMaker) and
(agile:applicable value :r2)))

Because of the distinction allowed by MetaLex, we can refer to the work, and represent
the expression in Agile rules.

Note that, although these two rules are consistent, the applicability assertions may
turn out to be in logical conflict with respect to common and anticipated types of cases.
We intentionally do not resolve this defeasibility between the rules, because there are
alternative, equally reasonable ways to resolve it depending on the knowledge repre-
sentation language semantics used, and on the disposition one has towards these rules,
as pointed out in section 3.2.

5.2 Tasks and Agent Roles

While the legislator may occasionally want to reconceptualize the tasks and services of
public administration, the organization itself is best helped with reusability in adminis-
trative task designs. There are clearly design patterns to be found that survive even the
most radical reorganizations.

Generally, we try to find a practical middle road between interpreting the law strictly
within the context of an implementation project, and the alternative of a shared, nec-
essarily defeasible, decontextualized, monolithic interpretation of what the law means.
We have pointed to the importance of network arrangements and the lack of global co-
ordination as important factors creating inertia in implementation of the law in public
administration, and a reason to be skeptical about decontextualization and reductive
approaches to compliance like [7].

The institutional interpretation of law tells us little about the functions of law for its
users. To explain the functions of various legal acts, we use agent simulation [10]. The
agent metaphor positions knowledge resources as:
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1. sets of beliefs linked to an agent role,

2. descriptions of the structure of messages exchanged between agents in order to
achieve some legal effect,

3. capabilities to produce legal effects,

4. sets of beliefs that must be shared by communicating agents (in for instance infor-
mation leaflets for clients), or

5. as components of the task definition associated with agent roles.

Generally, for simulation we always need to fill in gaps. Problem definitions don’t fol-
low directly from the law.

The analysis of obligations is for instance usually based on the expectation that peo-
ple generally avoid the circumstances in which they are liable to be punished. Obliga-
tions therefore usually set us concrete tasks to change some situation in some direction
or to leave it unchanged. There is however no reason in principle why an agent couldn’t
use them as soft requirements, or decide to violate obligations based on reasoning about
whether it will be caught.

Our views on the roles of law in normal agent behaviour is based loosely on Ho-
hfeld’s theoretical work in [25] on jural relationships between parties. Hohfeld asserts
that there are eight such entities: right, privilege, power, and immunity along with their
respective correlates of duty, no-right, liability, and disability.

Hohfeld’s relationships in essence distinguish between the capability (or power) and
incapability to play a certain legal agent role (buyer, minister, tax inspector), between
the task of bringing a certain change about or its absence, and between the one who
acts and the one who predicts, monitors, and interprets the actions of another. The most
obvious reason that we are actively monitoring and predicting someone else’s actions
that change our situation is because we are committed to a task that involves that other
person as an actor.

The organization’s conceptualization of its tasks represent its intention to use (legal)
capabilities in a predictable manner. Services publicly advertise this intention, so that it
creates capabilities of prospective clients. These clients use this ability by requesting a
service.

To explain the normalizing effect of legal rules one must ascribe tasks to agents based
on their agent role: People intentionally use their capabilities to try to bring about or
avoid certain positions in legal institutional reality. In an organization like the DTCA we
for instance want to predict the effect of changes to the law to for instance the behaviour
of tax evaders, who intentionally misrepresent what they try to do (for instance by
misrepresenting gifts as sales below or above market prices). The guiding principle
for recognition of such misrepresentations, is that the agents – directly or indirectly
– involved in the transaction are not really independent, uncoordinated agents in that
transaction (parent and child, company and executive or shareholder). Evasion patterns
are specific to the law being evaded, but the evading agent role is reusable.

Of central importance is the adoption of agent roles: the client becomes a client by
requesting a service and – thereby – adopting a well-defined role, while the employee
of the administrative organization adopts or is allocated an agent role in an associated
business process. Agent simulation as a tool for impact analysis and exploration of
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design options assumes the development of prototypical agents representing both the
organization itself and its relevant environment.

It is only when the allocation of OWL2 rules to agent roles and tasks takes place,
that their potential to conflict with eachother becomes an issue. There are various ap-
proaches to dealing with the resultant defeasible reasoning requirement. We can add
extra conditions to remove contradictions, use task-specific assumptions, and use a be-
lief base revision approach [26,5]. Decisive are in the end the specific limitations of the
logic used for knowledge representation in each intended delivery platform.
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Abstract. In this paper we describe the process of taking an axiomat-
ically lean ontology and enriching it through the automatic application
of axioms using ontology design patterns (ODP). Our exemplar is the
Gene Ontology’s Molecular Function Ontology; this describes an impor-
tant part of biology and is widely used to describe data. Yet much of
the knowledge within the GO’s MF is captured within the term’s that
label the concepts and within the natural language definitions for those
concepts. Whilst both of these are absolutely necessary for an ontology,
it is also useful to have the knowledge within the textual part of the
ontology exposed for computational use. In this work we use an exten-
sion to the Ontology PreProcessor Language (OPPL) to dissect terms
within the ontology and add axiomatisation, through OPPL’s applica-
tion of ODP, that make the knowledge explicit for computational use.
We show the axiomatic enriching of the GO MF; that this can be ac-
complished both rapidly and consistently; that there is an audit trail for
the transformation; and that the queries supported by the ontology are
greatly increased in number and complexity.

1 Introduction

In this paper we describe the automatic transformation of an axiomaticaly lean
ontology to one that is axiomatically richer through the application of ontology
design patterns (ODP). We do this by exploiting the semantics within the labels
on classes and the relatively systematic and explicit nature of naming within
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the ontology in question [1] and related ontologies. As the authoring of large,
axiomatically rich ontologies by hand, whether de novo or by enhancing an ex-
isting ontology, involves considerable effort, the ability to automatically enrich
ontologies by ‘dissecting’ their labels and generating the axioms they imply is
attractive. Also, ontologies, like software, will need re-factoring during develop-
ment as testing reveals problems and conceptualisations of the domain change.
Applying changes consistently across an ontology by hand is difficult, prone
to errors of commission and omission—particularly inconsistency between two
changes of the same ‘type’.

Many ontologies have much information within the labels on concepts that
are not apparent axiomatically for computational inference. One such ontology is
the molecular function (MF) aspect of the Gene Ontology (GO) [2]. GO MF de-
scribes the activities that occur at the molecular level for gene products such as
proteins. There is a great deal of knowledge about the entities described within
the labels and text definitions held on classes; these are useful for human users
of GO, but not much good for machine processing. For example, as biochemists
we can see that the label “vitamin binding” means the binding of a vitamin (and
that a vitamin is a chemical) and that ‘isoprenoid binding’ means the binding of
the chemical isoprenoid. However, the ontology does not contain an axiomatic
description of what either binding or vitamin means. Similarly, ‘oxidoreductase
activity, acting on peroxide as acceptor’ captures a considerable amount of know-
ledge in the function’s label, but not axiomatically. Consequently, the reasoner
cannot take advantage of such knowledge.

If we analyse the structure of the labels of the families of functions in GO, we
could identify some regularities. Most binding functions have a label with the
structure ’X binding’, where X is a biochemical substance. Most types of struc-
tural molecule activity have a label with the structure “structural constituent
of Y ”, where Y is a macromolecular complex. Given such regularity, we should
be able to systematically pull out patterns of axioms that can make the seman-
tics explicit. We explore a technique for using these naming conventions within
labels as a way of mapping to patterns of axioms that make the information in
the label computationally explicit.

Ontology Design Patterns (ODPs) are templates that define best practices in
Ontology Engineering [3]. An ODP can then be viewed as a template that can
be systematically applied for the representation of a given situation.

The Ontology Preprocessor Language (OPPL) is a scripting language for
OWL that can be used to apply ODP across an ontology [4,5]; it is a way
of programmatically manipulating an ontology at a higher level of abstraction
than, for instance, the Java OWL API (http://owlapi.sourceforge.net/). It
has the typical advantages of consistent, rapid application of the patterns. If the
patterns to be applied change, those changes can also be rapidly applied. Thus,
the OPPL scripts act as a documentation of the changes applied to the ontology.

We have extended OPPL2 to include regular expressions that will capture
patterns within labels on concepts. This means we can dissect a label and use
the elements within the label to populate a pattern that has been conceptualised

http://owlapi.sourceforge.net/
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to match a particular pattern of elements within a label. This technique has
been used before [6,7] by using bespoke programmes to do the dissection and
application of axioms. Here we present a generic tool for this technique and
describe its application to a large ontology.

2 Materials and Methods

The method applied in the transformation is:

1. Inspect current GO molecular function labels and text definitions to find out
what needs to be revealed as axioms;

2. Develop patterns of axioms that capture the knowledge about the concepts,
relating the need for axioms to elements within the term label for the concept.

3. Identify supporting ontologies or modules that capture entities within the
developed patterns;

4. Apply patterns across source ontology using OPPL2 to both apply ODP and
to recognise lexical patterns in labels;

5. Run a reasoner and inspect the resulting ontology.

Analysing the GO Molecular Function Ontology: In this work we have used the
version 1.550 of this ontology, which was downloaded on 19th April 2009 from
http://www.geneontology.org This ontology had 8 548 classes, 5 object prop-
erties, 5 data properties and 9954 subclass axioms. We transformed only some
parts of the GO MF ontology: binding; structural molecule activities; chape-
rone activities; proteasome regulator activities; electron carrier activities; en-
zyme regulator activities and translation regulator activities. The labels of the
classes within each of these areas were inspected and the patterns from the
naming conventions extracted. In addition, the text definitions of the class were
inspected to help elucidate the patterns.

Producing the ODP: The analysis of the names and text definitions identifies
what needs to be made explicit; this stage prescribes how those semantics will
be made explicit as a set of axioms. The underlying technique is that of normal-
isation [8]:

– A tree is formed along the primary axis of classification; in this case the
functions.

– Other axis of classification, such as chemical type, are separated into sup-
porting ontologies.

– A restriction can be formed from the tree of functions of the supporting
ontology to capture the aspects separated out into the supporting ontologies.
For example, vitamin binding might have the restriction binds some vitamin.

As described in Section 1, the knowledge held within the labels, the text def-
initions of each class and the background knowledge of the ODP creator are
combined to develop the ODP. The relationships used were taken from OBO’s
relationship ontology (RO) [9] to retain consistency with OBO.

http://www.geneontology.org
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The auxiliary ontologies: The creation of the ODP suggests the need for a range
of supporting ontologies. The application of the ODP strongly depends on the
availability of these ontologies. Wherever possible, we used ontologies already
developed—especially those from the OBO Foundry http://www.obofoundry.
org/, the original creators of the GO. Otherwise, or if the chosen ontologies were
incomplete, sufficient ontology was created to fulfil the needs of this work.

Application of ODP using OPPL: The Ontology Pre-Processing Language’s
main motivation was to provide a declarative language for: (a) Specifying how
an ontology should be modified; (b) Optionally specifying the conditions under
which such modifications should be enacted [4,5]. A generic OPPL 2 statement
looks like:

<PREAMBLE> SELECT Axiom,...,Axiom BEGIN ADD
| REMOVE Axiom ... ADD | REMOVE Axiom END

An OPPL 2 statement is decomposable into the following sections:

1. Variables (before SELECT): here all the variables to be used in the following
sections must be declared.

2. Selection (between SELECT and BEGIN): here a set of axioms are specified
using the variables declared in the previous section. The resulting matches
will consist of all those axioms1 that hold in the knowledge base under con-
sideration, for every possible variable substitution.

3. Actions (between BEGIN and END): here a set of axioms to be added or
removed are specified. Such axioms could also depend on variables, but only
on those bound by one or more select clauses.

The OPPL grammar is available at http://oppl2.sourceforge.net/grammar.
html. The syntax for encoding axioms in OPPL 2 is based on the Manchester
OWL Syntax described in [10], expanded in order to accommodate variables
in its constructs. Currently there are only two kinds of actions that can be
performed in an OPPL 2 Script: additions and removals. A full description of
OPPL2’s features may be found in [4,5].

The extension to OPPL2 that makes the current work possible is the in-
clusion of regular expressions for variable declaration and constraint specifica-
tion; a variable can now be built on the basis of a regular expression match,
i.e.,: ?x : CLASS = Match(”(\w+)\s\w + ”) represents the set of classes
whose label is composed of two alphanumeric sequences divided by a spac-
ing character. The same construct can be used to model a constraint, e.g.,:
SELECT ?x WHERE ?x Match(”(\w+)\s\w + ”) will restrict the possible
matches for ?x to those whose label matches the regular expression.

Java regular expressions are used to evaluate the input expression; therefore
the syntax constraints and expressive power are those of Java regular expressions.
Matching groups can be used, for example to build other generated variables:

1 Asserted or inferred.

http://www.obofoundry.org/
http://www.obofoundry.org/
http://oppl2.sourceforge.net/grammar.html
http://oppl2.sourceforge.net/grammar.html
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?y = create(?x.GROUPS(1)) will use the string captured by the first group in
the expression used to define ?x.

We have already observed that a large portion of the ‘binding’ sub-hierarchy
of GO MF conforms to the label pattern X binding, where X is a chemical. We
can therefore create a regular expression (\w+)\sbinding that will match said
labels; the captured group will be the label of the chemical X. This value can
then be used to allow for the dissection of GO MF’s labels to expose the implicit
semantics of the class explicitly as axioms.

3 Results

We show detailed results for only the binding part of GO MF. The full set
of patterns and OPPL2 scripts; together with the ontologies may be found at
http://miuras.inf.um.es/~mfoppl/

3.1 Analysing Labels and Text Definitions for Binding Functions

Binding activities are defined in GO as “The selective, non-covalent, often stoi-
chiometric, interaction of a molecule with one or more specific sites on another
molecule”. The bindings are then produced with substances or cellular com-
ponents. In some cases, the binding is produced with a particular part of the
substance or the component. There are different forms of binding according to
the labels: binding, pairing and self-binding. The subtypes of binding activities
are mainly due to the different types of substances and components that are
bound.

This version of the molecular function ontology contains 1567 descendant
classes of binding. 36 binding subclasses define their own subtaxonomy, and
18 do not. The binding subclasses have the following pattern for the label: “X
binding”, where X is the substance. In some cases the lexical pattern is “X Y
binding”, where X is the substance and Y is the type of substance; for instance
for receptor bindings and protein domain specific bindings, which follow the pat-
tern “X domain binding” and “X receptor binding”, respectively, and this affects
354 (out of 398) classes in the case of receptors and 35 subclasses in the case of
protein domain specific labels.

The molecular adaptor activity class does not follow the basic pattern above.
This function is defined in GO as “the binding activity of a molecule that brings
together two or more molecules, permitting those molecules to function in a
coordinated way”. This class has 72 descendants that follow the pattern “X Y
adaptor activity”, where X and Y are the substances that are brought together.

Another type of binding is base pairing that is defined in GO as “interacting
selectively and non-covalently with nucleic acid via hydrogen bonds between the
bases of a gene product molecule and the bases of a target nucleic acid molecule”.
The labels of these classes follow the pattern “base pairing with X ”, where X
is a nucleic acid. This pattern is followed by 7 out of 9 classes in the first two

http://miuras.inf.um.es/~mfoppl/
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taxonomic levels. At this point, the pattern changes: “X modification guide ac-
tivity”, where X is a nucleic acid. The other is “X codon-amino acid adaptor
activity”, where X is an mRNA triplet. These classes follow the previously des-
cribed molecular adaptor activity pattern.

3.2 The Auxiliary Ontologies

The analysis above reveals the types of biological entities implied within the
labels and text definitions of GO MF. In general these are chemicals, both large
and small, to which the functions apply. The following ontologies were used to
provide these entities ontologically:

– Chemical Entities of Biological Interest (CHEBI)[11]: CHEBI is a freely
available dictionary of molecular entities. It is an ontological classification,
whereby the relationships between molecular entities or classes of entities
and their parents and/or children are specified. in this work, we have used
the OWL version of its release 59.

– Relation Ontology (RO)[9]: The ontology of biomedical relations provides a
common set of biomedical relationships being used in the development of
OBO ontologies to facilitate knowledge sharing and interoperability.

– Biochemical ontologies (http://dumontierlab.com/): These are a set of
ontologies developed by Dumontier’s lab whose goal is the representation of
biological and scientific concepts and relations.

– Amino acid ontology(http://www.co-ode.org/ontologies/amino-acid/):
This is a small ontology focused on providing the specific, explicit semantics
of amino acids and their properties.

– Protein ontology: Some ontologies about proteins have been developed, al-
though they did not provide the kind of knowledge we needed for this
work. Some examples are PRO (http://pir.georgetown.edu/pro/), and
the ProteinOntology (http://proteinontology.org.au/). Therefore, we
developed a small protein ontology following the classification of proteins
suggested in http://proteincrystallography.org/protein/

– Enzyme ontology (http://ontology.dumontierlab.com/ec-primitive):
This ontology implements the Enzyme Commission (EC) classification, which
is a numerical classification scheme for enzymes, based on the chemical re-
actions they catalyze.

– FMA (http://www.berkeleybop.org/ontologies/owl/FMA): The Founda-
tional Model of Anatomy ontology represents the classes and relationships
necessary for the symbolic structural representation of the human body.

– Other GO ontologies: The ontologies developed by the Gene Ontology Con-
sortium for representing cellular components and biological processes [2].

In addition to this, we also added to the ontology biochemical substances and
types of substances that did not appear in any of these ontologies. In some cases,
the same biochemical entity was found in more than one ontology, so different
concepts had to be merged.

http://dumontierlab.com/
http://www.co-ode.org/ontologies/amino-acid/
http://pir.georgetown.edu/pro/
http://proteinontology.org.au/
http://proteincrystallography.org/protein/
http://ontology.dumontierlab.com/ec-primitive
http://www.berkeleybop.org/ontologies/owl/FMA
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3.3 Binding Function Ontology Design Patterns

Binding The general axiomatisation for the binding function is:

binding = molecular_function and enables some
(binds some chemical_substance or binds some cellular_component)

The actual OPPL2 scripts for applying this axiomatisation are:

?x:CLASS, ?y:CLASS
BEGIN
ADD ?y subClassOf molecular_function,
ADD
?y subClassOf enables some (binds some ?x)
END;
?y is a molecular function that binds the chemical substance
or cellular component ?x

There, we can see how the label is processed and the linguistic expression con-
tained in the label and that is different from “binding” is assigned to the variable
?y. This corresponds to the particular substance or cellular component that par-
ticipates in the function.

?y:CLASS=Match("((\w+))_binding"), ?x:CLASS=create(?y.GROUPS(1))
SELECT ?y subClassOf Thing WHERE ?y Match("((\w+))_binding")
BEGIN
ADD ?y subClassOf molecular_function,
ADD ?y subClassOf enables some (binds some ?x)
END;

The patterns for domain and receptor bindings only change in the regular ex-
pression that is used for processing the labels to “(((\w+)) domain binding)”
and “(((\w+)) receptor binding)” respectively.

Molecular adaptor activity. The general axiomatisation for the molecular adap-
tor binding function is:

molecular_adaptor_activity= molecular_function
and enables some (adapts some molecule and

adapts min 2 molecule)

The ODP for applying this pattern of axioms is:

?x:CLASS, ?y:CLASS
BEGIN
ADD ?y subClassOf molecular_function,
ADD ?y subClassOf enables some (adapts some ?x and

adapts min 2 molecule)
END;
?y is a molecular function that adapts ?x
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The actual OPPL2 script that does the matching and application of axioms is:

?y:CLASS=Match("((\w+))_adaptor_activity"),

?x:CLASS=create(?y.GROUPS(1))

SELECT ?y subClassOf Thing WHERE ?y Match("((\w+))_adaptor_activity")

BEGIN

ADD ?y subClassOf molecular_function,

ADD ?y subClassOf enables some

(adapts some ?x and adapts min 2 molecule)

END;

Triplet codon amino acid adaptor activity. This pattern allows a more precise
definition that the first one. These functions are types of molecular adaptor
activities. The general axiomatisation is:

triplet_codon_amino_acid_adaptor_activity=

molecular_function and enables some (adapts some triplet and adapts

some amino_acid )

The OPPL2 pattern is:

?x:CLASS, ?y:CLASS
BEGIN
ADD ?y subClassOf molecular_function,
ADD ?y subClassOf enables some

(adapts some (amino_acid and recognizes some ?x))
END;

?y is a molecular function that adapts ?x and a triplet codon-amino acid and
recognizes the codon ?x. Finally, the script that executes the pattern is:

?y:CLASS=Match("((\w+))_codon_amino_acid_adaptor_activity"),
?x:CLASS=create(?y.GROUPS(1))
SELECT ?y subClassOf Thing
WHERE ?y Match("((\w+))_codon_amino_acid_adaptor_activity")
BEGIN
ADD ?y subClassOf molecular_function,
ADD ?y subClassOf enables some

(adapts some (amino_acid and recognizes some ?x))
END;

Base pairing. This biological function has been explicitly defined using the OWL
axioms:

base_pairing = molecular_function and

enables some (pairs some nucleic_acid and through some hydrogen_bond)
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This general axiomatisation corresponds to the OPPL2 pattern:

?x:CLASS, ?y:CLASS

BEGIN

ADD ?y subClassOf molecular_function,

ADD ?y subClassOf enables some

(pairs some ?x and through some hydrogen_bond)

END;

?y is a molecular function that pairs ?x molecules through hydrogen

bonds.

This pattern has been extracted from the textual definition of the function and
encoded in the pattern. The pattern is executed through the script:

?y:CLASS=Match("base\_pairing\_with\_((\w+))"),
?x:CLASS=create(?y.GROUPS(1)) SELECT ?y subClassOf Thing WHERE ?y
Match("base_pairing\_with_((\w+))") BEGIN ADD ?y subClassOf
molecular_function, ADD ?y subClassOf enables some

(pairs some x and through some hydrogen_bond)
END;

Modification guide activity. The general axiomatisation is:

modification_guide_activity
= molecular_function and enables some (pairs some nucleic_acid and
through some hydrogen_bond and guides some nucleic_acid)

The same axiomatisation realised as an OPPL2 pattern is:

?x:CLASS, ?y:CLASS, ?z:OBJECTPROPERTY

BEGIN

ADD ?y subClassOf molecular_function,

ADD ?y subClassOf enables some

(pairs some ?x and through some hydrogen_bond and ?z some ?x)

END;

?y is a molecular function that pairs ?x molecules through hydrogen

bonds and guides the ?x ?z operation.

The full OPPL2 script is:

?y:CLASS=Match("((\w+))_((\w+))_guide\_activity"),
?x:CLASS=create(?y.GROUPS(1)),
?z:OBJECTPROPERTY=create(?y.GROUPS(3))
SELECT ?y subClassOf Thing
WHERE ?y Match("((\w+))_((\w+))_guide_activity")
BEGIN
ADD ?y subClassOf molecular_function,
ADD ?y subClassOf enables some (pairs some ?x

and through some hydrogen_bond and ?z some ?x)
END;
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3.4 Execution of the OPPL Patterns against Binding Functions

The version of GO used in this work has 1 567 descendant classes of the class
binding, among which 54 are direct subclasses. The results of applying the basic
pattern are shown in Table 1, where the results are grouped by binding subclass.
The global result shows that 1 228 (around 78%) of the classes are matched by
the pattern. This result includes the domain and receptor binding patterns.
Most of the labels of the non-matched classes are also encoding other biological
functions than binding, such as molecular adaptor; this is due to the multiple
inheritance in GO MF. In addition, around 200 non-matched classes are types of
receptor activities that have multiple parents (more than one function), so the
binding pattern needs to be combined with another to accommodate this other
function.

Base pairing: There are 84 subclasses of base pairing although the pattern only
matches 6, because the rest are also kinds of molecular adaptor activity and
guide activity.

Molecular adaptor activity: There are 72 descendant classes and the pattern
matches correctly 71. The non-matching is due to inconsistency of naming in
the labels, because its label is “X adaptor protein activity”.

Triplet codon amino acid: There are 64 descendant classes and the pattern
correctly matches all of them.

Modification guide activities: There are 12 descendant classes that are correctly
matched by the pattern.

In summary, these patterns match 1 336 binding activities, that is, around 85%,
and up to 94% if the 157 receptor activities are not included.

3.5 Findings

The original molecular function ontology had 8 548 classes, 5 object properties,
5 data properties and 9954 subclass axioms, having ALER(+D) DL expressiv-
ity. The object properties are part of, regulates, negatively regulates, positively
regulates and ObsoleteProperties (which is used for archiving purposes). However,
part of is used in only 8 axioms of the ontology. This ontology is classified in less
than 1 second (average time over 5 runs under the same conditions: 842,8 ms).

The transformed ontology has 58 624 classes, 254 object properties, 16 data
properties, 107 631 subclass axioms, 264 equivalent class axioms and 488 disjoint
class axioms, with SRIQ(D) DL expressivity. This ontology is classified in around
120 seconds (average time over 5 runs under the same conditions: 123 283 se-
conds). All the classification times have been measured using Protege 4.0.2 and
the Fact++ reasoner (version 1.3.0, may 2009), and Protege has been launched
with 2GB of memory.
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Table 1. Results of the application of the binding pattern by subclass

subclass number of subclasses number of correct matches
alcohol 4 4
amide 2 2
amine 29 19
antigen 5 5
bacterial 6 6

base pairing 84 0
carbohydrate 31 28

carbon monoxide 2 1
carboxylix acid 8 8

cell surface 5 5
chromatin 6 6
cofactor 19 17
DNA 78 69
drug 10 10

extracellular matrix 6 6
hormone 23 18

host cell surface 1 1
ion binding 33 30
isoprenoid 9 9

lipid 50 48
metal cluster 5 5

molecular adaptor 72 0
neurotransmitter 39 3

nucleobase 8 8
nucleoside 9 9
nucleotide 38 38
odorant 2 2
oxygen 2 1
pattern 20 14
peptide 87 28
phthalat 3 3
pigment 2 2
protein 920 766

ribonucleoprotein 5 5
RNA 135 52

tetrapyrrole 5 5
translation factor 8 2

vitamin 19 19
TOTAL 1790 1254

This means that the knowledge that can be now exploited has increased by
50 076 classes, 249 object properties, 11 data properties, 97 677 subclass axioms,
264 equivalent class axioms, and 488 disjoint class axioms. Much of this know-
ledge is provided by the auxiliary ontologies. If we consider just the knowledge
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added by the execution of the patterns, the numbers are then 584 classes, 13
object properties and 3 608 subclass axioms. The object properties added cor-
respond to the biological functions defined in the patterns such as binds or for-
mation of. The subclass axioms correspond to the ones added by the patterns.

Non-matched classes that have been extracted as groups in the regular expres-
sions (mostly chemicals) are created automatically by OPPL2. These are made
children of NotInAuxiliary. The non-matched substances include D1 Dopamine,
eye lens, vasopressin, type X Y, where X is a number and Y is a substance, etc.
These classes may refer to substances that exist in the auxiliary ontology but
whose labels are different. This can be due to use of abbreviations (e.g., IgX vs
’immunoglobulin X’, where X indicated the type of immunoglobulin, mitogen
activated protein kinases vs MAPKs, etc. Otherwise meaning is embedded in
the taxonomic relation. For instance there are 55 classes (grouped in NotInAux-
iliaryComplex ) whose label in the transformed ontology is ’X’ and their label
in the auxiliary ontologies is ’X complex’. For 14 of them, the application of a
complex binding pattern would work, in the sense that we could add the suffix
complex to the label. However, this would not work for 41, and it is not clear in
some cases whether they refer to complexes or substances in the labels and the
textual definitions.

One of the most important benefits of the transformed ontology is that we can
now make more queries. The original ontology could not be asked queries such as:

1. Query 1:“Molecular functions that participate in the formation of a cellular
component”.

2. Query 2: “Molecular functions that bind substances that can play a chemical
role”

3. Query 3:”Molecular functions that bind nitrogenous bases”

These queries can now be asked as follows:

1. Query1: molecular function and enables some (formation of some cellular
component). This query returns 20 direct subclasses and 30 descendants.

This query benefits from using the cellular component ontology and the
axiomatization provided by the patterns.

2. Query 2: molecular function and enables some (binds some (’chemical sub-
stance’ and ’has role’ some ’chemical role’)). This query returns 27 direct
subclasses and 74 descendants. This query benefits from the axiomatization
provided by the patterns and the auxiliary ontologies.

3. Query 3: molecular function and enables some (binds some ’nitrogenous
base’). This query returns 10 direct subclasses and 45 descendants. As in
the previous case, this query benefits from the axiomatization provided by
the patterns and the auxiliary ontologies.

3.6 Transformation Times

A graphical representation of the time needed for executing the OPPL patterns
is shown in Figure 1in the following order: base pairing (6), modification guide
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Fig. 1. Graphical representation of time performance

activities (12), domain binding (35), triplet codon amino acid adaptor activity(65),
molecular adaptor activity (72), receptor binding (338), and binding (1228).

The increase of the time required to apply the pattern is rather stable for
less than 100 classes, whereas it increases for more than 100 classes. In this
particular experiment, the slope between 72 and 338 (0,139) is similar to the
one between 338 and 1228 (0,144), This means that, although the figure does
not allow to appreciate clearly this issue, the time increases linearly with the
number of classes affected by the pattern.

4 Conclusions

In this paper, the automatic transformation of a part of the molecular function
ontology has been addressed by applying Ontology Design Patterns implemented
using OPPL. An important goal of this work was to extract the knowledge that is
embedded in the labels of the classes and this was also a limitation that we imposed
ourselves in this work, since we did not attempt to capture the complete semantics
of the classes, but the one that might be extracted from the analysis of the labels.

Our OPPL scripts have been designed and executed to improve the semantic
definition of the targeted molecular functions, but this does not mean that the
semantics of such functions is complete. For instance, binding-related patterns
provide axioms only from the binding perspective, whereas some functions may
encode other biological functions. For instance, some binding functions are also
related to structural molecule such as protein scaffold activities. Given the struc-
ture of the labels, only the scaffold pattern has been applied to them. This is a
limitation of the label processing approach. However, since we have modelled the
binding pattern, we can just apply it directly to those classes, so improving the
number of binding functions modelled. This is also one of the benefits of applying
OPPL patterns, since it allows for executing to all the classes that hold some
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criteria or to individually selected ones.There are other cases in which binding
functions are also transport functions. The same process could be followed but
we have not included the modelling of transport functions in this study.

This work has exploited the relatively systematic naming within life science
ontologies and the naming conventions of the OBO ontologies in particular.
Without these aspects this technique is much less applicable. Some of the non-
matches do, however, highlight defects in some entity’s labels and this is a useful
side-effect. That such consistent naming and naming conventions can be thus
exploited can also act as a spur to adopt such best practices.

It should be pointed out that the auxiliary ontologies are far from being per-
fect, hence they can be improved in different ways. On the one hand, its content
can be improved by including, for instance, more substances. Nevertheless, those
will be eventually added with the evolution of the source ontologies. On the other
hand, the quality of myauxiliarontology can be enhanced. First, its semantics can
be optimized by increasing the axiomatization concerning types of substances.
In this ontology, we can find that some types of substances have been defined
as equivalent classes but some have not. The consequences of this is that the
results of the queries are potentially suboptimal. Second, this ontology has been
obtained by the partial, manual integration of a set of ontologies. This result
could be improved if ontology mapping and alignment techniques were used for
supporting this integration process.

This work has shown OPPL to be useful for applying patterns to ontologies,
since it provides a flexible way of adding axioms to ontologies in a systematic
way. It has been capable of adding axioms to more than 1 600 classes by apply-
ing the patterns in a reasonable time. This time is mainly due to the need for
matching the label patterns, which have to be compared for every class. The time
performance also suggests an acceptable behaviour for larger numbers of classes
matched by patterns. Nevertheless, this is one of the first applications of OPPL
for executing label-based patterns and the management of regular expressions
in OPPL can still improve.

In addition to this, we can see that regular expressions for dissecting labels or
identifiers on classes to expose implicit axioms through the application of ODPs
can be highly effective and relatively low cost. Therefore, we plan to continue the
definition of the patterns for the rest of families of functions contained in GO MF.
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Abstract. The World Health Organization is currently developing the 11th revi-
sion of the International Classification of Diseases (ICD-11). ICD is the standard
diagnostic classification used in health care all over the world. In contrast to pre-
vious ICD revisions that did not have a formal representation and were mainly
available as printed books, ICD-11 uses OWL for the formal representation of
its content. In this paper, we report on our work to support the collaborative de-
velopment of ICD-11 in WebProtégé—a web-based ontology browser and editor.
WebProtégé integrates collaboration features directly into the editing process. We
report on the results of the evaluation that we performed during a two-week meet-
ing with the ICD editors in Geneva. We performed the evaluation in the context of
the editors learning to use WebProtégé to start the ICD-11 development. Partici-
pants in the evaluation were optimistic that collaborative development will work
in this context, but have raised a number of critical issues.

1 Creating a Formal Representation of ICD-11

Ontologies and terminologies are a critical component of many knowledge-intensive
systems. In recent years, we have seen a considerable growth both in the tools that sup-
port the development of ontologies collaboratively and the projects that include contri-
bution by a community of experts as a critical part of their workflow.

The development of large biomedical terminologies and ontologies is possible only
in a collaborative setting. The Gene Ontology (GO) is one of the more prominent ex-
amples of an ontology that is a product of a collaborative process [3]. GO provides
terminology for consistent description of gene products in different model-organism
databases. Members of the GO community constantly suggest new terms for this on-
tology and several full-time curators review the suggestions and incorporate them into
GO. The National Cancer Institute’s Thesaurus (NCI Thesaurus) is another example of
a large biomedical ontology that is being developed collaboratively [4]. The Biomed
Grid Terminology (BiomedGT) restructures the NCI Thesaurus to facilitate terminol-
ogy federation and open content development. NCI is using a wiki environment to so-
licit the feedback about the terminology from the community at large. The Ontology for
Biomedical Investigations (OBI), a product of the OBI Consortium, is a federated ontol-
ogy, which has more than 40 active curators, each responsible for a particular scientific

P. Cimiano and H.S. Pinto (Eds.): EKAW 2010, LNAI 6317, pp. 74–89, 2010.
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community (e.g., cellular assay, clinical investigations, immunology, etc.). Developers
of these ontologies use a variety of tools and a broad range of editorial workflows to
achieve consensus and to ensure quality [11].

The International Classification of Diseases (ICD) is the standard diagnostic clas-
sification developed by the World Health Organization (WHO) to encode information
relevant for epidemiology, health management, and clinical use. Health officials use
ICD in all United Nations member countries to compile basic health statistics, to mon-
itor health-related spending, and to inform policy makers. In the United States, use of
the ICD is also a requirement for all medical billing. Thus, ICD is an essential resource
for health care all over the world. The ICD traces its formal origins to the 19th Cen-
tury, and the classification has undergone revisions at regular intervals since then. The
current revision of ICD, ICD-10, contains more than 20,000 terms. In 2007, WHO ini-
tiated the work on the 11th revision of ICD (ICD-11) with the mission “to produce an
international disease classification that is ready for electronic health records that will
serve as a standard for scientific comparability and communication.”1

ICD-11 will introduce major changes to ICD, which the WHO characterizes as
(1) evolving from a focus on mortality and morbidity to a multi-purpose and coher-
ent classification that can capture other uses, such as primary care and public health;
(2) creating a multilingual international reference standard for scientific comparabil-
ity and communication purposes; (3) ensuring that ICD-11 can function in electronic
health records (EHRs) by linking ICD to other terminologies and ontologies used in
EHRs, such as SNOMED CT; (4) introducing logical structure and definitions in the
description of entities and representing ICD-11 in OWL and SKOS. In addition to these
changes in structure and content, the WHO is also radically changing the revision pro-
cess itself. Whereas the previous revisions were performed by relatively small groups
of experts in face-to-face meetings and published only in English and in large tomes,
development of ICD-11 will require a Web-based process with thousands of experts
contributing to, evaluating, and reviewing the evolving content online.

We have developed a custom tailored version of WebProtégé, called iCAT, for au-
thoring the alpha draft of ICD-11 (Section 2).2 WebProtégé is a Protégé client that
supports collaboration and enables distributed users to edit an ontology simultane-
ously, and to use their Web browsers for editing. The application presents users with
simple forms that reflect the fields in the ICD-11 content model. The tool also in-
corporates many collaborative features, such as the ability to comment on ontology
entities.

In September 2009, WHO gathered its ICD-11 managing editors for iCamp—a two
week meeting with the goal of introducing the editors to the new development process
and to the customized WebProtégé tool, developing requirements for further tool sup-
port, and evaluating the open development process. In this paper, we report results from
an evaluation performed during iCamp, where we focused on the feasibility of an open
process for ontology development and the requirements for such a process.

To the best of our knowledge, the development of ICD-11 is the largest open collab-
orative ontology-development experiment of its kind. Thus, we believe that the insights

1 http://sites.google.com/site/icd11revision/home
2 A demo version is available at http://icatdemo.stanford.edu

http://sites.google.com/site/icd11revision/home
http://icatdemo.stanford.edu
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that we gained from our evaluation will be informative to the organizers and developers
of similar projects. Specifically, this paper makes the following contributions:

– We describe the customized WebProtégé system that is being used in the collabo-
rative development of ICD-11.

– We use WebProtégé as the context for an evaluation of feasibility and requirements
of a collaborative ontology-development process.

2 WebProtégé and the ICD-11 Customization

Our goal in developing a customized version of WebProtégé is to support the collab-
orative development of the ICD-11 content. In this section, we give an overview of
the main artifact that we are building—the ICD Ontology (Section 2.1) and describe
the WebProtégé architecture (Section 2.2). We highlight the key elements of the user
interface in iCAT, the custom-tailored version of WebProtégé, in Section 2.3.

We joined the ICD revision project in its infancy, when many fundamental issues
(content model, representation, workflow) and requirements for the tooling were unde-
fined. Thus, we had to build tools that we can adapt on the fly when changes are made
to the underlying model, user-interface requirements and the workflow. In Section 2.4,
we describe our design of WebProtégé as a pluggable and extensible platform to en-
able each project to customize it according to its own requirements. iCAT is in fact a
particular configuration of WebProtégé.

Finally, we present the support for collaboration among a large number of distributed
users as an integral requirement of the ICD revision process. We discuss the collabora-
tion features of WebProtégé in Section 2.5.

2.1 The ICD Ontology

The previous revisions of ICD stored only limited information about a disease, such as
the code, title, synonyms, example terms, and simple conditions. The goal of the 11th
revision process is to extend the description of diseases to include other attributes: a tex-
tual definition of the disease, clinical descriptions (body system, signs and symptoms,
severity), causal mechanisms and risk factors, and the functional impact of a disease. To
support the richer representation of diseases, the WHO has defined a formal represen-
tation of the model in OWL, the ICD Content Model. The content model describes both
the attributes of a disease (e.g., Definition, Body System, Severity, Functional Impact,
and so on) and the links to external terminologies, mainly to SNOMED CT [14].

The ICD Ontology3 is the formal representation of the ICD content model in OWL
(Figure 1). The class ICDCategory is the top level class of the ICD disease hierarchy.
The ontology uses a meta-model layer to describe the attributes that a disease class may
or should have. For example, the class representing Acute Myocardial Infarction disease
has as a type (among others) the ClinicalDescriptionSection metaclass that prescribes
that the range for the property bodySystem should be the class BodySystemValueSet.
In this example, the class Acute Myocardial Infarction has the CirculatorySystem as a
value for the property bodySystem.

3 Accessible at http://icatdemo.stanford.edu/icd_cm/

http://icatdemo.stanford.edu/icd_cm/
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DefinitionSection

Meta-model (Information Model)

ClinicalDescription
Section

DiagnosticCriteria
Section

...

Term ICDCategory

ValueSetDomainConcept

LinguisticTerm

BodySystem
ValueSet

FunctionalIm
pactValueSet

...

...
has type

subclass ofReferenceTerm

Fig. 1. A snippet of the ICD Ontology. The ICDCategory is the top-level class in the ICD disease
hierarchy and has as types the metaclasses from the meta-model (gray background). The property
values of a disease class are instances of the class Term. The ValueSet has as subclasses the
different value set hierarchies used in the ontology.

All property values describing diseases are reified—they are instances of the class
Term. For each value, we use this reification to record the source of the value (e.g., for
a definition of a disease we need to record the supporting evidence in the form of cita-
tions or references) and other salient information. We use LinguisticTerms to represent
property values that have different labels in different languages. ICD aims to become a
multi-language classification, providing support for multi-linguality is paramount.

Property values that are instances of the class ReferenceTerm represent links to other
terms in external terminologies, such as SNOMED CT. For example, a disease has an
associated body part. Rather than defining its own anatomy hierarchy to serve as values
for the bodyPart property of a disease, ICD-11 references classes in SNOMED CT that
represent anatomical parts. Since it is not practical to import the entire SNOMED CT
into ICD-11, the ReferenceTerm class models all the information needed to identify
uniquely an entity in an external terminology: the fully qualified name of the external
entity, the name of the ontology, the label of the term, and other auxiliary information.
This construct allows us to import references to terms in external terminologies and
ontologies in a uniform and practical way.

2.2 Architecture of WebProtégé

Figure 2 shows a high level WebProtégé architecture diagram and the interaction of
the software components. The core functionality of the application is supported by the
Protégé server, which provides access to the ontology content, such as retrieving and
changing classes, properties and individuals in the ontology. The ontologies that the
server accesses are stored in a database on the server side. To facilitate the manage-
ment and reuse of the ICD ontology, we modularized it into several smaller ontologies
that import each other. Both the Web-based Protégé client (WebProtégé) and the “tra-
ditional” Protégé desktop client access the Protégé server to present the ontologies to
the users. Any number of clients of either type can access and edit the same ontology
on the server simultaneously. All changes that a user makes in one of the clients are
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Fig. 2. An architecture diagram of the customized WebProtégé for ICD. The ICD ontology con-
tent is accessible through both a Protégé desktop client and in a Web browser. WebProtégé ac-
cesses BioPortal for searching terms to import as external references. Both WebProtégé and the
Protégé desktop clients connect to a Protégé server to read and write the ontology content and
information that supports the collaboration features.

immediately visible in all other clients. The ICD editors use the WebProtégé client to
browse and edit ICD-11. The technical-support team often uses the desktop client to
make corrections or perform operations that are not supported in the Web interface.

In order to search external biomedical terminologies and to import terms from these
terminologies, WebProtégé accesses BioPortal, a repository of about 200 biomedical
ontologies and terminologies [9]. BioPortal provides REST service access that enables
search across different ontologies and access to information about specific terms.

Support for collaboration among users is one of the key features of WebProtégé. We
have developed a general-purpose collaboration framework in Protégé [15] and we use
the same framework in WebProtégé. This framework provides Java APIs for tracking
changes in an ontology, and for storing notes and discussion threads attached to ontol-
ogy entities. We also reuse the generic access policy mechanism of the Protégé server
that allows us to define customized access policies for an ontology (e.g., a user who has
only read access will not be able to edit the ontology).

2.3 Features of the WebProtégé User Interface

WebProtégé is a web portal, inspired by other portals, such as myYahoo or iGoogle.
Our vision is to enable users to build a custom user interface by combining existing
components in a form that is appropriate for their project. The user interface is com-
posed of tabs—either predefined ones or user-defined. A new tab is an empty container
in which users can add and arrange by drag-n-dropping portlets. A portlet is a user in-
terface component that provides some functionality. For example, the Class tree portlet
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Fig. 3. The WebProtégé user interface customized for ICD. The interface is composed of tabs.
Each tab contains one or more panels, called portlets that can be arranged by drag-n-drop. The
left hand-side portlet shows the disease class hierarchy of the ICD ontology. The right portlet
shows the fields of the selected disease in the tree, in this case D04 Carcinoma in situ of skin.

displays the class hierarchy in an ontology and has support for class level operations
(create and delete class, move class in hierarchy, etc.).

Figure 3 shows one of the tabs in the customized WebProtégé interface for ICD,
known to the domain experts as iCAT. The ICD Content tab contains two portlets: the
class tree portlet—showing only a branch of the ICD ontology, and a details portlet—
showing the property values of the class selected in the class tree in a simple form-based
interface. The domain experts are familiar with this type of interface from many other
applications. For each property, we use a specific widget to acquire the property values.
For example, we use a text-field widget to record the values of the ICD title property
(Figure 3). As we have mentioned in Section 2.1, all values of properties describing a
disease are reified as instances of the Term class. We use an instance-table widget to hide
this extra reification layer from the user and to present all the details about the reified
instance directly in the form for the disease. The widget presents a pre-configured set of
property values for the term instance as columns in the table. You can see an example
of this widget for the External Definition property in Figure 3.

Most attributes for diseases have values that are references to terms in external termi-
nologies and ontologies. For example, the property bodyPart takes as values references
to the Anatomy branch of SNOMED CT (see Section 1). We have developed a generic
Reference Portlet that supports the simple import of an external reference with a single
mouse click. The portlet uses RESTful Web services to search terms in BioPortal. For
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example, the bodyPart for Acute Myocardial Infarction should be a reference to “heart”
from SNOMED CT. The search in BioPortal will return a list of matched terms. To
decide which SNOMED CT term to import, the user may get more information about
each search result either in textual form or as a graph visualization that are also retrieved
via Web Service calls to BioPortal. The Reference Portlet is also configurable. We can
specify in what ontology the search should be performed. We can also restrict the search
to a particular ontology branch in the configuration of the portlet (e.g., Anatomy branch
in SNOMED CT).

2.4 Configuring the User Interface

We noted earlier that one of our key goals in designing WebProtégé was to have a tool
that can be configured easily for many different settings, workflows, and types of users.
Indeed, users can configure almost everything in the WebProtégé portlets, by describing
the configuration in an XML file with a a predefined schema4. Building a new tool based
on WebProtégé can be as simple as defining a layout configuration for existing portlets.

To support this flexibility, each portlet has a property list attached to it in the XML
layout file, which we can use to provide additional configuration information. For ex-
ample, the class tree portlet in Figure 3 displays only the disease hierarchy of the ICD
Ontology, with the ICDCategory class as the root. We defined one property topClass of
the portlet that points to the ICDCategory class in the configuration file. Thus, we can
reuse the class tree portlet to display different class-tree views by simply changing a
property of the portlet.

The declarative user interface also allows us to define custom views for different
users. In WebProtégé, layout configurations can be defined per user and per project.
Therefore, different users can see the same ontology rendered in different ways. One
can imagine a scenario in which a user works only on a branch of an ontology, or one
in which users should see only a selection of portlets. We can support these scenarios
by defining different configuration files for users.

We mentioned earlier that portlets provide independent pieces of functionality. There-
fore, we tried to avoid creating hard-coded dependencies between portlets in order to be
able to reuse them in different configurations. For example, selecting a class in the class
tree portlet should trigger the display of property values in a different portlet. Rather
than hard coding this dependency, we defined a generic selection-model mechanism.
Each tab has a controlling portlet—the portlet that provides the selection for the other
portlets in the tab. Each time the selection in the controlling portlet (e.g., the class tree
portlet) changes, the other portlets are informed via a listener mechanism about the
change and can update their content accordingly. XML layout configuration file speci-
fies the controlling portlet for a tab that can be changed at runtime.

2.5 Support for Collaboration

We implemented the collaboration framework on the server side (Section 2.2) and we
expose it in the user interface. Distributed users can edit the same ontology simultane-
ously and see immediately the results of one another’s changes.

4 XML layout configuration examples available at: http://tinyurl.com/y35qazg

http://tinyurl.com/y35qazg
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Users can add notes to classes, properties, and individuals in the ontology. They
can also reply to notes that were posted by others. At the time of this writing, there
are more than 1,300 notes in the production version of WebProtégé for ICD. Notes
may have different types, such as Comment or Explanation. When a user browses the
class hierarchy, he can see the number of notes that are attached to each class, and the
number of notes in the subclasses of that class. In Figure 3, the icon next to the class
name indicates, for example, that the class D04 Carcinoma in situ of skin has two notes
attached to it. The shaded icon next to it indicates that there are also two notes in the
subtree rooted at this class. Knowing the number of notes in a subtree, enables users to
identify quickly the branches of ontologies that have most activity and discussions, and
also to find the notes that are attached somewhere deeper in the class hierarchy. Users
can also attach notes to specific triples. For example, a user may want to comment on a
particular definition of a disease. The user may do so by clicking on the comment icon
next to a particular property value (see Figure 3). The Notes and Discussions Tab is a
dedicated interface for browsing and creating notes and discussions.

WHO plans to use peer review to ensure the quality of the ICD content. In the current
implementation, WebProtégé supports a prototypical implementation of a reviewing
mechanism in the Reviews Tab. A user with the appropriate priviledges can request a
review for a particular disease class. The user may choose from a list of predefined
reviewers who are specialized on the particular domain of the disease. Once the review
is complete, the reviewer may log into the system and add a review to a class. Internally,
we represent Reviews as a specific type of notes in WebProtégé.

The WHO is still working to define the workflow of the ICD-11 revision process.
We envision that WebProtégé will support this workflow in a generic and flexible way.
Currently, we support only parts of the workflow. WebProtégé already has a generic
access-policy mechanism, which we use to define the different user roles (TAG mem-
ber, managing editor, etc.) and their access rights. The user interface enforces the ac-
cess rights and we can configure it for different user roles. However, much remains
to be done. The main workflow defining how the operations should flow for different
user roles is still under development. We currently plan to expose the WebProtégé plat-
form to a larger audience, which will likely have a lower level of expertise than the
current users. Members of this broader community should be able to make proposals
for changes. We are currently working out the details on how such a proposal mecha-
nism should work. Once we have a well-defined workflow, we will investigate how to
develop the tool to support a flexible and generic workflow mechanism.

3 Evaluation

We evaluated the customized WebProtégé tool during iCamp—a two-week meeting of
the members of the ICD-11 revision project. The meeting took place in September 2009
in Geneva. It brought together editors who will manage the revision process and classi-
fication experts. The goal of the iCamp was to discuss the plans for the ICD-11 revision
and to gain experience using the WebProtégé software. The objective of the evaluation
that we performed during that meeting was two-fold: (1) perform formative evaluation
of the WebProtégé software and determine requirements for further development of the
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tool; and (2) to use WebProtégé and the users’ experience with it during the iCamp as
the context to evaluate the feasibility of and requirements for collaborative ontology-
development process in general. In this paper, we report on the results of the second
part of this evaluation—analysis of collaborative ontology development.

3.1 Research Questions for the Evaluation

Our objective for this evaluation was to determine how a collaborative authoring tool
can support a diverse community of domain experts in developing a large terminology.
Specifically, we wished to address the following research questions:

Q1: Do domain experts find a collaborative development process promising?
Q2: What are the features that users find useful? Which features are required?
Q3: What is the workflow for collaborative ontology-development that a tool must

support?
Q4: What coordination and communication mechanisms do the users need?

By answering these questions, we hope to elicit further requirements for tool support
for large scale collaborative ontology-development and to understand better the process
of collaborative development itself.

3.2 Participants

The participants involved in the tool evaluation consisted of eleven medical profession-
als that will be working as managing editors for ICD-11 and nine classification experts
working to ensure the integrity of the terminology. The domain experts (i.e. managing
editors) had varied areas of expertise: rare diseases, dermatology, external causes and
injury, and so on. Each managing editor is responsible for the development of the part of
ICD-11 in his area of expertise. The revision of ICD-11 is a large international project,
thus, English is not the native language for many of the participants.

3.3 Materials and Procedures

Developers of the WebProtégé software introduced the iCamp participants to the cus-
tomized WebProtégé tool through a series of tool demonstrations and presentations.
Then participants worked in pairs over several semi-structured ICD-11 editing ses-
sions. Each of these sessions lasted for two to three hours, and took place over four
of the iCamp days. The organizers instructed the pairs to explore the areas of the cur-
rent ontology that they will be responsible for as managing editors and to begin filling
out the different attributes of the content model. However, where users could make
changes and the type of changes they could make was not controlled. The organizers
encouraged iCamp participants to use social media, such as Twitter and Facebook as
well as the collaborative features of WebProtégé. There was also a team shooting daily
videos—a few minutes each—that described the activities in the iCamp for that day and
included interviews with participants, software developers, and iCamp organizers.5

5 http://www.youtube.com/user/whoicd11

http://www.youtube.com/user/whoicd11
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Table 1. iCamp survey: Impressions about the collaborative development process

# Question
1 Do you think the WebProtégé tool is developing into the right tool for authoring ICD-11?
2 Do you have faith that the open process of developing ICD-11 will succeed?
3 What are the two or three most important features you feel need to be incorporated into

WebProtégé?
4 Did you find the use of social networking and media tools during iCamp like YouTube, Facebook,

Twitter, and Blogger to be useful to the process?
5 Do you have any suggestions about how to evaluate the process of developing ICD-11?

Table 2. Questions to guide the iCamp focus group

# Question
1 Will the current WebProtégé approach/process work for you in terms of how you want or need to

work as a managing editor?
2 Will the current annotation/commenting support fulfill your collaboration needs?
3 Based on what you have been able to produce so far during iCamp, do you feel that you will be

able to develop an ICD-11 that is going to address your use cases or is the project moving in the
wrong direction?

4 In terms of the review process, how do you see the process working?

Our evaluation consisted of two parts: a survey of the participants and a focus group.
At the last day of the iCamp meeting, participants filled out a Web-based survey. Table 1
shows the survey questions. We also conducted a focus group with the managing editors
on the last day of the first week of the iCamp. The focus group was moderated by a
researcher and the four questions shown in Table 2 guided the discussion.

3.4 Results

Once the ICD-11 editing sessions were complete, a total of 3,977 changes were made
and 392 notes were created. Out of these changes, 244 ICD-11 category terms were in-
volved and 19 of these involved multiple authors. This implies that a substantial amount
of activity took place over a relatively short period of time. In the following two sub-
sections, we discuss the specific results from the survey and the focus-group. We use
these results to derive findings that help address our research questions (Section 4).

Survey Results

The goal of the survey (Table 1) was to evaluate the participants’ impressions of the
proposed open process for developing ICD. Eleven participants responded to the survey.

We first asked participants whether the approach taken by WebProtégé was the right
one for the development of ICD-11. The responses were primarily positive. Five of the
eleven responses were a clear “yes,” others were optimistic but had some concerns, e.g.,
one respondent indicated that the “tool is focused on expert editing, not casual users.”

The second question asked whether the participants felt that the open process of
developing ICD-11 would succeed. Four out of eleven respondents answered “yes” to
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this question, while others had some level of concern. In particular, one participant was
concerned that an open process will engage users with limited knowledge. Monitoring
the contributions of these users will require extra time on behalf of the managing editors.
Others were concerned that the editors will be overwhelmed with the feedback that they
get or that a lack of ontological expertise among the participants will result in a poor
terminology. However, one respondent felt that the “wisdom of the crowd is good.”

Following this question, participants were allowed to describe their top three feature
requests. Seven participants responded to this question with at least one feature request.
The following features were listed by more than one participant: six respondents re-
quested better hierarchy management support, two wanted to view the list of proposals
in progress, two requested communication support, and two requested status reports.

We also asked participants about the use of social networking and media tools dur-
ing iCamp. There was mixed feedback, only a few of the responses were positive. Many
participants felt that face-to-face meetings are far more effective, and that the informa-
tion needs to be centralized rather than spread across multiple social networks. One
respondent suggested that the information should be integrated into the WebProtégé
tool and one felt that the use of so many media was “media overkill.”

Next, we asked for suggestions on how to evaluate the development process of ICD-
11. Respondents were keen on eliciting feedback about the development through future
face-to-face meetings as well as periodic web-based surveys. One respondent also sug-
gested monitoring participation by editors and the general public.

Focus Group

The focus group consisted of a two-hour semi-structured moderated discussion. The
participants felt that WebProtégé was a good initial step, but a lot of work needed to be
done in terms of supporting an open collaborative process where anyone can propose a
terminology change. Participants indicated that it was unclear to them at that moment
what this process should entail in terms of peer review and conflict resolution.

Participants indicated that the current WebProtégé support for commenting was very
granular, enabling users to comment on anything in the system. Participants proposed
that another, higher-level type of discussion also needed to be supported. Such discus-
sions would not be attached to any specific element in the terminology.

Awareness and tracking of changes to the model was also a key discussion issue. Par-
ticipants felt that appropriate users need to be notified when certain changes take place.
Moreover, participants felt that the WebProtégé model, where changes are immediately
committed and visible to everyone, was “too permanent”: There was no obvious way to
experiment with changes to the terminology without having the changes immediately
impact everyone else who was editing or navigating the terminology.

Finally, participants felt that the process of managing proposed changes needed to be
defined better and eventually supported by WebProtégé. Participants raised the concerns
about privacy for the reviewers of a change. Some participants felt that if a review was
not anonymous, then reviewers would be reluctant to be completely honest about a
proposal or that it would create more pressure for the reviewers.
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4 Findings and Discussion

In this section we return to the research questions that we introduced in Section 3.1.
Based on the results from our two evaluation procedures, we attempt to answer these
questions in order to address our research objective.

4.1 Q1: Do Domain Experts Find a Collaborative Development Process
Promising?

Our survey results indicated that participants had mixed impressions about the collabo-
rative development process. Their central concern about the open process was not only
the resources that are required in order to develop the process and software for handling
such an ambitious goal, but also the time it would take to manage change proposals by
unqualified users of ICD-11. Such a “crowdsourcing” approach has the advantage that
potentially many participants will help with the development process and with main-
taining the integrity of the terminology, yet it also opens the development to anyone
who is interested, regardless of their expertise level.

We can compare the collaborative-development process of a terminology, such as
ICD-11, to other “crowdsourcing” projects. We can draw parallels, for example, with
open-source software development: the potential number of contributors is probably
on a similar scale to the number of contributors to specialized terminologies, since
making contributions requires expertise in a specific domain of knowledge (software
development in one case, medicine in the other).

In open source software development, the openness of the source code can actually
help increase the overall quality of the code. Because everything that a developer pro-
duces is freely available to the public, there is both social pressure to make the source
code as readable, maintainable, and stable as possible and there are more people avail-
able to evaluate the code quality: “given enough eyeballs, all bugs are shallow” [10].
Mockus and colleagues [7] found that both the open source projects Mozilla and Apache
had very low defect density levels after release in comparison to commercial software,
in part due to the larger community of users contributing to bug reports.

Few code contributions to large open-source projects come from unqualified devel-
opers. Instead, highly qualified developers often make up the core set of contributors,
as their only incentive is to improve the software for their own use or for the intellec-
tual challenge [6,16]. Finally, since open-source developers often pick and choose what
to contribute to, they choose the components that most interest them. This flexibility
ensures that the developers are typically engaged in their work, versus a commercial
project where they are generally assigned work, regardless of interest [7].

Researchers have observed similar results with the articles contributed to Wikipedia.
The online encyclopedia provides a means for those with specialized knowledge to
share that information with the rest of the world [1].

However, there is also a significant difference between contributing to open-source
software projects or contributing to Wikipedia and contributing to ICD-11. Contributing
to source code requires certain level of technical expertise with the tools, if only to
compile your contribution. Tools such as WebProtégé are designed to require little or
no technical expertise to contribute. Thus, we must develop other mechanisms to control
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who can contribute content. For instance, we may require that contributors to ICD-11
have accounts that are validated by WHO or its subsidiaries in the respective countries.

At the same time, Wikipedia benefits from an extremely large user community, which
helps ensure its quality. Naturally, the number of users who can understand and evaluate
the ICD-11 content is far smaller than the number of Wikipedia users. Hence, WHO
needs to develop a more structured revision and quality-assurance process.

4.2 Q2: What Are the Features That Users Find Useful? Which Features Are
Required?

Among the features that participants felt were critical for a tool to support collaborative
terminology development, multi-lingual support was mentioned by several participants
both in the survey and during the focus group discussion. In a large, international de-
velopment effort, this feature is critical. Participants also requested better hierarchical
editing support. Although the users found the terminology navigation easy to use, they
struggled with making modifications to the actual hierarchy. This is particularly in-
teresting, as WebProtégé uses the same hierarchy navigation and editing paradigm as
many other ontology-development tools. The participants struggled with understanding
how to rename category entries or moving parts of the hierarchy using the drag-n-drop
feature. They also struggled with tracking and revising changes that they made.

In collaborative terminology development, awareness of terminology changes is ex-
tremely important. Editors need to be aware of change proposals as well as have support
for working together with other editors to incorporate or review proposals. Users need
to be able to see an overview of an entire change proposal. Also, users need to know
when major changes take place, changes that may influence their use of the terminology.

The software will need to support an audit trail for tracking how a category and its
associated attributes change over time. There will need to be visibility about who made
certain changes and how a proposal was reviewed. As mentioned, in the WebProtégé
version that we used for the evaluation, it was difficult to track your own changes and
navigation history, both of which will need to be present to help support the continued
development of the terminology.

4.3 Q3: What Is the Workflow for Collaborative Ontology-Development That a
Tool Must Support?

The workflow for incorporating change proposals to the terminology was a major con-
cern of the participants in our evaluation. Currently, WebProtégé allows any authorized
user to make direct changes to the terminology. However, once the wider community
starts contributing to the content, they will be able to do so by creating change propos-
als. General users will make the proposals for changes, and there will be a series of
steps that will be required to review and accept the proposal. For example, managing
editors will receive the change-proposal and determine whether it should be reviewed.
If review is necessary, the change-proposal will pass through a peer review stage and if
approved, the change-proposal will then be reviewed by the Topic Advisory Group.

Any large scale collaborative development process will need tool support for in-
corporating, tracking, and reviewing changes. The exact process for performing this
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tracking and how it can be best supported is not yet clear, but it will most likely
blend ideas from journal review processes, open source software development, and ex-
isting work on conflict resolution in ontology versions [5]. However, our analysis of
workflows in several large-scale collaborative ontology-development projects [12,8,13]
shows that the workflow for each project is different and involves different steps re-
quired by a changed approval. Indeed, there are several efforts to develop a declarative
representation of customizable collaborative workflows [2,11].

4.4 Q4:What Coordination and Communication Mechanisms do the Users
Need?

Our participants indicated that they needed at least two levels of communication sup-
port: low-level commenting on ontology elements and changes (already supported by
WebProtégé) and higher-level discussion that could encompass multiple parts of the
terminology (supported by the collaboration framework on the Protégé server, but not
yet exposed in the user interface). Separate, perhaps private, communication support
mechanisms will be necessary for editors working together to review proposals. These
comments will possibly involve cross-cutting concerns that include categories within
separate branches of the hierarchy or may be of a general nature, for example, com-
ments relating to the review and editing process. The results or verdict of these reviews
will also need to be communicated to the public.

Our analysis did not produce a clear picture of what role, if any, common social-
networking sites, such as Twitter and Facebook, can play in the social process of termi-
nology development. The participants did not enthusiastically embrace the use of this
media in the context of iCamp. However, this may have been in part due to the partic-
ipants all being co-located, thus, face-to-face communication was most effective. This
may also be biased if most of the participants were not already Facebook and/or Twitter
users. Unfortunately we do not have statistics about this information.

Again, drawing parallels to open source software (OSS) development, successful
projects like Apache and Mozilla rely heavily on somewhat archaic technologies like
mailing lists and bugzilla as their main coordination and feedback tools [7]. However,
these are older OSS projects. Newer companies like EclipseSource6, make heavy use
of tools like Twitter, blogs, YouTube, and Skype. There is great potential to re-use such
tools in collaborative ontology development, but there needs to be buy in from the users
as well as integration into the development process. As the ICD-11 project progresses,
contributors will be working distributively. At that point, existing social-networking
sites may play a larger role.

5 Conclusions

We have presented WebProtégé, a Web-based tool for distributed collaborative develop-
ment of ontologies. WebProtégé is currently being used by the World Health Organiza-
tion as the primary development environment for ICD-11, a key international medical

6 http://eclipsesource.com/

http://eclipsesource.com/
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terminology. Developers of other terminologies within the WHO Family of Interna-
tional Classifications (WHO-FIC) are beginning to use WebProtégé as well.

The open development of ICD-11 promises to be an exciting experiment in how
far collaborative terminology development can go. At the same time, WHO members
depend critically on the high quality and timely availability of the 11th revision of the
ICD. Hence, the cost of failure is extremely high. However, the ICD experts believe that
opening ICD development to a wider international audience is the only way to assure
its comprehensive coverage, availability in multiple languages, and correspondence to
the latest understanding of clinical practice.

Participants in our evaluation—none of whom are ontology experts or have previ-
ously participated in such an open development process—were optimistic that collab-
orative development will indeed work in this context. They have raised a number of
critical issues, including the trade-off of having more experts contribute to the content
and requiring more resources to assess the quality of these contributions. They also
highlighted critical requirements for tool support such as change tracking, awareness of
the state of the change proposals, discussions and notifications mechanisms.

We are currently working on the next version of WebProtégé that will address many
of the requirements for the initial state of the development. Simultaneously with the tool
development, ICD-11 contributors are already developing and extending content using
the current version of the tool. Indeed, in the past month, 12 users have made over 4000
changes and more than 1400 comments.
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5. Jiménez-Ruiz, E., Grau, B.C., Horrocks, I., Llavori, R.B.: Building ontologies collabora-
tively using contentcvs. In: Grau, B.C., Horrocks, I., Motik, B., Sattler, U. (eds.) Description
Logics. CEUR Workshop Proceedings, vol. 477 (2009), CEUR-WS.org

6. Lakhani, K.R., Wolf, R.G.: Why hackers do what they do: Understanding motivation and
effort in free/open source software project. Technical Report Working Paper 4425-03, MIT
Sloan School of Management (September 2003)

7. Mockus, A., Fielding, R.T., Herbsleb, J.D.: Two case studies of open source software devel-
opment: Apache and mozilla. ACM Transactions Software Engineering Methodology 11(3),
309–346 (2002)
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Abstract. In this paper we present RDFauthor, an approach for au-
thoring information that adheres to the RDF data model. RDFauthor
completely hides syntax as well as RDF and ontology data model diffi-
culties from end users and allows to edit information on arbitrary RDFa-
annotated web pages. RDFauthor extends RDFa with representations
for provenance and update endpoint information. RDFauthor is based
on extracting RDF triples from RDFa annotations and transforming the
RDFa-annotated HTML view into an editable form by using a set of
authoring widgets. As a result, every RDFa-annotated web page can
be made easily writeable, even if information originates from different
sources.

1 Introduction

To a large extent the overwhelming success of the World Wide Web was based
on the ability of ordinary users to author content easily. In order to publish
content on the WWW, users had to do little more than to annotate text files
with few, easy-to-learn HTML tags. Unfortunately, on the semantic data web
the situation is slightly more complicated. Users do not only have to learn a new
syntax (such as N3, RDF/XML or RDFa), but also have to get acquainted with
the RDF data model, ontology languages (such as RDF-S, OWL) and a growing
collection of connected RDF vocabularies for different use cases (such as FOAF,
SKOS and SIOC).

Previously, many approaches were developed to ease the syntax side of se-
mantic authoring [11,2]. In this paper we present an approach, which also hides
the data model from ordinary users and thus allows absolute novices to create
semantic representations easily.

The RDFauthor approach is based on the idea of making arbitrary XHTML
views with integrated RDFa annotations editable. RDFa [1] is the W3C
Recommendation, which allows to combine human and machine-readable repre-
sentations within a single XHTML document. RDFauthor builds on RDFa by
preserving provenance information in RDFa representations following the named-
graph paradigm and by establishing a mapping from RDFa view representations
to authoring widgets. On configurable events (such as the clicking of a button
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or moving over a certain information fragment with the mouse) the widgets
will be activated and allow the editing of all RDFa-annotated information on
the Web page. While editing, the widgets can access background information
sources on the Data Web in order to facilitate the reuse of identifiers or to en-
courage the interlinking of resources. Our resource editing widget, for example,
suggests suitable, previously defined resources derived from calls to the Sindice
Semantic Web index [12]. Once editing is completed, the changes are propagated
to the underlying triple stores by means of the SPARQL/Update language.

RDFauthor is not at all limited to editing semantic representations from a sin-
gle source. An RDFa view made editable with RDFauthor can contain statements
from a variety of sources, which can be edited simultaneously and in a wholly
transparent manner for the user. Based on an extended RDFa markup support-
ing named graphs and SPARQL/Update endpoint information, simultaneous
changes of several graphs from different sources will be dispatched to the re-
spective SPARQL/Update endpoints. RDFauthor is implemented in JavaScript
so that it works entirely on the browser side and can be used together with
arbitrary Web application development techniques.

In particular with this paper, we make the following contributions:

– We define a light-weight extension of RDFa to accommodate named graphs
and an RDF vocabulary to provide metadata on these graphs, such as prove-
nance information.

– We develop the RDFauthor library, which can be used to make arbitrary
RDFa representations editable. We provide a number of widgets for author-
ing common datatypes and define a mechanism for plugging in and auto-
matically configuring additional editing widgets.

– We demonstrate the benefits of RDFauthor in three use cases: semantic
authoring in OntoWiki, editing information from multiple sources in a com-
bined vCard/publications view as well as collecting semantic data from any
RDFa-enhanced page and pushing it to a personal RDF store.

As a result, RDFauthor radically simplifies the authoring of semantic informa-
tion. Users can interact with Semantic Web applications without having to learn
a new syntax or even having to get acquainted with the RDF data model or other
knowledge representation formalisms. This advantage adds easy write support
to Semantic Web applications, which can help them to enlarge their user bases
significantly and to achieve generally a higher penetration of Semantic Web
technologies.

The paper is structured as follows: We describe the requirements which guided
the development of RDFauthor in section 2. We present our RDFa extension for
representing named graphs and provenance in section 3. A description of our
approach regarding architecture and implementation is given in section 4, while
the approach is demonstrated on the basis of three use cases in section 5. Finally,
we survey some related work in section 6 and conclude with an outlook on future
work in section 7.
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2 Requirements

In this section, we gather and describe the most important requirements, which
guided the development of RDFauthor.

The idea behind the development of RDFauthor was to provide a general
framework to edit data chunks (triple or multiple triples) in XHTML pages by
means of small authoring components called editing widgets (or, as in the present
paper, just widgets). The framework, which should be usable with arbitrary Web
applications, has to provide edit functionality on top of RDFa-annotated web
pages with only minor modifications of the existing markup, i. e. there should be
no need to create special edit views. This mode will reduce the effort required
for the development and maintenance of (Semantic) Web applications signifi-
cantly. Judging from our experience with developing web application that focus
on collaboration and interaction, we can assume that probably more than 50 %
of the effort regarding the user interface creation is spent on implementing and
maintaining edit functionality.

To allow mashing-up content from different sources, the framework should
preserve the provenance of all content chunks, even if combined on a single re-
sulting XHTML page. This possibility allows to hide even more complexity from
the user, since she does not have to care about where to edit certain informa-
tion or about switching between different editing views. To achieve this goal, we
have to provide a vocabulary in order to connect RDFa fragments with updat-
able SPARQL/Update endpoints. RDFauthor should provide functionality not
only to edit existing information, but also to create new data. The framework
should also allow to distinguish between writeable and non-writeable informa-
tion sources. In this way authentication and access control is easily combinable
with RDFauthor, without increasing the complexity of the implementation for
Web developers.

Moreover, in order to make the general editing framework as flexible as pos-
sible, the goal was to provide a number of authoring widgets for specific content
types, such as resource references, dates, locations, images/files etc. The Web de-
veloper/designer should not be limited in her possibilities to create Web designs.
RDFauthor should be as unobtrusive as possible and provide flexible editing wid-
gets (or allow different configurations, e. g. via CSS definitions) for different use
cases, such as inline editing, popup/overlay editing etc. RDFauthor should also
retrieve background information (such as schema/vocabulary information with
domain/range restrictions) required for the selection of appropriate widgets. Fur-
thermore, it should facilitate the interlinking of information on the basis of the
Linked Data paradigm and incorporate services, such as Sindice, DBpedia and
Geonames, for establishing links.

3 Named Graphs and Provenance in RDFa

RDFa enables the annotation of information encoded in XHTML with RDF. This
ability allows to extract a set of RDF triples from an RDFa-annotated XHTML



RDFauthor: Employing RDFa for Collaborative Knowledge Engineering 93

page. RDFauthor makes these triples editable, but in order to store changes
persistently in the triple store that was used to create the RDFa annotations,
RDFauthor needs information about the data source (i. e. SPARQL and SPAR-
QL/Update endpoint) regarding the named RDF graph from which the triples
were obtained or where they have to be updated. In order to make this informa-
tion available, we have defined a slight extension of the RDFa annotations.

To represent information about the information source, we follow the named
graphs approach [4]. We created a vocabulary1 to represent attributes and rela-
tions for the following purposes:

– In order to link certain RDFa annotations on the page to the respective
querying/update services, namely SPARQL/Update and SPARQL endpoints,
we propose the use of the linkHTML tag with an about-attribute to identify
the named graph, a rel-attribute with the value update:updateEndpoint
and a href-attribute with the URL of the respective SPARQL/Update end-
point. Another option to declare graph metadata is the use of empty span-
or div-elements together with the RDFa attributes inside the body of the
page. This option is particularly useful, if the program, which generates the
RDFa-enhanced HTML code from the RDF store, does not have access to
the head of the page (which is typically true for small content plugins in
CMS or CMS-like applications).

– For declaring which statements belong to which named graph, we propose the
use of the update:from-attribute with the named graph as attribute value
to which all nested RDFa annotations should belong. The update:from-
attribute and the additional RDFa processing rules are inspired by [7]. The
use of named graphs is optional and only required, if triples from multiple
sources should be made editable.

The next listing is an example of an RDFa-enhanced XHTML snippet from the
vCard and publications mashup (which we describe as a use case for RDFau-
thor more profoundly in section 5). All RDFa attributes as well as our update
vocabulary extensions are highlighted.

1 <head xmlns:foaf="http :// xmlns.com/foaf /0.1/"
2 xmlns:update ="http ://ns.aksw.org/update /"
3 xmlns:dc="http :// purl.org/dc/elements /1.1/" >[...]
4 </head >
5 <div update:from="http :// showcase.ontowiki.net/"
6 about ="http :// sebastian.dietzold.de/terms/me" typeof ="foaf:Person">
7 <img rel="foaf:depiction" src="http :// aksw.org/img /..." />
8 <b property ="foaf:name">Sebastian Dietzold </b>
9 <a rel="foaf:phone" href="tel :+49 -341 -9732366" > tel :+49 341 9732366 </a>

10 </div >
11 <div about ="http :// showcase.ontowiki.net/"
12 rel=" update:updateEndpoint" resource ="http :// trunk.ontowiki.net/sparul /" />
13 <div about ="http :// showcase.ontowiki.net/"
14 rel=" update:queryEndpoint" resource ="http :// trunk.ontowiki.net/sparql /" />
15 <div update:from="http :// publications.aksw.org/">

1 The RDFauthor vocabulary namespace is http://ns.aksw.org/update/. We use
the prefix update for this namespace throughout this paper.

http://ns.aksw.org/update/
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16 <p about ="http :// www2009.eprints.org /63/1/ p621.pdf" typeof ="foaf:Document">
17 <img rel="foaf:depiction" src ="..." >
18 <span rel="foaf:maker" resource ="http :// sebastian.dietzold.de/terms/me" />
19 <span property ="dc:description ">...</span >
20 </p>
21 </div >

After declaring all required namespaces in the page head (lines 1-4), two div-
sections (starting in lines 5 and 15) contain RDFa annotations derived from two
different named graphs. The graph URIs are specified by using the update:from-
attribute. All nested RDFa annotations are parsed into RDF triples which belong
to the given named graphs. The first graph contained in lines 4-10 consists of a
vCard description of a foaf:Person and the second graph in lines 15-21 consists
of information about a foaf:Document resource which is connected to the person
using the foaf:maker relation. In addition to the FOAF vocabulary, properties
from Dublin core and LDAP are used.

In order to annotate the named graph resources with the service locations, two
more div-sections per graph are included (lines 11-14 associate one graph with two
different endpoints for updates and queries). Here we use our update-vocabulary
to link the SPARQL/update service (in this case an OntoWiki instance).

The XHTML listing above represents the simplified source code of the ex-
ample screenshot from the mashup in figure 5. The XHTML page is parsed by
the RDFauthor RDFa+named-graph parser into the triples (represented in N3
notation) shown in the following listing2:
1 <http://showcase .ontowiki .net/>
2 update:updateEndpoint <http://trunk.ontowiki .net/sparul />;
3 update:queryEndpoint <http://trunk.ontowiki .net/sparql/>.
4
5 <http://showcase .ontowiki .net/> = {
6 <http:// sebastian.dietzold .de/terms/me> a foaf:Person;
7 foaf:depiction <http://aksw.org/img/...>;
8 foaf:name "Sebastian Dietzold ";
9 foaf:phone <tel:+49-341-97-32366>;

10 #[...]
11 }.
12

13 <http:// publications.aksw.org/> = {
14 <http://www2009 .eprints .org/63/1/ p621.pdf> a foaf:Document ;
15 dc:description "Soren Auer , Sebastian Dietzold , [...]";
16 foaf:maker <http://showcase .ontowiki .net/SoerenAuer >,
17 <http://sebastian.dietzold .de/terms/me> .
18 }.

The extracted model consists of two named graphs and additional statements in
the default graph. For both of these named graphs, update and query information
is available. The RDFauthor widget library treats all statements from graphs
without update information as read-only statements.

4 System Architecture and Implementation

In this section we describe the architecture and implementation of RDFauthor
in more detail. The basic cycle of how web pages are edited with RDFauthor is
2 For reasons of limited space, we omit the first lines with prefix definitions for foaf,
dc, update and ldap.
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RDF Store

XHTML
+

RDFa

HTML Form

b)

a)d)

c)

Extracted Triples

Fig. 1. Editing cycle for an RDFa-enhanced web page. The processes involved are
a) page creation and delivery, b) client-side page processing, c) form creation and
d) update propagation.

depicted in figure 1. It is composed of four distinct processes, three of which (b–
d) are handled by RDFauthor components and are described in the subsequent
sections.

Initiation of these processes can happen through a number of different trigger
events. These events can be grouped into element-based events or page-wide
events. In particular, the following triggers are supported:

– Clicking on an edit button next to an element containing the object of a
statement,

– moving the pointer and hovering above an object element,
– an application-specified custom trigger similar to the button labelled “Edit

Properties” in OntoWiki (see section 5),
– a bookmarklet which loads all RDFauthor components and runs all widgets

at once,
– the universal edit button3.

4.1 Client-Side Page Processing

Upon user interaction or a programmatic trigger, RDFauthor starts process-
ing the current page by extracting all RDF triples and placing them in an
rdfQuery databank4 (cf. section 4.5); one for each named graph. Triples that
3 http://universaleditbutton.org
4 http://code.google.com/p/rdfquery/wiki/RdfPlugin#Creating_a_Databank_
by_Hand

http://universaleditbutton.org
http://code.google.com/p/rdfquery/wiki/RdfPlugin#Creating_a_Databank_by_Hand
http://code.google.com/p/rdfquery/wiki/RdfPlugin#Creating_a_Databank_by_Hand
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4. Run widgets on
different events

1. User loads RDFa page
2. Parse statements

into graph(s)
3. Select corresponding

widgets for triples

6. Propagate updates
to linked services

5. Wait for user
input and submission

?

Fig. 2. Steps involved in the client-side processing of the page to be edited

describe the named graphs in the page by using the update vocabulary are ex-
cluded from editing. If no update information has been defined for a graph, it
is considered non-editable, hence no form elements are created for the triples it
contains.

Figure 2 depicts the default page processing procedure. Initially, the user loads
an RDFa-annotated web page into her browser (1). She then triggers the parsing
process by one of the possible edit triggers the developer of the page has decided to
make available on his page (2). RDFa parsing and widget selection are performed
lazily on the first of these events. For each statement on the page the corresponding
widget is selected by an algorithm described in more detail in section 4.2 (3). An
edit view is presented to the user in one of the ways described above. In which way
it is shown is controllable by the author of the page (4). The user completes her
editing tasks and submits her changes or cancels the whole process (5). In case of
submission, the changes are propagated back to the services linked to each graph
(6). In section 4.3 we describe this process in more depth.

4.2 Widget Selection and Form Creation

Widgets for editing existing statements are selected by exploiting the object’s
datatype and the property from the encoded RDFa model. If no datatype is
present (plain literal or object property), a deployed selection cache of pre-
calculated decisions is used.

For this cache, we analyzed 19 of the most frequently used namespaces listed
by the Ping the Semantic Web service5. Together, these vocabularies describe
124 datatype properties and 176 object properties. For these 300 properties, we
populated the widget selection cache with information on type and datatype
of the properties used. This cache is made available as a JSON file. Most of
the datatype properties requested a standard literal widget. Only 17 datatype
properties had an integer range (float 8, date/time 4, boolean 2).

If the named graph from which the statement originates is linked to a SPARQL
endpoint and neither the RDFa model nor our cache can provide useful hints
as to which widget to use, RDFauthor tries to retrieve this information from

5 http://www.pingthesemanticweb.com/

http://www.pingthesemanticweb.com/
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the SPARQL endpoint by querying the rdf:type and rdfs:range of the
property.

The selected widgets are combined into an edit view and are displayed to the
user. Depending on the type of trigger, this can be done in one of the following
ways:

– A single-statement overlay,
– a single-statement widget injected into the page or
– a bulk overlay containing widgets for all editable statements.

4.3 Update Propagation

When the user finishes the editing process, all widgets involved are asked to
update the respective named graph with their changes. The difference between
the original and modified graphs are calculated (i. e. added statements, removed
statements), yielding a diff graph. The associated store to each graph is then
updated with the respective diff graph by means of SPARQL/Update [9] opera-
tions. By explicitly listing all inserted or deleted triples using INSERT DATA and
DELETE DATA syntax, sophisticated SPARQL/Update support is not required.
In addition, RDFauthor can cope with several access control scenarios. It, there-
fore, evaluates the server’s response to SPARQL/Update requests. For instance,
in the case of an HTTP 401 (unauthorized) or 403 (forbidden) status code, a
login form is displayed.

4.4 Statement Adding Methods

In addition to modifying the triple content of a page, it is possible to add new
statements. This can happen either based on existing triples used as templates
or by adding entirely new statements. If existing triples are used as templates,
three cases can be distinguished:

– Creating a new statement that shares subject and property with an existing
statement. Our approach supports this case via a small button beside each
statement.

– Creating a new statement that shares the subject with an existing statement.
At the end of a subject description a small button is shown which lets the
user add a new statement to the subject’s description.

– Creating a new resource using an existing resource as a template. Widgets
for all properties found on the template resource are available on the new
resource.

4.5 Architectural Overview

Putting the processes described above into perspective, three components can
be identified that are involved in the cycle depicted in figure 1.
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– An XHTML page annotated with RDFa and a named graph extension as
described in the previous section,

– for each named graph that is intended to be writable: a SPARQL/Update
endpoint to which updates are sent and an optional SPARQL endpoint to
gather additional information (see below),

– the RDFauthor API with a set of editing components (called widgets) and
included libraries.

RDF Store

XHTML
+

RDFa

JavaScript 
Components

:Widget

:PropertyRow

:ViewController

RDFauthor

1.3.2.1.1: Create

1.3.2.1: GetWidget

1.3.2.2: GetHTML

1: Edit

1.3.2.3: Init

1.3.1: Create

1.3.2: AddWidget

1.4: Display

1.3: AddRow

1.1: Create

:RDFA

1.2: Parse

Form

Fig. 3. RDFauthor architecture overview and UML communication sequence

In-page triple storage (databanks) and RDFa parsing are included from ex-
ternal projects. The JavaScript API has, thus, three components:

– RDFauthor JavaScript objects,
– an in-page RDF store based on the rdfQuery jQuery plug-in, developed by

Jeni Tennison6,
– an RDFa parser component obtained from the W3C RDFa JavaScript im-

plementation page7 (modified according to [7] in order to allow for parsing
named graph attributes).

Our own contribution to this stack, namely the RDFauthor JavaScript objects,
is a collection of scripts that allow the creation of an edit view and included
6 http://code.google.com/p/rdfquery/
7 http://www.w3.org/2006/07/SWD/RDFa/impl/js/

http://code.google.com/p/rdfquery/
http://www.w3.org/2006/07/SWD/RDFa/impl/js/
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widgets. These widgets can be either included into the existing page or displayed
as an overlay. The overlay approach provides sleek editing capabilities for even
the most complex XHTML+RDFa markup, while the inline option can be used
to integrate authoring functionalities seamlessly into existing pages.

5 Use Cases and Evaluation

In order to demonstrate the benefits of RDFauthor, we integrated the approach
into two Semantic Web applications. Firstly, RDFauthor became the primary
semantic authoring component in our Semantic Wiki OntoWiki. Secondly, we
integrated RDFauthor into a text-based wiki application called WackoWiki, thus
being able to demonstrate the simultaneous authoring of information from mul-
tiple sources. Finally, we describe a usage scenario facilitating the collection of
RDF data from arbitrary RDFa-annotated websites.

5.1 OntoWiki

OntoWiki [2]8 is a tool for browsing and collaboratively editing RDF knowledge
bases. It differs from other Semantic Wikis insofar as OntoWiki uses RDF as
its natural data model instead of Wiki texts. Information in OntoWiki is always
represented according to the RDF statement paradigm and can be browsed and
edited by means of views, which are generated automatically by employing the
ontology features, such as class hierarchies or domain and range restrictions.
OntoWiki adheres to the Wiki principles by striving to make the editing of
information as simple as possible and by maintaining a comprehensive revision
history. It has recently been extended to incorporate a number of Linked Data
features, such as exposing all information stored in OntoWiki as Linked Data
as well as retrieving background information from the Linked Data Web. Apart
from providing a comprehensive user interface, OntoWiki also contains a number
of components for the rapid development of Semantic Web applications, such as
the RDF API Erfurt, methods for authentication, access control, caching and
various visualization components.

RDFauthor is used in OntoWiki both in the generic resource property view
as well as in extensions which render resources in a domain-specific way (e. g.
specific visualizations for SKOS concepts or FOAF persons). In order to perform
the integration, we have extended OntoWiki in two ways:

1. We extended the default properties view for resources and all other views
with RDFa attributes to annotate which data is presented as well as to link
the graph to the internal update service. Since OntoWiki is entirely based on
an RDF store, this extension was easy to implement. Likewise, all extension
developers had to extend their views, e. g. for SKOS concepts.

2. We included RDFauthor by referencing it in the head of every OntoWiki
page and adding JavaScript edit buttons on every page where data should
be editable.

8 Online at: http://ontowiki.net

http://ontowiki.net
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Fig. 4. OntoWiki with RDFauthor widgets in “inline mode”

The integration of RDFauthor into OntoWiki is displayed in figure 4. For all
information displayed at the user interface, OntoWiki generates RDFa views
which can be edited by using RDFauthor with a simple click on an edit button.
In order to reuse previously defined resources as much as possible, we included
a resource selector which searches for existing resources as the user is typing. A
search for “Ber” would (amongst others) yield the DBpedia resource for Berlin9.

Adding new properties to an existing resource is accomplished in two steps.
First, the user chooses a property which she wants to use. She types a name
or description fragment into the search input field of the property widget and
RDFauthor searches for properties in the referenced SPARQL endpoint of the
given named graph. Subsequently, the corresponding widget is selected from the
library as described in section 4.2.

As a result of the RDFauthor integration, OntoWiki is now able to handle
not only different visualizations for specific content, but it can also use these
views as a base for independent editing widgets, thereby achieving a new level
of content versatility.

5.2 vCard and Publication Mashup

In order to showcase the simultaneous authoring of information from multiple
sources, we integrated RDFauthor into the text-based wiki application Wacko-
Wiki10. WackoWiki is often used in small and medium companies as well as in
small organizations such as research groups.
9 http://dbpedia.org/resource/Berlin

10 http://wackowiki.org

http://dbpedia.org/resource/Berlin
http://wackowiki.org
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The AKSW research group uses WackoWiki for its entire web page (http://
aksw.org) and integrates external data sources by means of so-called Wacko-
Wiki actions. Actions are small scripts which prepare some content and output
it at the given position in the wiki page. Actions are also able to fetch data from
external resources, allowing us to use structured information on different places
in the wiki, e. g. by presenting the last publications selected by author, project
or topic.

Fig. 5. RDFa-enhanced FOAF vCard and publications mashup with statements from
different named graphs. In addition to the plain literal and resource widgets, we de-
veloped widgets for the special URI schemes tel: and mailto:, which hide the URI
syntax behind a plain input field.

While integrating and presenting this information is easy and covered by
many applications and techniques, the read/write integration of such external
resources is tackled by RDFauthor. By employing RDFauthor, users of our wiki
are able to edit both the wiki page and the structured information in one place
and avoid using different web applications for one edit task and with different
data.

We have developed two actions for integrating two different resources: public
vCard information and a publication database. Both sources are available as
RDF data and accessible via SPARQL endpoints. The output of these actions
included in the author’s wiki page is displayed on figure 5.

The displayed page is a mashup of three sources: static wiki content, vCard
RDF data and RDF data about publications using the FOAF vocabulary. The
output describes two named RDF graphs with RDFa attributes as introduced
in section 3. Both graphs are annotated with corresponding SPARQL/Update

http://aksw.org
http://aksw.org
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services. This annotation allows RDFauthor to pass the changes back to the
databases from which they originate.

In doing so, a user who wants to edit her contact details (e. g. because she
moved to another office room) can change this information directly where she
notes the old and obsolete information.

5.3 Data Collection from RDFa Websites

Another interesting usage scenario, which is more concerned with collecting data
instead of editing, is described in this section. Most of the RDFa-enabled pages
on the web do not yet contain provenance and update information. However,
RDFauthor also allows to use an arbitrary update endpoint, which does not
necessarily have to match the originating endpoint.

Fig. 6. An RDFauthor overlay view containing widgets for triples extracted from PLoS
web page underneath

Since a SPARQL/Update-capable RDF store and a target graph is all the
information required for using RDFauthor, it is easy to embed these into a
bookmarklet used to initialize the editing process. In this case, the number of
possible SPARQL/Update endpoints is limited to those under one’s control.
RDFauthor extracts the data from any page visited and displays the edit form.
The data can be revised and unwanted statements can be removed from the
view. Saving works, however, differently: instead of propagating the changed
data back to the original source, it is sent to one’s own RDF store and saved
into the previously set-up graph.
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6 Related Work

The problem of making Semantic Web content writable in an easy-to-use manner
has been recognized by a number of authors. Pushback [6], for example, tackles this
problem by providing a vocabulary and methodology for bi-directionally mapping
Web 2.0 data sources and APIs to RDF. Since it relies on predefined vocabulary
transformations from said sources into an RDF vocabulary describing edit forms
(RDForms), its use is limited to cases where such a mapping already exists.

Earlier in [5] we presented a JavaScript API that allows the independent cre-
ation of editing widgets for embedded RDFa. The ideas in this paper build upon
the concepts discussed there. [10] present a document-style editing model over
RDF data, which, like RDFauthor, is based on commonly available HTML ma-
nipulation tools and rdfQuery, a JavaScript RDFa library, to maintain an RDF
model embedded in the page. We use part of this work (the rdfQuery library)
in our client-side JavaScript stack. Likewise, Tabulator [3] allows modification
and addition of information naturally within the browsing interface and allows
to relay changes to the server. However, due to Tabulator’s nature of being a
generic data browser, little effort is made to cater users unfamiliar with the RDF
data model.

Loomp [8] aims at providing a user interface for both creating textual content
as well as annotating this content by using semantic representations. However,
the focus of Loomp is not on authoring RDF content in the first place, but only
as annotations of texts.

7 Conclusion and Future Work

We presented RDFauthor, a pragmatic and light-weight approach to make ar-
bitrary RDFa views editable. RDFauthor does not only simplify the syntactic
editing of semantic representations, but it also allows to hide the RDF and
related ontology data models from novice users completely. Thus, RDFauthor
contributes to enabling more users to employ and interact with Semantic Web
applications successfully. Since RDFauthor converts an RDFa-annotated view
directly into an editable form, which is an additional benefit, the costs for the
development and maintenance of (Semantic) Web applications can be signifi-
cantly lowered.

Regarding future work, we aim at integrating RDFauthor into more (Seman-
tic) Web applications and at establishing a repository of forms and widgets for
common vocabularies and datatypes. Based on such a comprehensive repository
of common vocabulary renderings, RDFauthor could evolve into a participatory
semantic mashup technology.
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Abstract. Exploitation of OWL ontologies is often difficult due to their
modelling style even if the underlying conceptualisation is adequate. We
developed a generic framework and collection of services that allow to
define and execute ontology transformation (in particular) with respect
to modelling style. The definition of transformation is guided by transfor-
mation patterns spanning between mutually corresponding patterns in
the source and target ontology, the detection of an instance of one leading
to construction of an instance of the other. The execution of axiom-level
transformations relies on the functionality of the OPPL processor, while
entity-level transformations, including sophisticated handling of naming
and treatment of annotations, are carried out directly through the OWL
API. A scenario of applying the transformation in the specific context of
ontology matching is also presented.

1 Introduction

The OWL ontology language, now in its more advanced version, OWL 2,1 is a
de facto standard for designing semantic web ontologies. However, with its rela-
tively high expressivity, it often allows to express the same conceptualisation in
different ways. This is an obstacle to using existing ontologies in more advanced
semantic web scenarios, in particular:

– Two ontologies using different styles are difficult to match or to import to one
another. Few matching systems support complex matching structures that
bridge such heterogeneity, never mind considering schema merging and/or
data migration.

– Opting for a style when designing an ontology may have dramatic impact on
the usability and performance of reasoners, as some features cause perfor-
mance problems for certain reasoners (for a specific reasoner, this has been
investigated e.g. in [9]).

As a simple example of style heterogeneity let’s consider the following:

1 http://www.w3.org/TR/2009/REC-owl2-overview-20091027/

P. Cimiano and H.S. Pinto (Eds.): EKAW 2010, LNAI 6317, pp. 105–119, 2010.
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Example 1. (In Manchester syntax2) In one ‘conference’ ontology,3 the possibil-
ity of accepting or rejecting a paper can be expressed via classes :

PaperAcceptanceAct SubClassOf: ReviewerAct.
PaperRejectionAct SubClassOf: ReviewerAct.

In another ontology it can be captured using object properties :

accepts Domain: Reviewer. accepts Range: Paper.
rejects Domain: Reviewer. rejects Range: Paper.

A third possibility is the use of enumerations:

reviewerDecision Domain: Paper.
reviewerDecision Range: (EquivalentTo {acceptance, rejection}).

Obviously, such modelling choices can be captured using ontology design patterns
[5], especially the language-specific and domain-neutral ones that are usually
called ‘logical patterns’. However, while common catalogues of ontology (design)
patterns [1,2] aim at supplying human designers with best practices, for our
purposes we do not distinguish whether the particular occurrence of a pattern
in an ontology is an informed modelling choice (possibly based on one of these
catalogues) or an unintentional one.

A transformation of an ontology fragment from one modelling style to another
has to consider two (occurrences of) patterns: one in the source ontology and
one in the target ontology. The two patterns plus the link between them can then
be viewed as a transformation pattern. Therefore the first step in our workflow
is the detection of pattern occurrence in the source ontology; it is followed by
generation of transformation instructions, and, finally, the actual transformation,
which is largely based on the OPPL pre-processor [4].

Section 2 briefly surveys OPPL as crucial pre-existing component of the whole
approach. Section 3 then describes the workflow of ontology transformation and
the RESTful services that implement it. Transformation patterns are presented
in Section 4 in terms of general shape of patterns (Section 4.1), inclusion of nam-
ing patterns (Section 4.2), entity/axiom transformation operations generated
(Section 4.3), and the execution of these operations using OPPL and OWL-API
(Section 4.4). Finally, Section 5 illustrates the approach on an example within
the ontology matching field. The paper is wrapped up with a brief survey of
related work, and a Conclusions and Future Work section.

2 Overview of OPPL 2

OPPL [7] is a macro language, based on Manchester OWL syntax, for manipu-
lating ontologies written in OWL. OPPL was introduced in [4] and applied in [3].

2 http://www.w3.org/TR/2009/NOTE-owl2-manchester-syntax-20091027/
3 A collection of such ontologies has been used in the OAEI ontology matching contest,

see http://nb.vse.cz/~svabo/oaei2009/. We also refer to it in Section 5.

http://www.w3.org/TR/2009/NOTE-owl2-manchester-syntax-20091027/
http://nb.vse.cz/~svabo/oaei2009/
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Its initial purpose was to provide a declarative language to enrich lean ontologies
with automatically produced axioms. Its new version,4 OPPL 2, differs from the
previous one by allowing multiple variables in one script, and by aligning the
OPPL syntax to the right level of abstraction.

A generic OPPL 2 script currently consists of three main sections, for vari-
able declarations, queries and actions. Variables have types that determine the
kind of entity each one may represent, i.e. named classes, data properties, ob-
ject properties, individuals, or constants. A query is a set of axioms contain-
ing variables, plus an optional set of further constraints on such variables. An
action may define the addition or removal of a single axiom containing
variables.

In a nutshell, running a script consists of developing it into a set of variable-
free changes to be applied to an ontology. This can summarised in the follow-
ing steps: resolving the query, and instantiating the actions. Resolving a query
means identify those values (OWL objects), which will make all the axioms
and constraints in the query hold once they replace a given variable. The re-
sult of a query then is a set of bindings (variable assignments) that satisfy
the query. Each axiom in the query could be evaluated against the asserted
model only, or using a reasoner. OPPL 2 engines always try to use the cur-
rent reasoner by default. If the OPPL 2 engine has not been initialised with
any reasoner, or if the keyword ASSERTED is used before an axiom in the query,
the matching will be performed on the asserted set of axioms of the ontology
only.

As an example let us take the following OPPL 2 script:

?x:CLASS,

?y:OBJECTPROPERTY = MATCH("has((\w+))"),

?z:CLASS,

?feature:CLASS = create(?y.GROUPS(1))

SELECT ASSERTED ?x subClassOf ?y some ?z

BEGIN

REMOVE ?x subClassOf ?y some ?z,

ADD ?x subClassOf !hasFeature some (?feature and !hasValue some ?z)

END;

This script demonstrates most of what we described above. The purpose of the
script is a simplified application of the Entity-Feature-Value Ontology Design
Pattern.5 For each subclass axiom asserting that a named class is the subclass
of an existential restriction with a named filler, the script will:

– Create a ‘feature class’ using a portion of the original object property name;
– Link such feature to the original named class by means of a generic property

hasFeature (created on demand, hence the ’ !’ prefix);
– Specify that in the case of ?x such a feature has a specific class of fillers, i.e.

the filler of the original property.

4 http://www.cs.man.ac.uk/~iannonel/oppl/
5 http://www.gong.manchester.ac.uk/odp/html/Entity_Feature_Value.html

http://www.cs.man.ac.uk/~iannonel/oppl/
http://www.gong.manchester.ac.uk/odp/html/Entity_Feature_Value.html
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One of the advantages of employing the target pattern is the possibility to
express features of a feature. Let us suppose that our initial ontology has a
property hasPrice directly attached to the class StockExchangeTitle, with
generic MoneyAmount kind of fillers. If we wanted to specify, for instance, when
this price was last checked, or from what stock exchange index, we would have
no choice but to overload our MoneyAmount class. However, from the modelling
point of view this would not be the cleanest solution, as we would add features
to a class that was originally designed to represent money amounts. What we
really want is further characterise the feature of having a price. Hence, reifying
it allows for adding other information to the mere feature without touching the
class MoneyAmount, which might incidentally have been imported from a third
party ontology and therefore should be better left untouched.

In the approach described in the rest of this paper, OPPL serves both as
a baseline approach serving for inspiration (namely, its detection part) and as
important computational component (its execution part). Detailed discussion is
in Section 4.4.

3 Ontology Transformation Workflow

Figure 1 shows the three-step workflow of ontology transformation as currently
implemented. Rectangle-shaped boxes represent the three basic (RESTful) ser-
vices,6 while ellipse-shaped boxes represent input/output data.7

The OntologyPatternDetection service outputs the binding of entity place-
holders8 in XML. It takes the transformation pattern (containing the source
and target patterns) and a particular original ontology on input. The service
internally automatically generates a SPARQL query based on the ontology pat-
tern (the placeholders becoming SPARQL variables) and executes it. The struc-
tural/logical aspect is captured in the query structure, and the possible naming
constraint is specifically dealt with based on its description within the source
pattern. The service has only been partly implemented by now; its full imple-
mentation will leverage on Terp, a new syntax for querying OWL ontologies
support9, which is a combination of Turtle and Manchester syntax.

The InstructionGenerator service outputs particular transformation instruc-
tions, also in XML. It takes the particular binding of placeholders and the trans-
formation pattern on input. Transformation instructions are generated according
to the transformation pattern and the pattern instance.

The OntologyTransformation service outputs the transformed ontology. It
takes the particular transformation instructions and the particular original on-

6 All accessible via the web interface at http://owl.vse.cz:8080/.
7 In colours, blue boxes represent RESTful services; yellow ones represent static input

data; green ones represent dynamic input/output data; red ones represent output.
8 The detection service is analogous to the first (pattern detection and action instan-

tiation) phase of OPPL pattern application, and placeholders roughly correspond to
OPPL variables. For reasons of not using OPPL here see Section 4.4.

9 Available in the new release of Pellet, 2.1.

http://owl.vse.cz:8080/
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Fig. 1. Ontology transformation workflow; application workflow is depicted using line
with normal head and dataflow is depicted using line with vee shape of head

tology on input. This service is based partly on OPPL and partly on our specific
implementation over OWL-API.10

The intermediate products, pattern instance and transformation instructions,
are assumed to be inspected and possibly edited by the user. In particular, the
user can choose which pattern instances (from automatic detection) should be
further used. However, there is also an aggregative one-step Ontology Trans-
formation service that takes the original ontology, transformation pattern and
pattern instance on input and returns the transformed ontology at once.

For the moment we do not specifically treat the status of the transformed
ontology within the semantic web. In some contexts it can be used locally, as
in an ontology matching scenario, while in some other it can be exposed with a
unique identifier, as a new ontology version pointing to the pre-cursor one using
the OWL 2 versioning mechanism.

4 Transformation Patterns and Operational Instructions

4.1 Transformation Pattern Representation

A transformation pattern includes two ontology patterns (the source one and
the target one) and the schema of transformation of an instance of one to an in-
stance of the other. Transformation patterns are serialized according to an XML
schema.11 The representation of ontology patterns is based on OWL 2. However,
10 http://owlapi.sourceforge.net/
11 http://nb.vse.cz/~svabo/patomat/tp/tp-schema.xsd

http://owlapi.sourceforge.net/
http://nb.vse.cz/~svabo/patomat/tp/tp-schema.xsd
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while an OWL ontology refers to particular entities, e.g. to class Person, in the
patterns we generally use placeholders. Entities are specified (i.e. placeholders
are instantiated) at the time of instantiation of a pattern.

Definition 1 (Ontology Pattern). Ontology pattern is a triple 〈E, Ax, NDP∗〉,
such that E is a non-empty set of entity declarations, Ax a (possibly empty) set
of axioms, and NDP∗ a (possibly empty) set12 of naming detection patterns.

Entity declarations13 concern classes, properties and individuals (all at the level
of placeholders). Properties can be object, data or annotation ones. Annotation
properties enable to capture information about parts of ontology pattern that
are not part of the logical meaning of the ontology. Axioms are facts about
entities included in the transformation; we assume them to be OWL 2 axioms in
Manchester syntax. Finally, the naming detection pattern/s capture the naming
aspect of the ontology pattern for its detection (i.e. it is not used if the pattern
is used in the ‘target’ role), see Section 4.2.

Definition 2 (Pattern Transformation). Let OP1 and OP2 be ontology pat-
terns. A pattern transformation from OP1 (called source pattern) to OP2 (called
target pattern) is a tuple 〈LI, NTP∗〉, in which LI is a non-empty set of trans-
formation links, and NTP∗ is a (possibly empty) set of naming transformation
patterns. Every transformation link l∈LI is a triple 〈 e, e’, R 〉 where e ∈ OP1,
e’ ∈ OP2, and R is either a logical equivalence relationship or an extralogical
relationship between heterogeneous entities.

As logical equivalence relationships we consider standard OWL constructs declar-
ing the equivalence/identity of two ‘logical entities’ of same type: classes, prop-
erties or individuals. An extralogical relationship can be 1) a relationship of
type eqAnn, holding between a ‘logical’ entity and an annotation entity,14 or,
2) a ‘heterogeneous’ relationships eqHet, holding between two ‘logical entities’
of different type. Extralogical relationships correspond to ‘modelling the same
real-world notion’ as we saw in the motivating example in Section 1.

Naming transformation patterns capture the way how to name entities in OP2
with regard to entities in OP1, see Section 4.2.

Definition 3 (Transformation Pattern). Transformation Pattern TP is a
triple 〈OP1, PT, OP2〉 such that OP1, OP2 are ontology patterns and PT is a pattern
transformation from OP1 to OP2.

4.2 Naming Patterns within Transformation Patterns

The attention paid to naming patterns follows from the finding that untrivial
and useful regularities can be observed in ontology entity naming [14]. While
12 Our current implementation supports at most one naming pattern, in the form de-

scribed in Section 4.2. However, multiple alternative naming patterns could be em-
ployed for detection of ontology pattern occurrence.

13 Corresponding to axioms with rdf:type property.
14 OWL 2 annotations may contain various interlinked entities in a separate ‘space’;

these are however excluded from the logical interpretation of the ontology.
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OPPL supports naming operations at the level of regular expressions (as we saw
in Section 2), for modelling style transformation (comprising e.g. part-of-speech
alteration) we need a richer inventory of linguistic tools. Naming operations can
be divided into passive ones, applied for checking purpose, and active ones, for
naming a new entity.15 While both can be plugged into naming transformation
patterns, only passive operations can be used in naming detection patterns.

Definition 4. A naming detection pattern is a set of passive naming operations,
NDP= {no1, no2, . . . , non}. All noi have as operands entities from the ontology
pattern to which NDP belongs, and constants.

As an example of NDP with two operations we can take the following:16

{comparison(?B, head term(?p)), exists(verb form(?C))}

For instance, if ?B is ‘Decision’, ?p is ‘hasDecision’ (with ‘Decision’ as head term)
and ?C is ‘Acceptance’ (with ‘accept’ as verb form) then the pattern succeeds.

Definition 5. A naming transformation pattern is a set of pairs consisting of
an entity and a naming operation, NTP= {(e1, no1), (e2, no2), . . . , (en, non)}. All
noi have as operands entities from the source ontology pattern of the pattern
transformation to which NTP belongs, and constants. All ei are from the target
ontology pattern of the pattern transformation to which NTP belongs.

An example of NTP with one compound operation is the following:

{( ?G, make passive verb(?C) + head noun(?A))}

For instance, if ?A is bound with ‘PresentedPaper’ (with ‘Paper’ as head noun)
and ?C with ‘Rejection’ (with ‘Rejected’ as passive verb form), the name of
entity ?G in the transformed ontology will become ‘RejectedPaper’.

Naming patterns can be generally defined on any lexical aspect of an ontol-
ogy: URI of entities, its fragment, labels, comments etc. By default we consider
naming patterns applied over fragments of URIs, otherwise it is stated in an
attribute of the ndp or ntp element, e.g. target=”label”.

The small collection of implemented naming operations is being gradually ex-
tended as needed for supported transformation patterns. Currently they include
(we list together a passive and active variant where relevant):

– delimiter detection and change (e.g. underscore or camel-case)
– detection and derivation of verb form of a noun (using “derivationally related

forms” resource from WordNet and the Stanford part-of-speech tagger17)
– detection of head noun or its complement, for a noun phrase, and of head

term for verb phrase, typically in a property name (only passive operation)
– construction of passive form of verb.

15 A passive naming operation often has its active variant.
16 The XML serialisation of this NDP and a superset of the following NTP is in the

example in Section 5.
17 http://nlp.stanford.edu/software/tagger.shtml

http://nlp.stanford.edu/software/tagger.shtml
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4.3 Entity and Axiom Transformation Operations

A transformation pattern, 〈〈E1, Ax1, NDP∗1〉, 〈LI,NTP∗〉, 〈E2, Ax2, NDP∗2〉〉, is con-
verted to transformation instructions for a particular ontology. Building blocks
of these instructions are entity and axiom transformation operations.

At the level of axioms we consider two operations: operation of removing of
axiom REMOV E(a) and operation of adding of axiom ADD(a).

At the level of entities we consider three operations:

– operation of adding an entity where we specify the type and name of the
new entity: ADD(e, t, n), where e ∈E1, t is an entity type and n ∈ NTP∗.

– operation of removing an entity: REMOV E(e), where e ∈E1,
– operation of renaming an entity, where we specify the new name of the entity:

RENAME(e, n), where e ∈E1 and n ∈NTP∗.

As removing is a very sensitive operation with far-reaching effects, we distinguish
three different strategies how to cope with this. They differ in the possibility of
removing entities and/or axioms:

– Conservative strategy does not allow to remove anything. Obviously this is
the safest strategy, avoiding undesirable changes in an ontology.

– Progressive strategy (used by default) does not allow to remove entities.
However, it is possible to remove axioms.

– Radical strategy allows to remove both entities and axioms.

When we remove information from the logical content of the ontology, it is still
possible to swap it into the annotations. For example, when we ‘de-reify’ a prop-
erty (i.e. change a class expressing a relationship of multiple entities into an
object property), we can put information about the third etc. argument of the
relationship into annotations of the generated property. Capturing such ‘leaked-
out’ information potentially allows reverse transformation. While we already
consider annotation as a part of a transformation/ontology pattern, implemen-
tation of concrete reverse transformation support is left to future work.

In the following we specify several rules how entity transformation operations
are derivable from a transformation pattern. For a naming transformation pat-
tern NTP, let NTP(e) denote the function returning the result of a naming opera-
tion no such that (e, no) ∈ NTP, and let TYPE(e) denote the function returning
the meta-model type of a entity (placeholder) e.

1. If there is an equivalence correspondence between ?A ∈E1 and ?B ∈E2 then
the instance of ?B will be renamed accordingly, i.e. RENAME(?A, NTP(?B))

2. If there is an extralogical link eqAnn or eqHet between ?A ∈E1 and ?B ∈E2,
then the instance of ?B will be named as NTP(?B), typed according to the
kind of placeholder of ?B, and in the case of radical strategy ?A will be
removed, i.e. ADD(?B, TYPE(?B), NTP(?B)), REMOVE(?A).

3. All entities from E2 that are not linked to an entity from E1 will be ADDed.
4. In the case of radical strategy, entities from E1 that are not linked to any

entity from E2 will be REMOVEd.
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For Rule 2 and conservative or progressive strategy, there is added an annotation
property instance relating the new entity to the original entity. Furthermore, in
any strategy we can still refer to the (heterogeneous) transformation link be-
tween the original entity and new one at the level of transformation pattern.
For instance, in the transformation pattern for reducing a (reified) n-ary rela-
tion to binary18 there is an extralogical link between class ?B and property ?q.
According to Rule 2 it would lead to up to two operations:

ADD(?q, ObjectProperty, make passive verb(?B)), (If radical:) REMOVE(?B).

For instance, in the case of ?B = ReviewSubmission, it makes a new object
property ’submitted’ by verb derivation from the head noun of ?B. Assuming the
conservative strategy (hence not removing ?B), an annotation property instance
would relate the old and the new entity.

The renaming operation works on the naming aspect (entity URI, rdfs:label
etc.) of an entity referred with placeholder. By default we process the URI frag-
ment of an entity. Changing the URI fragment is however problematic because
it, in principle, means creating a new entity. We can solve this problem by ad-
hering to ontology versioning principles: retain the original entity (with original
URI) in the ontology, annotate it as deprecated, and add an equivalence axiom
between these two entities (i.e. between the original and new URI).

For deriving axiom transformation operations from a transformation pattern,
there are only two simple rules:

1. remove all axioms within OP1 in the case of progressive or radical strategy
2. add all axioms within OP2

While removing of axioms is pretty straightforward, because it works on original
entities, adding of axioms must be done in connection with entity operations,
because it works on just added or renamed entities.

For instance, in ontology pattern 1 of transformation pattern dealing with
restriction class19 there is axiom ’?A equivalentTo (?p value ?a)’, e.g. ’Present-
edPaper equivalentTo (hasStatus value Acceptance)’ which can be swapped to
annotations in ontology pattern 2: ’AcceptedPaper annotation:discr property
’hasStatus”, ’AcceptedPaper annotation:value ’Acceptance”. As a result of that
rule, there will be an instruction to remove (in the case of progressive or radical
strategy) the original axiom and add two new axioms. The binding of placehold-
ers and entity operations must be considered before.

4.4 Executing Transformation Instructions in OPPL and OWL-API

We base the execution of transformation on OPPL, and add some extensions
using OWL-API in order to cover more specific features. We can divide the
instructions currently unsupported by OPPL into three groups:

18 http://nb.vse.cz/~svabo/patomat/tp/tp_l-n-ary-relation.xml
19 http://nb.vse.cz/~svabo/patomat/tp/tp_ce-hasValue.xml

http://nb.vse.cz/~svabo/patomat/tp/tp_l-n-ary-relation.xml
http://nb.vse.cz/~svabo/patomat/tp/tp_ce-hasValue.xml
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– Instructions not eligible for putting inside an OPPL script in principle. This
regards entity level operations as OPPL is an axiom-level language; an ex-
ception is entity addition, which can be understood as axiom addition.

– Instructions that are possibly too specific for the transformation setting.
This includes NLP-based operations such as making passive form of a verb.

– Instructions that are in the long-term implementation plan for OPPL, such
as handling annotations.

Currently, we use OPPL for the operations on axioms and for adding entities.
Renaming and naming entities according to naming transformation patterns, as
well as adding annotations, is done using the OWL-API. As far as detection is
concerned, the SELECT part of OPPL could be used to some extent; our naming
constraints are however out of the scope of OPPL. Furthermore, in contrast to
OPPL, we can take advantage of decoupling the process of transformation into
parts, which enables user intervention within the whole workflow.

5 Complex Example for Ontology Matching Use Case

For the sake of brevity, we only show one complex example of transformation
pattern usage, which addresses the ontology matching use-case: transforming an
ontology, O1, to a form easier matcheable to another one, O2. In this experiment
we want to match the cmt ontology20 to the ekaw ontology,21 both belonging to
the OntoFarm collection22 used in the OAEI matching contest.

Transformation Pattern Used. The cmt ontology will be transformed using the
transformation pattern tp hasSome2, which is based on the matching/detection
pattern from [10], see Figure 2. This pattern captures the situation when some
concept from O2 is not explicit in O1 and should be expressed as restric-
tion. The pattern, containing the NDP and NTP from Section 4.2, looks as
follows:23

– OP1 : E={Class: ?A, Class: ?B, Class: ?C, ObjectProperty: ?p},
Ax={?p Domain: ?A, ?p Range: ?B, ?C SubClassOf: ?B},
NDP={comparison(?B, head term(?p)), exists(verb form(?C))}

– OP2 : E={Class: ?D, Class: ?E, Class: ?F, Class: ?G, ObjectProperty: ?q},
Ax={?q Domain: ?D, ?q Range: ?E, ?F SubClassOf: ?E, ?G EquivalentTo:
(?q some ?F)}

– PT : LI={?A EquivalentTo: ?D, ?B EquivalentTo: ?E, ?C EquivalentTo: ?F,
EquivalentProperties: ?p, ?q},
NTP={( ?G, make passive verb(?C) + head noun(?A))}.

20 http://nb.vse.cz/~svabo/oaei2009/data/cmt.owl
21 http://nb.vse.cz/~svabo/oaei2009/data/ekaw.owl
22 Each ontology was designed by analysis of either a conference support tool or of the

usual procedures of a concrete conference.
23 XML serialization is at: http://nb.vse.cz/~svabo/patomat/tp/tp_hasSome2.xml

http://nb.vse.cz/~svabo/oaei2009/data/cmt.owl
http://nb.vse.cz/~svabo/oaei2009/data/ekaw.owl
http://nb.vse.cz/~svabo/patomat/tp/tp_hasSome2.xml
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Applying the rules from Section 4.3 we would get, at placeholder level, the
following entity operations :

RENAME(?A, NTP(?D)), RENAME(?B, NTP(?E)), RENAME(?C, NTP(?F)),
RENAME(?p, NTP(?q)), ADD(?G, owl:Class, NTP(?G)).

and axiom operations :

REMOVE(?p Domain: ?A), ADD(?q Domain: ?D),
REMOVE(?p Range: ?B), ADD(?q Range: ?E),
REMOVE(?C SubClassOf: ?B), ADD(?F SubClassOf: ?E),
ADD(?G EquivalentTo: ?q some F)).

Fig. 2. Instantiated tp hasSome2 transformation pattern

Source Pattern Detection. OP1 is serialized as follows:

<op1>

<entity_declarations>

<placeholder type="ObjectProperty">?p</placeholder>

<placeholder type="Class">?A</placeholder>

<placeholder type="Class">?B</placeholder>

<placeholder type="Class">?C</placeholder>

</entity_declarations>

<axioms>

<axiom>?p domain ?A</axiom>

<axiom>?p range ?B</axiom>

<axiom>?C subClassOf ?B</axiom>

</axioms>

</op1>
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This is translated into a SPARQL query (omitting declarations of prefixes):

SELECT *

WHERE {

?p rdf:type owl:ObjectProperty.

?A rdf:type owl:Class. ?B rdf:type owl:Class. ?C rdf:type owl:Class.

?p rdfs:domain ?A;

rdfs:range ?B.

?C rdfs:subClassOf ?B.

}

Furthermore, there are the specific naming constraints that filter out some query
results:24

<ndp>

<comparison threshold="1.0" measure="equal">

<s1>?B</s1>

<s2>head_term(?p)</s2>

</comparison>

<exist>verb_form(?C)</exist>

</ndp>

As a result, we have the binding of placeholders, e.g.:

<pattern_instance>

<binding placeholder="?p">hasDecision</binding>

<binding placeholder="?B">Decision</binding>

<binding placeholder="?A">Paper</binding>

<binding placeholder="?C">Acceptance</binding>

</pattern_instance>

This would be the output of the OntologyPatternDetection RESTful service.

Instruction Generation. In the second step, particular ontology transformation
instructions are generated in XML serialization given the specific binding and
the transformation pattern, especially its pattern transformation part:

<pt>

<eq op1="?A" op2="?D"/>

<eq op1="?B" op2="?E"/>

<eq op1="?C" op2="?F"/>

<eq op1="?p" op2="?q"/>

<ntp entity="?G">make_passive_verb(?C)+head_noun(?A)</ntp>

<ntp entity="?D">?A</ntp>

<ntp entity="?E">?B</ntp>

<ntp entity="?q">?p</ntp>

</pt>

In this case entities are just transferred to the target ontology under the same
name. Most axiom operations just remove and then add the same axiom given the
24 For explanation we can refer to Section 4.2.
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equivalence of entities according to LI. An exception is the addition of a new ax-
iom, !AcceptedPaper equivalentTo (hasDecision some Acceptance), con-
nected with creation of a new class, AcceptedPaper, according to Ax of OP2.
No operations on annotations were needed, as there are no singular removals
(without complementary additions).

The resulting transformation instructions are serialized as follows:

<instructions>

<oppl_script>

<remove>hasDecision domain Paper</remove>

<remove>hasDecision range Decision</remove>

<remove>Acceptance subClassOf Decision</remove>

<add>hasDecision domain Paper</add>

<add>hasDecision range Decision</add>

<add>Acceptance subClassOf Decision</add>

<add>!AcceptedPaper equivalentTo (hasDecision some Acceptance)</add>

</oppl_script>

<rename>

<entity type="ObjectProperty" original_name="hasDecision">

hasDecision

</entity>

<entity type="Class" original_name="Paper">Paper</entity>

<entity type="Class" original_name="Decision">Decision</entity>

</rename>

<annotations/>

</instructions>

This would be the output of InstructionGenerator RESTful service.
Finally, the cmt ontology would be transformed, given the transformation in-

structions, using the OntologyTransformation RESTful service. Aside the men-
tioned enrichment with named entity ’AcceptedPaper’, the interface to OWL-API
also cares for adding information relating this new entity to the original entity.

Applying ontology matching on the ekaw ontology and the transformed cmt
ontology we easily get, among others, the following simple correspondence:

cmt#AcceptedPaper=ekaw#Accepted Paper
Although AcceptedPaper is not present in the original cmt, we can use the simple
correspondence for getting a complex correspondence for the original cmt,

(cmt#hasDecision some cmt#Acceptance) = ekaw#Accepted Paper
corresponding to the ’Class by Attribute Type’ alignment pattern from [10,11].

6 Related Work

Several approaches to ontology transformation have recently been published. We
refer here to two that look most relevant to our work (aside pure OPPL, to which
we made a comparison along the paper). However, their principles and scope are
still somehow different from our approach, so direct comparison is hard to make.

In [12] the authors consider ontology translation from the Model Driven En-
gineering perspective. The basic shape of our transformation pattern is very
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similar to their metamodel. They consider an input pattern, i.e. a query, an out-
put pattern for creating the output, as well as variables binding the elements.
However, the transformation is considered at the data level rather than at the
schema level as (primarily) in our approach.

In comparison with the previous work the authors of [8] leverage the ontol-
ogy translation problem to the generic meta-model. This work has been done
from the model management perspective, which implies a generality of this ap-
proach. There are important differences to our approach. Although they consider
transformations of ontologies (expressed in OWL DL), these transformations
are directed into the generic meta-model or into any other meta-model such as
that of UML or XML Schema. In contrast, in our approach we stay within one
meta-model, the OWL language, and we consider transformation as a way of
translating a certain representation into its modelling alternatives.

Our notion of heterogeneous links is also related to heterogeneous matching
proposed in [6]. The authors propose a logical solution to this problem by ex-
tending Distributed Description Logics to allow a representation of relationship
between classes and properties, for matching purpose. In our approach we use a
more generic notion of heterogeneous relationship at extralogical level.

We should also mention prior work of the first two authors of the current
paper [13], which was not based on OPPL and viewed ontology transforma-
tion primarily in the context of ontology matching, the transformation patterns
having been closely associated with the alignment patterns from [11].

7 Conclusions and Future Work

We presented pattern-based ontology transformation based on OPPL and OWL-
API, which includes ontology pattern detection, generation of instructions and
finally transformation as such. All steps are implemented as RESTful services.
We formally defined the notions related to transformation patterns and described
the rules for generation of transformation instructions. Usefulness of the trans-
formation was shown on a step-by-step example from ontology matching context.

Imminent future work lies in full implementation of pattern detection using
SPARQL queries automatically generated from ontology patterns, and in enrich-
ment and systematization of the collection of naming patterns. We also plan to
experiment with detection procedures fine-tuned for the matching scenario; for
instance, in the example in Section 5 we would instantiate the source ontology
pattern so as to achieve a good degree of match to the other ontology. Fur-
thermore, while currently the transformation patterns are designed by end user
directly in XML serialization, we envision a graphical editor for this purpose. Our
approach also definitely needs real evaluation in the ontology matching context,
which is however difficult due to limited datasets available. Finally, we plan to
work out other use-cases such as ontology importing and improved reasoning.

This research has been partially supported by the CSF grant no. P202/10/1825,
“PatOMat – Automation of Ontology Pattern Detection and Exploitation”.
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14. Svátek, V., Šváb-Zamazal, O., Presutti, V.: Ontology naming pattern sauce for (hu-
man and computer) gourmets. In: Workshop on Ontology Patterns (WOP 2009),
CEUR (2009)

http://ontologydesignpatterns.org
http://www.gong.manchester.ac.uk/odp/html/index.html


Experimenting with eXtreme Design

Eva Blomqvist, Valentina Presutti, Enrico Daga, and Aldo Gangemi

STLab, ISTC-CNR, via Nomentana 56, 00161 Rome, Italy
eva.blomqvist@istc.cnr.it,

{valentina.presutti,enrico.daga,aldo.gangemi}@cnr.it

Abstract. Ontology Design Patterns (ODPs) support reusability and
use of best practices in ontology engineering. Previous studies have shown
that Content ODPs, in particular, have some measurable beneficial ef-
fects on the produced ontologies. However, another conclusion was that
methodology and tool support was needed. Now such support exist, in
the form of the XD methodology and the XD Tools. In this paper we
present a set of experiments for (i) confirming previous conclusions con-
cerning the usefulness of Content ODPs, (ii) investigating the usefulness
of the XD methodology, and (iii) investigating the usefulness of the XD
Tools. Main conclusions are that we can confirm most of the previous
results concerning the usefulness of Content ODPs, and certain negative
effects observed previously are now mitigated by the new tool support.
The tool is perceived as quite useful, however it also adds some overhead.
The XD methodology is found to be a helpful means to organize the de-
sign process, and the main benefit shown through the experiments is the
testing focus, resulting in a drastic decrease of certain frequent mistakes.

1 Introduction

Ontology Design Patterns (ODPs) are emerging as an important support for
various ontology engineering tasks. Under the assumption that there exist classes
of problems in ontology design that can be solved by applying common solutions
(as experienced in software engineering), ODPs can support reusability on the
design side. As described in [1] ODPs can be of several types e.g. focusing on
logical language constructs, architectural issues, naming, or efficient provision
of reasoning services. In this paper we focus on Content ODPs (CPs). CPs are
small (or cleverly modularized) ontologies with explicit documentation of design
rationales, representing modeling best practices, and can be used as building
blocks in ontology design [2,3].

As an example we describe a CP that is called AgentRole. It represents the
relation between agents, e.g., people, and the roles they play, e.g., manager,
meeting chair, father, and friend, as well as the disjointness of agents and roles.
Figure 1 shows the UML diagram (produced through TopBraid Composer1)
of the OWL2 building block representing this CP. CPs are collected in different
1 For notation details, see tool documentation: http://www.topquadrant.com/products/

TB Composer.html
2 http://www.w3.org/2004/OWL/

P. Cimiano and H.S. Pinto (Eds.): EKAW 2010, LNAI 6317, pp. 120–134, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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catalogues, such as the ODP portal3. In addition to their diagrammatic represen-
tation CPs are described using a number of catalogue entry fields (c.f. software
pattern templates), such as name, intent, covered requirements, consequences,
and building block (linking to an OWL realization of the pattern).

Fig. 1. The AgentRole Content ODP’s graphical representation in UML

In [4] we presented the results of initial experiments on CP reuse, showing
that CPs are indeed useful for constructing better and more (re)usable ontolo-
gies. However, we also concluded that additional method and tool support would
be needed in order to truly benefit from CPs; common problems the participants
experienced were to find the right CPs for their requirements, correctly special-
ize and compose them, as well as discover possible mistakes in the solutions. In
response to the results of the study in [4] we have developed the XD Tools and
a methodology (the eXtreme Design methodology - XD) for CP-based ontology
design [5]. In this paper we present a new set of experiments with the following
three aims; (i) to confirm the usefulness of CPs, (ii) to investigate the usefulness
of the XD methodology, and (iii) to investigate the usefulness of the XD Tools.
The novel contributions of this work include (1) a set of integrated tools called
“XD Tools” for CP-based ontology design, and their user-based evaluation, (2)
the evaluation of CP-based ontology design conducted with XD Tools, and com-
parison with results presented in [4], (3) the evaluation of the XD methodology.

The rest of the paper is structured as follows: Section 1.1 describes related
work and in Section 2 we introduce the experimental setting, and evaluation
criteria. Section 3 describes the XD Tools, and we analyze the results of the
CP-based ontology design experiment as well as how XD Tools are perceived
by the users. In Section 4, after a brief description of the XD methodology, we
present its evaluation, and in Section 5 we discuss conclusions and future work.

1.1 Related Work

Early ontology engineering methodologies were [6], [7], and [8], while more recent
ones focus on collaboration [9], or transfers popular software engineering pro-
cesses to ontology engineering, e.g. the Unified Process [10]. The only pattern-
based methodologies we are aware of are [11] (not considering collaboration,
and patterns are assumed to be a non-evolving set) and [12] (tailored to am-
bient intelligence applications). When proposed, methodologies are commonly
3 http://www.ontologydesignpatterns.org
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not evaluated, only exemplified through use-cases as in [7] and [12], or analyzed
through theoretical comparisons as in [10]. Instead, their later adoption in on-
tology engineering projects prove their usefulness. Methodology evaluation (for
selection), as performed in software engineering (e.g. through NIMSAD [13]),
has not been widely used in ontology engineering. Methodologies and tools have
different focus and aims, hence, it is impossible to proclaim the ‘best’ tool or
methodology if there is no well-defined frame of reference for the evaluation.

Currently, pattern-based ontology engineering methods and tools are present
primarily on the logical level, e.g. for ontology learning and enrichment as in [2],
the Ontology Pre-Processor Language (OPPL) and methods for applying it as
a means for logical ODP reuse [14], and the proposal for a high-level pattern
language in [15]. Use of ODPs have been present in some ontology engineering
environments, such as the logical pattern templates in Protégé 3 (as explained in
[16]), and the template wizard supporting OPPL pattern definitions in Protégé
4 [14], targeting mainly the use of Logical ODPs, although it supports the intro-
duction of CPs in an ontology with a macro-like mechanism. The combination of
Naming and Logical ODPs has also been proposed for supporting ontology refac-
toring in [17]. Benchmarking and evaluation has been more widely performed on
the tool level, compared to the methodological level, e.g. through comparisons
such as [18] and more recently in [19], and observational studies, as in [20].

2 Experimental Method

The focus is on evaluating the effectiveness of CP-based ontology design. We have
conducted experiments in order to evaluate how CPs improve the quality of the
results, i.e., the ontologies, and whether the XD Tools and methodology have an
additional impact. Below we describe the experiment setting, the participants,
and the criteria we have applied in order to analyze the resulting ontologies.

2.1 Experimental Setting

Similarly to [4] experiments were carried out during master and PhD courses. We
divided the experiment into two sessions4, each involving a different group of
participants. The experimental variable of both sessions was to make the partic-
ipants, who worked in pairs, first construct ontologies ‘without using CPs’, then
‘with CPs and the XD Tools’, and finally ‘with CPs, the XD Tools and also fol-
lowing the XD methodology’. Furthermore, each participant (individually) filled
out a questionnaire at the end of each task, as well as a background questionnaire
at the beginning of the session5. The majority of the questions were propositions,
where answers were selected from a 5-point Likert-scale, ranging from ‘strongly
agree’ to ‘strongly disagree’. Another common type was open questions, where
participants explained their opinions freely.
4 The sessions were separated in time and involved different sets of participants.
5 All the questionnaires used can be downloaded at http://stlab.istc.cnr.it/docu

ments/papers/QuestionnairesExperiment2010.zip
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Both sessions were organized into three slots, as summarized in Table 1. Train-
ing in Slot 1 aimed at leveraging the previous knowledge of the participants, to
limit the degrees of freedom of the setting. Tasks were expressed in terms of
Competency Questions (CQs) [21], expressing the domain requirements to be
addressed by the ontology. The two groups solved the same exercise as Task 1
(theater domain). For Tasks 2 and 3 the exercises were switched between the
two sessions in order to reduce the impact of the task domain and participant
maturation on the results, i.e., in the first session Task 2 was set in the music
domain and Task 3 in the hospital domain, but in session two the exercises were
switched. All tasks had the same number of CQs and contained approximately
the same set of modelling issues, i.e., some n-ary relations, modelling of roles
and time periods, etc.6, so that the problems could be addressed by reusing a
similar set of CPs from the catalogue (available for Task 2-3).

Table 1. Experimental setting

Slot 1 Slot 2 Slot 3

Background questionnaire
Training (OWL modeling) Training (CPs and XD

tools)
Training (XD methodol-
ogy)

Task 1: modeling without
any insight into CPs (3
hours)

Task 2: modeling by us-
ing a catalogue of CPs,
and XD Tools (3 hours)

Task 3: modeling by fol-
lowing the XD methodol-
ogy (in addition to CPs
and XD Tools) (3 hours)

Questionnaire 1 Questionnaire 2 Questionnaire 3

In both sessions the participants used the same ontology editor, i.e., TopBraid
Composer7. The catalogue of CPs consisted of 56 patterns (i.e. all submissions
available in the ODP portal). 32 of those were patterns addressing broad com-
petency questions (e.g. modeling part-whole relations, or situations), while 17
belonged to the fishery domain, 6 to the biology and agriculture domains, and
one to the business domain. Out of those 56 patterns, the tasks were constructed
to cover problems matching the general requirements of 6 of the patterns. Ad-
ditionally, 13 other patterns were applicable as alternatives to patterns in the
set above, although the intents of these patterns were slightly different from the
intent of the task descriptions. Each task also consisted of minor parts that could
not be solved using any of the patterns included in the catalogue.

2.2 Participants

The total number of participants was 35, distributed over the two sessions (19 in
the first and 16 in the second). Participants were mostly inexperienced ontology

6 Details of the tasks can be found at http://ontologydesignpatterns.org/wiki/Train
ing:PhD Course on Computational Ontologies %40 University of Bologna

7 The reason for choosing this tool was that at the time of Session 1 it was the most
stable Eclipse-based ontology editor compatible with the XD Tools plugin.
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developers, an important target group of ODPs. The subjects of the first ses-
sion were mainly master students in computer science and business informatics,
without much experience in ontologies (except a course introducing information
and data modelling). In the second session8 the subjects were PhD students and
junior researchers in mainly computer engineering, informatics, and law. In this
group a few persons had more substantial experience developing ontologies, and
already knew the basics of OWL, however, none had previously used ODPs.

2.3 Ontology Analysis Methods

To make the results comparable to [4], we used the same methods and measures
to assess the characteristics of the output ontologies. Here we only give a brief
summary of the measures, as they are explained in detail in [4]. The focus of
the evaluation was on the functional and usability levels, as defined in [22]. The
ontologies were analysed with respect to four aspects; 1) coverage of problem,
2) usability, 3) modelling mistakes/incomplete solutions, and 4) pattern usage.

Coverage of problem. Two different measures were used; terminological cov-
erage and task coverage. ‘Terminological coverage’ measures the amount of the
vocabulary of the domain problem, i.e. the terms (allowing for morphological
variations or synonyms) used to express the CQs, that are represented in the
solution. ‘Task coverage’ is a measure of the amount of the intended tasks, i.e.
CQs, that is supported by the solution, i.e. the amount of CQs that can be
executed as SPARQL queries on the model. Each CQ was classified either as
‘excellently covered’, ‘covered with shortcomings’, or ‘not covered’. Shortcom-
ings in this context can be that one has to know the implicit semantics of the
property names in order to pose a correct query.

Usability. The usability, i.e. the clarity and understandability of the ontology,
was measured using a set of usability profiling measures, and a set of structural
aspects providing formal semantics, i.e. clarity of meaning, to the ontology. They
are: the amount of (i) labels, (ii) comments, (iii) inverse relations, and (iv) dis-
jointness axioms, as well as the (v) level of axiomatization, e.g. measured based
on the number of complex class definitions.

Mistakes and patterns. Modelling ‘mistakes’ and the presence of CPs were
both identified and analyzed through inspection of the solutions. We define, in
this context, modelling ‘mistakes’ as incomplete solutions that attempt to solve
a specific problem but that have shortcomings, see also above.

3 Tool Support for Ontology Design with CPs

The study presented in [4] pointed at the need for tool support for ODP-based
ontology design. The main needs identified by users were support for finding
8 Despite the difference in participant background we choose to present most results in

this paper as averages over both groups, only in the cases when significant differences
in the results were noted do we separate the presentation of results.
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and selecting the right ODPs for their requirements, correctly specializing and
composing them, and discovering possible mistakes in the resulting ontology.
In order to address these requirements we have developed the eXtreme Design
Tools (XD Tools)9, a set of software components available as an Eclipse plugin,
accessible through a perspective - eXtreme Design - compatible with Eclipse-
based ontology design environments such as TopBraid Composer and the NeOn
Toolkit10.

Fig. 2. XD Tools GUI in the NeOn Toolkit

3.1 Main Functionalities of XD Tools

Currently, XD Tools is comprised of five main components supporting pattern-
based design. The overall view of XD Tools GUI is depicted in Figure 2. XD
Tools’ components are the following:

ODP Registry browser: Exposes sets of CPs to the user, in a tree-like view
categorized by different aspects such as the domain of the CP (Figure 2
bottom-left). In this way users can access a set of reusable CPs without hav-
ing them locally stored. The default registry is provided by the ODP portal.

9 http://stlab.istc.cnr.it/stlab/XDTools
10 http://neon-toolkit.org
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(a) Specialization wizard (b) XD annotation dialog

Fig. 3. XD specialization wizard and annotation dialog

The ODP Details view (Figure 2 bottom-right) shows all annotations of
a selected CP. In this way CPs can be examined without downloading the
OWL building block, or accessing an external website. By right clicking on
a CP it can be downloaded through the “Get” command.

XD Selector: Proposes CPs, which can be reused, to the user. The task of
matching the intent of a CP to the specific requirements can be challenging,
especially if the CP catalogue is large. Since pattern selection is one of the
most difficult tasks to automate, we have developed an extensible system that
permits to plug in multiple services. Currently two services are available, i.e.,
search based on keyword indexing and latent semantic indexing, respectively.
The suggested CPs can be downloaded through the “Get” command.

Specialization wizard: CP specialization, as the primary step of their reuse,
concerns the specialization of ontology elements in the CP, through axioms
such as subsumption. This can be challenging for an inexperienced user if it
is done one element at a time, without guidance. From a user perspective, CP
specialization has the following steps: (i) import the pattern into the working
ontology, (ii) declare subClasses/subProperties for each of the (most specific)
pattern elements needed, and (iii) add any additional axioms needed. The
specialization wizard provided by XD Tools (Figure 3(a)) guides the user
through this process, with some steps being optional and some required.
The wizard is activated by right clicking on a CP and selecting “Specialize”.

XD Annotation dialog: Supports annotation of ontologies, based on custo-
mized annotation vocabularies. The annotation properties already provided
by OWL/RDF and vocabularies such as OMV [23] and the CP annotation
schema11 are provided by default12.

XD Analyzer: Provides feedback to the user with respect to how ‘best
practices’ of ontology design have been followed. The XD Analyzer has a

11 http://ontologydesignpatterns.org/schemas/cpannotationschema.owl
12 Since CPs are small ontologies the properties can be used for ontologies in general.
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pluggable architecture, allowing to easily extend the set of heuristics express-
ing ‘best practices’. Three levels of messages are produced; errors, warnings
(identified ‘bad practices’), and suggestions (proposals for improvement). An
error is, for instance, a missing type, i.e., all instances should have a speci-
fied class they are instances of. Examples of warnings are missing labels and
comments, and isolated elements that are not referred to by other elements.
Proposing to create an inverse for each object property that has no inverse
so far is on the level of suggestions. An example view of the Analyzer is
shown at the top of Figure 2.

In addition, XD Tools provide several help functions, such as inline info boxes,
help sections in the Eclipse help center, and cheat sheets.

3.2 Experimental Results: CP-Based Ontology Design

Four of the research questions posed in [4] are also the basis of the experimental
setting described in this paper.

1. Are CPs perceived as useful by the participants?
2. Are the ontologies constructed using CPs ‘better’, in some modelling quality

sense, than the ontologies constructed without patterns?
3. Are the tasks solved faster when using CPs?
4. What common modelling ‘mistakes’ can be identified, both when not using

patterns and when using the available CPs?

Perceived usefulness (1). Table 2 compares the results observed in the two
sessions with the ones obtained in the previous setting (see [4]). On average,
the fraction of participants who perceive the CPs as useful has increased, with
a decrease of those stating they were not useful. However, there is a significant
difference between the two sessions. The only major difference (apart from the
background of the participants that did not impact the results in [4]) between the
two sessions, which in our opinion can explain the difference, is the tool support.
While the first session had an initial version of the XD Tools, the second session
had XD Tools in a stable version with full functionality.

Table 2. Perceived usefulness (percentage of participants who agreed or disagreed, the
rest neither agreed nor disagreed)

Setting Useful Not Useful

Setting presented in [4] 67% 11%
Session 1 67% 8%
Session 2 (more stable tool support) 93% 4%

Result quality - Coverage (2). Table 3 compares terminological and task
coverage of the ontologies resulting from the execution of Task 1 and Task 2,
according to the ontology analysis method described in Section 2. For what con-
cerns task coverage, the results are inconclusive, since the increase is very small.
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While, with regard to terminological coverage the results have improved in the
new setting, compared to [4]. In fact, in the previous setting, the terminological
coverage decreased from Task 1 to Task 2, hence the ontologies were less com-
plete from the terminological viewpoint. In the new setting the coverage keeps
stable, which may be attributed to the new tool support.

Table 3. Terminological and Task Coverage. Percentages indicate an average over all
ontologies (details on criteria in Section 2 and in [4])

Termino-
logical
coverage

Task coverage
Covered (excellently
or with shortcomings)

Covered excellently

Task 1 80% 69% 41%
Task 2 79% 70% 44%

Result quality - Usability (2). Table 4 compares the usability indicators
between the two tasks. These results are comparable to [4], and confirm that
usability is the aspect showing the clearest improvement when introducing CPs.

Table 4. Usability. Percentages indicate an average over all ontologies, e.g. in Task 1
on average 76% of classes and properties had labels, in Task 2 the average was 86%

Labels Com-
ments

Disjoint
classes

Inverse
prop.

Complex
class def.

Task 1 76% 0% 2% 6% 5%
Task 2 86% 35% 37% 42% 21%

Solving tasks faster (3). There is still no evidence that CPs support faster
development, but as noted above the reduced coverage has now been remedied
by introducing additional tool support. Hence, in this setting there is not any
objective evidence for being slower either (as opposed to the previous study).

Modelling ‘mistakes’ (4). We have identified a set of frequent modelling mis-
takes in the ontologies of both tasks. The by far most frequent mistake (occurring
in 93% of the ontologies of the first task and 80% of the ontologies of the second
task) was missing n-ary relations, i.e., where the requirements clearly state a
dependency between three or more elements but in the ontology these are mod-
eled as binary relations, loosing the n-ary nature. Other frequent mistakes were
failure to separate roles from persons, e.g., by stating that vocalist is a subclass
of person it becomes difficult to state the time period when that role was held
or in what band the person acted as vocalist, and missing or wrong datatype
properties, e.g., declaring a class for time intervals but failing to add properties
holding the actual start and end dates. The most frequent ones in the ontolo-
gies developed in Task 1, i.e., 6 types of mistakes, were all still present in the
ontologies developed in Task 2 and we have used them to compare the results.
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The fraction of ontologies showing these 6 types of ‘mistakes’, decreased on
average by 44% in Task 2. The mistakes were not listed or discussed by the
teacher between the sessions in order to reduce the effect of maturation. In ad-
dition, no new types of errors were introduced. A few of the mistakes did not
show such a drastic decrease, e.g., problems when modeling n-ary relations only
decreased with 14% even when having access to CPs dedicated to this issue.

In addition to the previous experiments we also anlayzed the modularity of
the produced ontologies. In other words, we added one research question:

5. Do CPs increase the modularity of ontologies?

The results show that in Task 1 none of the ontologies are modularized, i.e. they
are comprised of only one OWL-file, while in Task 2 the ontologies contain on
average 7.5 modules, and all ontologies are comprised of more than one module.
It has to be noted that no specific instructions on producing modular ontologies
were given, hence, the reuse of CPs inherently introduces a modular structure.
Although this may seem obvious, one should note that CPs can not only be
used a components, imported and directly reused, but also as ‘inspiration’ and
guidelines for creating your own solutions.

3.3 Experimental Results: Perception of the XD Tools

One major difference between the previous experiments [4] and the current set-
ting was the introduction of the XD Tools. XD Tools was available for Task
2 and 3 in both sessions, however, in the first session XD Tools was still in a
testing phase, i.e., contained several bugs and was not entirely stable and user
friendly. During this experiment we aimed at answering the following questions:

1. How well is XD Tools perceived to support the process of finding CPs?
2. How well is XD Tools perceived to support the process of specializing CPs?
3. Does the XD Tools introduce too much overhead in the process, i.e., annoying

the users?

These questions were addressed mainly by asking the participants to assess the
usefulness of the different aspects of XD Tools when filling out the questionnaires,
as well as asking directly if they felt that it introduced too much overhead. The
responses (fractions of total number of responses) from both sessions can be seen
in Figure 4. It should be noted that in Session 1 some pairs experienced technical
problems with the tool, hence, all but one of the ‘not applicable’ responses
originate in this session. In Session 2 technical problems were solved.

We note that 58% of the respondents agreed that the XD Tools was useful for
finding CPs (only 5% disagreed), and 56% agreed that the tool was useful for
reusing CPs (8% disagreed). Clearly, the majority of the participants found the
tool useful, as opposed to browsing the ODP portal and specializing patterns
without guidance (which was the alternative method presented to them). About
25% of the participants were unsure. A result that supports the conclusion that
the tool was useful is the fact that in this new set of experiments terminological
coverage did not decrease, which was the case when introducing CPs in the
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Fig. 4. Evaluation results for XD Tools

previous setting. Additionally, in the second session (using the stable version of
XD Tools) we observed a much higher satisfaction with CPs than for the other
session. In our opinion this supports the conclusion that the tool was helpful
and reduced the effort for users to find and reuse CPs. Finally, more than one
third of the participants (36%) agree that the tool does introduce too much
overhead (while 33% of the participants are not sure). From informal discussions
with the participants we conclude the need of finding a better balance between
enforcing best practices on one hand, and providing shortcuts as users get more
experienced on the other.

4 eXtreme Design

With the name eXtreme Design (XD) we identify an agile13 approach to ontology
engineering, a family of methods and tools, based on the application, exploita-
tion, and definition of ODPs for solving ontology development problems [5].
Below we describe the part of XD targeted in this paper.

4.1 XD Methodology for CP Reuse

We focus on XD for CP reuse in ontology design (hereafter referred to simply
as ‘XD’), which is currently the most elaborated part of the XD family. In
XD a development project is characterized by two sets: (i) the problem space,
composed of the actual modeling issues (local problems), e.g., to model roles
played by people during certain time periods; (ii) the solution space, made up
of reusable modeling solutions, e.g., a piece of an ontology that models time-
indexed roles (a CP). Each CP, as well as the local problem, is related to ontology
requirements expressed as CQs or sentences, but on different levels of generality.
If a local problem can be described, partly or completely, in terms of the CQs
of a CP then that CP can be selected and reused for building the solution.
13 We borrow the term agile from Software Engineering because XD is inspired by

eXtreme Programming and Software Factories as described in [5] and brings the
main principles of agile Software Engineering into Ontology Engineering.
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XD is test-driven and task-focused, resulting in highly modular ontologies
where each module solves a small set of requirements. Main principles of XD
are pair design, the intensive use of CPs, and collaboration, for details see [5].
The iterative workflow of XD contains 12 steps, where the first four steps are
concerned with project initiation, scoping, and requirements engineering (i.e.
deriving the CQs from user stories), and the three final steps are concerned
with the integration of modules into a final solution, hence, it is focused on
the collaboration between the pairs. The evaluation of the collaborative part is
ongoing work, hence, in these experiments we focus on the iteration by one design
pair (creating and testing the modules), whereas the relevant steps include:

5. Select a coherent set of CQs. One or more of the CQs, i.e. a coherent set
treating one modelling issue, are selected for a first development iteration.

6. Match the CQs to CPs. By matching the selected CQs to the require-
ments covered by CPs, candidate CPs for reuse are identified.

7. Select CPs to use. From the set of candidates the CPs that best fit the
local problem without unnecessary overhead are selected.

8. Reuse and integrate selected CPs. Reusing CPs mean to import them
into the ontology module to be built, specialize their classes and proper-
ties, and compose them, i.e., add properties or axioms that connect the CP
specializations so that the module is able to answer the CQs.

9. Test and fix. The CQs are transformed into unit tests, e.g., SPARQL14

queries, and test instances are added. Tests are run, and any errors discovered
are fixed, before selecting a new set of CQs for the next iteration.

4.2 Experimental Results: The XD Methodology

In Task 3 the XD methodology was introduced. New questions were added to
the questionnaires to record the participants’ experience, but we performed the
same analyses on the ontologies as for Task 1 and 2. Mainly we were trying to
answer the following set of questions:

1. Is the XD methodology perceived as useful by the participants?
2. Is the XD methodology a ‘natural’ way to work with CPs?
3. Are the ontologies constructed using the XD methodology ‘better’, in some

modelling quality sense, than the ontologies constructed ‘only’ using CPs?
4. Are the tasks solved faster when using the XD methodology, compared to

‘only’ using CPs?
5. What common modelling ‘mistakes’ can be identified and are they different

from the ones noted when ‘only’ using CPs?

Usefulness of XD (1). That XD helped them to organize their work was
proposed to the participants, and their answers can be seen in Figure 5(a). Only
6% of the participant claimed they did not follow XD closely, hence, we conclude
that the XD methodology is perceived as useful for organizing your work.
14 http://www.w3.org/TR/rdf-sparql-query/
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Fig. 5. Evaluation results for XD methodology

‘Natural’ way to work with CPs (2). Methodologies are sometimes perceived
as awkward and restrictive by users, however, participants felt comfortable with
XD, as can be seen in Figure 5(b). From this we conclude that XD is descriptive
and pragmatic. This is not surprising since the methodology has been developed
based on our own experience how to approach the problem.

Result quality (3). The terminological coverage of ontologies increased slightly
(79% in Task 2 to 83% in Task 3), and the task coverage increased from 69% to
81%. The substantial increase seems to be in the task coverage. On the usability
side, levels are similar for Task 2 and 3, only the disjointness axioms show a
substantial increase (from 37% to 52%).

Solving tasks faster (4). While still applying the same time limit to solve a
problem, task and terminological coverage increased (although the increase in
terminological coverage is limited). Our opinion is that this is mainly due to
that errors are found more easily (hence faster), although we have to consider
some possible effects of participant maturation as well. We believe that XD helps
designers to faster problem solving, still, we need to produce stronger evidence
for supporting this claim in future studies.

Modelling ‘mistakes’ (5). The types of mistakes that are frequent are the
same as in Task 2, but with a decrease of the occurrence of the top-6 common
errors of 15%. Two types of errors decrease significantly more than the others,
i.e. the problems in representing n-ary relations (decrease by 64%) and missing
datatype properties (decrease by 46%). We believe that the decrease can be
attributed to the test-driven nature of XD. By requiring ontology engineers to
test their model in a structured fashion, errors that can easily be discovered
through unit tests, e.g., missing properties, are indeed discovered.

5 Conclusions

In this paper we presented experiments on CP-related methods and tools. These
experiments follow up on, and confirm the results of experiments presented in
[4], as well as extend the scope to include experiments on the XD methodology
and XD Tools. The aim of the new experiments was threefold; (i) confirming
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conclusions on the usefulness of CPs, (ii) investigating the usefulness of the XD
methodology, and (iii) investigating the usefulness of the XD Tools.

We can confirm almost all of the results in [4]. However, terminological cov-
erage kept stable in this setting while in the previous one it decreased. This can
be easily explained by the new tool support, facilitating the reuse of CPs. The
XD Tools was perceived as useful for finding and reusing CPs, however it needs
a better balance between enforcing best practices and allowing for shortcuts in
the workflow, since many participants felt that it added some overhead. The
effects of the XD methodology can be seen mainly in the ontology quality, i.e.,
increased task coverage and particular previously frequent mistakes that dras-
tically decreased. The frequent mistakes were all connected to missing parts,
hence, we conclude that one main benefit of XD is its test-driven nature that
forces the user to check every new module against the requirements. Addition-
ally, we conclude that XD is perceived by users as a natural way of working with
CPs, still, they felt the methodology was useful for guiding their modelling.

Future work contains further experiments on CPs and their relation to ontol-
ogy quality, e.g. including other aspects and different groups of participants. For
the XD methodology we already started investigating collaboration and inte-
gration aspect in some initial observations, but proper experiments are needed.
More focused user testing of the XD Tools is also on the agenda, e.g., testing
the different components separately, to get clearer indications on what parts of
the user interaction can be improved. XD Tools will also be extended with more
elaborate CP selection; we are currently working on methods for CQ-based CP
selection rather than simple keyword search.
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Abstract. In this paper we tackle some pressing obstacles of the emerg-
ing Linked Data Web, namely the quality, timeliness and coherence of
data, which are prerequisites in order to provide direct end user benefits.
We present an approach for complementing the Linked Data Web with
a social dimension by extending the well-known Pingback mechanism,
which is a technological cornerstone of the blogosphere, towards a Se-
mantic Pingback. It is based on the advertising of an RPC service for
propagating typed RDF links between Data Web resources. Semantic
Pingback is downwards compatible with conventional Pingback imple-
mentations, thus allowing to connect and interlink resources on the So-
cial Web with resources on the Data Web. We demonstrate its usefulness
by showcasing use cases of the Semantic Pingback implementations in
the semantic wiki OntoWiki and the Linked Data interface for database-
backed Web applications Triplify.

Introduction

Recently, the publishing of structured, semantic information as Linked Data has
gained much momentum. A number of Linked Data providers meanwhile publish
more than 200 interlinked datasets amounting to 13 billion facts1. Despite this
initial success, there are a number of substantial obstacles, which hinder the
large-scale deployment and use of the Linked Data Web. These obstacles are
primarily related to the quality, timeliness and coherence of Linked Data. In
particular for ordinary users of the Internet, Linked Data is not yet sufficiently
visible and (re-) usable. Once information is published as Linked Data, authors
hardly receive feedback on its use and the opportunity of realising a network
effect of mutually referring data sources is currently unused.

In this paper we present an approach for complementing the Linked Data
Web with a social dimension. The approach is based on an extension of the well-
known Pingback technology [9], which is one of the technological cornerstones of
the overwhelming success of the blogosphere in the Social Web. The Pingback

1 http://esw.w3.org/topic/TaskForces/CommunityProjects/LinkingOpenData/
DataSets/Statistics
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mechanism enables bi-directional links between weblogs and websites in general
as well as author/user notifications in case a link has been newly established.
It is based on the advertising of a lightweight RPC service, in the HTTP or
HTML header of a certain Web resource, which should be called as soon as a
link to that resource is established. The Pingback mechanism enables authors
of a weblog entry or article to obtain immediate feedback, when other people
reference their work, thus facilitating reactions and social interactions. It also
allows to automatically publish backlinks from the original article to comments
or references of the article elsewhere on the Web, thus facilitating timeliness
and coherence of the Social Web. As a result, the distributed network of social
websites using the Pingback mechanism (such as the blogosphere) is much tighter
and timelier interlinked than conventional websites, thus rendering a network
effect, which is one of the major success factors of the Social Web.

With this work we aim to apply this success of the Social Web to the Linked
Data Web. We extend the Pingback mechanism towards a Semantic Pingback,
by adding support for typed RDF links on Pingback clients, servers and in the
autodiscovery process.

When an RDF link from a Semantic Pingback enabled Linked Data resource is
established with another Semantic Pingback enabled Linked Data resource, the
latter one can be automatically enriched either with the RDF link itself, with
an RDF link using an inverse property or additional information. When the
author of a publication, for example, adds bibliographic information including
RDF links to co-authors of this publication to her semantic wiki, the co-authors’
FOAF profiles can be enriched with backlinks to the bibliographic entry in an
automated or moderated fashion. The Semantic Pingback supports provenance
through tracking the lineage of information by means of a provenance vocabulary.
In addition, it allows to implement a variety of measures for preventing spam.

Semantic Pingback is completely downwards compatible with the conventional
Pingback implementations, thus allowing to seamlessly connect and interlink re-
sources on the Social Web with resources on the Data Web. A weblog author
can, for example, refer to a certain Data Web resource, while the publisher of
this resource can get immediately notified and rdfs:seeAlso links can be au-
tomatically added to the Data Web resource. In order to facilitate the adoption
of the Semantic Pingback mechanism we developed three complementary imple-
mentations: a Semantic Pingback implementation was included into the semantic
data wiki OntoWiki, we added support for Semantic Pingbacks to the Triplify
database-to-RDF mapping tool and provide a standalone implementation for the
use by other tools or services.

The paper is structured as follows: We describe the requirements which guided
the development of Semantic Pingback in section 1. We present an architectural
overview including communication behaviour and autodiscovery algorithms of
our solution in section 2. A description of our implementations based on On-
toWiki and Triplify as well as the standalone software is given in section 5.
Finally, we survey related work in section 6 and conclude with an outlook on
future work in section 7.
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1 Requirements

In this section we discuss the requirements, which guided the development of
our Semantic Pingback approach.

Semantic links. The conventional Pingback mechanism propagates untyped
(X)HTML links between websites. In addition the Semantic Pingback mechanism
should be able to propagate typed links (e.g. OWL object properties) between
RDF resources.

Use RDFa-enhanced content where available. Since most traditional we-
blog and wiki systems are able to create semantically enriched content based
on RDFa annotations2, these systems should be able to propagate typed links
derived from the RDFa annotations to a Semantic Pingback server without any
additional modification or manual effort.

Downward compatibility with conventional Pingback servers. Conven-
tional Pingback servers should be able to retrieve and accept requests from
Semantic Pingback clients. Thus, widely used Social Web software such as Word-
Press or Serendipity can be pinged by a Linked Data resource to announce the
referencing of one of their posts. A common use case for this is a Linked Data
SIOC [4] comment which replies and refers to a blog post or wiki page on the
Social Web. Such a SIOC comment typically uses the sioc:reply_of object
property to establish a link between the comment and the original post3.

Downward compatibility for conventional Pingback clients. Conven-
tional Pingback clients should be able to send Pingbacks to Semantic Pingback
servers. Thus, a blogger can refer to any pingback-enabled Linked Data resource
in any post of her weblog. Hence, the conventional Pingback client should be
able to just send conventional Pingbacks to the Linked Data server. Unlike a
conventional Pingback server, the Semantic Pingback server should not create
a comment with an abstract of the blog post within the Linked Data resource
description. Instead an additional triple should be added to the Linked Data
resource, which links to the referring blog post.

Support Pingback server autodiscovery from within RDF resources.
The conventional Pingback specification keeps the requirements on the client
side at a minimum, thus supporting the announcement of a Pingback server
through a <link>-Element in an HTML document. Since the Semantic Pingback
approach aims at applying the Pingback mechanism for the Web of Data, the
autodiscovery process should be extended in order to support the announcement
of a Pingback server from within RDF documents.
2 This should be possible at least manually by using the systems HTML source editor,

but can be supported by extensions as for example described in [6] for Drupal.
3 Since SIOC is a very generic vocabulary, people can also use more specific relations

as, for instance, disagreesWith or alternativeTo from the Scientific Discourse Re-
lationships Ontology [5].
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Fig. 1. Architecture of the Semantic Pingback approach

Provenance tracking. In order to establish trust on the Data Web it is
paramount to preserve the lineage of information. The Semantic Pingback mech-
anism should incorporate the provenance tracking of information, which was
added to a knowledge base as result of a Pingback.

Spam prevention. Another aspect of trust is the prevention of unsolicited
proliferation of data. The Semantic Pingback mechanism should enable the in-
tegration of measures to prevent spamming of the Data Web. These measures
should incorporate methods based on data content analysis and social relation-
ship analysis.

2 Architectural Overview

The general architecture of the Semantic Pingback approach is depicted in
Figure 1. A linking resource (depicted in the upper left) links to another (Data)
Web resource, here called linked resource (arrow 1). The linking resource can be
either an conventional Web resource (e.g. wiki page, blog post) or a Linked Data
resource. Links originating from Linked Data resources are always typed (based
on the used property), links from conventional Web resources can be either un-
typed (i.e. plain HTML links) or typed (e.g. by means of RDFa annotations).
The Pingback client (lower left) is either integrated into the data/content man-
agement system or realized as a separate service, which observes changes of the
Web resource (arrow 2). Once the establishing of a link was noted, the Pingback
client tries to autodiscover a Pingback server from the linked resource (arrow
3). If the autodiscovery was successful, the respective Pingback RPC server is
called (arrow 4), with the parameters linking resource (i.e. source) and linked
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resource (i.e. target). In order to verify the retrieved request (and to obtain in-
formation about the type of the link in the semantic case), the Pingback server
fetches (or dereferences) the linking resource (arrow 5). Subsequently, the Ping-
back server can perform a number of actions (arrows 6,7), such as updating
the linked resource (e.g. adding inverse links) or notifying the publisher of the
linked resource (e.g. via email). This approach is compatible with the conven-
tional Pingback specification [9], which illustrates the chain of communication
steps with the help of a Alice and Bob scenario. This scenario as well as the
general architecture introduce four components, which we now describe in more
detail:

Pingback client. Alice’s blogging system comprises the Pingback client. The
Pingback client establishes a connection to the Pingback server on a certain
event (e.g. on submitting a new blog post) and starts the Pingback request.

Pingback server. Bob’s blogging system acts as the Pingback server. The
Pingback server accepts Pingback request via XML-RPC and reacts as config-
ured by the owner. In most cases, the Pingback server saves information about
the Pingback in conjunction with the target resource.

Target resource. Bob’s article is called the target resource and is identified
by the target URI. The target resource can be either a web page or an RDF
resource, which is accessible through the Linked Data mechanism. A target re-
source is called pingback-enabled, if a Pingback client is able to glean information
about the target resource’s Pingback server (see section 3.1 for autodiscovery of
Pingback server information).

Source resource. Alice’s post is called the source resource and is identified by
the source URI. Similar as the target resource, the source resource can be either
a web page or an RDF resource. The source resource contains some relevant
information chunks regarding the target resource.

These information chunks can belong to one or more of the following categories:

– An untyped (X)HTML link in the body of the web page (this does not apply
for Linked Data resources).

– A (possible RDFa-encoded) RDF triple linking the source URI with the
target URI trough an arbitrary RDF property. That is, the extracted source
resource model contains a direct relation between the source and the target
resource. This relation can be directed either from the source to the target
or in the opposite direction.

– A (possible RDFa-encoded) RDF triple where either the subject or the ob-
ject of the triple is the target resource. This category represents additional
information about the target resource including textual information (e.g.
an additional description) as well as assertions about relations between the
target resource and a third resource. This last category will most likely ap-
pear only in RDFa enhanced web pages since Linked Data endpoints are less
likely to return triples describing foreign resources.
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Fig. 2. Sequence diagram illustrating the (Semantic) Pingback workflow

Depending on these categories, a Semantic Pingback server will handle the
Pingback request in different ways. We describe this in more detail later in
section 4.

Figure 2 illustrates the complete life-cycle sequence of a (Semantic) Pingback.
Firstly, the source publisher updates the source resource, which is observed by
a Pingback client. The Pingback client then scans the source resource for links
(typed or untyped) to other resources. Each time the client detects a suitable link,
it tries to determine a Pingback server by means of an autodiscovery process.
Once a Pingback server was determined, the client pings that server via an XML-
RPC request. Section 3 contains a more detailed description of these steps. Since
the requested Pingback server only receives the source and target URIs as input,
it tries to gather additional information. At least the source document is fetched
and (possibly typed) links are extracted. Furthermore the target resource is
updated and the publisher of the target resource is notified about the changes.
In section 4 the server behavior is described in more detail. Finally, the Pingback
server responds with an XML result.

3 Client Behavior

One basic design principle of the original Pingback specification is to keep the
implementation requirements of a Pingback client as simple as possible. Con-
sequently, Pingback clients do not even need an XML/HTML parser for basic
functionality. There are three simple actions to be followed by a Pingback client:
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(1) Determine suitable links to external target resources, (2) detect the Pingback
server for a certain target resource and (3) send an XML-RPC post request via
HTTP to that server. Conventional Pingback clients would naturally detect (un-
typed) links by scanning HTML documents for <a>-elements and use the href-
attribute to determine the target. Semantic Pingback clients will furthermore
derive suitable links by examining RDFa annotated HTML or RDF documents.
Both conventional and Semantic Pingback clients are able to communicate with
a Semantic Pingback server, since the Semantic Pingback uses exactly the same
communication interface. In particular, we did not change the remote procedure
call, but we introduce a third possible autodiscovery mechanism for Semantic
Pingback clients in order to allow the propagation of server information from
within RDF documents. On the one hand, this enables the publisher of a re-
source to name a Pingback server, even if the HTTP header cannot be modified.
On the other hand, this allows caching and indexing of Pingback server infor-
mation in a Semantic Web application. Since a large number of Semantic Web
applications store the data retrieved from other parties, they can take advantage
of the embedded Pingback server information without requesting the data again,
thus accelerating the discovery process.

3.1 Server Autodiscovery

The server autodiscovery is a protocol followed by a Pingback client to determine
the Pingback server of a given target resource. The Pingback mechanism sup-
ports two different autodiscovery mechanisms which can be used by the Pingback
client:

– an HTTP header attribute X-Pingback and
– a link-element in the HTML head with a relation attribute rel="pingback".

Both mechanisms interpret the respective attribute value as URL of a Pingback
XML-RPC service, thus enabling the Pingback client to start the request.

The X-Pingback HTTP header is the preferred autodiscovery mechanism and
all Semantic Pingback server must implement it in order to achieve the re-
quired downward compatibility. We define an additional autodiscovery method
for Linked Data resources which is based on RDF and integrates better with
Semantic Web technologies.

Therefore, we define an OWL object property service4, which is part of
the Pingback namespace and links a RDF resource with a Pingback XML-RPC
server URL. The advantage compared to an HTTP header attribute is that this
information can be stored along with a cached resource in an RDF knowledge
base. Another benefit is, that different resources identified by hash URIs can
be linked with different Pingback servers. However, a disadvantage (as for the
HTML link element too) is that Pingback clients need to retrieve and parse the
document instead of requesting the HTTP header only.

4 http://purl.org/net/pingback/service

http://purl.org/net/pingback/service
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4 Server Behavior

While the communication behavior of the server is completely compatible with
the conventional Pingback mechanism (as described in [9]), the manipulation of
the target resource and other request handling functionality (e.g. sending email
notifications) is implementation and configuration dependent. Consequently, in
this section we focus on describing guidelines for the important server side manip-
ulation and request handling issues spam prevention, backlinking and provenance
tracking.

4.1 Spam Prevention

At some point every popular service on the Internet, be it Email, Weblogs,
Wikis, Newsgroups or Instant Messaging, had to face increasing abuse of their
communication service by sending unsolicited bulk messages indiscriminately.
Each service dealt with the problem by implementing technical as well as
organizational measures, such as black- and whitelists, spam filters, captchas
etc.

The Semantic Pingback mechanism prevents spamming by the following ver-
ification method. When the Pingback Server receives the notification signal, it
automatically fetches the linking resource, checking for the existence of a valid
incoming link or an admissible assertion about the target resource. The Ping-
back server defines, which types of links and information are admissible. This
can be based on two general strategies:

– Information analysis. Regarding an analysis of the links or assertions, the
Pingback server can, for example, dismiss assertions which have logical im-
plications (such as domain, range or cardinality restrictions), but allow label
and comment translations into other languages.

– Publisher relationship analysis. This can be based e.g. on the trust level of
the publisher of the linking resource. A possibility to determine the trust level
is to resolve foaf:knows relationships from the linked resource publisher to
the linking resource publisher.

If admissible links or assertions exist, the Pingback is recorded successfully,
e.g. by adding the additional information to the target resource and
notifying its publisher. This makes Pingbacks less prone to spam than e.g.
trackbacks5.

In order to allow conventional Pingback servers (e.g. WordPress) to receive
links from the Data Web, this link must be represented in a respective HTML
representation of the linking resource (managed by the Pingback client) at least
as an untyped X(HTML) link. This enables the server to verify the given source
resource even without being aware of Linked Data and RDF.

5 http://en.wikipedia.org/wiki/Trackback

http://en.wikipedia.org/wiki/Trackback
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4.2 Backlinking

The initial idea behind propagating links from the publisher of the source re-
source to the publisher of the target resource is to automate the creation of
backlinks to the source resource. In typical Pingback enabled blogging systems,
a backlink is rendered in the feedback area of a target post together with the
title and a short text excerpt of the source resource.

To retrieve all required information from the source resource for verifying the
link and gather additional data, a Semantic Pingback server will follow these
three steps:

1. Try to catch an RDF representation (e.g. RDF/XML) of the source resource
by requesting Linked Data with an HTTP Accept header.

2. If this is not possible, the server should try to gather an RDF model from
the source resource employing an RDFa parser.

3. If this fails, the server should at least verify the existence of an untyped
(X)HTML link in the body of the source resource.

Depending on the category of data which was retrieved from the source resource,
the server can react in different ways:

– If there is only an untyped (X)HTML link in the source resource, this link can
be created as an RDF triple with a generic RDF property like dc:references
or sioc:links_to in the servers knowledge base.

– If there is at least one direct link from the source resource to the target
resource, this triple should be added to the servers knowledge base.

– If there is any other triple in the source resource where either the subject
or the object of the triple corresponds to the target resource, the target
resource can be linked using the rdfs:seeAlso property with the source
resource.

In addition to the statements which link the source and the target resource,
metadata about the source resource (e.g. a label and a description) can be stored
as well.

4.3 Provenance Tracking

Provenance information can be recorded using the provenance vocabulary [8]6.
This vocabulary describes provenance information based on data access and data
creation attributes as well as three basic provenance related types: executions,
actors and artefacts. Following the specification in [8], we define a creation guide-
line for Pingback requests, which is described in this paper, and identified by the
URI http://purl.org/net/pingback/RequestGuideline. A specific Pingback
request execution is then performed by a Pingback data creating service, which
uses the defined creation guideline.

6 The Provenance Vocabulary Core Ontology Specification is available at http://
trdf.sourceforge.net/provenance/ns.html

http://purl.org/net/pingback/RequestGuideline
http://trdf.sourceforge.net/provenance/ns.html
http://trdf.sourceforge.net/provenance/ns.html
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The following listing shows an example provenance model represented in N3:

1 @prefix : <http :// purl .org/net/provenance /ns#>.
2 @prefix rdf: <http :// www.w3.org /1999/02/22 - rdf -syntax -ns#>.
3 @prefix rdfs : <http :// www.w3.org /2000/01/ rdf -schema#>.
4 @prefix sioc : <http :// rdfs .org/sioc /ns#>.
5 @prefix pingback : <http :// purl .org/net/pingback />.
6

7 [a rdf:Statement ;
8 rdf:subject <http :// example1 .org/Source >;
9 rdf:predicate sioc :links_to ;

10 rdf:object <http :// example2 .org/Target >;
11 :containedBy [
12 a :DataItem ;
13 :createdBy [
14 a :DataCreation ;
15 :performedAt "2010 -02 -12 T12 :00:00Z";
16 :performedBy [
17 a :DataCreatingService ;
18 rdfs :label "Semantic Pingback Service" ];
19 :usedData [
20 a :DataItem ;
21 :containedBy <http :// example1 .org/Source > ];
22 :usedGuideline [a pingback : RequestGuideline ]
23 ]];].

This provenance model describes a Pingback from http://example1.org/
Source to http://example2.org/Target. The Pingback was performed Friday,
12 February at noon and resulted in a single statement, which links the source
resource to the target resource using a sioc:links_to property.

5 Implementation and Evaluation

In this section we describe the implementation and evaluation of Semantic Ping-
back in three different scenarios. We implemented Semantic Pingback server and
client functionality for OntoWiki in order to showcase the semantic features of
the approach. Semantic Pingback server functionality was integrated in Triplify,
thus supporting the interlinking with relational data on the Data Web. Finally,
we implemented a standalone Semantic Pingback server (also available as ser-
vice), that can be utilized by arbitrary resources that do not provide a Pingback
service themselves.

5.1 OntoWiki

OntoWiki [2]7 is a tool for browsing and collaboratively editing RDF knowledge
bases. Since OntoWiki enables users to add typed links on external resources, we
integrated a Semantic Pingback client component. A recently added feature is the
7 http://ontowiki.net

http://example1.org/
Source
http://example2.org/Target
http://ontowiki.net
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ability to expose the data stored in OntoWiki via the Linked Data mechanism.
Based on that functionality, a Semantic Pingback server component was also
integrated.

OntoWiki Pingback client. The Pingback client consists of a plugin that
handles a number of events triggered when statements are added or removed
from the knowledge base. Each time a statement is added or removed, the plugin
first checks, whether:

– the subject resource is a URI inside the namespace of the OntoWiki envi-
ronment,

– the subject resource is (anonymously) accessible via the Linked Data mech-
anism8 and

– the object of the statement is a resource with an de-referenceable URI outside
the namespace of the OntoWiki environment.

If the above steps are successfully passed, the plugin tries to autodiscover a
Pingback server. This process follows the algorithm described in the original
Pingback specification but adds support for target resources represented in RDF
as described in section 3.1. If a server was discovered, an XML-RPC post request
is send.

OntoWiki Pingback server. The OntoWiki Pingback server is an extension
consisting of a plugin handling some request cycle related events, as well as a
component that provides a Pingback XML-RPC service. The plugin is respon-
sible for exposing the X-Pingback HTTP-header in conjunction with the URL
of the RPC service.

The provided Pingback service initially checks, whether the target resource is
valid, i.e. is inside the namespace of the OntoWiki environment and accessible
via the Linked Data mechanism. If a valid target resource was passed, the service
takes the following steps:

1. The server tries to request the target resource as RDF/XML. If an RD-
F/XML document is retrieved, all relevant triples are extracted.

2. If the above step fails or no relevant triples are found, the OntoWiki Pingback
server utilizes a configurable RDFa extraction service (e.g. the W3C RDFa
Distiller9), which dynamically creates an RDF/XML representation from a
target Web page.

3. If the second step fails, the target resource is requested without an additional
Accept-header. If an HTML document is retrieved, all links in the document
are checked. If a link to the target resource is found, a generic triple with
the property sioc:links_to is formed together with the source as subject
and the target resource as object.

8 This step is added to the process since OntoWiki is able to handle various access
control mechanisms and we thus ensure that the Pingback server of the target re-
source is definitely able to access either the RDF or the (X)HTML representation of
the source resource.

9 http://www.w3.org/2007/08/pyRdfa/

http://www.w3.org/2007/08/pyRdfa/
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Fig. 3. OntoWiki backlinks are rendered in the "Instances Linking Here" side box.
The example visualises a personal WebID with three different backlinks using different
relations.

Relevant triples are all triples that have either the source resource as subject and
the target resource as object or vice versa. If no such statements were found, but
the graph contains at least one statement that has the target resource as subject,
a rdfs:seeAlso link is established from target resource to source resource.

All relevant statements are added to the knowledge base containing the tar-
get resource. By using the versioning functionality of OntoWiki, provenance
information of statements added via Pingback requests can be determined, thus
allowing the service to delete statements that are no longer contained by the
source resource.

Backlinks that were established via the Pingback service are displayed in the
standard OntoWiki user interface. The "Instances Linking Here" box shows all
incoming links for a given resource in conjunction with the type of the link, as
visualised in figure 3.

5.2 Triplify

Triplify [1] enables the publication of Linked Data from relational databases. It
utilizes simple mappings to map HTTP-URLs to SQL queries and transforms
the relational result into RDF statements. Since a large quantity of currently
available web data is stored in relational databases, the number of available
Linked Data resources increases. As people start to link to those resources, it
becomes handy to notify the respective owner. Therefore, we integrated a Seman-
tic Pingback server into Triplify, which exposes an X-Pingback HTTP header
and handles incoming RPC requests.
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The RPC service creates a new database table and stores all registered Ping-
backs persistently. Pingbacks are unique for a given source, target and relation
and hence can be registered only once. Each time the Pingback service is executed
for a given source and target, invalid Pingbacks are removed automatically.

Triplify was extended to export statements for all registered Pingbacks regard-
ing a given target resource along with the instance data. The following listing
shows an excerpt of a Triplify export:

1 # ...
2

3 <post /1>
4 a sioc :Post ;
5 sioc :has_creator <user /1> ;
6 dcterms:created "2010 -02 -17 T05 :48:11" ;
7 dcterms:title "Hello world!" ;
8 sioc :content "Welcome to WordPress . This is your ..." .
9

10 # ...
11

12 <http :// blog .aksw .org /2008/ pingback -test />
13 sioc :links_to <post /1> .

5.3 Standalone Implementation

Since a large amount of available RDF data on the Web is contained in plain
RDF files (e.g. FOAF files), we implemented a standalone Semantic Pingback
server10, that can be configured to allow Pingbacks also on external resources.
Based on this implementation, we offer a Semantic Pingback service at: http://
pingback.aksw.org. It is sufficient to add an RDF statement to an arbitrary
web-accessible RDF document stating that the AKSW Pingback service should
be used employing the pingback:service property. Once a Pingback was send
to that service, the owner of the document gets notified via email. This works
well for FOAF profiles, since the service can detect a foaf:mbox statement in
the profile, which relates the WebID to a mailto:-URI. If no such statement
is found, the service looks for statements that relate the target resource via a
foaf:maker, dc:creator, sioc:has_creator or sioc:has_owner relation to a
resource for which an email address can be obtained.

6 Related Work

Pingback [9] is one of three approaches which allow the automated generation
of backlinks on the Social Web. We have chosen the Pingback mechanism as the
foundation for this work, since it is widely used and less prone to spam than

10 Available at: http://aksw.org/Projects/SemanticPingBack

http://pingback.aksw.org
http://pingback.aksw.org
http://aksw.org/Projects/SemanticPingBack
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for example Trackbacks11. Pingback supports the propagation of untyped links
only and is hence not directly applicable to the Data Web.

The PSI BackLinking Service for the Web of Data12 supports the manual
creation of backlinks on the Data Web by employing a number of large-scale
knowledge bases, as for example, data of the UK Public Sector Information
domain. Since it is based on crawling a fixed set of knowledge bases, it cannot
be applied for the entire Data Web. Another service that amongst others is
integrated with the PSI BackLinking Service is SameAs.org13 [7]. Other than
the Semantic Pingback it crawls the Web of Data in order to determine URIs
describing the same resources. OKKAM [3] is a system that aims at unifying
resource identifiers by employing metadata about resources in order to match
them on entities.

In [10] the authors introduce SILK as a link discovery framework for the data
web. It enables the publisher of a dataset to discover links to other datasets, by
employing various similarity metrics. Since SILK adds links in the local dataset
only and does not inform the publisher of the target dataset, it could be enhanced
with a Semantic Pingback client.

The approaches above support interlinking of resources employing centralised
hubs, but do not support decentralised, on-the-fly backlinking, since they are
based on crawling the Data Web on a regular basis. Consequently the primary
goal of these approaches is to reveal resource identifiers describing the same en-
tities, rather than interlinking different resources - a key feature of the Semantic
Pingback approach.

7 Conclusion and Future Work

Although the Data Web is currently substantially growing, it still lacks a net-
work effect as we could observe for example with the blogosphere in the Social
Web. In particular coherence, information quality, and timeliness are still ob-
stacles for the Data Web to become an Web-wide reality. With this work we
aimed at extending and transferring the technological cornerstone of the Social
Web the Pingback mechanism towards the Data Web. The resulting Semantic
Pingback mechanism has the potential to significantly improve the coherence on
the Data Web, since linking becomes bi-directional. With its integrated prove-
nance and spam prevention measures it helps to increase the information quality.
Notification services based on Semantic Pingback increase the timeliness of dis-
tributed data. In addition these different benefits will mutually strengthen each
other. Due to its complete downwards compatibility our Semantic Pingback also
bridges the gap between the Social and the Data Web. We also expect the Se-
mantic Pingback mechanism to support the transition process from data silos to
flexible, decentralised structured information assets.
11 http://www.sixapart.com/pronet/docs/trackback_spec
12 http://backlinks.psi.enakting.org
13 http://sameas.org

http://www.sixapart.com/pronet/docs/trackback_spec
http://backlinks.psi.enakting.org
http://sameas.org
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Future Work. Currently the Semantic Pingback mechanism is applicable to
relatively static resources, i.e. RDF documents or RDFa annotated Web pages.
We plan to extend the Semantic Pingback mechanism in such a way, that it is
also usable in conjunction with dynamically generated views on the Data Web
- i.e. SPARQL query results. This would allow end-users as well as applications
using remote SPARQL endpoints to get notified once results of a query change.
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Abstract. Tagging has been widely used and studied in various domains. Re-
cently, people-tagging has emerged as a means to categorize contacts, and is
also used in some social access control mechanisms. In this paper, we investigate
whether there are differences between people-tagging and bookmark-tagging. We
show that the way we tag documents about people, who we do not know person-
ally, is similar to the way we tag online documents (i.e., bookmarks) about other
categories (i.e., city, country, event). However, we show that the tags assigned to
a document related to a friend, differ from the tags assigned to someone we do
not know personally. We also analyze whether the age and gender of a taggee -
a person, who is tagged by others - have influences on social people-tags (i.e.,
people-tags assigned in social Web 2.0 platforms).

Keywords: Tagging, People-Tagging, Folksonomy, Bookmark-Tagging, Social
Media.

1 Introduction and Motivation

Tagging is a practice in knowledge management, which involves assigning arbitrary or
closed terms to an object for various purposes [1]. Since the birth of Web 2.0 applica-
tions, tagging has been widely used and studied in various platforms, mainly for anno-
tating online resources (e.g., photos, videos, bookmarks). Recently, people-tagging has
emerged as a means to organize contacts, build user profiles and manage competencies,
especially in large scale organizations [6,7,5]. People-tagging is simply the (online) tag-
ging of human beings and is a mechanism that is currently used in platforms such as
Fringe Contacts [7]. Some websites (e.g., blog.ca, tagalag.com, 43people.com) enable
users to tag each other as well.

Tag recommenders for tagging online resources have been widely studied and are
used in various platforms like delicious.com. Work by Rattenbury et al. [19] describes
an approach for automatically identifying tags in Flickr which relate to locations and
events. There exist also approaches like Tess [17] that recommends tags based on con-
tent of a document. To the best of our knowledge, a recommender for tagging human
beings is not well studied. We hope a study of how people tag each other on social
platforms can give us a starting point of how to recommend appropriate tags for peo-
ple or to build recommender systems that use people-tags. We envision the application
of such recommenders for enhancing the usability of access control mechanisms (e.g.,
information filtering mechanisms) that are built on top of annotating people [20,16,24].

P. Cimiano and H.S. Pinto (Eds.): EKAW 2010, LNAI 6317, pp. 150–162, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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In this study, we plan to address two main research questions.

– Q1: Does the nature of tags of articles belonging to various categories (i.e., person,
event, country and city) differ? In the first part of our analysis, we compare the
tags associated to Wikipedia articles related to persons with the tags that have been
assigned to articles of the other categories (i.e., city, country, and event).

– Q2: Does the nature of tags assigned to Wikipedia pages describing persons differ
from the tags that are assigned to persons (i.e., friends) in online social network
platforms?

Moreover, we also take a look at the roles of gender and age of taggees within social
platforms. For the remainder of the paper, we will use the terms Person, Event, City and
Country to refer to the subject of a Wikipedia article related to a person, event, city and
country respectively; and Friend to refer to a contact on a social network site.

The rest of this paper proceeds as follows: First, we present related work in
Section 2. In Section 3, we describe our method for extracting people-tags and also
statistics related to data we collected. Next, in Section 4, we describe our methodology
for analyzing the tags and we address the research questions we posed. We present re-
sults related to the age and gender of taggees in Section 5. Finally, we close the paper
with the conclusion and have an overview of future work in Section 6.

2 Related Work

Previous research on document classification has shown that people use attributes that
are subjective in the organization of personal documents [2]. Some researchers have
studied various aspects of tag usage including the behavior of users of different types of
tagging systems [12], motivations behind tagging [22], tag distribution, tag dynamics
and tag-tag correlations [10], and the changes in user activity in tagging systems over
time [9].

There exists previous work on classifying tags, both manually and automatically.
Overell et al. [18] describe a method to automatically classify flickr.com tags using a
vocabulary constructed from Wikipedia and WordNet. Bischoff et al. [4] compare tag
characteristics between different types of resources: webpages (delicious.com), music
(last.fm) and images (flickr.com). The classification is performed manually. Sen et al.
[23] classify tags from a movie recommendation system as Factual, Subjective or Per-
sonal and study how these classes of tags are used, and how useful these tags are for
user tasks. Xu et al. [25] present a taxonomy of tags, and use this taxonomy as a means
of ensuring diversity in their tag suggestion system. Previous work comparing tagging
for different resource types includes also [14], which studies bookmarks in systems for
documents, for people, for blog entries, and for activity records, in an online corporate
environment. They found that users’ tagging behavior tended to differ between the sys-
tems. Koerner et al. [11] classified taggers into two broad groups: categorizers, who
use a small set of tags similar to hierarchical classification schemes; and describers,
who use more descriptive keywords for tagging resources. Then they applied semantic
similarity measures to various partitions of a large data-set that were tagged by both
categorizers and describers and concluded that describers are more effective for emer-
gence of tag semantics.
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Farrell et al. [7] analyze the people-tags that are assigned to people within an enter-
prise. Similarly, Muller et al. [15] present the results of an experiment, where a service
was provided for people to apply tags to one another within an online corporate envi-
ronment. They classified tag usage and found that users have a preference to apply tags
related to expertise to themselves, and to apply tags related to roles to others. Bernstein
et al. [3] showed that the initiative of people-tagging can be fun using social games.

Our work differs from the work listed above in that we compare the tag classifications
inspired from [23] for different categories of Wikipedia articles (i.e., persons, places,
and events). We also compare the tag classifications inspired from [23] for tags assigned
to Wikipedia articles about famous people with those assigned by people to their friends
within public social platforms.

3 Data Collection

Our first goal is to extract tags that were assigned to Wikipedia articles that are related
to a particular type of category (i.e., Person, City, Country, Event). To this end, we used
DBpedia1, which is a community effort for extracting structured data from Wikipedia.
DBpedia transforms Wikipedia pages into categorized data. There exist several end
points for DBpedia data, which allow end users to query it using the SPARQL2 query
language. We used version 3.2 of DBpedia for our analysis. We extracted four different
types of categories from DBpedia: person, city, country and event. For extracting the
person data (i.e., links to Wikipedia pages related to persons), we used the complete
set of instances in the DBpedia person data dump3. As there was no DBpedia data
dump for other categories (i.e., city, country and event), we crafted SPARQL queries
to extract links to Wikipedia pages. After gathering the Wikipedia links from DBpedia,
we crawled delicious.com to get the tags associated to those Wikipedia articles4. Figure
1 shows a simplified view of our approach for extracting tags associated to a specific
category. All tags are lower-cased. We retrieved only the tags associated to English
Wikipedia pages. Table 1 shows properties of the data retrieved from four different
categories of Wikipedia articles.

Fig. 1. Overall approach for extracting category-based tags

1 http://dbpedia.org
2 http://www.w3.org/TR/rdf-sparql-query/
3 http://wiki.dbpedia.org/Downloads32#persondata
4 We crawled delicious.com in June 2009.

http://dbpedia.org
http://www.w3.org/TR/rdf-sparql-query/
http://wiki.dbpedia.org/Downloads32{#}persondata
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Table 1. Properties of Wikipedia article collection

Type Items Tagged Untagged Total Tags Unique Tags
Person 20284 4031 (19.9%) 16253 (80.1%) 75548 14346 (19%)
Event 7601 1427 (18.8%) 6174 (81.2%) 8924 2582 (29%)
Country 1734 638 (36.8%) 1096 (63.2%) 13002 3200 (25%)
City 40197 1137 (2.8%) 39060 (97.2%) 4703 1907(40%)

Table 2. Properties of social sites tag collection

Site Users Tagged Untagged Total Tags Unique Tags
blog.co.uk 1474 553 (37.5%) 921 (62.5%) 3509 2665 (75.9%)
blog.ca 429 100 (23.3%) 329 (76.7%) 569 492 (86.5%)
blog.de 5836 2035 (34.8%) 3801 (65.2%) 11966 7626 (63.7%)
blog.fr 962 239 (24.8%) 723 (75.2%) 1082 803 (74.2%)
Aggregation 8701 2927 (33.6%) 5774 (66.4%) 17126 10913 (63.7%)

For our second goal, extracting social people-tags, we used four distinct but related
social websites5. The main purpose of these sites is to blog, but they allow also users to
maintain social networks and tag each other. Two websites are in English, one in Ger-
man and one in French. In order to unify the people-tags, we used the Google translator
API6 to translate non-English tags. As the context of the people-tags were not present
in those websites, using the Google API was a good alternative to using a native human
translator for top tags, which were mostly one-term tags. Note that in non-English web-
sites, some people used English tags as well. Table 2 shows properties of the people-tags
crawled from those websites. The number of users in Table 2 indicates the total number
of registered users on the sites7.

4 Experiments

In this section, we address the research questions we posed in section 1, i.e., do tags
of Persons differ from tags of other topics? And do tags of Friends differ from tags
of Persons? In order to answer these questions we first examined the distribution of
the tags. We used WordNet [13] to categorize the tags and compared them. We also
used a manual method inspired from [23] to categorize the top-100 tags for each topic.
Towards this direction, we defined the following categories:

– Objective: Objective tags are those tags that identify the facts about somebody or
something. For example, locations, concepts, somebody’s role and expertise are
categorized as objective tags. Name Entities (NE) fall into this category
(e.g., london).

5 http://www.blog.de,http://www.blog.ca,http://www.blog.co.uk/,
http://www.blog.fr/

6 http://code.google.com/apis/ajaxlanguage/
7 We crawled the websites in June 2009.

http://www.blog.de, http://www.blog.ca, http://www.blog.co.uk/,
http://www.blog.fr/
http://code.google.com/apis/ajaxlanguage/
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– Subjective: Subjective tags are those tags that reflect the personal opinion and
feedback about someone or something. For example, the opinions about physi-
cal and behavioral characteristics of somebody are categorized as subjective tags
(e.g., jealous).

– Uncategorized: We asked our participants to assign those tags that could not fit
well into one of above categories, or their meaning/usage were ambiguous, to this
category (e.g., abcxyz).

We tried to keep the categories as clear and simple as possible, as we did not want
to make the categorization task difficult for our participants. In total, 25 persons, who
were mainly from computer science and IT backgrounds participated in our study. Each
of the 25 participants was assigned the top-100 tags for one category and was asked
to categorize them based on our scheme. The participants were free to search for the
meaning of the tags on the Web.

4.1 Research Question 1 (Q1) - Does the Nature of Tags of Articles Belonging to
Various Categories of Wikipedia Articles Differ?

Table 3 shows the top-20 tags assigned to Wikipedia articles related to various cate-
gories (i.e., Person, City, Country, and Event) plus their frequencies. What we observed
from the nature of top tags of Wikipedia articles was the fact that Persons on Wikipedia
were mostly tagged with the concepts that they are famous for (e.g., music, politics,
poetry). Most of the top tags associated to Events were related to war (e.g., ww2, battle,
war). The Countries were likely tagged with their continents, their historic background
or the name of the country itself (e.g., europe, empire, japan). The Cities were mostly
tagged with the countries that they are located in (e.g., spain, germany, uk). The distri-
bution of the tags among four categories follows Zipf’s law [21]. That means most tags
occurred rarely, whereas a small subset of tags have been used a lot (see Figure 2).

Figure 3 demonstrates the linguistics categories of the tags based on WordNet clas-
sifications. We normalized the values. As illustrated in Figure 3, most tags for all four
resource types, that were categorized by WordNet, were nouns; while verbs, adjectives
and adverbs followed respectively.

After getting the results from our participants, we ran a Repeated Measures Analysis
of Variance (ANOVA) [8] with between-subject factor. The ANOVA statistical method
is commonly used in fields such as sociology or human-computer interaction to analyze
data obtained from human participants in controlled experiments. This method allows
us to determine if differences between results are statistically significant. In our study
each participant received top-100 tags for one Wikipedia resource type (i.e., Coun-
try, City, Event, or Person) and had to categorize them into three groups: objective,
subjective or uncategorized. Consequently, the between-subject factor was wikipedia-
resource-type (i.e., Country, City, Event, and Person) and the within-subject factor was
the tag-category (i.e., objective, subjective, and uncategorized).

Note that Friend as a resource type was not included here. The dependent variable
was the number of occurrences of a tag-category within top-100 tags for a wikipedia-
resource-type. There was no significant main effect of wikipedia-resource-type, as the
mean number of tag occurrences for each resource type was always the same (i.e., 100
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Fig. 2. Distribution of the tags assigned to various types of Wikipedia articles and also Friends
on blog-related websites based on a log-log scale. 64% of the tags assigned to Friends on blog-
related websites were unique, whereas only 19% of the tags assigned to Persons on Wikipedia
were unique.

Fig. 3. Normalized linguistics categories of the tags assigned to various types of Wikipedia arti-
cles and also Friends on blog-related websites
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Table 3. Top-20 tags associated to various Wikipedia categories and their frequencies

Person F. Event F. Country F. City F.
wikipedia 4776 history 904 wikipedia 972 travel 322
people 2941 war 791 history 727 wikipedia 273
philosophy 1856 wikipedia 488 travel 500 italy 151
history 1737 ww2 160 geography 354 germany 97
wiki 1404 politics 153 africa 303 history 93
music 1341 wiki 148 culture 242 london 90
politics 1279 military 106 wiki 222 uk 83
art 1164 battle 87 reference 161 wiki 68
books 1130 wwii 81 europe 120 places 50
literature 1119 iraq 60 country 117 england 47
science 984 reference 57 countries 108 geography 39
biography 708 ajalugu 56 world 100 scotland 39
reference 618 wars 56 politics 93 europe 38
authors 543 olympics 56 research 86 brazil 34
author 522 civilwar 50 empire 78 slow italy 31
research 508 usa 49 islands 77 city 30
film 424 wwi 48 information 77 information 27
toread 420 vietnam 48 india 76 japan 27
artist 409 russia 46 info 69 barcelona 27
psychology 380 iraqwar 43 japan 65 spain 26
poetry 353 china 39 island 63 berlin 26
religion 352 music 39 china 60 cities 24
culture 342 300 36 asia 59 photography 24
design 325 research 36 australia 56 reference 24
writing 324 ww1 35 germany 53 switzerland 23

tags). There was a significant main effect of tag-category (F (1.48, 23.7) = 270.3,
p < .001)8 meaning that the numbers of subjective, objective and uncategorized tags
differed. Lack of significant interaction effect between tag-category and wikipedia-
resource-type indicated, however, that the ratios of objective, subjective and uncat-
egorized tags were similar across wikipedia-resource-types. Pair-wise comparisons9

showed that the number of subjective tags was smaller than objective ones and that
the number of subjective and uncategorized tags did not differ from each other. These
results suggest that people tag Wikipedia resources the same way regardless of the re-
source type using more objective than subjective tags. Figure 4 shows the distribution
of subjective, objective and uncategorized tags for different resource types. Note that
Figure 4 contains tag analysis related to Friend as well, as we refer to it in the following
subsection.

8 The ANOVA’s assumption of sphericity for tag-category was violated as indicated by
Mauchly’s test. In such a situation, it is necessary to use one of the corrections for degrees
of freedom. To this end, we used Greenhouse-Geisser correction (ε = .74).

9 For pair-wise comparisons we used Bonferroni adjustment to preserve familywise significance
level.
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Fig. 4. Average frequencies (+/- standard deviations) of subjective (S), objective (O) and uncat-
egorized (U) tags as a function of resource type. For Person, Country, City and Event resource
types tags are mostly objective (Q1), while for Friend tags are mostly subjective (Q2).

4.2 Research Question 2 (Q2) - Does the Nature of Tags Assigned to Wikipedia
Pages Describing Persons Differ from the Tags That Are Assigned to Persons
(i.e., Friends) in Online Social Network Platforms?

To answer Q2, we compared the people-tags assigned in social platforms with the tags
that were assigned to Persons on Wikipedia. Table 4 shows the top-15 people-tags ex-
tracted from previously mentioned blog-related websites, their translation and also the
frequencies. We observed that top tags assigned to people in social media were at-
tributes and mostly related to physical characteristics and hobbies (e.g., music junkie,
pretty, sweet, nice, honest). This was also proved by mapping the tags to WordNet. The
mapping showed that among those people-tags that could be categorized by WordNet,
the frequency of adjectives and adverbs in social media were higher than for Wikipedia
articles related to persons (i.e., Person), whereas the frequency of nouns was lower (see
Figure 3 for a normalized comparison). The distribution of Friend people-tags follows
Zipf’s law as well, but with a longer tail, meaning that 64% of the tags assigned to
Friends on blog-related websites were unique, whereas only 19% of the tags assigned
to Persons on Wikipedia were unique (see Figure 2).

After getting the results from our participants, we ran the same type of ANOVA with
the difference that the resource-type factor had 2 levels: Person and Friend. Again, there
was no significant main effect of resource-type. There was a significant main effect for
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Table 4. Top-15 people-tags in different languages from blog-related websites, their translation
and frequencies

blog.de F. blog.fr F. blog.ca & .co.uk F.
musikjunkie (music junkie) 188 art (art) 19 funny 34
nett (nice) 81 politique (politics) 14 music 32
leben (live) 77 musique (music) 14 life 31
lustig (funny) 73 gentil (kind) 9 kk friend 29
lieb (dear) 69 adorable (adorable) 8 funky 25
intelligent (intelligent) 66 amour (love) 7 friendly 23
huebsch (pretty) 61 sympa (sympa) 7 lovely 22
sexy (sexy) 59 dessin (drawing) 7 cool 22
liebe (love) 58 amiti (friendship) 7 sexy 19
ehrlich (honest) 56 digne de confiance 7 love 18

(trustworthy)
interessant (interesting) 48 bon (good) 6 art 16
musik (music) 45 histoire (history) 6 poetry 16
kreativ (creative) 45 vie (life) 6 nice 14
humorvoll (humorous) 42 humour (humor) 6 photography 13
freundlich (kind) 41 sensible (sensitive) 5 barking 13

tag-category (F (1.33, 13.3) = 69.6, p < .001)10 meaning that the numbers of subjec-
tive, objective and uncategorized tags differed. This time, there was a significant inter-
action effect (F (2, 20) = 67, p < .001) indicating that the ratios of objective, subjective
and uncategorized tags differed for both resource-types. For pair-wise comparisons we
used dependant and independent t-tests. The number of subjective tags for Friend was
higher than for Person (independent samples t-test, t(10) = 8.5, p < .00001). The
number of objective tags for Friend was lower than for Person (independent samples
t-test, t(10) = −8.7, p < .00001). Also, the number of uncategorized tags was higher
for Friend than for Person (independent samples t-test, t(10) = 3.29, p = .008). For
Person, the number of objective tags was higher than subjective ones (dependent sam-
ples t-test, t(4) = −5.6, p = .005); there were more objective tags than uncategorized
ones (dependent samples t-test, t(4) = 9.2, p < .001), but the number of subjec-
tive and uncategorized tags did not differ from each other. For Friend, the number of
subjective tags was higher than objective ones (dependent samples t-test, t(6) = 7.9,
p < .001); there were more subjective tags than uncategorized ones (dependent samples
t-test, t(6) = 14.2, p < .0001) and more objective than uncategorized (dependent sam-
ples t-test, t(6) = 6.5, p < .001). These results suggest that people use different tags
for their friends compared to resources describing other persons. Friends are mostly
assigned subjective tags while other persons objective ones.

4.3 Random Tags

We also wished to investigate whether the properties of a random set of tags were simi-
lar to the properties of the most popular tags that we used in our experiments. Many of

10 Again, as the data for tag-category was non-spherical, we used Greenhouse-Geisser correction
(ε = .67).
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the tags in delicious.com and people-tags within social platforms are part of the long tail
(i.e., tags with lower frequencies) and it is possible that these tags have different usage
patterns to the top tags. Therefore, we also created one set of random-100 people-tags
(i.e., associated with Friends) and one set of random-100 Wikipedia tags for each cate-
gory (i.e., Person, Event, City and Country) and asked each of the 25 participants in our
experiments to categorize them based on our scheme. For the Wikipedia articles, the re-
sult showed that even for random tags on average more objective tags are assigned than
subjective. But for Friend, the amount of subjective and objective tags were statistically
equal, taking into account that more than 40% of the tags could not be categorized by
our participants. The participants mentioned that some tags were strange, as they could
not understand the meaning of them. Thus, they assigned them to the uncategorized
group. We speculate that our participants were not aware of the context that the people-
tags were assigned. In other words, among friends, there are usually lots of events and
issues that only those friends are aware of and can be used as tags (i.e., subjective), but
from a participant point of view, they could not be categorized.

Finally, we calculated the inter-annotator agreement of the random-100 sets and the
top-100 sets. The average inter-annotator agreement for random-100 tags was 76%,
whereas for top-100 tags it was 86%. The long-tail tags do not have as clear a meaning
as the top tags, and therefore are probably less useful in applications such as information
filtering.

5 Age and Gender

The data on social blog sites contains age and gender of taggees as well. Although this
was not the main focus of this paper, the data gave us useful input for further analysis.
Towards this direction, we conducted an additional experiment. We prepared three sets
of top tags (A1,A2, and A3) assigned to various age ranges (age ≤ 25, 25 < age ≤ 50,
and age > 50) respectively; and for the second part of the experiment, we prepared two
sets of top tags (G1 and G2) assigned to the male and female genders respectively. Note
that we removed tags that refer to a specific gender for this experiment. Table 5 shows
the top-15 tags of A1, A2, A3, G1, and G2. We asked 10 participants to a) take a look at
the first three sets and let us know, if they could predict the possible age range of taggees
for each set; and b) take a look at the second two sets and let us know if they could
justify whether one set is more suitable for a specific gender. We asked these questions
in order to determine whether there were perceptible differences between the tag sets.
All participants agreed that A1 is used for younger people, due to existence of some tags
that are mostly used for teens and young people (e.g., naive, music junkie, sexy, freak,
dreamy). These tags were categorized as subjective tags. Most participants did not see
any major differences between A2 and A3, and they mentioned that it was extremely
difficult to distinguish between them, but they claimed that both sets are more likely
used for older people, due to existence of some tags like politics, art, and poetry (i.e.,
objective tags). For the second part of the experiment, there was a consensus indicating
that no major differences exist between G1 and G2. Most participants claimed that both
sets suit both genders.
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Table 5. Top-15 tags for varying age ranges and gender of taggees

≤ 25 > 25 and ≤ 50 > 50 Male Female
music junkie funny kk friend music junkie music junkie
pretty music junkie funky funny love
nice nice funny music pretty
love music politics nice nice
sweet live love politics funny
funny love kunst intelligent sexy
music intelligent live sexy live
sexy sexy kind love dear
crazy dear music live sweet
dear cool friendly kind honest
honest humorous helpful reliable intelligent
intelligent interesting art dear crazy
creative honest humor sports interesting
interesting kind sensitive sweet music
thoughtful creative honest art cool

6 Conclusion and Future Work

In this paper, we presented the result of experiments related to people-tagging and
bookmark-tagging.We showed that the pages related to persons on Wikipedia are tagged
the same as other types (i.e., events, cities, and countries) - in terms of subjective/ob-
jective/uncategorized categories. People use more objective tags for tagging Wikipedia
articles related to aforementioned article types. However, the tags assigned to a web-
page related to a person on Wikipedia differs from the way we tag a friend on a social
website. Friends on social websites are mostly tagged with subjective tags. In addition,
we found that in social media, younger taggees are primarily assigned with more sub-
jective tags, whereas older ones are also assigned with some objective tags. We plan to
explore the possibility of using the result of this study for building a social people-tag
recommender for our access control framework. As taggers tend to use more subjec-
tive tags for their friends within social platforms, this brings new challenges for rec-
ommending appropriate people-tags. It will be necessary to find some ways to handle
or eliminate the subjectivity of people-tags (e.g., by defining and using controlled or
semi-controlled vocabularies based on the top used people-tags), in order to increase
the precision of people-tag-based recommenders and thus, usability of information fil-
tering frameworks that are built on top of people-tags [20,16,24].

Recently, Twitter11 introduced a feature called Twitter Lists that enables users to
assign each other to various lists. This feature is normally used for grouping like-minded
or similar people (in terms of affiliation, interest, expertise, etc.) and can be perceived
as a way of tagging them. As Twitter is the fastest growing social networking service
on the Web12 and Twitter data (e.g., friends, followers, Twitter lists) are also public (for
11 http://twitter.com
12 http://eu.techcrunch.com/2010/01/26/opera-facebook-
largest-\mobile-social-network-twitter-fastest-growing

http://twitter.com
http://eu.techcrunch.com/2010/01/26/opera-facebook-
largest- mobile-social-network-twitter-fastest-growing
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public accounts), we envision getting more real-world (people-tag) data by crawling
Twitter and perhaps building an information filtering recommender based on Twitter
lists.

Acknowledgments

This work is partially supported by Science Foundation Ireland (SFI) under Grant No.
SFI/08/CE/I1380 (Lion-2 project). We appreciate Conor Hayes for his valuable com-
ments. We also thank anonymous reviewers for their valuable inputs.

References

1. Ames, M., Naaman, M.: Why we tag: motivations for annotation in mobile and online media.
In: CHI 2007, pp. 971–980. ACM Press, New York (2007)

2. Bergman, O., Beyth-Marom, R., Nachmias, R.: The user-subjective approach to personal
information management systems. Journal of the American Society for Information Science
and Technology 54(9), 872–878 (2003)

3. Bernstein, M., Tan, D.S., Smith, G., Czerwinski, M., Horvitz, E.: Collabio: a game for anno-
tating people within social networks. In: UIST 2009, pp. 97–100. ACM, New York (2009)

4. Bischoff, K., Firan, C.S., Nejdl, W., Paiu, R.: Can all tags be used for search? In: CIKM
2008: Proceeding of the 17th ACM conference on information and knowledge management,
pp. 193–202. ACM, New York (2008)

5. Braun, S., Kunzmann, C., Schmidt, A.: People tagging & ontology maturing: Towards col-
laborative competence management. In: 8th International Conference on the Design of Co-
operative Systems, COOP (2008)

6. Farrell, S., Lau, T.: Fringe contacts: People-Tagging for the enterprise. In: Proceedings of the
Collaborative Web Tagging Workshop at WWW 2006 (2006)

7. Farrell, S., Lau, T., Nusser, S., Wilcox, E., Muller, M.: Socially augmenting employee profiles
with people-tagging. In: UIST 2007, pp. 91–100. ACM, New York (2007)

8. Freedman, D., Pisani, R., Purves, R.: Statistics. W.W. Norton & Co. (2007)
9. Golder, S.A., Huberman, B.A.: Usage patterns of collaborative tagging systems. Journal of

Information Science 32(2), 198–208 (2006)
10. Halpin, H., Robu, V., Shepherd, H.: The complex dynamics of collaborative tagging. In:

WWW 2007: Proceedings of the 16th International Conference on World Wide Web, pp.
211–220. ACM, New York (2007)

11. Koerner, C., Benz, D., Hotho, A., Strohmaier, M., Stumme, G.: Stop thinking, start tagging:
tag semantics emerge from collaborative verbosity. In: WWW 2010: Proceedings of the 19th
International Conference on World Wide Web, pp. 521–530. ACM, New York (2010)

12. Marlow, C., Naaman, M., Boyd, D., Davis, M.: Ht06, tagging paper, taxonomy, flickr, aca-
demic article, to read. In: HT 2006: Proceedings of the Seventeenth Conference on Hypertext
and Hypermedia, pp. 31–40. ACM, New York (2006)

13. Miller, G.A.: Wordnet: A lexical database for english. Communications of the ACM 38(11),
39–41 (1995)

14. Muller, M.J.: Comparing tagging vocabularies among four enterprise tag-based services. In:
GROUP 2007, pp. 341–350. ACM, New York (2007)

15. Muller, M.J., Ehrlich, K., Farrell, S.: Social tagging and self-tagging for impression manage-
ment. Tech. rep., IBM Watson Research Center (2007)



162 P. Nasirifard et al.

16. Nasirifard, P., Peristeras, V.: Uncle-share: Annotation-based access control for cooperative
and social systems. In: OTM Conferences (2), pp. 1122–1130 (2008)

17. Oliveira, B., Calado, P., Pinto, H.S.: Automatic tag suggestion based on resource contents.
In: Gangemi, A., Euzenat, J. (eds.) EKAW 2008. LNCS (LNAI), vol. 5268, pp. 255–264.
Springer, Heidelberg (2008)

18. Overell, S., Sigurbjörnsson, B., van Zwol, R.: Classifying tags using open content resources.
In: WSDM 2009: Proceedings of the Second ACM International Conference on Web Search
and Data Mining, pp. 64–73. ACM, New York (2009)

19. Rattenbury, T., Good, N., Naaman, M.: Towards automatic extraction of event and place
semantics from flickr tags. In: SIGIR 2007, pp. 103–110. ACM, New York (2007)

20. Razavi, M.N., Iverson, L.: Improving personal privacy in social systems with people-tagging.
In: GROUP 2009, pp. 11–20. ACM, New York (2009)

21. Reed, W.J.: The pareto, zipf and other power laws. Economics Letters 74(1), 15–19 (2001)
22. Santos-Neto, E., Condon, D., Andrade, N., Iamnitchi, A., Ripeanu, M.: Individual and social

behavior in tagging systems. In: HT 2009: Proceedings of the 20th ACM Conference on
Hypertext and Hypermedia, pp. 183–192. ACM, New York (2009)

23. Sen, S., Lam, S.K., Rashid, A.M., Cosley, D., Frankowski, D., Osterhouse, J., Harper, F.M.,
Riedl, J.: Tagging, communities, vocabulary, evolution. In: Proceedings of the 20th Anniver-
sary Conference on Computer Supported Cooperative Work, pp. 181–190. ACM, New York
(2006)

24. Wang, Q., Jin, H.: Selective message distribution with people-tagging in user-collaborative
environments. In: CHI Extended Abstracts, pp. 4549–4554 (2009)

25. Xu, Z., Fu, Y., Mao, J., Su, D.: Towards the semantic web: Collaborative tag suggestions. In:
Proceedings of the Collaborative Web Tagging Workshop at WWW 2006 (2006)



FOLCOM or the Costs of Tagging

Elena Simperl1, Tobias Bürger2, and Christian Hofer3

1 Karlsruhe Institute of Technology, Karlsruhe, Germany
elena.simperl@kit.edu

2 Salzburg Research Forschungsgesellschaft mbH, Salzburg, Austria
tobias.buerger@salzburgresearch.at

3 University of Innsbruck, Innsbruck, Austria
c.hofer@student.uibk.ac.at

Abstract. This paper introduces FOLCOM, a FOLksonomy Cost estimatiOn
Method that uses a story-points-approach to quantitatively assess the efforts that
are cumulatively associated with tagging a collection of information objects by
a community of users. The method was evaluated through individual, face-to-
face structured interviews with eight knowledge management experts from sev-
eral large ICT enterprises interested in either adopting tagging internally as a
knowledge management solution, or just in tangible evidence of its added value.
As a second theme of our evaluation, we calibrated the parameters of the method
based on data collected from a series of six user experiments, reaching a promis-
ing prediction accuracy within a margin of ±25% in 75% of the cases.

1 Motivation and Main Contributions

Capitalizing on their popularity on the public Web – through Web 2.0-style platforms
such as del.icio.us, Flickr and YouTube – folksonomies gradually enter the enterprise
arena with the promise to provide a lightweight, easy-to-use means to manage and share
knowledge in a collaborative environment [6,14,20]. Nevertheless, to sustain this trend,
and to have a strong case in favor of knowledge-based technologies, CIOs and CTOs
are yet seeking for instruments to accurately analyze the costs and benefits associated
with the adoption of tagging, and the creation and maintenance of folksonomies, within
enterprises. A study done by McKinsey in 2008 on the usage of Web 2.0 technologies
within companies confirms this state of affairs – the most important barrier impeding
the mainstream adoption of tagging, wikis, social networks, to name just a few, at the
corporate level lays within the fact that the benefits of these technologies are not tan-
gible, or yet poorly investigated [13]. Furthermore, the study identifies a number of
additional open issues in this regard: Web 2.0 projects often lack commitment at the
management level, are rarely fully compliant with the corporate culture, and overlook
the importance of setting in place the proper incentive schemes to ensure the durable in-
volvement of a critical mass of enterprise users. Supported by these findings, we argue
that instruments to analyze the real costs and benefits of tagging are a must to provide
businesses with the right arguments in favor of the usage of Web 2.0 technologies, and
to encourage large-scale, sustainable take-up.
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This paper introduces FOLCOM, which offers such an instrument. FOLCOM, which
stays for FOLksonomy Cost estimatiOn Method, uses a story-points-approach to quan-
titatively assess the efforts that are cumulatively associated with tagging a collection
of information objects by a community of users. We surveyed well-established ap-
proaches to cost estimation in software and knowledge engineering, in particular along
the themes of agile development, and open source and community-driven development,
which share many commonalities with the tagging scenario from a procedural point of
view. Based on the findings of this survey, we designed a method by which the time
required to annotate a collection of information objects by a community of users can
be estimated in relation to the size of this collection, the complexity of the content
it contains, and the expertise of the community contributing to this effort. The method
was evaluated using individual, face-to-face structured interviews with eight knowledge
management experts from several large ICT enterprises interested in either adopting
tagging internally as a knowledge management solution, or just in tangible evidence of
its added value. In addition, we calibrated the parameters of the method by collecting
data from a series of six user experiments, reaching an adequate prediction accuracy
within a margin of ±25% in 75% of the cases.

Applications of FOLCOM include planning and controlling of knowledge manage-
ment projects. The results of the method can be transferred into financial outputs based
on the employee-salary/time relation. Furthermore, the estimates offer a quantitative
means to compare the added value of folksonomies with alternative approaches to or-
ganize and structure knowledge (e.g., ontologies) in terms of effort and costs. Finally,
by monitoring the efficiency of tagging one could identify specific difficulties and chal-
lenges of the tagging process, and consider automated tool support for those aspects.

2 Folksonomies and Tagging in a Nutshell

The term “folksonomy” was first coined by Thomas Vander Wal in 2004 as the “result
of personal free tagging of information and objects (anything with a URL) for one’s own
retrieval.”1 Typically, folksonomies emerge in Web-based, collaborative environments
in which users produce, consume and share information. They are lightweight forms
of knowledge management, unconstrained in the choice of the keywords they include,
openly structured, and inclusive.2

The process of creating a folksonomy is conceived and understood as a continuous,
iterative effort in which a loosely defined community of users describe or annotate
information objects through tags, according to their knowledge management needs. The
operations which can be executed in the course of this process can be divided into two
distinct categories: (i) add, through which a user assigns a tag to an object; and (ii)
remove, through which the user deletes a tag previously assigned to an object. Changes,
such as modifications of the keywords used within a tag, can be modeled as sequences
of add and remove operations [8].

1 http://vanderwal.net/folksonomy.html
2 Folksonomies are inclusive in the sense that tags assigned to knowledge resources and objects

do not exclude each other.

http://vanderwal.net/folksonomy.html
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Vander Wal differentiates between two styles of folksonomy creation:3 collective
and collaborative. In the collective case the folksonomy reflects the individual perspec-
tives of the user community with respect to the objects being described or annotated. In
other words, the folksonomy is merely the collection of tags contributed by the users
throughout the tagging process. In contrast, in the collaborative case the tags are agreed
within the community, and the resulting folksonomy represents the consensual view of
the contributors with respect to the vocabulary that should be used for tagging. Another
distinction is made between broad and narrow folksonomies.4 A broad folksonomy is
typically created by many users freely assigning tags to information objects. The same
tag can be used multiple times by different users to describe the same object. This type
of folksonomy is delivered, for instance, by the del.icio.us platform. In del.icio.us a
large user community tags bookmarks based on their own vocabulary, while network
effects are crucially reinforced by automatically suggesting popular tags. The emerging
folksonomy is acknowledged to be a useful means to build a shared vocabulary, and to
select the preferred terms to describe specific content. In narrow folksonomies objects
are tagged by a comparatively lower number of users. Users can not re-use externally
contributed tags of the same information object – though they can, of course, use the
same keywords to describe or annotate them. The resulting, much more focused folk-
sonomy is useful for information retrieval, in particular for types of content that are not
easily findable using traditional (e.g., full-text-based) search technology. A prominent
example thereof is Flickr. In Flickr each information object is associated with a low
number of tags, contributed mainly by the author, and by other users who are in posses-
sion of adequate rights. The author can add, remove and change the tags related to the
content she uploads, and can grant access rights to other users to do so. The resulting
folksonomy is an effective means to find Flickr photos.

In the next sections we will explain how FOLCOM can be used to accurately predict
the efforts associated to creating such folksonomy structures within a community of
users. First, we introduce the story-points method, the cost estimation approach which
is at the core of FOLCOM, and then FOLCOM itself.

3 The Story-Points Method

The story-points method has its origins in agile software development [3,4].

3.1 Why Story Points?

We selected it after conducting a comprehensive literature survey of some of the most
important cost estimation methods in software and knowledge engineering published in
the last two decades – software engineering as an archetypal area in which cost estima-
tion has a long-standing tradition both among researchers and industry; and knowledge
engineering as it bears many similarities in the type of artifacts produced, which are
in both cases knowledge models. We examined these approaches with respect to their
applicability to the folksonomy creation process. In this paper we can only sketch the

3 http://www.personalinfocloud.com/2008/03/getting-to-know.html
4 http://www.personalinfocloud.com/2005/02/explaining_and_.html

http://www.personalinfocloud.com/2008/03/getting-to-know.html
http://www.personalinfocloud.com/2005/02/explaining_and_.html
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main rationales for choosing this particular method due to space limitations, but a full
account of the findings is available in [1].

In brief, from a procedural point of view folksonomy creation exhibits a number of
features which make the application of well-established cost estimation methodologies,
methods and techniques from classical software engineering unfeasible, but there are
some parallels to agile and open-source software development [11]. Among these we
highlight the open, evolving nature of the overall process, the lack of a clearly defined
process model – including phases, activities and tasks, as well as roles, skills and exper-
tise associated with them. The unavailability of empirical data from historical projects
introduces additional constraints, as many approaches in cost estimation heavily rely on
it to calibrate the underlying prediction model.

In agile software engineering, requirements, technology and team capabilities evolve
in the course of a project. The development is highly iterative and incremental, and new
features are continuously released. There are several proposals on how to tackle cost
estimation for this particular type of projects [5,12,15,18,19], and story points are one
of the most popular approaches among them. We selected it because it offers a num-
ber of key advantages: it produces continually-updated estimates throughout the entire
development life cycle, it does not make assumptions on a particular work breakdown
structure, involves the entire development team, and relies on prior known information
acquired from previous iterations of the same project.

In the knowledge engineering area, cost estimation has received comparatively less
attention. In our previous work we have introduced ONTOCOM, which estimates the
costs of developing ontologies [17,16]. ONTOCOM is based on similar premises as the
software-engineering approaches just mentioned, thus not addressing highly evolving,
open development scenarios which are specific to folksonomy creation. Other proposals
have emerged in the context of ontology reuse [2], semantic wikis [21], Semantic Web
Services [22], and knowledge-based systems [7], providing either quantitative methods
which typically require calibration based on historical data, or analytical considerations
which have not been proven empirically. Furthermore, the procedural models they as-
sume (implicitly or explicitly) are not compatible to folksonomy creation, which, as
already mentioned, shows similarities rather with agile software engineering.

3.2 Basic Idea and Assumptions

The story-points approach is based on two core parameters: (i) the future workload (the
so-called “user stories”) expressed in imaginable units of complexity (termed “story
points”), and (ii) the skills of the development team (termed “velocity”). The number of
story points are estimated collaboratively within the development team; the velocity is
measured in the course of a controlled experiment once the total number of story points
is determined.

The estimated effort delivered by the story-points method is given in “ideal time”.
The ideal time denotes the amount of time that something takes when all peripheral ac-
tivities are stripped off [4]. Additional costs – for instance related to technical infrastruc-
ture, system administration staff, and training – are not taken into account. Schedules
can be derived from the effort estimates, provided information about the team produc-
tivity is available.
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Each task in the project is assigned a number of story points, accounting for the
impact of the task – or specific features thereof – on the overall development effort. Ex-
amples of such features are the size, the complexity, and the risk of the task. Story points
are relative measures, in the sense that a ten-point story should be twice as large, com-
plex or risky as a five-point story, and half as large, complex or risky as a twenty-point
story. They provide a consistent variable that, together with the “velocity” of the team,
provides a projection of when the target functionality will be delivered – or what func-
tionality will be completed at a specific deadline. There are various guidelines and best
practices on how to optimally assign story points to stories in an agile project [5,18].
Most of the them involve the entire development team, and some Delphi-like method-
ology to foster effective consensus-finding [10].5 Empirical findings recommend the
usage of the Fibonacci sequence (1, 2, 3, 5, 8, 13, · · ·) or powers of 2 (1, 2, 4, 8, 16, · · ·)
in order to facilitate effective and consistent estimations.

The velocity is determined through average productivity measurements within a
“project iteration”. The effort estimated for the remainder of the project can then be
computed based on the total number of story points divided by the velocity. The theo-
retic principle underlying this formula is that the sum of the independent samples from
any distribution converges towards a normal distribution. Thus, the velocity measure-
ments from one iteration form an adequate basis for predicting the velocity of future
iterations [3]. The method can be applied at various stages of the project, once its two
core parameters are determined.

3.3 Example

We will illustrate the usage of the story-points method through a simple example. As-
suming we would like to estimate how much time it will take to clean our apartment.
The apartment consists of a living room, a bedroom, a bathroom, and a kitchen, whereas
the size of the bedroom and of the kitchen are 60% the size of the living room, and the
bathroom is half the size of the kitchen. According to the story-points method we first
have to assign each individual room a number of story points, reflecting the relative
“complexity” of the cleaning job. The dimensions of the rooms are likely to be an im-
portant relevant in this context, the furnishing as well. Based on such considerations, we
come up with the following estimates for the four rooms previously mentioned: living
room (5), kitchen (4), bedroom (3), bathroom (2). The kitchen story points are arguably
more than 60% of the story points assigned to the living room, as the size of the room
is not the only factor to take into account here; kitchens tend to be more complex on
average to clean due to the high number of appliances and alike. The total number of
story points is thus 14.

To determine the value of the velocity parameter one would have to measure the
average time spent in cleaning, for instance, the bathroom. If cleaning the bathroom
(accounting for 2 story points) takes one hour, we can estimate that the rest of the apart-
ment will be finished after 6 more hours of work (for 14 − 2 = 12 story points). Of

5 See, for instance, http://kanemar.com/2006/01/28/
story-points-as-spicy-ness-using-rsp-to-estimate-story-points/
and http://www.planningpoker.com/

http://kanemar.com/2006/01/28/story-points-as-spicy-ness-using-rsp-to-estimate-story-points/
http://kanemar.com/2006/01/28/story-points-as-spicy-ness-using-rsp-to-estimate-story-points/
http://www.planningpoker.com/
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course, we can improve the accuracy of this projection by performing further measure-
ments later in the process. If we see that, for instance, cleaning the bedroom took two
hours, we can adjust our average velocity parameter based on this new evidence, and
obtain a better time prediction for the bedroom and the living room.

We now turn to applying the story-points method to folksonomy creation.

4 FOLCOM: Applying Story Points to Folksonomy Creation

Our aim is to design a method that predicts the time that is cumulatively invested by a
community of users in tagging a collection of information objects. Taken into account
the folksonomy creation aspects discussed in Section 2, it is expected that this effort will
depend on (i) the characteristics of the collection of objects to be tagged, such as the
number of objects in the collection, and the complexity of the tagging task for particular
types of objects; (ii) the number of tags assigned to each object by each user (single-
vs multi-tagging); (iii) the degree to which the tags are assumed to be consensual, thus
implying additional overhead (collaborative tagging); and (iv) the size and dynamicity
of the tagging community.

The scenario investigated in our work can be summarized as “tagging a collection
of information objects”. This scenario is certainly simple. Still, it is representative for
a wide range of Web 2.0-based knowledge management applications, and allows us to
design a baseline cost estimation approach for folksonomies, which will be adjusted
and extended to more advanced tagging scenarios as part of our future work. Examples
of such advanced scenarios include collaborative tagging, collections of information
objects of various modalities and complexity, or folksonomy maintenance in terms as,
for instance, tag mapping and tag cleansing activities.

The estimates, just as for the original story-points method, are in terms of “ideal
time”. It is assumed that the time spent for activities immediately associated with
tagging can be monitored. A GOMS6-like analysis of folksonomy creation, in which
tagging is subdivided into interaction costs, such as mouse clicks, button presses, and
typing, and attention switching costs – moving attention from one window to another –
can be applied for this purpose [9]. It is also assumed that a tagging tool providing users
with an interface to assign tags to information objects is available. This tool should be
used by a representative sample of the folksonomy contributors in a project iteration
in order to determine the tagging velocity. Ideally, it should include functionality for
logging the tagging time; alternatively, one could use a stopwatch to measure it.7

4.1 Algorithm

FOLCOM consists of three steps that are executed in sequential order: (i) story-points
estimation; (ii) velocity measurement; and (iii) effort estimation.

6 http://en.wikipedia.org/wiki/GOMS
7 If the technical support changes – for instance, new features are added to the tagging interface

– the velocity parameter needs to be re-estimated. The total number of story-points stays the
same.

http://en.wikipedia.org/wiki/GOMS
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Story-points estimation. First one estimates the total number of story points asso-
ciated to creating a folksonomy describing and annotating a collection of information
objects. Each object in the Collection := {o1, o2, · · · , on} represents a tagging “story”
and the number of story points of the collection is calculated cumulatively. To esti-
mate these values effectively, one typically builds groups of similar objects according
to their types and characteristics. One dimension is certainly the modality of the content
(textual documents, images, videos), a second, orthogonal dimension is the size of the
information object (expressed in modality-specific metrics such as number of words in
a document, length of a video). Other aspects which could be taken into account are, for
instance, multi-linguality or familiarity with the content. Independently of these consid-
erations, it is important to understand story points as relative measures of complexity.
They stand for challenges associated to accessing, reading, viewing, browsing and com-
prehending the content of an information object, and identifying tags that meaningfully
reflect it. In the following, complexity(o), denotes the function which returns the com-
plexity value of object o assigned by the estimator in this first step.

As soon as each object has got its size/complexity value, the story points for the
whole object collection spcol can be computed as the sum of the complexity values of
all the objects in the collection.

spcol :=
n∑

i=1

complexity(oi) (1)

where n := |Collection| is the number of objects in the collection, and oi ∈ Collection.
In case objects are grouped in Groups := {g1, g2, · · · , gn} , the computation can be
simplified by multiplying the complexity values of each group with the number of objects
in the group and then adding up these values.

spcol :=
n∑

i=1

(complexity(gi) ∗ |gi|) (2)

where n := |Groups| is the number of groups, gi ∈ Groups, complexity(gi) returns
the complexity value of group gi, and |gi| returns the number of objects in group gi.

Velocity measurement. Velocity relates time information to story points (e.g., 2 min-
utes per story point), therefore allowing to map the project size expressed in story points
to effort. Typically not all members of the community contributing to a folksonomy are
known in advance; for estimation purposes, however, one has to select a representative
share of this community, for instance based on the types of skills and expertise which
are beneficial (or expected to be available) for each group of information objects.

During a project iteration the time invested by all users in tagging-related activi-
ties, in other words in adding, removing and changing tags, is measured. As discussed
earlier in the paper, peripheral activities are not taken into account. The Samplesit :=
{s1, s2, · · · , sn} gathered during this iteration are triples of the type
sample := (o, taggingT ime, user), where o denotes an object in the collection which
was tagged during the iteration, user is the user who tagged o and taggingT ime is the
time user needed for tagging o.
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The total tagging effort totalEffortit is computed by adding up the individual tag-
ging times for all samples:

totalEffortit :=
n∑

i=1

(taggingT imei) (3)

where n = |Samplesit| is the number of samples, and taggingT imei ∈ Tagging-
T imesit. Here TaggedObjectsit represents all information objects tagged during the
iteration, and the multi-set TaggingT imesit represents the tagging times measured for
each object, tag and user.

In a folksonomy where each object is tagged exactly by one user (i.e., single-tagging),
the calculation of the completed story points value spit is done via the following
formula:

spitsingle
:=

n∑
i=1

(complexity(oi)) (4)

where n = |Samplesit| is the number of samples and oi ∈ TaggedObjectsit. For
multi-tagging the formula considers how many times each object has been tagged:

spitmulti
:=

n∑
i=1

(complexity(oi) ∗ times tagged(oi)) (5)

where n = |Samplesit| is the number of samples, oi ∈ TaggedObjectsit is an infor-
mation object tagged during the iteration, and times tagged(oi) returns the number of
users tagged the object oi during the iteration.

The velocity is then calculated as the total effort spent per iteration divided by the
total number of story points.

velocity := totalEffortit/spit (6)

where spit is spitsingle
for single-tagging or spitmulti

for multi-tagging.
Additionally, a factor multiTagFactor must be computed, which captures the in-

crease in value of one story point due to the possibility that a single object can be tagged
by multiple users:

multiTagFactor := spit/spitsingle
(7)

Alternatively multi-tagging could be modeled as the average number of tags assigned to
an information object as in the formula 8 This, however, does not consider the different
levels of complexity of specific groups of information objects.

multiTagFactor := |Samplesit|/|TaggedObjectsit| (8)

where |Samplesit| is the number of samples gathered during the iteration (each sample
corresponds to one user which tagged an object) and |TaggedObjectsit| is the number
of objects tagged in the iteration.
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Effort estimation. To estimate the effort to be invested to complete the project, one
first determines the remaining number of story points using formula 9.

sprem := spcol − spit (9)

The effort estimate is then calculated as the number of story points multiplied by the
velocity measured in the previous step.

effortEstimationrem := multiTagFactor ∗ sprem ∗ velocity (10)

For single-tagging, the multiTagFactor in formula 10 is equal to 1. For multi-tagging
scenarios one uses formula 7.

As the community who creates the folksonomy evolves over time, both the multi-
tagging factor and the velocity are likely to change, as contributors will improve their
tagging skills. The second step of the method should be repeated at regular intervals to
compensate for these changes. The story-points estimation needs to be revisited only if
the collection of information objects radically changes – for instance, by adding new
types of content or information objects which significantly vary in their tagging-related
complexity.

4.2 Experimental Evaluation

FOLCOM was evaluated on a slightly adapted version of the ONTOCOM evaluation
framework [17] as listed in Table 1.

The evaluation of the non-calibrated method met was performed by conducting face-
to-face structured interviews with eight knowledge management experts from three
large-scale corporations in the sectors telecommunications and operators, ICT con-
sultancy, and software development. Three of the participants of business managers
with an extensive background in enterprise knowledge management; the other partici-
pants were technical consultants and IT practitioners who have been actively developing

Table 1. The FOLCOM evaluation framework

No Criterion Description
1 Definition - clear definition of the estimated and the excluded costs

- clear definition of the decision criteria used to specify the cost factors
- intuitive and non-ambiguous terms to denominate the cost factors

2 Objectivity - objectivity of the cost factors and their decision criteria
3 Constructiveness - human understandability of the predictions
4 Detail - refers to the work breakdown structure used by the method, not applicable
5 Scope - usability for a wide class of tagging scenarios
6 Ease of use - easily understandable inputs and options

- easily assessable ratings based on the decision criteria
7 Prospectiveness - applicability early in the project
8 Stability - small differences in inputs produce small differences in outputs
9 Parsimony - lack of highly redundant cost factors

- irrelevant factors
10 Fidelity - reliability of predictions
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knowledge management solutions. Participants were given a one hour overview of the
FOLCOM approach, followed by the individual interviews covering the quality crite-
ria of the framework previously mentioned. This part of the evaluation resulted largely
in positive qualitative feedback, and we summarize the most important findings in the
following:

Definition. One expert remarked that it is not totally clear how specific characteris-
tics of the tagging scenario, be that with respect to the artifacts being tagged or
the community of users, are influencing the parameters of the method. In partic-
ular, the issue of tag quality was identified as particularly important and will be
taken into account in future versions of the model in the velocity determination
formulas. More extensive experiments covering larger, more heterogeneous collec-
tions of information objects will lead to a refinement of the story-points-estimation
guidelines summarized in Section 4.1, which have been created in response to these
comments.

Objectivity. Experts requested additional clarification about the rationales to use the
Fibonacci sequence or powers of 2 as story points scales. The scales should provide
a framework for effective and consistent estimation; based on empirical findings
in agile software development, confirmed by our own user experiments, a higher
level of precision is typically neither possible, nor required to deliver accurate
predictions.

Constructiveness. The experts agreed that the predictions of the method can be under-
stood and reproduced by its users.

Scope. The applicability to arbitrary tagging scenarios is one of the main advantages
of our method. The method does neither depend on the object domain, nor on the
tagging interface. These aspects were appreciated by the evaluators.

Ease of use. Inputs and options of the method were easily comprehended by all ex-
perts, though concerns were raised with respect to estimating story points for het-
erogeneous collections of objects. We have as a result extended our method to cover
groups of objects reflecting various modalities, however more user experiments
would be needed to obtain a better understanding of tagging challenges in gen-
eral, and to compare the complexity of this task for text, audio, images and video.
This could be achieved, for instance, through an analysis of the data collected in
approaches such as Games with a Purpose.8

Prospectiveness. There were no special concerns regarding prospectiveness as the de-
scription of our method clearly states that FOLCOM can be applied throughout a
project once data from a project iteration is available.

Stability. There were no concerns regarding the stability criterion from the expert team.
As shown in the experimental evaluation, the quality of the predictions improves
with larger samples of tagging time data.

Parsimony. No redundant cost factors were identified.
Fidelity. This aspect was evaluated during a series of six user experiments, which are

discussed in the following.

8 http://www.gwap.com/

http://www.gwap.com/
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Experimental setup. Our experiments were based on the same collection of 200 im-
ages collected through Web crawls tagged in single-tagging mode. Tags were assigned
to images with the help of self-developed folksonomy tool, which included time log-
ging and auto-completion features. Each experiment involved at least 30 participants,
who were asked to perform tagging tasks randomly assigned to them – we assigned
images to participants until every image in the object collection of an experiment was
tagged successfully.

Table 2 lists the six user experiments including the experiment id, the tagging inter-
face used, the number of images in the experiment object collection, and the maximum
number of recommended tags per object.9

Table 2. Experimental setup

Experiment Tagging interface Number of images Maximum number of tag recommendations
beta t2t 100 0
gs1 t2t 200 0
oc1 t2t+ac 200 0

mm1 t2t+ac+tr 200 20
gs2 t2t+ac+tr 200 20
pw1 t2t+tr 200 20

The outcomes of the experiments. To measure the accuracy of FOLCOM, we com-
pared the actual effort value, directly measured by our folksonomy tool during the ex-
periment, with the estimates delivered by our method based on a number of 30 tagging
samples measured automatically during the experiments. The estimation error is defined
as the difference between the actual and the estimated effort values.

Table 3. Experimental results

Experiment Actual total effort Estimate after 30 samples
beta 39.05 minutes 38.28 minutes
gs1 71.27 minutes 71.33 minutes
oc1 60.77 minutes 70.11 minutes

mm1 63.33 minutes 92.11 minutes
gs2 52.22 minutes 57.00 minutes
pw1 40.92 minutes 48.00 minutes

Figure 1 presents the estimation errors of our method (in percent) for each exper-
iment for the first 30 tagging-time long entries. The only estimates within an error
margin larger than 25% were observed in experiment mm1. This behavior can be traced
back to an above average tagging time for images 15 to 50 in this particular experiment.

9 The abbreviations used for the tagging interfaces are: t2t (type to tag, manual tagging) tr (tag
recommendation, users can accept a recommendation by typing in the corresponding tag),
ac (tag auto-completion). For the most complex interface covering all three features we per-
formed two experiments with different sets of users in order to increase the accuracy of the
observations.
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Fig. 1. FOLCOM’s accuracy based on the first 30 tagging time samples
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Fig. 2. Method prediction accuracy
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Fig. 3. Tagging times

It is furthermore interesting to see how the estimation accuracy of the method varies
in relation to the number of samples taken as input. Figure 2 illustrates this relation: the
x-axis displays the number of samples used to compute the estimates, and the y-axis
shows the corresponding estimation error in %.

The fluctuations in Figure 2 can be explained by analyzing the tagging times dis-
played in Figure 3, where the x-axis of denotes the number of images and the y-axis
the corresponding tagging times. The blue line corresponds to the tagging times as they
were chronologically measured during the experiments. The green line plots the same
tagging times, but this time in ascending order. The sum of tagging times gives the
actual total effort required to tag the entire collection of images within an experiment.
Since our method derives the estimates from the average of the tagging time samples
given as input, a significant deviation of the average of the given samples from the av-
erage of the tagging times of the overall experiment leads to a bad estimate. This also
explains the rather slow adaptation of the method’s estimates to the sample fluctuations.
A good example is experiment mm1. As illustrated in Figure 3 the tagging times for im-
ages 15 to 50 are relatively high; leading to a higher prediction error as demonstrated
in Figure 2.
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The experiments reveal an adequate prediction accuracy within a margin of ±25%
in 75% of the cases. This is an indicator that the method could be reliably applied in
productive environments of larger scale and diversity, though a more in-depth study
of the specificities of enterprise tagging is surely needed in order to substantiate these
preliminary positive results. Aspects which are likely to be of relevance include infor-
mation objects such as Word documents (of tens to hundreds of pages), slides, tables
and databases, but also the influence of classification practices based on controlled vo-
cabularies and taxonomies, and in relation to incentives, the quality of the contributions.

5 Conclusions

The sustainable adoption of Web 2.0 technologies by the industry depends on the avail-
ability of reliably instruments to predict and analyze their costs and benefits, as well as
on a critical level of commitment at the management level, a compatible corporate cul-
ture, and appropriate incentive schemes supporting enterprise-wide user involvement.
In this paper we presented FOLCOM, a story-points-based method to predict the costs
of tagging. To the best of our knowledge, this is the first folksonomy cost estimation
method available so far.

The method has been evaluated by eight knowledge management experts experts ac-
cording to several evaluation criteria with positive results. Furthermore, we conducted
six different tagging experiments, in which the method was able to predict the effort
with sufficient accuracy (within the 25% error margin). While more comprehensive
experiments are needed to increase the reliability of the method, these first findings
indicate that the approach works and is able to provide accurate estimations. The tag-
ging experiments were also used to compare different tagging interfaces with different
tagging features. The results hint at the fact that the tag recommendation feature can
reduce tagging times per word in general and hence improve tag production. The auto-
complete feature, however, seemed to be rejected by the users and/or did not lead to any
positive tagging effects.

In the near future we will continue to evaluate FOLCOM along two dimensions.
One of them is surely multi-tagging. Estimating the efforts implied by creating broad
folksonomies is more complicated, since it involves a multi-tag factor. The behavior of
this factor over time is largely unknown and additional empirical evidence is needed
to determine it. In addition, more experiments are needed to allow for a more careful
analysis of the types of automatic tag recommendation functionality and their effect on
tagging costs. Finally, FOLCOM should take into account the quality of tags created by
users, as as additional parameter to be taken into account when determining the velocity
parameter.
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Abstract. The appearance of Linked Open Data (LOD) was an impor-
tant milestone for reaching a Web of Data. More and more RDF data
sets get published to be consumed and integrated into a variety of appli-
cations. Pointing out one application, Linked Data can be used to enrich
web pages with semantic annotations. This gives readers the chance to
recall Semantic Web’s knowledge about text passages. RDFa provides a
well-defined base, as it extends HTML tags in web pages to a form that
contains RDF data. Nevertheless, asking web authors to manually an-
notate their web pages with semantic annotations is illusive. We present
Epiphany, a service that annotates Linked Data to web pages automat-
ically by creating RDFa enhanced versions of the input HTML pages.
In Epiphany, Linked Data can be any RDF dataset or mashup (e.g.,
DBpedia, BBC programs, etc.). Based on ontology-based information
extraction and the dataset, Epiphany generates an RDF graph about a
web page’s content. Based on this RDF graph, RDFa annotations are
generated and integrated in an RDFa enhanced version of the web page.
Authors can use Epiphany to get RDFa enhanced versions of their ar-
ticles that link to Linked Data models. Readers may use Epiphany to
receive RDFa enhanced versions of web pages while surfing. We analysed
results of Epiphany with Linked Data from BBC about music biogra-
phies and show a similar quality compared to results of Open Calais.
Epiphany provides annotations from a couple of Linked Data sets.

1 Introduction

Motivated by the Linked Open Data (LOD) Initiative [1] more and more domain-
specific Linked Data gets published in RDF format into the growing LOD cloud,1

which is the emerging Web of Data. Following the Semantic Web idea, it is nec-
essary not only to create links across different data sets, but also to link text
1 http://richard.cyganiak.de/2007/10/lod/

P. Cimiano and H.S. Pinto (Eds.): EKAW 2010, LNAI 6317, pp. 178–192, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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< !DOCTYPE html PUBLIC ”−//W3C//DTD XHTML+RDFa 1.0//EN”
” h t tp : //www.w3 . org /MarkUp/DTD/xhtml−rdfa −1.dtd”>
<html xmlns : rd f s=” h t tp : //www.w3 . org /2000/01/ rdf−schema#”

xmlns:dbpedia=” h t tp : // dbpedia . org / r e s ou r c e /” . . .>
<head> . . .
<l ink r e l=”meta” type=” app l i c a t i on / rd f+xml”

h r e f=”epiphany/ rd f ? u r l=h t tp : //www. d fk i . de”
t i t l e=”EPIPHANY’ s RDF”>

</head><body> . . .
<span about=”dbpedia:DFKI ” property=” r d f s : l a b e l ”>DFKI</span>

Listing 1. Excerpt of a web page, enriched by Epiphany. It contains a link to relevant
RDF resources and RDFa annotations about their occurrences in the text. For example,
it annotates the term ‘DFKI’ as rdfs:label and links it to the DBpedia HTTP URI
dbpedia:DFKI.

sequences of web pages to existing LOD resources. Technically, the HTML ex-
tension RDFa [2] provides functionalities to allow web authors annotating their
content with semantic markup and thus link their unstructured text into the
world of machine understandable data. In addition to Microformats [3], which
is another semantic markup language, RDFa is not constrained to tag text with
properties such as names or phone numbers, but also allows linking these prop-
erties to existing real world instances of LOD data sets via HTTP URIs. Both,
RDFa and Microformats, gain tool support from browser extensions such as
Operator,2 Semantic Radar,3 or Ozone Browser [4]. Web authors4 and web de-
velopers (see Drupal plug-in [5]) get more and more excited about the possibility
to enrich their static or dynamic web sites with semantic markup. Even Google’s
[6] and Yahoo’s [7] web crawlers start analyzing semantic markup in web sites.
However, creating these annotations with RDFa (in style of Listing 1) or Micro-
formats manually is cumbersome. Furthermore, manually created RDFa anno-
tations are static. Thus they might not represent those properties and instance
references the reader is currently interested in.

We present Epiphany,5 a service that automatically generates RDFa anno-
tations. Epiphany uses Linked Data as input to annotate HTML content with
those properties and reference to those LOD resources [8] the user or group is
currently interested in. Epiphany generates RDFa as shown in Listing 1. The
service provides the following functionalities:

– Epiphany is adaptable and can be configured with any existing Linked Data
model. Currently it is configured with data from DBpedia and BBC.

– Authors can generate RDFa annotations for their dynamic web pages.

2 http://www.kaply.com/weblog/operator
3 http://www.sioc-project.org/firefox
4 E.g., Ivan Herman’s homepage http://www.ivan-herman.net
5 Please lookup Epiphany at http://projects.dfki.uni-kl.de/epiphany/

http://www.kaply.com/weblog/operator
http://www.sioc-project.org/firefox
http://www.ivan-herman.net
http://projects.dfki.uni-kl.de/epiphany/
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Fig. 1. Screenshot displaying Epiphany generated RDFa annotations

– Readers can generate RDFa annotations on demand for existing web pages
(see screenshot in Fig. 1). These annotations are visualized with lighting
boxes that provide additional background information about the resource
(e.g., in case of dbpedia:DFKI, listing the abstract, the company logo, web
page, etc.) they refer to. Readers also obtain links to common Linked Data
Browsers, i.e., Tabulator, Marbles, Zitgist (see screenshot in Fig. 2).

– Web crawlers can be extended to generate Epiphany’s RDFa annotations for
crawled web pages.

In the following, we start with discussing related work. Afterwards, Epiphany’s
functionalities, visualizations, user interactions and provenance aspects are ex-
plained. The ontology-based information extraction facilities for generating RDF
are outlined. An evaluation based on data from BBC music artist biographies
confirms the quality of Epiphany. We show that Epiphany’s results are compa-
rable to those of Open Calais on the same data set. In addition to Open Calais
that is specialized on the news domain, Epiphany may be configured with any
domain that is published as Linked Data. After discussing evaluation results,
and summarizing Epiphany’s functionalities, we present future activities.

2 Related Work

Even before Linked Open Data, annotation systems like S-Cream [9] annotated
web pages with instances or datatype properties from domain ontologies, semi-
automatically. S-Cream did not provide its annotations in machine-readable
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Fig. 2. Screenshot of Epiphany’s lighting box for a single RDFa annotation

format, but highlighted annotations to users or stored annotations back into
a domain ontology. S-Cream and Epiphany use different kinds of information
extraction (IE) techniques. Epiphany uses the ontology-based information ex-
traction facilities that can be trained on any RDF domain model. S-Cream uses
Amilcare, a traditional IE system without any ontology support. In consequence,
S-Cream had to map non-ontological results (e.g., entities) from Amilcare to
properties, classes, and instances of the domain ontology. Epiphany’s incorpo-
ration of RDF domain knowledge into the IE process provides advantages, i.e.,
disambiguating possible instance candidates with similar labels, using SPARQL
for specifying which entities to extract, or extracting new facts as RDF triples
[10].

The Firefox plug-in Piggy Bank allows IE from web sites by screen scrapers.
Results are stored in a local or global RDF store [11]. A screen scraper is a piece of
Javascript code that extracts RDF information from within a web page’s content.
Similar approaches are GRDDL [12] and Monkeyformats.6 GRDDL allows users
to add references to XSLT scripts to web page headers that transform XML data
on that page into RDF. Monkeyformats are userscripts for the Firefox plugin
Greasemonkey [13].7 These Javascripts search for patterns of DOM elements
inside certain websites for adding Microformats into the DOM Tree.

Open Calais8 services provide named entity recognition (NER, e.g., Angela
Merkel as a person’s name), instance recognition (e.g., Angela Merkel as a person
with an HTTP URI) and facts with a couple of predefined properties (e.g., An-
gela Merkel is chancellor) with focus on News content. Open Calais is ontology-
based, returns extraction results in RDF, and maintains Linked Data covering
common sense instances (cities, countries, persons, companies, etc.). The cover-
age of instances that possess links to other Linked Data sets is very small. We

6 http://monkeyformats.org
7 http://www.greasespot.net
8 http://www.opencalais.com

http://monkeyformats.org
http://www.greasespot.net
http://www.opencalais.com
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Fig. 3. Epiphany’s RDFa generation process

could not find any cross links for recognized persons or music groups.9 The Gno-
sis Firefox plugin10 performs NER about web pages, highlights results in text,
and also lists entities grouped by types (e.g., person, city) in a sidebar. Gnosis
renders tooltips while hovering over highlighted text passages with the mouse
cursor that contain links to search the highlighted text passages in Wikipedia,
Google, or the Reuters database. Gnosis does not perform instance recognition
nor does it return data in RDF or Microformats.

Zemanta [14] is a web service for building web mashups. It finds relevant web
links or images about blog entries. Zemanta also spots for labels of DBpedia11 or
Freebase12 resources in web pages. The API can return results in RDF format.

Compared to these systems, Epiphany’s characteristic features are adaptivity
by changing Linked Data models used for annotating, machine-readability, as
Epiphany annotates web pages with RDFa, and finally usability as Epiphany
renders visualizations that link text with RDF resources from Linked Data.

3 The Epiphany Approach

Epiphany is a web service13 that recognizes relevant instances and properties of
a Linked Data model in web pages. It returns a version of the web page that
contains RDFa annotations about these properties and instances, and a link to
an RDF graph that summarizes these. We provide an overview about Epiphany’s
annotation process, provenance aspects, its data interface, and visualizations.

3.1 RDFa Generation

Figure 3 shows an overview of Epiphany’s annotation process. Epiphany ties to-
gether Linked Data models and the content of web pages. It depends on Linked
Data [8] to ensure that the user is able to request more information about an
RDFa annotated text phrase via HTTP URIs. Figures 1 and 2 show an example
where DBpedia is taken as Linked Data model. By using ontology-based infor-
mation extraction methods, Epiphany extracts an RDF graph (called scenario
9 An online discussion about Calais’ linking coverage: http://www.opencalais.com/
forums/known-issues/linked-data-how-much-linking

10 http://www.opencalais.com/Gnosis
11 http://dbpedia.org
12 http://www.freebase.com
13 http://projects.dfki.uni-kl.de/epiphany/

http://www.opencalais.com/forums/known-issues/linked-data-how-much-linking
http://www.opencalais.com/forums/known-issues/linked-data-how-much-linking
http://www.opencalais.com/Gnosis
http://dbpedia.org
http://www.freebase.com
http://projects.dfki.uni-kl.de/epiphany/
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graph) that consists of recognized instances with datatype property values that
match with text content, and known object property values between these in-
stances (see Section 4 for details). The scenario graph is stored in an RDF store
as Named Graph. This facilitates caching different RDF content about the same
text resource. Epiphany’s RDFa Provider (see Fig. 3) parses a web page and
compares datatype property values of the scenario graph with the page’s text
nodes. It returns a transformed version of the web page that contains positive
matches for semantic annotations in RDFa:

– The HTML or XHTML document type definition of the original web page
is replaced with W3C’s XHTML+RDFa document type definition.

– In the HTML header a URI linking to the scenario graph is added as meta
information (see Listing 1). If RDF is generated from the RDFa inside the
website, the <link rel="meta"...> statement adds an extra triple referring
to the scenario graph. This reinforces the Linked Data aspect of the whole
process: Users can find extra information, not necessarily present on the page
itself, by consulting that scenario graph.

– Inside the page’s body, each match between scenario graph and text content
creates an RDFa annotation, i.e., HTML span elements (see Listing 1).

– Epiphany adds CSS information to the RDFa enhanced web page that high-
lights RDFa content with colored borders (see screenshot in Fig. 1).

– In addition, added Javascript functions render a lighting box (see screenshot
in Fig. 2) when clicking on RDFa content with the mouse cursor. This lighting
box contains configurable text and image information about the annotated
instance taken from the domain model published as Linked Data.

Epiphany’s RDF Provider manages persistence, access, and creation of RDF
scenario graphs about web pages. Each scenario graph is stored as a named graph
in an RDF store (an OpenLink Virtuoso Server). Accessing scenario graphs is
done in Linked Data style, as every graph is identified by an HTTP URI that
leads to the RDF document.14

3.2 Provenance

The RDF Provider enriches extracted scenario graphs with additional meta in-
formation. These are used to determine whether an existing scenario graph about
a dynamic web is still up-to-date with respect to page changes or different Linked
Data models in Epiphany. In addition, meta data contains optional information
about the user or group who triggered the creation of the scenario graph. The
Vocabulary of Interlinked Datasets (VOID [15]) is used to describe the version
of Epiphany’s underlying Linked Data model. The Dublin Core Metadata Ele-
ment Set (DC [16]) is used to describe the web page the scenario graph is about
(dc:subject), the last modified date of the web page (dc:modified), creation date
of scenario graph (dc:created), and user or group identifiers (dc:audience). The

14 Please refer to http://projects.dfki.uni-kl.de/epiphany/db

http://projects.dfki.uni-kl.de/epiphany/db
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PREFIX dc : <http :// pur l . org /dc/ terms/>
PREFIX oc : <http :// s . op en ca l a i s . com/1/ pred/>
ASK { GRAPH ?g {

? s dc : sub j e c t PAGE URI ;
dc : aud ience USER URI ;
dc : c r eat ed ? c r e a t i on ;
oc : s c o r e ? con f id ence .

PAGE URI dc : modi f ied ? modi f ied .
FILTER (

xsd : f loat (? con f id ence ) >= xsd : f loat (THRESHOLD) &&
xsd : integer (? modi f ied ) >= xsd : integer (CURRENT TIME STAMP) )

}}

Listing 2. Epiphany’s SPARQL ASK query pattern querying the RDF store for an
existing scenario graph with given provenance information. Variable names written in
capitals are configurable or dynamically replaced.

score property defined by Open Calais15 is used to describe the minimum con-
fidence value an extracted instance or fact has inside a scenario graph.
Based on this provenance information, by executing the SPARQL ASK query
in Listing 2, the RDF Provider can decide if a scenario graph exists inside the
RDF store. If no graph exists, Epiphany creates a new one.

3.3 Epiphany’s Data Interfaces

Epiphany provides four data interfaces to create RDFa annotations:

1. Web authors can use a web form to generate RDFa for text snippets. These
RDFa annotated text snippets can be used as static content in web pages.
Scenario graphs about text snippets are not persisted in the RDF store.

2. Web surfers can configure their browsers to use an HTTP-Proxy to call the
Epiphany service for web pages. Modern browsers allow the setup of proxies
with white- or blacklists of Internet domain names to control proxy requests.
Using proxies ensures preserving the original URL of the web page.

3. Web surfers can also use a bookmarklet, which allows to encapsulate arbi-
trary Javascript code into a bookmark. At will, the users can click on the
bookmarklet, which can then
– redirect to an Epiphany URL quoting the current web page
– directly replace parts of the page’s DOM with RDFa annotated con-

tent from Epiphany. This approach also preserves the original URL,
but requires the browser to interpret the parameter AccessControl-
AllowOrigin * in HTTP response headers16 in order to allow cross site
scripting for this domain.

15 http://s.opencalais.com/1/pred/score
16 See W3C working draft at http://www.w3.org/TR/access-control

http://s.opencalais.com/1/pred/score
http://www.w3.org/TR/access-control
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Fig. 4. Epiphany’s lighting box rendering process

The bookmarklets are implemented by Epiphany’s RESTful API.17 To en-
hance usability even more, the Firefox plugin WebSmartyPants is provided
and can be downloaded under Epiphany’s website.

4. As soon as the W3C RDFa working group publishes an RDFa DOM API18

in a definite form, it is planned to provide a conforming Epiphany Javascript
API.

3.4 Epiphany’s RDFa Visualizations

Without any browser plugin support, existing RDFa content in web pages re-
mains hidden to users. Existing RDFa visualizations, such as Ozone Browser [4],
or W3C’s RDFa Bookmarklets19 visualize information rather technically. In Epi-
phany, lighting boxes are used to visualize additional information about anno-
tated text passages (see screenshot in Figure 2).

According to Figure 4, the Javascript event onmouseclick on an RDFa span
leads to an AJAX request to the Information Agent, passing the subject’s URI
of the RDFa span. The Information Agent requests the RDF graph of the given
HTTP URI, parses it, and then filters RDF triples for specified properties. These
properties can be grouped by template categories listed in a configuration file
(see Table 1). The lighting box is a simple HTML template with slots that
correspond to existing template categories. These slots can be designed by CSS
documents that define CSS classes with the category as name.

Table 1. Categories with RDF properties used to populate the lighting box in Figure 2

Template Category RDF Property List

label foaf:name, rdfs:label
image foaf:depiction, dbpedia:thumbnail
description rdfs:comment, dbprop:abstract
reference foaf:homepage, foaf:page

4 Ontology-Based Information Extraction

Epiphany’s generated RDFa annotations are based on scenario graphs, which
are generated by ontology-based information extraction (OBIE) methods [17].
17 See the API description at http://projects.dfki.uni-kl.de/epiphany/api
18 See agenda at http://www.w3.org/2010/02/rdfa/
19 http://www.w3.org/2006/07/SWD/RDFa/impl/js/

http://projects.dfki.uni-kl.de/epiphany/api
http://www.w3.org/2010/02/rdfa/
http://www.w3.org/2006/07/SWD/RDFa/impl/js/
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Fig. 5. Usage scenario of Epiphany’s OBIE system: Based on an RDF model, a user
asks a SPARQL query about a text document. Taking the RDF model, text, and query
as input, Epiphany’s extraction pipeline creates a weighted RDF scenario graph.

Epiphany’s OBIE facility incorporates domain-specific RDF data into the IE
pipeline [10] (see Fig. 5) and returns extracted results in RDF format by reusing
the RDFS schema of the input data. The IE pipeline is designed to support op-
tional SPARQL queries as input which specify the types of entities and relations
to extract from text. By changing the RDF model, the user is allowed to “ask”
different queries covering other domains and receive different IE results. The
following system description summarizes (OBIE) tasks used in Epiphany. More
detailed information are given in [10,17].

4.1 Preprocessing the RDF Domain Model

In a preprocessing step Epiphany analyzes the input RDF model consisting of in-
stances, classes, datatype property values (e.g., foaf:name) and object property
values (e.g., foaf:knows). Datatype property values are converted to efficient
data structures (e.g., Suffix Arrays) for pattern matching on character strings.
RDF Properties are represented as adjacency lists and stored in bit vectors.

4.2 Extraction Pipeline

The RDF model preprocessor returns a so-called extraction session. Based on this
session, Epiphany’s OBIE pipeline is ready to extract model-specific information
from text. This comprises six major process steps (see Fig. 5) covering necessary
IE tasks. Each task generates a set of hypotheses weighted with confidence values
that are combined by using Dempster-Shafer’s belief function [18].

Normalization transforms a document into a textual representation. Here,
plain text content and existing metadata (e.g., title, author) are extracted based
on the Aperture framework.20

Segmentation partitions the plain text content into units of tokens and
sentences. The implementation token and sentence detection is based based on
regular expressions. In steps of sentences, each token is classified by a POS

20 http://aperture.sourceforge.net

http://aperture.sourceforge.net
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tagger.21 Noun phrases (that are sequences of tokens) are detected by a Noun
phrase chunker that is implemented as conditional random field. These noun
phrases are stored and finally sorted in a suffix array.

Symbolization recognizes datatype property values in text. It matches the
noun phrases in text that are stored inside the suffix array and sorted values of
datatype properties inside the domain model. (e.g., assuming the existence of the
triple (: foaf:label ‘DFKI’.), in text: DFKI was founded in 1988, ‘DFKI’ is
recognized as content symbol of type foaf:label).

Instantiation resolves instances of the domain-specific data model for each
recognized datatype property value (e.g., assuming the existence of the triple
(dbpedia:DFKI foaf:label ‘DFKI’.) and text snippet: DFKI was founded in
1988, ‘DFKI ’ is resolved as foaf:label of instance dbpedia:DFKI). An instance
candidate recognition resolves possible candidates for recognized datatype prop-
erty values. Here, ambiguities may occur if more than one instance possesses the
same datatype property values (e.g., first names of Helmut Kohl and Helmut
Schmidt). Candidates are disambiguated by counting resolved instances in the
domain model that are related directly with an object property22 or indirectly
via another instance of the domain model.23 As result, the ambiguous instance
with a higher count of related and recognized instances is taken.

Contextualization extracts facts (RDF triples) about resolved instances.
At first, a fact candidate extraction computes all possible facts between resolved
instances. Then, a set of fact selectors rates these facts according to heuristics.
Currently Epiphany contains a known fact selector and a spreading activation
based fact selector. The known fact selector increases rates of extracted facts
that exist as triples inside the domain model.

The Population task collects results from the previous extraction tasks and
stores them as RDF triples inside scenario graphs. (which is technically-seen
a named graph). Thus, a scenario graph contains URIs of resolved instances
with those datatype property values that match with text sequences and RDF
triples about object properties between these resolved instances. The minimal
confidence value of all contained hypotheses is represented by the confidence
value of the scenario graph.

4.3 Usage in Epiphany

Currently, Epiphany uses a configuration of the OBIE pipeline which focuses on
text annotation. It covers text extraction, tokenization, content symbol recogni-
tion, instance recognition and disambiguation, fact extraction and known fact se-
lection, and finally the population of scenario graphs. Epiphany uses the generic
SPARQL query as template for scenario graphs: SELECT * WHERE {?s ?p ?o}.
For future work, it is planned to let Epiphany even recommend domain specific
new instances for given Linked Data.
21 http://opennlp.sourceforge.net
22 E.g., dbpedia:Helmut Kohl rdf:type dbpedia:Chancellor
23 E.g., dbpedia:Helmut Kohl dbprop:politicalParty dbpedia:CDU and

dbpedia:Angela Merkel dbprop:politicalParty dbpedia:CDU

http://opennlp.sourceforge.net
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Table 2. (a): Cardinality statistics of BBC corpus values, (b): Frequent music group
names extracted by Epiphany

Facet Cardinalities

web pages 12,462
words 5,530,477
mo:MusicGroup 12,462
mo:SoloMusicArtist 31,429
<> foaf:name <>. 36,397
<> mo:member <>. 32,104

Music group name Frequency

Off 3,991
Free 5,715
Contact 12,461
Fin 12,461
Food 12,461
Sport 12,461

5 Evaluation

The evaluation proved that the quality of Epiphany’s extraction results (and
finally of the generated RDFa annotations) is comparable to results from Open
Calais. An advantage of Epiphany is its adaptability. It is not tied to the News do-
main like Open Calais. The Epiphany service is initialized with multiple Linked
Data models called sessions. It generates different RDFa for each session.

We decided to evaluate Epiphany by analyzing the quality of extracted sce-
nario graphs, as these graphs form the base of the generated RDFa annotations.
Furthermore, we compared RDF graphs generated by Epiphany with those gen-
erated by Open Calais.

5.1 Experimental Setup

Three essential things were identified for evaluating Epiphany as domain-
adaptive and ontology-based information extraction system:

1. A document corpus is needed. The content of each document should cover a
single domain and refer to multiple instances and facts.

2. These instances and facts should be explicitly listed for each document.
Ideally, RDF graphs exist for each document, that formalize its content.

3. This RDF data should be formalized clearly by using a set of ontologies.
Ideally, these ontologies should be commonly used in Linked Data.

As data basis, we used web pages from bbc.co.uk/music24 describing biogra-
phies about music groups. For each biography on a web page, BBC provides
metadata in form of a Linked Data model.25 The ontologies FOAF, Music On-
tology (MO), and Dublin Core are used to describe music groups and their
members. The RDF graphs were used as baseline. Extracted RDF graphs from
Epiphany for a given web page are compared against corresponding metadata
by BBC.

24 http://www.bbc.co.uk/music/developers
25 E.g., BBC’s Linked Data graph about the mo:MusicGroup Queen: http://www.bbc.

co.uk/music/artists/0383dadf-2a4e-4d10-a46a-e9e041da8eb3.rdf

http://www.bbc.co.uk/music/developers
http://www.bbc.co.uk/music/artists/0383dadf-2a4e-4d10-a46a-e9e041da8eb3.rdf 
http://www.bbc.co.uk/music/artists/0383dadf-2a4e-4d10-a46a-e9e041da8eb3.rdf 
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(a) Values of foaf:name (b) mo:SoloMusicArtist instances

(c) mo:MusicGroup instances (d) mo:member relations.

Fig. 6. Diagrams about Epiphany’s extraction results. Four measured values represent
the scenario graphs possessing a higher confidence than the labeled threshold.

HTTP URIs of music group members refer to additional Linked Data. We
collected all RDF graphs about music groups that could be found by querying
BBC’s backstage SPARQL endpoint26 and added the RDF graphs of all group
members. The resulting mashup was used as domain-specific Linked Data input
for Epiphany. Table 2(a) lists statistics about the amount of documents and
tokens inside the test corpus. It also lists the count of properties about music
groups and their solo music artist members inside the mashup.

We evaluated the quality of the following extraction results: (Fig. 6.a) all ex-
tracted instances with foaf:name values, (Fig. 6.b+c) just extracted instances
with foaf:name values of type mo:MusicGroup and mo:SoloMusicArtist,
(Fig. 6.d) mo:member relationships between mo:MusicGroups and mo:Solo-
MusicArtists. Therefore we checked, if certain RDF triples (Fig. 6.a+d) or
RDF molecules (Fig. 6.b+c) inside baseline RDF graphs were extracted and
thus exist in Epiphany’s scenario graphs.

26 http://api.talis.com/stores/bbc-backstage

http://api.talis.com/stores/bbc-backstage
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5.2 Comparing Epiphany’s Scenario Graph with BBC’s Baseline

Figure 6 describes evaluation results for each extracted instance or fact. Four
measure points (≥ 0.75, ≥ 0.5, ≥ 0.25, and ≥ 0.0.) summarize the extracted
scenario graphs having confidence values higher than the given decimal value.
Measure points are rated by precision and recall. Curves inside diagrams rep-
resent layers of harmonic F-measure ratios. Three points show that Epiphany
extracts instances and facts with recall ratios above 96.0% for thresholds up to
≥ 0.5. Precision values except for extracted mo:SoloMusicArtist instances stay
below 35%. Extracted instances of mo:SoloMusicArtist gained precision values
above 65%. In general, an increase of threshold up to ≥ 0.75 leads to precision
values higher than 50%. The distribution of precision can be explained by some
foaf:name values of mo:MusicGroups (see Table 2(b)) which occur in nearly all
web pages in a different language context.

5.3 Comparing Results from Open Calais and Epiphany

We compared results obtained from Open Calais and Epiphany about the same
data set. Open Calais is not domain-specific, thus extracted more types of in-
stances than we needed. It also uses its own RDFS vocabulary27 to represent
RDF results. So, we had to filter results, transformed the classes oc:Person and
oc:MusicGroup to mo:SoloMusicArtist and mo:MusicGroup, and transformed
the properties oc:name and oc:match to foaf:name. This allowed comparing
Calais’ RDF to BBC’s baseline. Calais could not extract group member rela-
tionships. The diagrams in Figure 7 are structured as Figure 6, but also contain
results of Open Calais. For instances with foaf:name values and those of type
mo:MusicGroup, Open Calais’ results gained higher precision values compared to
Epiphany’s measure points with thresholds below ≥ 0.75. In general, Epiphany’s
results were rated with higher recall values. Epiphany reached better precision
values for measure points ≥ 0.75.

5.4 Result Discussion

Comparing results of Epiphany and Open Calais shows, that Epiphany is able to
annotate existing instances and facts of the input Linked Data if the web page
refers to these. Epiphany even achieved slightly better Recall results than Open
Calais. One reason is that Epiphany’s data base is much more related to the web
pages content than the generic data base of Open Calais. Open Calais gained
better precision values than Epiphany because Open Calais’ domain model did
not cover such a huge amount of music group names as they exist in BBC
Programs. (Especially not the ambiguous band names listed in Table 2 b.) For
dealing with ambiguous instance labels, we plan to look for a contextual analysis
that re-ranks extraction results based on how they are interrelated inside the
domain model. Also consider that compared to Open Calais, Epiphany is domain
adaptable and supports more than just one domain model.

27 http://d.opencalais.com/1/type/

http://d.opencalais.com/1/type/
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(a) Values of foaf:name (b) mo:SoloMusicArtist instances

(c) mo:MusicGroup instances

Fig. 7. Comparing results from Epiphany’s OBIE component and Open Calais

6 Summary and Outlook

We described Epiphany, a web service that annotates web pages with RDFa
which is linked to a Linked Data model (e.g., DBpedia , BBC programs, etc.).
The service is published at http://projects.dfki.uni-kl.de/epiphany/ and
provides Bookmarklets, an HTTP proxy server, a RESTful API, and the Fire-
fox plugin WebSmartyPants. Epiphany provides Linked data from DBpedia and
BBC programs for being annotated as RDFa to web pages. The evaluation con-
firmed that the coverage of extracted instances from web pages is comparable
between Epiphany and Open Calais. Epiphany is adaptable and can be config-
ured to support different Linked Data models for annotating web pages with
additional Linked Data content. Current activities comprise a Javascript API,
the use of Epiphany in web crawlers, the support of the Good Relations ontology,
and an integration into Virtuoso’s Spongers technologie via REST URIs.
Acknowledgements This work was financed in part by the BMBF project Per-
specting (Grant 01IW08002).

http://projects.dfki.uni-kl.de/epiphany/
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Abstract. Linked Data semantic sources, in particular DBpedia, can be used to 
answer many user queries. PowerAqua is an open multi-ontology Question An-
swering (QA) system for the Semantic Web (SW). However, the emergence of 
Linked Data, characterized by its openness, heterogeneity and scale, introduces 
a new dimension to the Semantic Web scenario, in which exploiting the rele-
vant information to extract answers for Natural Language (NL) user queries is a 
major challenge. In this paper we discuss the issues and lessons learned from 
our experience of integrating PowerAqua as a front-end for DBpedia and a sub-
set of Linked Data sources. As such, we go one step beyond the state of the art 
on end-users interfaces for Linked Data by introducing mapping and fusion 
techniques needed to translate a user query by means of multiple sources. Our 
first informal experiments probe whether, in fact, it is feasible to obtain answers 
to user queries by composing information across semantic sources and Linked 
Data, even in its current form, where the strength of Linked Data is more a by-
product of its size than its quality. We believe our experiences can be extrapo-
lated to a variety of end-user applications that wish to scale, open up, exploit 
and re-use what possibly is the greatest wealth of data about everything in the 
history of Artificial Intelligence. 

Keywords: question answering, link data, fusion, semantic web, natural  
language. 

1   Introduction 

The SW has expanded rapidly, offering a wealth of semantic data that can be used for 
experimental purposes, for example to enhance keyword search technologies. A 
prominent example is the amount of web data in the Linked Data [2] cloud. It is pos-
sibly, the largest Knowledge Base (KB) about everything in the history of Artificial 
Intelligence. Till now, most KBs covered specific domains and were created by rela-
tively small groups. Yet, this is starting to change and we are reaching the critical 
mass required to realize the vision of large scale, distributed SW, with real-world 
datasets, representing real community agreement, and leading to astonishing research 
possibilities that can exploit and reuse these freely available data. For instance, the 
DBpedia project [3] extracts structured information from Wikipedia. The DBpedia 
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ontology describes 170 classes in a shallow subsumption hierarchy, and more than 
900 properties1. DBpedia has a high degree of conceptual overlap with other datasets, 
and it is increasingly becoming the central interlinking hub. The web of data around 
DBpedia covers 4.7 billion pieces of information about domains such as geography, 
people, companies, films, music, genes, amphibians, books and publications.  

Ultimately, by integrating and connecting data on the web, Linked Data, and 
DBpedia in particular, as stated in [3] “can be used to answer quite surprising queries 
about a wide range of topics”. E.g., by failing to link the content one can obtain films 
directed by Francis Ford Coppola but not what actors have played in any of his mov-
ies. However, while back end technologies and semantic applications can be robust at 
the small or medium scale, they may not be suitable when applying them to a real-
world scale of heterogeneous web data. In other words, while Linked Data datasets 
literally may contain the answers to millions of questions, locating and exploiting the 
relevant information to extract these answers from them is a major challenge. In fact, 
most tools analyzed in Section 2 only perform a shallow exploitation of these data. 
Thus, in this paper we analyze the practicability of this ambition from the end-user 
application side, by looking at the scalability issues when integrating our multi-
ontology QA system, PowerAqua, which uses state of the art methods from computa-
tional linguistics, ontology mapping, and data fusion, with some of the large general 
purpose data offered by the Linked Data community: DBpedia, the BBC backstage 
data whose scope is TV broadcasts and music [6], umbel2 and musicBrainz. 

Kaufmann and Bernstein [5] demonstrated, via a usability experiment comparing 
four query interfaces to an ontology, that casual users preferred the interface that used 
full NL queries to those using keywords, partial sentences and a graphical interface. 
Furthermore, the intuition that it would be easier to obtain answers from structured 
data than open text had lead to much interest in open NL interfaces that build and 
query their own massive trusted comprehensive factual KBs about the world (e.g., 
commercial ventures such as Powerset, START, Wolfram Alpha or True Knowl-
edge3). Hence, it is worth considering an open NL interface for the end user to locate 
and query the Linked Data content on the web.  

PowerAqua [9] takes a NL query from the user and retrieves answers from hetero-
geneous semantic data repositories. In particular, PowerAqua is able to integrate, on 
the fly, statements drawn from different sources to generate integrated answers to 
questions. Knowledge can be aggregated to complete information partially presented 
in single sources, fusing similar answers and filtering irrelevant ones. Furthermore, 
the most accurate answer(s), in terms of their relevance to the query and the varying 
levels of quality, popularity and trust, are elicited from different sources [8]. As such, 
PowerAqua supports users in locating, reusing and querying the open SW or organi-
zations with large semantics intranets, where the information is distributed across 
independent departmental sites and external semantic sources. However, the SW has 

                                                           
1 Plus a dataset of 8000 property types for which there is no formal ontology (as November 

2009). 
2 Derived form OpenCyc and which consists of 20,000 classes 

(http://www.umbel.org/backbone.html) 
3 http://www.powerset.com/, http://start.csail.mit.edu/, 

http://www.wolframalpha.com/index.html and 
  http://www.trueknowledge.com/ respectively. 
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been rapidly evolving during the development of PowerAqua. PowerAqua was first 
envisioned in 2006 as a shift between the first generation of closed domain semantic 
systems, akin to smart KB applications, and the next generation of open SW applica-
tions to exploit the increasing amounts of semantic markup data, which is heterogene-
ous with respect to both the ontology characterization and provenance. Again, now, 
we can distinguish a new turning point in the evolution of the SW driven by the emer-
gence of Linked Data. Querying Linked Data brings up a new scenario, the differenti-
ating characteristics of which (detailed in Section 4) are: 

I. Scalability is not only in the number of ontologies but also on their size (number 
of ontological elements). E.g., more than 2.9 million things are described in 
DBpedia.  

II. From specific domain ontologies to large generic ontologies about everything, 
with a wider coverage of relationships across entities from a variety of domains.  

III. Ontologies are decentralized, containing redundant and heterogeneous terminol-
ogy, and connected to each other creating a network or cloud of ontologies.  

In what follows, we look at the abilities of existing tools that handle the sheer amount 
of multi-domain data offered by Linked Data to provide easy access to the end user 
(Section 2).  Then we briefly describe PowerAqua (Section 3), and present the major 
issues (Section 4) that we faced to scale up PowerAqua to take advantage of Linked 
Data’s potential to answer queries. The feasibility of the solutions presented (in  
Section 5) is assessed through initial experiments that measure the QA performance 
before and after using the main representative Linked Data set, DBpedia (Section 6). 
We finish by drawing some conclusions (Section 7). We believe that the lessons 
learned obtained with our experiments can be extrapolated to a large proportion of 
semantic tools that wish to retrieve, use and combine these large, rich multi-domain 
semantic data on the fly.  

2   Motivations: Current Interfaces for Linked Data and 
Limitations 

The database and SW communities had developed back-end technologies for manag-
ing large amounts of web data. Various RDF stores can scale over large amounts of 
data originating from different sources, such as Virtuoso or the Talis platform4. 
Search engines such as Watson [10] and Sindice [11] come also with features for 
indexing data from the SW. Linked Data sources usually offer a SPARQL endpoint 
for their dataset(s)5. Alternatively, they also provide RDF data dumps to build and 
query your own store6. However, users can hardly know which identifiers and proper-
ties are used in the KBs and hence can be used for querying. Consequently, they have 
to be guided when building queries, e.g., through the suggestion of reasonable alterna-
tives. Creating innovative ways to interact with Linked Data is crucial and even envi-
sioned as a potential “killer app”.  
                                                           
4 Virtuoso: http://virtuoso.openlinksw.com and Talis: http://www.talis.com/platform/ 
5 A more complete list of SPARQL Endpoints at: http://esw.w3.org/topic/SparqlEndpoints 
6 Jena http://jena.hpl.hp.com/wiki/TDB;  Sesame  http://www.openrdf.org; 4store 

http://4store.org; 
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Nonetheless, to find a trade-off between the complexity of the querying process 
and the amount of data it can use and integrate is still an open problem for ontology-
based approaches. Semantic search models that have proved to work well in specific 
domains still have to undertake further steps towards an effective deployment on a 
decentralized, heterogeneous and massive repository of content about a potentially 
unlimited number of domains. Here we present a state of the art of the available user 
interfaces that can, in principle, scale enough to explore the Linked Data. 

• Triple query builder interfaces: a Query Builder allows users to query the KB by 
means of multiple triple patterns. For each triple pattern variable, identifiers or fil-
ters for the subject, predicate and object can be defined. The user needs to follow 
the terminology and structure of the ontology to pose queries, e.g., the DBpedia 
Leipzig query builder [1]. However, for each typed identifier name a look ahead 
search proposes suitable options in a (in some cases long) drop down menu that 
helps the user to create complex queries, e.g.: <?x, rdf:type, db-ont:Person> <?x, 
notablePrize, Nobel_Peace_Prize>. Graph-based visualizations, on the contrary, in 
which all property values of the selected instances are analyzed for facet-filtering, 
are more resource demanding [1].  

• Relationship finder: i.e., the DBpedia relationship finder [7] explores connections 
between objects. DBpedia is treated as an undirected graph and given two objects, 
the relationship finder looks for a path between them (not necessarily the shortest). 

• Keyword lookup: e.g., the DBpedia URI Lookup Index and OpenLink Software7 
find the most likely matches (URIs) for a given term. The service combines Lu-
cene’s string similarity based ranking with a relevance ranking similar to PageR-
ank. The OpenLink Software builds a text, label and URI lookup service upon a 
larger collection of sources, but it limits the number of results to only those con-
taining an exact mapping of the input keyword and the search can be refined by 
specifying URIs of classes, properties or values, but usability is limited (e.g., 1358 
classes are associated to the keyword “actor”).   

• Data aggregators and mash-ups: e.g., in Sig.ma (http://sig.ma/) the user enters a 
keyword and is able to explore all the aggregated data coming from the search en-
gine Sindice (including synonyms and approximate mappings). Although mash-up 
technologies provide support for large-scale indexing and aggregating heterogene-
ous information, they do not attempt to disambiguate or rank between different in-
terpretations, however, in Sig.ma the user can filter out the irrelevant sources. 

• Linked Data browsers: they bring a way to browse RDF data on the web  (data 
should be in RDF/XML or embedded in web documents using microformats). Ex-
amples are Tabulator and Disco8. Given a dereferenceable URI (i.e. an application 
can look up a URI over the HTTP protocol), these browsers render all information 
that they can find about that URI. All aggregated data across sources is viewed in 
a tabular form and the user can navigate through interlinked sources. However, it 
does not aggregate unconnected entities with different URIs representing the same 
individual. 

                                                           
7 http://lookup.dbpedia.org/ and http://lod.openlinksw.com 
8 http://www.w3.org/2005/ajar/tab and http://sites.wiwiss.fu-berlin.de/suhl/bizer/ng4j/disco/  
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• DBpedia Faceted search9: it allows the user to easily ask queries like “recent films 
about Buenos Aires”, by typing the keyword “Buenos Aires” and then applying an 
intelligent filtering base on the underlying ontology, in this case by the item type 
“Film”. The interface guides the user to filter objects according to facets (proper-
ties) and range of values. Nevertheless, the user needs to familiarize herself to 
some extent with the vocabulary and the structure of the KB, e.g., lexically related 
words like “Movie” are not understood. This applies not only to undefined terms, 
but also when there is not a straight mapping between the user query and the way 
the knowledge is structured in the ontology. For example, the query “Give me the 
husbands of Elizabeth Taylor” cannot be easily formulated if the user does not 
know that the relevant relation “spouse” is defined only for the entities represent-
ing Elizabeth Taylor’s husbands, whose ontological type is “Actor”, and it is nei-
ther defined for the instance “Elizabeth Taylor”, nor for the types “Person” or 
“Artist”. As the system is unable to map “husband” to the relation “spouse”, the 
only solution left is to manually explore among all the results that contain a match 
for “Elizabeth Taylor”.  

Research on user interfaces for Linked Data is a open-ended area, each of the above 
paradigms have different abilities to handle the sheer amount of multi-domain data 
and the following limitations according to the criteria presented in Table 1: 

1) Usability: if the input of the system is a URI or is some of the components of a 
triple, usability is limited to knowledgeable users, familiar with semantic source 
contents. 

2) Expressivity: if the system builds upon keywords, then it provides limited capa-
bilities to grasp and exploit the conceptualizations involved in user needs, with 
limitations such as the inability to account for relations between terms, or to cope 
with complex queries. 

3) Scalability: if the system is restricted to one or a set of domains to maintain per-
formance then it cannot scale to a truly open environment.  

4) Mapping: the vocabulary that the system can understand is limited to that used in 
the ontology, the input is controlled and if a term has more than one sense, disam-
biguation is done manually by the user. Although these guided interfaces solve the 
old habitability problem (a mismatch between the user expectations and the abili-
ties of the system), the burden or responsibility to formulate the queries is shifted 
from the system to the user. 

5) Fusion: if the system has limited abilities to merge heterogeneous facts or multiple 
different answers (representing the same individual) across different semantic 
sources. 

6) Ranking: the lack of ranking algorithms to cope with large-scale information 
sources. 

The existing querying approaches for Linked Data are restricted, among all of them, 
only facets and query builder interfaces provide an efficient way to pose complex and 
expressive queries to a large repository, with varying levels of usability depending  
on the query complexity and the number of filtered options presented on the drop 
menus, as end-users can get lost in large-scale information spaces. In fact, a common  
 

                                                           
9 http://dbpedia.neofonie.de/browse  
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Table 1. Limitations of the existent paradigms according to 6 criteria 

Criteria Query Builder Rel. Finder Term Lookup Mash-ups Browsers Facets  
Usability  √ √ √ √ -- √ 
Expressivity √ -- Χ Χ Χ √ 
Scalabilty √ √ √ √ √ √ 
Mapping  Χ Χ -- -- Χ Χ 
Fusion Χ Χ Χ -- -- Χ 
Ranking Χ  Χ -- Χ Χ Χ 

 
drawback of all these systems is that the user, not the application, is the one who has 
the responsibility and burden to reformulate the query in a way that can be under-
stood. Another open issue concerns the usability of menu views and facets over mul-
tiple heterogeneous sources. Only keyword-based mash-ups (and lookup services to 
some extent) can aggregate information across sources, but they do not attempt to 
fuse similar results, nor do they have enough context to interpret and elicit the best 
answers. What is achievable on small/medium scale data by querying interfaces (in 
particular sophisticated NL ones) has until now not been achieved on large Linked 
Data. In this paper, we aim to go one step beyond the state of the art, by adapting the 
mapping and fusion techniques required by a particular NL interface, PowerAqua, to 
the Linked Data scenario. 

3   PowerAqua: An Open NL Interface over Structured Data 

Contrary to existing ontology-based NLI systems (see [5] for an example) whose 
scope is limited to one or a set of a-priori selected medium size ontologies at a time, 
PowerAqua dynamically selects and combines information drawn from multiple and 
heterogeneous ontologies in order to interpret and answer a query, making it worth 
investigating whether it can be successfully used to exploit the metadata offered by 
Linked Data. We briefly explain PowerAqua through the illustrative example “Find 
me university cities in Japan”, a linguistically simple query that nevertheless, to be 
answered requires knowledge fusion across different sources. PowerAqua follows a 
pipeline architecture, the query is first transformed by the linguistic component10 into 
a triple based intermediate format called Query-Triples (QTs): <university cities, ?, 
Japan>. At the next step, the QTs are passed on to the PowerMap mapping compo-
nent, which identifies potentially suitable semantic entities in various ontologies that 
are likely to describe QT terms and answer a query, producing initial element level 
mappings. For example, PowerMap selects 81 mappings over 23 ontologies for the 
query term “Japan”. PowerMap maximizes recall by searching for approximate map-
pings  (e.g., “CountryJapan” in the TAP ontology) as well as exact mappings. These 
are jointly referred to as equivalent mappings. PowerMap also uses both WordNet and 
the SW itself (owl:sameAs) to find synonyms, hypernyms, derived words, meronyms 
and hyponyms (e.g., “Japanese islands”, “Nippon”, etc). In the third step, the Triple 
Similarity Service (TSS), exploring the relations of these entities, matches the QTs to 

                                                           
10 The linguistic component uses GATE (www.gate.ac.uk) to transform into triples factual 

queries formed with wh-terms (which, what, who, when, where) or commands (give, list, 
show, tell,..). 
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ontological expressions or ontology based triple patterns specific to each of the con-
sidered semantic sources, producing a set of Onto-Triples (OTs), from which answers 
are derived as a list of entities matching the given triple patterns in each semantic 
source.  

The algorithm iteratively refines candidates only as needed, analyzing most likely 
solutions first, and using more expensive but broader techniques last, if the previous 
steps fail to obtain a solution. First, the TSS chooses, whenever possible, the ontolo-
gies that better cover the user query and domain (i.e., it first searches for OTs in the 
ontologies that have potential mappings for at least two of the terms in a given QT). 
In our example, as PowerMap does not find any covering ontology with mappings for 
both arguments in the QT: “university cities” and “Japan”, the TSS algorithm reiter-
ates again by splitting the compound term “university cities”, and consequently modi-
fying the QT into: <cities / universities, ?, Japan> and creating a new QT for the com-
pound <university, ?, cities>. For the QTs obtained in this second iteration, the TSS 
extracts, by analyzing the ontology relations, a small set of ontologies containing the 
valid OTs that jointly cover the user query and produce an answer. The resultant OTs 
are partially presented in Table 2.  

Table 2. Triple Mapping Tables returned by PowerAqua for the example query 

QT1: <cities / universities,  ?, Japan>
Agrovoc OT1 <city, generic-location, Japan> 27 answers: Ibaraki, Kyoto, kushiro-shi, etc.
SWETO OT1 <city, attribute-country, Japan> 30 answers: Chuo-ku Tokyo, Chuo-ku Osaka, etc.
KIM OT1 <city, locatedIn, Country_T.JA (Japan)> 290 answers: Mishima, Kodaira, Soka, etc.
TAP OT1 <city, locatedIn, CountryJapan> 30 answers: CityChitose, CityKyoto, etc.
DBpedia OT1 <RadioStation, city, Japan> 2 answers: FM802, J-Wave.

QT2: <university,  ?, cities>
DBpedia OT3 <PopulatedPlace, city, University> 7177 answers: Madrid 

(Polytechnic_University_of_Madrid), Kyoto (Kyoto_University), etc.  

Finally, because each resultant OT only leads to partial answers, they need to be 
combined into a complete answer. The fourth component merges and ranks the vari-
ous interpretations produced in different ontologies. In our example, 19 final answers 
are selected (e.g.: Kyoto (Kyoto_University), Fukushima (Fukushima_University)), 
by intersecting the answers from both QTs to obtain as a final set of answers those 
shared between the 7177 answers of cities with a university from DBpedia, and the 
more than 500 answers about cities in Japan derived from 8 ontologies (agrovoc, 
KIM, TAP, ATO, DBpedia, nepomuk, mid-level, and SWETO). Among other things, 
merging requires the system to identify similar entities across ontologies, e.g., 
“Kyoto” in DBpedia and “CityKyoto” in TAP. Furthermore, ranking (based on the 
quality and popularity of the mappings and answers) can be applied to sort the an-
swers. E.g., a ranking measure is capable of providing a lower confidence to the noisy 
answers derived from the DBpedia OT: <RadioStation, city, Japan>. Although, in 
this case all answers derived after fusion are correct (as irrelevant answers only ap-
pear in one triple). As we show in [8], merging and ranking algorithms enhance the 
quality of the results.  

To scale our model to a truly open web environment implies exploiting all the in-
creasingly available semantic metadata in order to provide a good coverage of topics. 
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To address this, PowerAqua is coupled with: a) the Watson SW gateway [10], which 
collects and provides fast access to the increasing amount of online available semantic 
data, and b) its own internal mechanism to index and query selected online ontologi-
cal stores11, as an alternative way to manage large repositories, like those offered by 
the Linked Data community, often not available in Watson due to their size and for-
mat (RDF dumps available for download as compressed files). One of the main issues 
for PowerAqua is to keep real time performance in a scenario of perpetual change and 
growth. The time needed to answer a query depends on: (1) the number of calls re-
quired to the Watson API or to query the repositories and the indexes, and (2) the 
response times to these calls. The total number of calls depends directly on the num-
ber of semantic sources and mappings that take part in the answering process. The 
response times to these calls depend on the complexity of the (SPARQL-alike) query 
and the size of the ontology. PowerAqua algorithms are optimized to reduce the num-
ber of expensive calls in the following way:  

• The algorithm operates in a sequential fashion, by first collecting all candidate 
ontological entities for the terms in a query, and then identifying relevant relation-
ships between them. However, the algorithm can re-iterate through the two differ-
ent phases in order to look only for the mappings needed in the first instance. As 
such, the algorithm looks for mappings for terms forming a compound, e.g., “uni-
versity cities”, only if the first iteration, without splitting the compound, fails to 
produce results.  

• The time consuming process of analyzing indirect relationships between two enti-
ties (i.e., relationships which require two triples to be joined, as the length of the 
path is limited to one mediating concept) is only carried out when no satisfactory 
is-a or ad-hoc direct relationships between any of the candidate entities within the 
ontology are found.  

• The number of mappings returned by Watson is reduced through a functionality 
used to restrict the mappings for a given term to the ontologies that also contain 
mappings for another given term. E.g., in our query PowerMap retrieves hits for 
“university”, “cities”, or any of its lexical variations, from ontologies that also 
contain mappings for “Japan”.  

4   Before and After Linked Data: A New Dimension in QA 

We have identified three crucial factors that give a new perspective and draw a new 
line in the scope of SW applications before and after Linked Data, therefore, challeng-
ing Linked Data’s potential in the QA context.  

4.1   Scaling to Highly Populated and Dense Ontologies 

A well-known limitation of the SW is its sparseness, as stated in [13], without a well 
populated SW, developing semantic search systems is only an intellectual exercise. 
Only a reduced number of topics were covered entirely or partially by an existing 
ontology (domain sparseness), and added to this, sparseness at the level of instances 
                                                           
11 Using Lucene indexes and a common API to access and query ontologies (currently in  

sesame). 



 Scaling Up Question-Answering to Linked Data 201 

and relation (model complexity) was also found [4, 10]. However, Linked Data initia-
tives are producing a critical mass of semantic data, and it is likely that soon we will 
have so much data that the core issues would not be so much related to sparseness as 
to scalability and robustness.  

Furthermore, as reported in an analysis of 25,500 ontologies and semantic docu-
ments collected by Watson [10] in 2007: “the SW is characterized by a large number 
of small, lightweight ontologies and a small number of large-scale, heavyweight on-
tologies”, the biggest one at that time containing more than 28,000 entities. By con-
trast, an obvious characteristic of Linked Data is that it is very large, DBpedia alone 
consists of more than 103 million RDF triples, and describes more than 2.9 million 
entities. Also, as analyzed in [7] the DBpedia dataset is densely connected. As ever, 
the links between entities are more important than the entities themselves because 
that’s where the context lives. Exploring these connections between entities, e.g., 
through SPARQL queries, is the major bottleneck. Scale matters since the response 
time of the calls to query the ontologies depends directly on the size of the ontology, 
in particular when a query involves one or more classes with lots of instantiated data. 
Therefore, to query Linked Data mapping algorithms need to be able to explore the 
relevant connections while trying to avoid expensive computations.  

4.2   Mapping Query Terms to Large Generic Ontologies about Everything 

The really challenging aspects of these Link Datasets appeared to be not only their 
scale but also their heterogeneity: new challenges are introduced by simultaneously 
querying not only a large number of domain specific ontologies but also a few very 
large populated ontologies about everything.  

The first version of PowerAqua was developed to work on an initial, sparsely 
populated SW. Therefore, PowerAqua algorithms were designed to maximize recall 
in order to bridge the gap between user terminology and terms used in the ontologies. 
Nevertheless, to keep up with the continuous and rapidly growth of the SW and to 
avoid analyzing an unfeasibly large space of solutions, the algorithms are iterative, 
and try to find an answer by augmenting the search space in each re-iteration until 
either an answer is found or all possibilities have been analyzed. The algorithm is 
based on the assumption that the ontologies that better cover a query (i.e. contain 
matches for most of the elements on a QT) are likely to represent better the domain(s) 
of the query and contain an answer. The algorithm uses this coverage criterion to 
restrict the mappings to be analyzed to those in the covering ontologies, extending the 
search space only if no answers are found.  

However, the main distinctive feature of DBpedia, apart from its size, is that it is a 
repository about everything. Therefore, even in the cases where the answer to the user 
query is not contained in DBpedia, this dataset is frequently selected as relevant, and 
often contains a huge number of potential ontological hits, from a large number  
of domains, for one or more of the terms in the user query. Consequently, this cover-
age criterion to filter ontologies, ergo candidate mappings, becomes insufficient  
when most of the lexical matches for a user query belong to just one large open do-
main KB and often have different meanings than the one intended by the user. For 
instance, DBpedia alone contains more than 1000 mappings for an apparently unam-
biguous keyword like “Russian”: e.g., the exact mappings Russia (instance) & russia 
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(property); the synonyms Soviet_Union (instance) & USSR (instance); the hypernym 
country (class); the approximate instances: Russian_empire, president_of_russia, 
MTV_Russia, Rocket_to_Russia, Russia_Today, Anastasia_of_Rusia, etc. Analyzing 
the ontological context of all potentially relevant hits, to select the ones containing an 
answer, would result in unacceptably slow response time for a run time algorithm. 
Therefore, new filtering heuristics are needed.  

4.3   Fusion across the Heterogeneous and Decentralized Cloud of Ontologies 

When searching multiple collections together, knowledge needs to be shared and 
reused through fusion techniques. Redundant information or partial results from dif-
ferent sources need to be either combined and merged together or ranked in terms of 
their relevance to the query and the confidence in the answers derived from different 
sources.  

Fusion requires matching at the schema level as well as entity reconciliation at the 
data level; it assigns the individuals returned as answers from different ontologies into 
subsets of answers that represent identical entities. A decision about the equivalence 
of two answers is made based on string similarity metrics applied to their labels, local 
names, and, in case of uncertainty, other datatype attributes. Pairwise comparison of 
entities would make the complexity of the procedure N2 with respect to the input set 
size. In order to avoid this, candidate matches are selected using a search over the 
indexes and the comparison focuses only on the entities that appear among the search 
results. This makes the complexity linear with respect to the answer set size, but in 
cases where the answer set is formed by thousands of partial answers, further heuris-
tics to improve efficiency are needed. 

5   Solutions to Challenges and Lessons Learned 

Next, we report on the solutions adopted by PowerAqua to solve the challenges out-
lined above. Our experiments also give us an insight on the quality of the datasets and 
a better understanding of the concrete issues encountered when handling large-scale 
data.  

5.1   Large Scale Data: Shifting Focus onto Precision for Mapping and Fusion 

DBpedia contains a large number of instances across domains, and as said before, it 
can produce a large number of diverse mappings for a single query term. Strategies to 
select the most likely mappings to answer a query and filter the least promising ones 
are crucial to keep run time performance especially when querying a huge amount of 
semantic data.  

These strategies start with a quick filtering mechanism based on scores (not proc-
essing), returned by Lucene string similarities, to ensure that the mappings for a 
given term, within one single repository, have a minimum quality and their number 
does not go over a given threshold. This favors precision and can negatively affect 
recall, however, it is a necessary measure to ensure that all questions can be answered 
in real time. Secondly, the number of mappings is reduced according to heuristics to 
filter out the least promising individual mappings. These heuristics are not based on a 
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PageRank-like algorithm (i.e., the popularity of the entity within the ontology)12 but 
rather on the context of the query. The reason behind this is that we do not want to 
penalize searches in which the user is interested in the unique meaning (not the popu-
lar meaning) of the word. For instance, the meaning of Turkey is clear when asking 
for “Give me books written in Turkey” or “which wine is good for a meal based on 
Turkey?”. Based on the coverage criterion ontologies about geography or food 
would be selected respectively. However, a dataset like DBpedia contains both mean-
ings of Turkey (Turkey_(bird) and Turkey) plus several mappings for “books” and 
“wine”.  Before the time consuming process of analyzing the relationships between 
the mappings to obtain the interpretation that better translates the query in a given 
ontology, further heuristics to reduce the number of mappings within an ontology are 
applied. These heuristics are based on the syntactic relevance of the mappings: (1) 
the quality: exact vs. approximate; (2) the semantic relation: equivalent, synonyms, 
hyper(hypo)rnyms, or meronyms. Next, more expensive semantic mechanisms  
based on the ontology taxonomy are applied, i.e. to discard redundant mappings by 
selecting those that are higher in the same ontology hierarchy (e.g., the class “wine” 
selected over its subclasses “rose-wine”, “white-wine”, “sugary-wine”, etc). Also, 
unconnected mappings with no ontological context, in the form of ad-hoc or is-a 
relations, are discarded.   

These strategies applied by PowerMap mapping algorithms to increase precision, 
and consequently performance, require making certain assumptions about the quality 
of the semantic sources, without making any unreasonable or a-priori assumption. As 
explained in Section 5.2, if the heuristics are too strict recall is affected and valid 
answers are missed, in particular for the heterogeneous and general datasets such as 
DBpedia. The mapping finishes with, the TSS iterative algorithms [9] that exploit the 
ontological relationships between the candidate entities to translate the user query 
(starting with the most straightforward solutions and executing expensive steps last, if 
no solution is found). 

In order to improve the efficiency of the fusion procedure, our approach is to bal-
ance the quality of the resulting set of the answers and the expected time cost. When 
the number of answers, which have to be processed by the fusion module is large, our 
procedure tries to minimize the number of index search calls. The input of the fusion 
procedure is a set of answers retrieved from one or more ontologies oi,i =1...n . Let Ai  

denote a set of answers {ai1...aim} coming from the ontology oi. By default, for each 

aij  we searched the index using as keywords the label and local name of aij  together 
with their synonyms extracted from WordNet. Instances akx  which were retrieved by 
the search, and at the same time belonged to the original set of query answers, were 
considered as candidates for fusion. In the new version of the algorithm, we intro-
duced two thresholds for | Ai |. The first regulates the use of WordNet synonyms in 
search: if | Ai |> λ , then WordNet synonyms are not used when searching for instances 
similar to aij ∈ Ai . The second one excludes the whole set Ai  from search: if 
| Ai |> μ , then the module does not try to search for instances similar to any aij ∈ Ai . 
Thus, if there is an instance akx  belonging to an ontology ok  such that akx ≡ aij , they 
can only be merged if a search for akx  returns aij , which potentially leads to lower 

                                                           
12 Popularity measures are used only to rank the final answers obtained across ontologies [8]. 
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recall of the fusion procedure. However, this potential loss of recall is justified when 
we are dealing with very large answer sets. 

5.2   Heterogeneity and Duplicated Terms: Filtering Based on Quality and 
Semantics 

In DBpedia, the most valuable contents extracted from Wikipedia are the infoboxes. 
However, different infobox templates use different names for the same attribute (e.g., 
birthplace and placeofbirth). The DBpedia project deals with this situation by using 
two different extraction approaches in parallel: a generic one that aims at a high cov-
erage, and a mapping-based one that aims at high data quality by mapping Wikipedia 
terms to a manually created ontology [3]. However, the latest covers only 350 
Wikipedia templates.  

One of the filtering heuristics to favor precision is to consider the quality and  
semantic relation of the mappings. However, the presence of duplicated entities 
within the same semantic source limit the effectiveness of this criterion. Consider  
the example: “Give me the husbands of Elizabeth Taylor”, the keyword “husbands” 
produce several mappings in DBpedia, the approximate equivalent instances: Clif-
ford_Husbands, Commuter_Husbands, Dead_Husbands, Husbands_and_Wives, 
Young_Husbands, etc; the exact equivalent properties: husbands, husband, etc;  
and the exact hypernyms: spouse, spouses, partner, etc. The equivalent properties 
representing “husband(s)” do not produce any valid OTs with the entity “Elizabeth 
Taylor”. The answer is encoded in the hypernym property “spouse”. Therefore, hy-
pernyms can be as relevant as equivalent mappings. With this kind of dataset, in 
which different terms have the same semantics, heuristics need to be flexible. First, 
exact mappings, if any, independent of their semantic relation, are selected over ap-
proximate mappings. Furthermore, exact mappings are a requirement in cases where 
the type of the mapping is not the expected one. E.g., in “who won a Nobel prize” the 
linguistic relation “won” is mapped to the instance “Won_James_Won”, this ap-
proximate mapping is discarded before analyzing how it relates to the subject and 
object of the triple.  

The TSS ultimately establishes the semantic validity of the candidate mappings by 
analyzing the ontological context, which is translated in many SPARQL-like queries 
to find the OTs. However, for queries that are particularly expensive, heuristics based 
on the semantic relation (synonym, hyper(hypo)nym) together with the quality of the 
mapping (exact, approximate) are also applied to minimize the number of those ex-
pensive queries. In large ontologies like DBpedia, searching for both ad-hoc relation-
ships (1:1) between two highly populated classes and indirect relationships with one 
mediating concept (1:2) are expensive computations. In these two cases, to favor 
precision when looking for relationships among the mappings, only pairs in which  
at least one candidate mapping is exact and equivalent are analyzed (singulars  
and plurals are considered exact mappings). In this way for the query “which lan-
guages are spoken in a country?” the TSS avoids searching for relations between 
DBpedia matches such as “text”, an hypernym of “language”, and “land”, a synonym 
of “country”.  

Finally, heterogeneity is not only present in the vocabulary but also in the granu-
larity of the data (i.e., entities modeled with different degrees of richness). For  
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instance, the deepness that characterizes the YAGO hierarchy [12] and its conjunctive 
schema classes (used in DBpedia classification), which encode too much information 
in one class, e.g., “MultinationalCompaniesHeardquarteredInTheNetherlands”, make 
the processing of the labels too difficult for automatic QA understanding. 

5.3   Lack of Semantics or Formal Ontology: Light-Weight Reasoning 

PowerAqua is able to scale thanks to the various strategies and filtering heuristics that 
keep the number of mappings and queries to the semantic sources more or less con-
stant, even when adding large semantic sources or a large number of them. However, 
as said in Section 3, performance also depends on the size of the ontologies, which 
influences the response time of the calls (SPARQL or Serql) to query them. The ef-
fectiveness of these queries, which use the ontology semantics to perform basic light-
weight inferences based on the taxonomy and relationships, also relates to the quality 
of the sources they are querying.  

In DBpedia the properties defined in the namespace http://dbpedia.org/ontology 
belong to the data generated by the mapping-based approach. In this approach, fine-
grained rules are applied to define the target datatype and ignore additional text that 
may be present in the attribute value. However, although the percentage of properties 
pointing to other DBpedia entities is much higher in the mapping-based dataset (53%) 
than in the generic dataset (25.6%) [3], the coverage is lower (843,000 compared to 
1,462,00 entities). In the generic approach, http://dbpedia.org/property/, coverage of 
all infoboxes is complete but synonymous attribute names are not resolved, and there 
is a high error rate to determine the datatype of a value. The effectiveness of finding 
answers in the generic approach is limited with respect to the mapping approach and 
it has an important impact on query performance.  

a) Domain and range: In the mapping approach OTs can be extracted with reasonable 
performance by querying the schema (domain and range). However the answer can be 
encoded in a property defined within the generic approach, where properties do not 
map to a schema. The lack of domain and range information, results in either sending 
expensive SPARQL / SeRQL queries or missing connections between the analyzed 
entities. To balance performance and recall, domain and range information is crucial in 
cases where we are looking for indirect relationships, or ad-hoc relations between two 
classes or a class and a literal. For example in “give me languages used in Islamic 
countries?” the query is translated into OTs representing “languages spoken in a coun-
try” and “countries that are Islamic”, domain and range are used to get all possible 
relations among the two classes “language” and “country”, because it is not feasible  
to check all the instances of languages to find ad-hoc relations with any instance  
of country in real time, particular for highly populated classes. Therefore, the answers 
encoded in the OTs formed with the KB relation “http://dbpedia.org/property/states” 
are not found, but it finds answers for the schema relation: <language, http://dbpedia. 
org/ontology/states, country>. Furthermore, domain and range information is also 
needed in order to complete a triple when the relation is mapped but not the subject of 
the triple. E.g., the query “in which region is Cantonese spoken?” is mapped to the OT: 
<PopulatedPlace (domain of region), region, Cantonese> with 12 answers (Hong 
Kong, Macau, etc). Because an instance can instantiate a relation with thousands of 
other instances, schema information is needed to model the OT.  
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b) Inference of relationships: When looking for relationships between two entities, 
the ontology is treated as an indirect graph, and all direct and inverse relations are 
retrieved. Inheritance of relations is considered: if the ontological platform does not 
offer schema inferencing (as it is the case for Postgres repositories in Sesame 2), then 
complex SeRQL queries need to be generated to consider the relationships defined for 
the superclasses of the classes involved. In our previous example, domain and range 
information is used to find instantiated relations between the classes “language” and 
“country”, or any of their superclasses. If looking for indirect relations inherency is 
also considered, but the search is restricted to candidate mediated concepts with rela-
tions defined in the schema, looking for indirect inverse relations is avoided as it is 
computationally expensive to search for relations to and from highly populated medi-
ated concepts. Also, inferences cannot be done with instances whose type is defined 
in another ontology. 

c) Literals and good enough labels: a literal has no structure and the meaning is 
given just by its label. E.g, the unprocessed value for the property “states” in the in-
stance “Tamil language” ("India, Sri Lanka and Singapore, where it has an official 
status; with significant minorities in Canada, {..}") is too complex to automatically 
infer answers.  

6   Initial Experiments and Discussion 

Despite using community driven large scale knowledge obtained from sources that are 
heterogeneous, redundant and not always complete or well formed, the SW technol-
ogy is mature enough to interpret and answer NL user queries. In this section, we 
present some example queries13 to justify our claim that we can obtain answers to 
queries directly from the DBpedia semantically rich information – even in its current 
form. The solutions in Section 5 had allowed us to improve PowerAqua mapping and 
fusion algorithms to exhibit better performance, measured in terms of speed or sec-
onds to answer a query, by shifting the focus on precision while minimizing the loss 
in recall. We have made an initial comparative study between PowerAqua efficiency 
before and after adding DBpedia dataset and the heuristics to favor precision, by us-
ing the semantic data and a subset of queries from previous evaluations [9, 8, 4]. This 
semantic data consists of 700 semantic documents distributed in 130 repositories, 
3GBs data in which the biggest source (SWETO and SWETO-DBLP) is not more 
than 1GB (over 3 million triples). A sample of 16 queries can be seen in Table 3, 
where the last 6 queries can only be answered if DBpedia is included in the query 
dataset. As shown, the average time for the mapping algorithms to translate a query 
increases from 32 to 48 secs when using the same queries and datasets but adding 
DBpedia, even with the use of filtering heuristics. However, the resulting number of 
valid answers obtained after applying the fusion algorithm (which has a precision of 
94%[15]) rises from 64 to 370 on average. The average mapping time with DBpedia 
increases to 52 secs when adding complex queries like Q11 and Q12 that require fusing 
partial translations from DBpedia and other datasets to obtain a complete one. While 
this is acceptable for a research demo, work still has to be done to improve the speed. 

                                                           
13 More demo queries at: http://kmi.open.ac.uk/technologies/poweraqua 
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In any case, it shows that semantic data can be handled in modest projects, our demo 
runs in one reasonable sized server (a 3GHz Intel Pentium dual core with 8GB RAM).  

The reasons behind the decrease in speed are not so much because of the increase 
of the number of resultant hits obtained when querying more and larger repositories. 
Heuristics that balance precision and recall reduce SeRQL calls by more than 40% 
(352/587) and even keep them lower (540) when mapping complex queries into mul-
tiple facts. However, speed falls because of a suboptimal performance at the back end, 
where the response times to calls to the repositories increases for single large datasets, 
in particular for expensive queries to find: (1) relationships between instances of 
highly populated classes (domain-range information is limited and inherency is take 
into account); (2) indirect relationships; (3) relationships involving literal values. The 
first fact explains that Q1 is executed faster than Q12, even if it implies twice as many 
(SeRQL) calls, because there are 47,821 actors starring in films in DBpedia while 
there are just 3,224 languages related to a country. The second and third facts explain 
why Q9 is the slowest query, because answers are obtained in DBpedia through 21 
indirect OTs, with mediating concepts such as airlines, company, person, military 
conflict, that relate to both DBpedia entities “island” and “spain”, plus the SWETO 
ontology contains multiple literal values for “spain” (corresponding to instances of 
Spanish cities) that need to be analyzed. Nevertheless, we are optimistic that 
PowerAqua (and other query-intensive interfaces) can scale to a huge amount of se-
mantic information, as long as the semantic software it is based on can efficiently 
respond to the growth of the semantic sources. Furthermore, if the quality of ontolo-
gies improves and more semantic data becomes available, it should be easier to find 
more precise mappings with answers.  

Table 3. Examples of queries after and before using the DBpedia dataset + heuristics  
(precision) 

(Qi) NL Query: After DBpedia / Before Dbpedia N°°Ont Answ. Secs Calls 

Q1: How many languages are used in Islamic countries? 2/ 2 170/ 0 95.2/ 34.5 1078/ 419

Q2: Which Russian rivers end in the Black Sea 3/ 1 4/ 1 41.3/ 27.3 639/ 428

Q3: Who lives in the white house 4/ 3 12/12 17.9/ 13.7 310/ 144

Q4: Give me airports in Canada 2/ 1 156/155 23/ 14.22 157/ 40

Q5: List me Asian countries 6/ 6 64/ 72 15.3/ 67.4 298/ 1308

Q6: Give me the main companies in India 2/ 2 710/ 386 17.4/ 43.9 298/ 588

Q7: Give me movies starring Jennifer Aniston 3/ 2 28/ 23 10.7/ 4.5 94/ 22

Q8: Which animals are reptiles? 9/ 8 2518/ 23 42.8/ 7.1 165/ 49

Q9: Which islands belong to Spain 3/ 3 13/ 7 206/ 104  387/ 2617

Q10: Find all the lakes in California 2/ 2 37/ 2 13.6/ 12.9 103/ 258

Average (10 queries) – after / before DBpedia  3.6/3 371/68 48.3/32 352/587

Q11: Find me university cities in Japan 7/- 19/- 68/- 1087/-

Q12: Tell me actors starring in films directed by Francis Ford Coppola 3/- 135/- 120/173 574/-

Q13: Show me Spanish films with Carmen Maura 1/- 2/- 30.5./- 477/-

Q14: Give me English actors that play in Titanic 1/- 4/- 144/- 3340/-

Q15: Give me tennis players in France 1/- 29/- 14.7/- 113/-

Q16: Television shows created by Walt Disney 1/ - 8/ - 9.4/ - 137/ -

Average (16 queries) – after DBpedia 3.1 244.3 54.3 578.5  

Table 4. Fusion with DBpedia – after precision heuristics / before precision heuristics 

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Avg
Secs 16.5/516 6.7/25 1.8/2 0.3/77 50.9/30 55.7/219 0.1/6.5 74.43/255 3.6/2.3 1.6/3 126/940 30.7/188
Calls 11/771 16/177 14/16 1/311 131/138 370/1148 44/53 19/2803 14/26 38/40 579/3792 112/843  



208 V. Lopez et al. 

We do not always have enough ontological context to focus on precision when, be-
cause of heterogeneity, there are many alternative translations. Take the query Q14, 
which requires an unusual number of calls (3340) to find the OTs that translate to the 
QTs <actors/ English, play, Titanic> and <English, ?, actors>. There are 31 OTs  
in DBpedia for the first QT linking the class “Actor” to 7 instances of “Titanic” 
(Cinematic_Titanic, Titanic_1943_film, Titanic_1953_film, Titanic_1997_film, Ti-
tanic_TV_miniseries, etc), through several ad-hoc relations (starring, director, pro-
ducer, academyawards, etc.), because the matches for the linguistic relation “play” 
(the properties: play, plays and show) turn out not to be relevant for the query. Simi-
larly, the second QT is mapped to 18 DBpedia OTs formed with various ad_hoc rela-
tions (residence, ethnicity, location, hometown, deathPlace, etc, and the duplicated 
properties: birthplace, birthPlace and born) between the class “Actor” and the instance 
“England”. Moreover, the keyword “English” alone produces several mappings that 
had to be analyzed to determine or not their relevance (e.g., English language, English 
people, English channel, English actor, English football, etc).  

Yet, the needed filtering heuristics impose a toll in recall, e.g., new DBpedia an-
swers are obtained for Q5 but the answers from one ontology (KIM) are missed, pro-
ducing a loss in total answers (64/72). Moreover, in Q13, relevant films are missed 
because the mapping “spanish_language” was not selected and only OTs formed with 
the mapping “Spain” were retrieved. Notwithstanding, generally, we cannot see any 
negative effect on recall if we compare the total number of final answers with the 
previous version of PowerAqua but quite the contrary (371/68), in fact, many of the 
missed mappings were imprecise (and in any case filtered after fusion), like the city 
“Mammoth Lake” as an answer for Q10, or their answers were already obtained from 
other ontologies.  

Table 4 compares the average fusion times before and after applying the fusion 
heuristics to reduce the number of calls to the indexes, and therefore improve effi-
ciency. The average fusion times have been reduced from 188 secs to 30.7 secs. We 
could not see any loss in recall due to the new fusion heuristics in this query sample. 

Nevertheless, there are many open grounds for exploration of techniques to: (1) 
lead to better mappings, e.g., “British actors in Titanic” translates into multiple OTs 
but with no answers after fusion, because British is not mapped to England, and the 
resultant answers like “Kate Winslet” are related to England but not to Britain; (2) 
improve the selection of mappings by trust mechanisms and user feedback; (3) we 
have not yet fully exploited the explicit linkage for bridging data in the Linked Data 
world, e.g., if no ontology offers a complete translation of a single QT, instead of 
obtaining partial translations, explicit connections stated across different sources 
(owl: sameAs) can be use to efficiently search for cross ontology connections across 
entities as if they were part of the same graph. 

7   Conclusions and Future Work 

In the early stages of development, sparseness overshadowed the potential for QA 
using semantic data [4], however the transition from restricted domains to real world 
scale structured datasets stimulated by Linked Data, adds a new dimension of scal-
ability for both applications and back-end technologies that aim to exploit the SW, 
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opening new QA possibilities, beyond prototypes and proof of concepts. In this paper, 
we analyzed the implications of fusion and mapping techniques for querying  
large scale Linked Data content across multiple domains in NL, which allow us to 
extract useful lessons for the Linked Data community and developers in the wider SW 
community.  

Existing techniques focusing simply on effectiveness may not scale to large 
amounts of data. To scale to a large amount of data, applications need to leverage 
precision and recall needs with the potential of scaling up through parallelization and 
adaptive load balancing. Although still more work needs to be done in our back end 
infrastructure to cover not just a subset but all Linked Data available, in this paper we 
analyzed the implications from the front-end (application) perspective on the way the 
query process should be realized to efficiently extract answers from large and highly 
heterogeneous community-driven open data, beyond any particular implementation, 
and in particular, the issues that we have addressed in order to scale our mapping and 
fusion techniques to millions of triples. 

Currently, evaluation initiatives that would allow formal evaluations and direct 
comparison between systems are being investigated, e.g., in the SEALS (semantic 
evaluation at large scale) project. In this work our aim is to present some examples 
and initial experiments to justify our claim that we can obtain answers to queries from 
the huge amount of semantically rich information extracted from DBpedia – even in 
its current form.  

QA over Linked Data opens the way to ambitious future research directions. For 
instance, DBpedia entities are also being used to annotate web content, i.e., DBpedia 
is being used as the controlled vocabulary to annotated BBC news. In this way, stories 
across different BBC domains are linked together through DBpedia data [6]. As the 
number of annotated sites increases, the answers to a question extracted by 
PowerAqua in the form of lists of entities (e.g., from DBpedia), that can be used as a 
valuable resource for discovering classic web content that is related (annotated) with 
those entities. Our future goal is to complement the answers given by PowerAqua 
with web pages to enhance the expressivity of traditional search engines with seman-
tic information. Summing up, PowerAqua aims to provide a service that extends ca-
pabilities from querying a large number of unconnected sources to more interlinked 
ecosystems of data, in response to a user demand.  
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Abstract. The quality of data is a critical factor for all kinds of decision-making 
and transaction processing. While there has been a lot of research on data 
quality in the past two decades, the topic has not yet received sufficient 
attention from the Semantic Web community. In this paper, we discuss (1)  
the data quality issues related to the growing amount of data available on the 
Semantic Web, (2) how data quality problems can be handled within the 
Semantic Web technology framework, namely using SPARQL on RDF 
representations, and (3) how Semantic Web reference data, e.g. from DBPedia, 
can be used to spot incorrect literal values and functional dependency 
violations. We show how this approach can be used for data quality 
management of public Semantic Web data and data stored in relational 
databases in closed settings alike. As part of our work, we developed generic 
SPARQL queries to identify (1) missing datatype properties or literal values, 
(2) illegal values, and (3) functional dependency violations. We argue that using 
Semantic Web datasets reduces the effort for data quality management 
substantially. As a use-case, we employ Geonames, a publicly available 
Semantic Web resource for geographical data, as a trusted reference for 
managing the quality of other data sources. 

Keywords: Semantic Web, Ontologies, Data Quality Management, Ontology-
Based Data Quality Management, Metadata Management, SPARQL, Linked 
Data, Geonames, Trust. 

1   Introduction 

Data is the source for almost every business transaction or decision and also has 
become increasingly important for our social activities. With the current evolution of 
the internet from a “Web of Documents” to a “Web of Data”, huge amounts of 
business-relevant data is being published on the Web. That data may be used to 
increase automation of business operations and supporting processes of our social 
activities. Hence, it becomes critical to manage the correctness and reliability, i.e., the 
quality of data on the Web. It is a well-known fact that when using data for business 
cases, data quality problems can influence the satisfaction of customers and 
employees, produce unnecessary costs, and cause missed revenues [1]. Eventually, 
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performing business processes based on poor data can be very expensive. Yet in 1998, 
the average total costs of poor data quality have been estimated to be 8 – 12 % of a 
company’s revenues [2]. In the meanwhile, the automation of business processes and 
likewise the production and consumption of data have increased. Thus, the impact of 
poor data quality will likely be even higher today. Despite its importance to the 
overall success for the adaption of the Semantic Web, data quality is currently 
missing in the well-known Semantic Web layer cake diagram published by the World 
Wide Web Consortium (W3C) [3]. At present, there are only a few research 
approaches addressing data quality management with the use of Semantic Web 
technologies. Even less approaches provide means for quality management of data 
published on the Semantic Web.  

In this paper, we (1) define typical problems that may occur on the data instance 
level in Semantic Web resources, (2) describe how to identify data quality problems 
of literal values in the Web of Data, and (3) show how we can use Semantic Web 
technology and datasets for data quality management of knowledge bases or local 
relational sources. As part of our proposal, we present SPARQL queries for data 
quality checks that can be executed completely within the Semantic Web technology 
stack. 

2   Data Quality Management on the Semantic Web 

In data quality research, high data quality is often described as data that is “fit for use” 
[4]. This definition relies on the subjective judgment of data quality by data 
consumers. Usually data consumers consider data to be of high quality and, therefore, 
“fit for use”, when data meets their requirements. Wang, et al. have analyzed this 
perspective in more detail and identified 15 essential dimensions of data quality for 
data consumers, such as accuracy, completeness, accessibility, and relevance [4]. The 
perspective of a data consumer on data quality is of high practical relvance, in 
particular during data presentation. 

From the technical perspective, high quality data is data that is “free of defects” 
[5]. Several typologies have been developed to classify respective defects in data [6-
10]. These categorizations of data quality problems are especially suitable for the 
development of algorithms for the identification and improvement, as they provide 
insight into their technical characteristics. Because we aim at automated tools for data 
quality management and because the context of data consumption is often not 
immediately available on the Web of Data, we adopt the technical perspective on data 
quality to develop algorithms for the identification of data quality problems in 
knowledge bases. For a summary of instance-related data quality problems found in 
single-source scenarios, we refer to our previous work published in [11]. In the 
following, we summarize the most important types of defects for Semantic Web data. 

2.1   Missing Literal Values 

Missing values are values of certain properties that are missing, even though they are 
needed, either in general or within a certain context. For instance, the literal value for 
the property country might always be mandatory in address data, while the literal 
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values for the property state might only be required for instances with the literal 
value “USA” in the datatype property country. In other words there are at least two 
types of missing values: (1) values that must not be missing at all, and (2) values that 
must not be missing in certain contexts. In Semantic Web data, missing literal values 
can be either in the form of (1) an empty literal attached to a datatype property, or by 
(2) the absence of a particular datatype property for a certain instance. Solution 
algorithms for the identification of missing values in Semantic Web scenarios have to 
consider both patterns. The first case will often be found when RDF data is derived 
automatically from relational sources and no sanity checks for empty attributes are 
included in the transformation process. The popular Semantic Web repository at 
http://loc.openlinksw.com/sparql, for instance, includes more than 3 Million triples 
from more than 44,000 RDF graphs with an empty literal as the object of at least one 
triple. 

It is important to note that (1) standard database-style cardinality constraints cannot 
be modeled in neither RDFS nor OWL, and that (2) the constraints in real-world 
settings are often more subtle than simple validity intervals for the frequency of a 
particular property. 

2.2   False Literal Values 

False literal values are either (1) imaginary values that do not have a corresponding 
state in reality, (2) values that may exist in reality, but do not represent the correct state 
of an object, (3) values that are supposed to represent the current state of an object, but 
use the wrong syntax or are mistyped, and (4) values that represent an outdated real-
world state of an object. In cases where values are part of functional dependencies, 
false values may be discovered by the use of queries for the identification of functional 
dependency violations (see below). Other cases require a separate set of query 
elements that can identify illegal states solely by the definition of legal or illegal states 
for an object. In many cases, the actual set of valid values is a small subset of the 
lexical space defined by the standard datatype (e.g. xsd:string or xsd:int).  

Checks for false literal values can be performed with different levels of accuracy 
by (1) the definition of legal values or value ranges, (2) the definition of illegal values 
or value ranges, (3) the definition of syntax patterns for legal or illegal values, e.g. by 
the use of regular expressions, or (4) the definition of valid time ranges for 
sufficiently current values (only applicable in cases where time data about the 
actuality of values is available). In this paper, we focus on the use of legal value lists 
for the identification of illegal values. The identification of legal but outdated values 
is part of our future work, because it requires meta-data about the temporal properties 
of the datasets. 

2.3   Functional Dependency Violations 

Functional dependencies can be defined as dependencies between the values of two or 
more different properties [12], e.g. the value for the datatype property prop:city 
may depend on the value for datatype property prop:zipcode. More formally we 
can express a functional dependency between the literal x for datatype property A and 
the dependent literal y for the datatype property B as shown in (1). 



214 C. Fürber and M. Hepp 

 

A (x)  B (y) 

FDV: {y | y ∉ Vc} 

(1)

(2)

A functional dependency violation (FDV) occurs when the dependent literal y obtains 
a value outside of the correct value set Vc. Thereby, Vc can consist of exactly one 
correct value or a set of correct values. In a lot of real world cases, literal values are 
not unique, even when they aim at uniquely representing only one real-world entity. 
This circumstance is mainly caused by the existence of homonyms and other forms of 
lexical variety (e.g. British vs. American English). For example, the same city name 
may have different legal zip codes if the city name is a homonym, which is used for 
multiple different cities around the world. The city name “Neustadt”, for instance, 
which is used for at least 48 different cities according to Geonames data1. 
Accordingly, it may have way more than 48 different valid zip codes. The theoretical 
problem underlying such cases is that literal values in RDF data cannot be mapped 
easily to a single conceptual entity, because this disambiguation is regularly 
prohibitively expensive in real-world settings. 

In short, homonymous literal values may have a set of legal dependent values even 
if the individual entity can only obtain a single correct value. Likewise, different 
countries may assign identical zip codes for different cities since there is no global 
authority that enforces unique zip codes worldwide. Hence, zip codes may also be 
homonyms on a global scale, unless we use a strict prefix system.  

Thus, the identification of illegal combinations of literal values has to be tolerant to 
homonyms. The major drawback of this tolerance to homonyms is that we will be 
unable to spot values that are within the set of valid lexical representations, but 
incorrect in that particular case. 

In section 3.5, we show how functional dependency violations can be identified 
using trusted knowledge bases, e.g. Semantic Web datasets, as references. We will 
provide queries that minimize undiscovered incorrect value combinations and are 
tolerant to homonymous literal values. 

3   Identification of Data Quality Rule Violations in the Web of 
Data 

In the Semantic Web technology stack, there are multiple options to identify data 
quality problems. For instance, it is possible to use the formal semantics of an 
underlying ontology [cf. 14], such as disjointness axioms, to identify data quality 
problems in knowledge bases referring to that ontology. On the other hand, data 
quality problems can be identified by the definition of queries in SPARQL2, the query 
language for Semantic Web data. Additionally, we could define conceptual elements 
in the ontology for the annotation of data to enable data quality problem identification 
algorithms through SPARQL. In this paper, we focus on the second option. The other 
two options are subject to our future work. 

                                                           
1 http://www.geonames.org/ 
2 http://www.w3.org/TR/2008/REC-rdf-sparql-query-20080115/ 
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3.1   Methodology for Improving Data Quality 

Data and information quality management has been addressed in database-oriented 
research for nearly two decades. Total Data Quality Management (TDQM) as 
proposed by Wang [13] is one of the most prominent methodologies for managing 
data quality. Based on the principle that the quality of data needs to be managed 
similar to the management of product quality, it describes an adjusted lifecycle of 
quality management suitable for data. The TDQM methodology encompasses four 
phases, namely (1) the definition phase, (2) the measurement phase, (3) the analysis 
phase, and (4) the improvement phase. In the definition phase, the requirements that 
constitute high quality data are defined regarding the different perspectives of data 
stakeholders, i.e. consumers, manufacturers, suppliers, or managers. Based on these 
requirements, metrics are developed and executed in the measurement phase. The 
analysis phase covers the examination of potential data quality problems identified 
through the metrics in the measurement phase. Possible alternative solutions have  
to be identified in order to resolve the data quality problems at its origin. Besides the 
simple correction of data values, the resolution of problems can also require the 
correction of business processes. Eventually, the best solution is executed during the 
improvement phase. Since business processes and thereby data manufacturing 
underlies changes, the TDQM lifecycle needs to be repeated over time. 

In this paper, we focus on the definition and measurement phase of TDQM when 
applying DQM techniques to the Semantic Web. We define a set of data quality 
requirements through SPARQL queries that can be executed during the measurement 
phase and are useful for the subsequent analysis of the data quality problems and their 
causes. At the moment, we do not define key performance indicators (KPI) for the 
judgment of data and information quality, which can also be part of TDQM. 

3.2   Architecture 

As a major goal of our approach, we aim at defining generalized data quality rules, i.e. 
metrics for the identification of data quality problems, solely with the use of technologies 
provided by the Semantic Web technology stack. Therefore, we use the SPARQL query 
language extended by elements of Jena’s ARQ language3 due to its high expressivity. 
Hence, our data quality rules are transparent to the user and applicable to knowledge 
bases throughout the Web of Data. Besides official W3C specifications, we use D2RQ4 
for wrapping relational data sources into the Resource Description Framework (RDF5). 
Moreover, with the use of Jena ARQ’s SERVICE keyword6, we are able to execute 
federated SPARQL queries over the Semantic Web and remotely retrieve linked data 
available from public SPARQL endpoints in real time. 

In the following, we present our generic SPARQL data quality problem 
identification queries for the identification of missing literals, illegal literals, and 
functional dependency violations in Semantic Web knowledge bases. Parameters that 
need to be substituted by real ontology elements before the execution of the query are 
put into angle brackets. 
                                                           
3 http://jena.sourceforge.net/ARQ/ 
4 http://www4.wiwiss.fu-berlin.de/bizer/d2rq/ 
5 http://www.w3.org/TR/2004/REC-rdf-syntax-grammar-20040210/ 
6 http://jena.sourceforge.net/ARQ/service.html 
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Fig. 1. Using SPARQL for data quality problem identification in the Web of Data 

3.3   Identification of Missing Literals 

In section 2.1, we explained the different types of missing values which can occur in 
Semantic Web scenarios. In [11], we defined a query that identifies datatype properties 
that have missing literal values for a single, known datatype property. In this paper, we 
(1) extend this query by enabling the additional detection of missing (but required) 
datatype properties attached to instances of particular classes, and (2) define a query for 
the identification of literals that are missing on the basis of a functional dependency, e.g. 
datatype properties that are mandatory within certain literal value combinations. 

Table 1. SPARQL queries for the identification of missing literals 

Data Quality Problem Generalized SPARQL Query 
Missing literal or datatype 
property 

SELECT ?s 
WHERE{{ 
  ?s a <class1> . 
  ?s <prop1> "" .} 
UNION{ 
  ?s a <class1> . 
  NOT EXISTS { 
  ?s <prop1> ?value}}} 

  

Functionally dependent 
missing literal or datatype 
property 

SELECT ?s 
WHERE{{ 
           ?s a <class1> . 
           ?s <prop1> <value1> . 
     NOT EXISTS{ 
           ?s <prop2> ?value2 . 
     } 
     }UNION{ 
     ?s <prop1> <value1> . 
     ?s <prop2> "" . 
     }} 



 Using Semantic Web Resources for Data Quality Management 217 

 

In case one, we select all instances ?s of class <class1> that have an empty 
literal value for the datatype property <prop1> and/or that do not have the datatype 
property <prop1>. The second query returns all instances ?s of class <class1> 
that have a datatype property <prop1> with the literal value <value1> and do not 
have the datatype property <prop2> at all or simply no literal value for it. Hence, 
the latter query only checks for missing literal values or datatype properties in 
instances with the value <value1> for datatype property <prop1>. Thus, it can be 
used to check literals that are only mandatory when another datatype property of the 
same instance obtains a certain literal value. E.g. the property prop:state may 
only be mandatory in cases where the property prop:country has the literal value 
“USA”. Note that the queries shown in here still require the substitution of the 
parameters in the angle brackets by real ontology classes, properties, and literal 
values. 

3.4   Identification of Illegal Literal Values 

In this section, we focus on the identification of incorrect values of a single datatype 
property without the use of any relationships from the knowledge base at hand. 
Without any semantic relationships to other literal values of an instance, the concise 
identification of false values is a difficult task that requires a precise definition of the 
allowed values for a datatype property. This can be done approximately by defining 
(1) the syntactical pattern for valid values or (2) a range of legal values. Accurately, 
illegal values can be identified by the definition of (3) all allowed values for a 
datatype property. The latter option can be very costly to implement since it may 
require manual effort to define or obtain an exhaustive list of legal values. In cases 
where there is a trusted reference, e.g. a knowledge base on the Semantic Web or a 
relational data source with a corresponding attribute that contains a nearly complete  
 

Table 2. Identification of illegal values with the use of a trusted knowledge base 

Data Quality Problem Generalized SPARQL Query 
Listed values of <prop2> are 
legal 

SELECT ?s 
WHERE { 
     ?s <prop1> ?value . 
     OPTIONAL { 
     ?s2 <prop2> ?value . 
     } . 
     FILTER (!bound(?s2)) . 
     } 
 

Listed values of <prop2> are 
illegal 

SELECT ?s 
WHERE { 
     ?s <prop1> ?value . 
     OPTIONAL { 
     ?s2 <prop2> ?value . 
     } . 
     FILTER bound(?s2) . 
     } 
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list of legal values, the manual effort can be minimized. Moreover, it can be 
promising to (4) define all illegal values for a certain datatype property. Depending on 
the ratio of legal vs. illegal literals, one option may be more efficient than the other. 
Often, it is unfeasible to define all illegal values without constraining the ability of the 
system to deal with innovation and dynamics in the domain; thus, option (4) should 
only be applied on the subset that is already retrieved through option (3) in order to 
identify strictly forbidden literal values and, therefore, reduce the amount of manual 
checks. Table 2 below shows the queries for options (3) and (4) that utilize literal 
values of a trusted reference indicating legal or illegal values respectively. 

Note that the queries shown in here still require the substitution of the parameters 
in the angle brackets by real datatype properties. The OPTIONAL clause in here is 
meant to be used against the trusted knowledge base. 

3.5   Identification of Functional Dependency Violations 

In [11], we proposed an algorithm for the identification of functional dependency 
violations, which required the manual definition of legal combinations of literal 
values of two dependent datatype properties. Similar to false values it is also possible 
to check functional dependent literal values against a trusted knowledge base that 
already contains information on these dependencies. This latter option may save a lot 
of manual work, but requires the availability of trusted data sources that contain the  
 

Table 3. SPARQL queries for the identification of functional dependency violations 

Data Quality Problem Generalized SPARQL Query 
Functional dependency check 
tolerant to homonyms, n-ary 
literal value combinations, 
and missing datatype 
properties 

SELECT ?s 
WHERE { 

?s a <class1> . 
?s <prop1> ?value1 . 
?s <prop2> ?value2 . 

NOT EXISTS { 
?s2 a <class2> . 
?s2 <prop3> ?value1 . 
?s2 <prop4> ?value2 . 

}} 
 

Functional dependency check 
that enforces the existence of 
datatype properties 

SELECT ?s 
WHERE {{ 

?s a <class1> . 
NOT EXISTS{ 

?s <prop1> ?value1 . 
?s <prop2> ?value2 .}} 

UNION{ 
?s a <class1> . 
?s <prop1> ?value1 . 
?s <prop2> ?value2 . 

NOT EXISTS{ 
?s2 a <class2> . 
?s2 <prop3> ?value1 . 
?s2 <prop4> ?value2 .}}} 
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required literal combinations. In Table 3, we provide two different algorithms for the 
identification of functional dependency violations. Each of the algorithms requires a 
trusted reference source. The first algorithm presented in Table 3 returns all instances 
?s that do not have an identical value combination in the trusted knowledge base for 
the literal value combinations of <prop1> ?value1 and <prop2> ?value2. 
The semantics of datatype property <prop1> should thereby be equivalent to 
<prop3>, and likewise <prop2> to <prop4> in order to obtain the required 
literal value sets.  

Although the first query returns functional dependency violations that are not 
defined in the trusted reference, it does not return functional dependency violations in 
which the whole datatype property of the tested knowledge base is missing. 
Therefore, we have extended the first query by additionally defining the triples for the 
datatype properties <prop1> and <prop2> to be mandatory. Thus, the second 
query returns all functional dependency violations that are not listed in the trusted 
knowledge base and all instances of the tested knowledge base that have missing 
datatype properties involved in the functional dependency (<prop1> and <prop>).  

Both queries tolerate multiple assignments of the same literal value to more than 
one literal value of the dependent datatype property as the reference holds these 
combinations. As already stated in section 2.3, this must be tolerated due to the 
existence of homonymous values and n-ary relationships between literal values of 
different datatype properties. The drawback of this approach is that an incorrect 
instance will not be identified by the queries if the instance contains a legal 
combination that is still incorrect in the further context. For example, the combination 
of the datatype property prop:city “Neustadt” and the datatype property 
prop:country “DE” could be identified as correct, although the instance actually 
intends to represent the Austrian city “Neustadt”. Such detection errors can be 
minimized by integrating more than two datatype properties into the functional 
dependency check, thus enhancing the probability of the identification of illegal value 
combinations, e.g. the zip code of our knowledge base may clearly indicate that the 
country has to be “AT”. Accordantly, the generalized SPARQL queries as proposed 
in Table 3 may be extended by additional dependent datatype properties and their 
literal values if the trusted reference provides those properties and literals. Note that 
the queries shown in Table 3 still require the substitution of the parameters in the 
angle brackets by real ontology classes and properties. 

3.6   Options for Integrating Trusted Knowledge Bases into Quality Checks 

Assuming that our knowledge base is stored locally, we have at least two basic 
options how to integrate Semantic Web resources as trusted data sources in our data 
quality identification metrics, namely (1) by replicating the data into local data 
sources, or (2) by querying linked data remotely, e.g. by including SPARQL 
endpoints remotely by means of the SERVICE function for query federation from 
Jena’s ARQ language7. Moreover, with wrapping technologies, such as D2RQ8, it is  
 

                                                           
7 http://jena.sourceforge.net/ARQ/service.html 
8 http://www4.wiwiss.fu-berlin.de/bizer/d2rq/ 
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Table 4. Checking the existence of city names of a local knowledge base in DBPedia 

Federated SPARQL Query 
PREFIX dbo:<http://dbpedia.org/ontology/> 
SELECT * 
WHERE { 
?s1 stockdb:location_CITY ?city . 
OPTIONAL{ 
SERVICE <http://dbpedia.org/sparql>{ 
?s2 a dbo:City . 
?s2 rdfs:label ?city . 
FILTER (lang(?city) = "en") . 
}} 
FILTER(!bound(?s2)) 
} 

 
 
also possible to use non-Semantic-Web data as a reference for quality management 
purposes in the Semantic Web technology stack. 

4   Evaluation 

In the following, we evaluate our proposal. First, we analyze the data quality problem 
identification techniques presented in the previous section. The techniques for the 
identification of illegal values and functional dependency violations are evaluated by 
comparison of a local knowledge base against the publicly available data dumps from 
Geonames9, a Semantic Web knowledge base for geographical data. The techniques 
for the identification of missing literal values and datatype properties have been 
sufficiently evaluated on a local knowledge base and are not considered in here. In a 
second phase, we evaluate the quality of Geonames itself. 

4.1   Evaluation of Data Quality Techniques 

We tested our queries against a local knowledge base that contains manually created 
address data. We thereby used a locally installed replication of Geonames as the 
trusted knowledge base for values and value combinations on geographical data. We 
checked whether the city names also occur in Geonames and are, therefore, 
considered legal, and whether all instances of our knowledge base have correct 
combinations of city and country names. We thereby used the city-country-
combinations in Geonames as a trusted reference.  

It must be noted that solely the existence of a certain city-country-combination was 
tested by our algorithm. It was not tested whether the combination is correct in further 
context of the data, although the used query is flexible enough to consider a third 
literal value or even more, if appropriate. 

Since Geonames only supplies the ISO-3166 2-letter country code to indicate the 
country, we had to adjust the queries slightly to convert the country codes into  
 

                                                           
9 http://download.geonames.org/export/dump/ 
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Table 5. Evaluation of functional dependency algorithms 

No. City 
Country 
Property 

Country 1st Algorithm 2nd Algorithm 

1 Nantes2 Yes  X X 
2 Stavern Yes Norway   
3 Neubiberg No   X 
4 Neubiberg Yes USA X X 
5 San Rafael Yes US X X 
6 Melbourne Yes Australia   
7 Las Vegas Yes France X X 

 
 
country names by using matches to literals of other datatype properties of Geonames 
that are connected to a full country name. Table 5 shows the results of the two queries 
for the identification of functional dependency violations from Table 3. The “X” 
indicates that the literal combination was detected as illegal by the algorithm. The 
data set for No. 3 had a missing datatype property for the country name. Thus, it was 
only detected by the second algorithm of table 3. 

The test data contained the seven instances shown in Table 5. The queries were 
executed on an AMD QuadCore CPU with 4 GB RAM. Due to the small size of  
the test data, the execution time of the queries was not part of our evaluation. We  
also evaluated the first query from Table 2 using Geonames’ full city labels 
(“asciiname”) as a legal reference for evaluating the correctness of our city names. 
The algorithm identified that “Nantes2” is not known by Geonames. To enable  
the detection of incorrect literals, such as country names used as values for the 
property for city of the tested knowledge base, the trusted reference (Geonames) 
should be filtered to names of category “P” (city, village) when querying for illegal 
values. 

4.2   Identification of Quality Problems in Geonames 

To evaluate whether we can trust in the quality of a knowledge base, it is appropriate 
to apply quality problem identification metrics on the trusted knowledge base itself. 
Therefore, we applied algorithms for identifying a functional dependency violation 
and missing literals to the Geonames dataset itself. To evaluate the quality of  
the property “population”, we defined an illegal combination between instances 
classified as populated places, such as country, state, region (fclass “A”), or city, 
village (fclass “P”) that have a population of “0”. Surprisingly, we observed that  
93.3 % of all populated places in Geonames indicate a population of zero. If the value 
“0” means that the information about the accurate population is not available, then  
the value might be correct, but is still misleading to anyone who is not aware of  
this meaning. The other quality checks have shown that the properties fclass, 
fcode, asciiname, country, and timezone have only a few missing literals 
relative to the whole data set. Hence, for our quality checks it seems to be suitable to 
use the asciinames property from Geonames as a reference for legal location 
names. 
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Table 6. Quality metrics applied to Geonames (in literals) 

Data Quality Problem # of 
Occurences 

Total #  
Defect Ratio in Percent 

Populated places (fclass P or A) 
without population (0) 

2,626,026 2,814,701 93.30 % 

Missing classification (fclass) 134,155 7,069,329 1.90 % 
Missing classification (fcode) 135,253 7,069,329 1.91 % 
Missing asciiname 604 7,069,329 0.01 % 
Missing country 10,579 7,069,329 0.15 % 
Missing timezone 29,312 7,069,329 0.41 % 

4.3   Limitations 

Although the algorithms of the latter two sections may identify false values and 
functional dependency violations very accurately without the investment of much 
manual effort, the use of Semantic Web resources as trusted references has one major 
weakness, which is that the reference data must be (1) complete and (2) reliable. If the 
reference dataset is incomplete, correct values in the data will be marked as incorrect. 
If the reference dataset contains illegal values, corresponding defects in the data to be 
analyzed will not be found. It is likely that there is at least a partial overlap between 
defects found in Semantic Web resources and relevant local datasets. For example, we 
have to expect the same common typos in DBPedia, derived from Wikipedia content, 
and local databases. One possible solution approach to this problem is the utilization 
of data quality problem identification techniques, e.g. as presented in [11], on the 
trusted source itself before starting the use of Semantic Web resources as a trusted 
reference for quality checks on local knowledge bases.  

5   Related Work 

Despite its importance, data quality has not yet received a lot of attention by Semantic 
Web researchers. A frequent misconception is that trust and data quality were the 
same. However, it is obvious that many of the data quality problems that we discuss 
in this paper are not directly related to the identity of the publisher of the data, nor to 
the lack of access control or authentication. For instance, there will be a lot of public 
datasets from the governments suffering from quality issues, despite the fact that the 
origin of the data and the integrity of the transformation and transportation is not in 
doubt. In the following, we summarize relevant related work. 

Hartig and Zhao proposed a framework to assess the information quality of web 
data sources based on provenance information [15]. In addition, Hartig proposed an 
extension for the definition of trust values within Semantic Web data [16]. Bizer and 
Cyganiak described a framework to filter poor information in Web-based information 
systems according to user defined quality requirements [17]. Although these 
approaches are very promising, they do not provide much help to cure data quality 
problems in Semantic Web data sources or local data. Additionally, they are focused 
on the subjective assessment of data quality by users which may be occasionally not 
accurate enough or even wrong. 
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Lei, et. al. proposed an approach to identify data quality problems in semantic 
annotations. This approach utilizes Semantic Web data to identify incorrect 
classifications [18]. The proposed approach rather focuses on the quality of semantic 
annotations during its creation, but not on the quality of knowledge bases at instance 
level. 

Other approaches use Semantic Web technology to identify and correct data quality 
problems in information systems. Brüggemann and Grüning have used ontologies to 
annotate incorrect data, e.g. redundant instances or incorrect attribute value 
combinations, to train detection algorithms for automated identification of data 
quality problems in cancer registries and data sources from the energy industry. 
Furthermore, they proposed to use domain ontologies to populate commonly accepted 
data quality rules within the domain [19]. However, they focus on a small set of  
data quality problems of information systems and neither use the potential of data 
already published on the Semantic Web, nor attempt to identify quality problems 
within the Semantic Web. Moreover, none of the above approaches solely utilizes the 
expressivity and functionality of SPARQL as a widely established pillar of the 
Semantic Web technology stack. 

The database and data quality research community has provided several proposals 
to identify, avoid, and cleanse data quality problems primarily for relational data 
sources [20]. However, those cannot be applied directly to data on a Web of Data, nor 
do they utilize Semantic Web datasets as references. 

6   Conclusion and Outlook 

The usefulness of knowledge representation strongly depends on the underlying data 
quality. Likewise, the success of the Semantic Web will depend on the quality of the 
published data. It is clear that the Semantic Web itself will never be a complete nor 
consistent knowledge representation, and that every consumer will have to apply 
filtering and cleansing techniques prior to using Semantic Web data. However, the 
ratio of noise and errors on one hand and the technical effort for filtering and 
cleansing the data for a given purpose will highly affect the value of Semantic Web 
data. Thus, it is very important to address data quality issues on a Web scale as part of 
the core Semantic Web technology stack. Unfortunately, there is currently a very 
limited amount of research on data quality on and for the Semantic Web.  

In this paper, we have presented an approach to evaluate the quality of knowledge 
bases solely by using SPARQL queries. We provided generic queries for the 
identification of (1) missing literal values or datatype properties, (2) illegal literal 
values, and (3) functional dependency violations. Queries for the latter two data 
quality problems were built to make use of already available knowledge bases as a 
trusted reference. Including access of knowledge published in the Semantic Web in 
the data quality management process seems very promising for reducing the manual 
effort for data quality management. The major drawback of our approach is the 
uncertainty about the quality of the used knowledge bases available in the Semantic 
Web. Thus, we started to evaluate the quality of Geonames and have identified 
several data quality problems. 
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Our future work will address the extension of the evaluation of Geonames and 
other Semantic Web resources, such as DBPedia. Moreover, we plan to evaluate the 
quality of geographical data in DBPedia by using Geonames as a trusted knowledge 
base, and vice versa. We also plan to apply our approach for the quality assurance of 
master data of a local information system. To gain insight into the practical usefulness 
of Semantic Web resources for data quality management, we also plan to develop 
information quality scoring approaches built on top of our existing queries. 
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Abstract. Ontology evolution tools often propose new ontological chan-
ges in the form of statements. While different methods exist to check the
quality of such statements to be added to the ontology (e.g., in terms
of consistency and impact), their relevance is usually left to the user to
assess. Relevance in this context is a notion of how well the statement fits
in the target ontology. We present an approach to automatically assess
such relevance. It is acknowledged in cognitive science and other research
areas that a piece of information flowing between two entities is relevant
if there is an agreement on the context used between the entities. In our
approach, we derive the context of a statement from online ontologies
in which it is used, and study how this context matches with the target
ontology. We identify relevance patterns that give an indication of rele-
vance when the statement context and the target ontology fulfill specific
conditions. We validate our approach through an experiment in three dif-
ferent domains, and show how our pattern-based technique outperforms
a naive overlap-based approach.

1 Introduction

Ontologies are conceptual representations of defined domains. Consequently,
they are subject to constant updates and evolution to keep-up with domain
changes. Ontology evolution is a painstaking and time-consuming task. Thus we
observe an increase in the availability of tools that automatically suggest new
additions to be applied to ontologies in the form of statements [2,8,11,19]. Never-
theless, although such tools help by automatically identifying ontology changes,
they have introduced a new burden on users: inspecting the quality of a large
number of proposed statements in terms of consistency and relevance with re-
spect to the ontology.

There exist many tools that can be used to manage and preserve the con-
sistency of an ontology after adding new statements [7,15]. However, assessing
the relevance of a statement with respect to an ontology is not a trivial task,
and is usually left to the user. For example, introducing Concert as a type of
Event in an academic related ontology might not result in any logical conflict
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to the ontology, however, such an addition is not particularly relevant to the
ontology, where events are mainly about conferences, seminars, workshops, etc.
We understand statement relevance with respect to an ontology as an indication
of how well it fits in the ontology.

Relevance is a core subject of interest in various domains including Artificial
Intelligence, Cognitive Science [16,17] and Information Retrieval [1,9]. However,
this problem is not very well explored in the domain of ontology evolution. As
Wilson and Sperber noted in their work on relevance theory [16], two entities
communicating and in exchange of knowledge, require a kind of agreement on
the choice of context in which the conversation occurs. Moreover, they argue
that “an input is relevant to an individual when it connects with background
information he has available to yield conclusions that matter to him.” [16]

Based on these key ideas, we present an approach towards automatically as-
sessing the relevance of statements with respect to an ontology. Our process
starts by identifying the context of a statement, by finding an online ontology
in which it appears (Section 3). This context is matched to the ontology to de-
rive the shared concepts. We initially investigate a naive overlap approach that
takes into account the number of shared concepts. It is based on the idea that
the more shared concepts exist between the target ontology and the external
ontology defining the context of a statement, the more relevant a statement is.
With the various limitations of this technique, we point out the need for a more
sophisticated approach that takes into account not only the shared entities, but
also the structure surrounding them. We accomplish this by identifying a set of
patterns (Section 4), where each pattern has specific application conditions and a
confidence value. When a pattern occurs at the intersection area of the statement
context and the target ontology, a certain degree of confidence can be calculated.
We back our work by an experiment in three domains (Section 5), showing that
the pattern-based technique outperforms the naive overlap approach in terms of
precision and recall, and can be used to support users in the selection of relevant
statements during the process of ontology evolution (Section 6).

2 Related Work and Motivation

Our previous experiment conducted in the context of the Evolva ontology evolu-
tion tool, showed that a significant amount of statements proposed automatically
to be added to a target ontology are irrelevant [19]. Within Evolva, currently
users have to manually identify such statements (e.g., in the academic domain
Concert is a type of Event) and select relevant ones (e.g., Tutorial is a type of
Event). However with many statements to check, this can be a time-consuming
task by itself. Thus having a mechanism that automatically gives an indication
of the statements’ degree of relevance would be of added value to the ontology
evolution process.

Besides Evolva, there exist tools, e.g. SPRAT [8] and Text2Onto [2], which
extract information from text documents, and convert them into ontological
entities. Such tools mostly rely on the TF.IDF statistical measure to check the
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relevance of terms with respect to the corpus used. This of course assumes that
the corpus has been selected to represent precisely the intended domain. In
particular, if the extracted entities are intended to be used in or in conjunction
with an existing ontology, this ontology is not currently taken into account in
calculating the confidence degree of the extracted elements.

Automatically finding ontology changes is important for ontology evolution,
however maintaining the consistency and quality of the ontology is equally sig-
nificant. Thus several approaches have emerged recently that focus on evaluating
the impact of statements on the ontology they are added to. For example in [13],
a solution is suggested to highlight what is gained or lost as a result of adding
an axiom (i.e., a statement) to an ontology. The aim here is to present the effect
of a statement to the user, in order to make a more informed judgment in imple-
menting the change and preserving conceptual consistency. Another approach
proposes the evaluation of changes in ontology evolution using an impact func-
tion, which computes the cost involved in performing the change [12]. Tools such
as RaDON [7] that check the consistency of the ontology after adding statements,
are commonly used to evaluate the impact of the statements, in particular in
evolution tasks. While these techniques provide valuable support to the users in
assessing the impact of statements on their ontologies, to our knowledge there is
still no solution to support them in assessing the relevance of such statements.

3 Overview of the Relevance Assessment Process
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Fig. 1. Checking the relevance of state-
ment s with respect to ontology Ot

We understand the relevance of a
statement s with respect to a target
ontology Ot as an indication of how
well s fits in Ot. An ontology is a set
of statements, which we manipulate as
a graph. A statement s is of the form
< subject, relation, object >. We fo-
cus in this paper on the scenario in
which the target ontology is extended
by introducing statements that have
one part (i.e. object) that already ex-
ists in Ot. The relation of s can be
either of taxonomic type (sub-class,
super-class), or other named relations.
For now, we focus on the taxonomic
relations, as they are less ambiguous than the named ones, of which relevance is
much harder to assess even by users.

The relevance assessment process (Figure 1) starts with identifying a context
C for s from online ontologies. Subsequently, the context C is matched to the
target ontology Ot to identify shared concepts, which result from the intersection
of the graphs C and Ot, and used for the relevance assessment.
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Identifying the Context of a Statement. Similarly to other tools that exploit
the open Semantic Web for performing a variety of tasks [5], our approach uses on-
line ontologies as background knowledge to provide contextual information for a
statement. To find online ontologies in which the statement appears, we use Scar-
let, a relation discovery engine on the Semantic Web [14]. Scarlet uses the Semantic
Web gateway Watson [4], and automatically selects and explores online ontologies
to discover relations between two given concepts. For example, when relating two
concepts labeled Tutorial and Event, Scarlet 1) identifies online ontologies that
can provide information about how these two concepts inter-relate and then 2)
combines this information to infer their relation. To find online ontologies in which
s appears, we use the subject and object of s as input to Scarlet, which returns a
list of relations that exist between the two entities, along with information about
the source ontologies from where the relations have been identified.

Matching the Statement Context with the Target Ontology. The state-
ment context is matched to the target ontology to detect their shared concepts.
Our approach is independent from the ontology matching technique to use. In
our implementation, we perform the matching between the concepts’ names us-
ing the Jaro-Winkler string similarity metric [3]. We define the function e(G)
to extract the set of nodes ni that exist in the graph G. We use the matching
to generate the intersection of the statement context and the target ontology:
e(C) ∩ e(Ot) = {ni | ni ∈ e(C) ∧ ni ∈ e(Ot)}.

We developed a tool for visualizing how the context matches with the target
ontology. This tool proved to be very useful during our experiments, as it makes
understanding the matching process easier. It has customizable parameters that
enable for example only to display the shared nodes with their connected entities
up to a certain depth, and hide or show the target or online ontology. Matching
nodes between the graphs are represented by star shaped nodes as shown in
Figure 2, a visualization of the context of < proposal, subClass, document >
extracted from the online OntoSem ontology1, and the SWRC target ontology2.

Assessing Relevance Based on Overlap Analysis. We investigate a first
naive approach based on the idea that the more overlapping the statement con-
text and ontology are, the more relevant the statement is. The relevance confi-
dence in this case is based on the ratio of the number of shared concepts, to the
number of concepts in Ot, as calculated using the following formula:

confoverlap(s, C, Ot) =
|e(C) ∩ e(Ot)|

|e(Ot)|

For example in Figure 2, with the string similarity threshold value of 0.96, there
are 18 shared concepts between the context of < proposal, subClass, document >,
and the SWRC ontology that includes 71 concepts. Thus the confidence of the
overlap in this case is 0.2535 (i.e., 18

71 ).

1 http://morpheus.cs.umbc.edu/aks1/ontosem.owl
2 http://kmi-web05.open.ac.uk:81/cache/6/98b/5ca1/94b45/7e29980b0f/

dfc4e24088dffe851
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Fig. 2. Visualization of the overlap section between the OntoSem context of
< proposal, subClass, document > and the target SWRC ontology, where the star
shaped nodes are shared, round nodes belong to the statement context, and square
nodes belong to the target ontology

The drawback of this approach is that it does not take into consideration
how the ontological entities connect with each other, as it focuses on the num-
ber of shared nodes only, without any additional analysis. As a side effect, all
the statements used in the context will be treated with the same relevance confi-
dence. With big ontologies that are not domain focussed such as OntoSem or Cyc
(www.cyc.com), it will cause the overlap technique to misjudge relevance. For
example the statement < capture, subClass, event > is extracted from OntoSem
as well, but not relevant to add to the SWRC ontology. However, it has the same
confidence value as the relevant statement < proposal, subClass, document >.

4 Pattern-Based Relevance Assessment

Given the limitations of the naive overlap technique, a more sophisticated ap-
proach is needed, which takes into account not only the overlap at the level of
entity names, but also the way these entities are structured, giving a better in-
dication of how the context fits in the ontology. Our preliminary work based on
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the analysis of some graph examples, highlighted the presence of patterns that
reflect the relevance of statements [18]. Such relevance patterns identify specific
structural conditions, supported by a confidence value.

In this section, we discuss next how we collect our experimental data (Section
4.1). Then we show how we refine the generation of the statements’ context
(Section 4.2), and finally present the relevance patterns (Section 4.3).

4.1 Gathering Experimental Data

To refine our initial approach and discover further relevance patterns, we needed
a gold standard of statements assessed in terms of relevance that would serve
as the basis of our analysis and tests. As such a gold standard does not exist
yet, we created a set of statements evaluated by experts for relevance in three
different domains: academic, music and fishery. The assessed statements played
a major role in defining and discovering our relevance patterns.

Data collection of experts’ evaluation was accomplished through a web inter-
face. It supplied experts with a visualization of the target ontology, along with
the options to select whether a statement is relevant, irrelevant or if relevance
can not be judged from the given information (“Don’t Know”). Experts were
also given guidelines3 describing the evaluation process, with some clarifications
on what is meant by relevance supported by examples.

We use Evolva, our ontology evolution tool, to generate the set of statements
to add to the ontologies of each domain. We parametrize Evolva to use online on-
tologies as a source of background knowledge, which link new concepts extracted
from text to existing ones in the ontology in the form of statements.

In the academic domain, we randomly pick 30 news articles published on the
Knowledge Media Institute’s website (KMi). For the fishery domain, we extract
108 online web documents that include information about fishes and fishery
stock. For the music domain, we extract 20 music blog pages that have on average
seven blog post headers each. Table 1 lists the domains, the target ontology to
evolve, the corpus used and the total number of statements suggested.

Table 1. Statements generation setup

Domain Target Ontology Corpus Total s

Academic SWRC:
http://kmi-web05.open.ac.uk:81/cache/6/
98b/5ca1/94b45/7e29980b0f/dfc4e24088dffe851

KMi News:
http://news.kmi.open.ac.uk/

251

Fishery Biosphere:
http://kmi-web06.open.ac.uk:8081/cupboard/
ontology/Experiment1/biosphere?rdf

Fishery Website:
http://fishonline.org/

124

Music Music:
http://pingthesemanticweb.com/ontology/
mo/musicontology.rdfs

Music Blog:
http://blog.allmusic.com/

341

We apply a filter on the generated statements to 1) select only the taxonomic
relations (cf. Section 3), and 2) remove generic relations, as our previous investi-
gations show that statements linked to generic terms (e.g. thing, object, etc.) are
3 http://evolva.kmi.open.ac.uk/experiments/statementrelevance/guidelines.php
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mostly irrelevant [19]. We generate random selections of 100 statements in each
domain to form the data-sets for experts to evaluate. We assign three different
experts for each data-set, with two academic data-sets, given the expertise and
availability of our evaluators in this area, and one data-set for each of the music
and fishery domains.

4.2 Statement Context Generation Revisited

A first improvement we introduce, following the analysis of the naive overlap
approach, concerns the context generation. Instead of dealing with the ontology
as a whole to define the context, we generate the context of the statement based
on the surrounding entities of the statement up to a certain depth. This will
help in focussing the usage of the statement by analyzing the close entities only.
For that, we use context(s, O, d) = C, a recursive function that generates a sub-
graph, formed of nodes related through taxonomic and other types of relations
to the subject and object of s in O, up to a depth d (set to 1 in our imple-
mentation). This function is similar to the Prompt ontology view extraction [10]
or some ontology modularization techniques [6]. The sub-graph generated forms
the context C of the statement in the specified ontology.

4.3 Relevance Patterns

Another improvement comes at the level of introducing patterns for relevance de-
tection. Relevance patterns are structural situations of interlinked nodes. When
the surrounding entities in the matching graph around s trigger such patterns,
a degree of relevance can be identified. This lifts the problem of the overlap that
only matches the concepts’ names, by providing further elements to analyze and
hence a better relevance judgement. For example, a shared concept that is a sib-
ling of an entity in s has a better influence on the relevance of s, than a shared
concept which is not related to the elements of s. We create relevance patterns
to detect such conditions and help deducing relevance. A clear visualization of
the context and its intersection with the ontology (as shown in Figure 2), helped
in identifying the relevance patterns that we discuss in this part. The statement
relevance evaluation based on expert users in concrete domains contributed to
spotting further undetected relevant statements, which improved our selection
and definition of patterns.

Each pattern has specific application conditions, supported by a confidence
value. Application conditions are defined in a way that makes the patterns mu-
tually exclusive, thus facilitating their performance analysis. Based on our ana-
lyzed data, we identified five different patterns visualized in Figure 3, where the
statement to assess is in the dashed oval, round and square nodes belong to the
context and target ontology respectively, and star nodes are the ones shared by
both. At a glance, Pattern 1 identifies direct shared siblings of the subject in
s; Pattern 2 detects whether s introduces a new leaf to the ontology; Pattern 3
identifies shared ancestors of the object of s; and Pattern 4 detects shared siblings
that occur at different levels of depth in the context and the target ontology. As
per our analysis, shared ancestors (Pattern 3) gave better relevance indications
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(a) Pattern 1: Direct
Siblings

(b) Pattern 2: New
Leaf

(c) Pattern 3: Shared
Ancestors

(d) Pattern 4: Gran-
ularity Mismatch

(e) Pattern 5: New
Parent

Fig. 3. Relevance patterns for detecting the relevance of statement s represented in
the dashed oval, star nodes denote shared concepts, round and square nodes belong to
C and Ot respectively. The arrows depict sub-class relations

then the other patterns, thus our application conditions are defined in a way to
favour Pattern 3 over Patterns 1, 2 and 4. The last pattern, Pattern 5, is applied
when s introduces a new parent in the target ontology.

Pattern 1: Direct Siblings. One core indication of relevance is when a new
concept to add to the target ontology is surrounded by shared siblings between
the statement context and target ontology. Shared siblings show that the con-
cept in focus is missing in the target ontology, giving the statement adding it a
high relevance. Pattern 1, shown in Figure 3a, detects shared siblings of the in-
troduced concept. This is illustrated in Figure 4, where the statement in focus is
< tutorial, subClass, event > (in the dashed oval), in the context of the ISWC
ontology4. This context shares with the SWRC target ontology the concepts
workshop and conference. Those concepts show that the new concept tutorial
is important to add to the SWRC ontology. Application conditions :

1. ∃ na | na ∈ e(C) ∩ e(Ot) ∧ < na, subClass, object > ∈ C ∪ Ot

2. ¬∃ nb | nb ∈ e(C) ∩ e(Ot) ∧ C |= < object, subClass, nb >

Condition 1 ensures that the subject of s has direct siblings, while Condition 2
checks that there are no shared ancestors, thus prioritising Pattern 3. The pattern
confidence formula is:

confp1(s, C, Ot) =
|dSubC(object, C) ∩ dSubC(object, Ot)|

|dSubC(object, C)| − 1
4 http://annotation.semanticweb.org/ontologies/iswc.owl
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Fig. 4. Pattern 1 detected on s = < tutorial, subClass, event >, C = ISWC.owl and
Ot = SWRC.owl

where dSubC(n, G) = {xi | < xi, subClass, n > ∈ G}, is a function to extract
the direct sub-classes of a node in a graph. The confidence in this case is the
ratio of the number of shared siblings (the numerator in the confp1 formula), to
the total number of siblings in the context of s. If we apply the formula on s1 =
< tutorial, subClass, event > in Figure 4, the confidence is:

confp1(s1, ISWC, SWRC) =
|{Workshop, Conference}|

|{Workshop, Conference, Tutorial}| − 1
= 1

Even though Pattern 1 is one of the most intuitive patterns, it occurred on
average only 11.25% of the statement cases (including relevant and irrelevant),
in our four testing datasets.

Pattern 2: New Leaf. As Pattern 1 relies on the shared siblings of the subject
of s, it will fail when the object of s is a leaf in the target ontology, because
there will be no shared siblings in this case. This is where Pattern 2 (Fig-
ure 3b) called New Leaf comes in place, to detect the subject added as a new
leaf to the target ontology. This pattern happened to be common in detect-
ing relevant statements in the music domain, where many statements introduce
new ontology levels, for example statements < duet, subClass, performer >
and < quartet, subClass, performer >5 link duet and quartet as sub-classes
to performer, an existing leaf in the target ontology. On average, this pattern
occurred 10.25% of the cases in our tested statements. Application conditions :

1. ¬∃ na | < na, subClass, object > ∈ Ot

2. ¬∃ nb | nb ∈ e(C) ∩ e(Ot) ∧ C |= < object, subClass, nb >

Condition 1 ensures that the object of s does not have children (i.e it’s a leaf in
the target ontology), and Condition 2 confirms that the object doesn’t have com-
mon ancestors. With the absence of close relatives (i.e., shared parents, ancestors
and siblings), the confidence of the new leaf pattern is based on the overlap ratio
of the target ontology cut to a specified depth around the object of s, and the
context of s. Thus the pattern confidence formula is:

confp2(s, C, Ot) =
|e(C) ∩ e(context(s, Ot, d))|

|e(context(s, Ot, d))|
5 Statement contexts extracted from: http://maciej.janik/test
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Pattern 3: Shared Ancestors. The Shared Ancestors pattern (Figure 3c)
relies on the condition that the relevance of a statement with respect to a target
ontology increases if the shared object in s has shared ancestors between the
target ontology and the context in which it is used. This situation was very
common in the fishery domain, where Pattern 3 applied to 50% of the statements
identified. For example, for the statement < cod, subClass, fish >, fish has the
ancestor animal in C, which is shared with Ot. This reflects a degree of common
representations of animal species in online ontologies, where top levels in many
ontologies tend to be more aligned than in the other domains. On average this
pattern occurred in 20% of our analyzed dataset cases. Application condition:

1. ∃ na | na ∈ e(C) ∩ e(Ot) ∧ C |= < object, subClass, na >

The pattern confidence formula is:

confp3(s, C, Ot) =
|aSupC(object, C) ∩ e(Ot)|

|aSupC(object, C)|

based on the ratio of shared ancestors of the object of s, to the total number
of ancestors of object in C. aSupC(n, G) = {xi | G |= < xi, superClass, n >}
extracts all the (direct and inferred) super-classes of a node n in a graph G.

Pattern 4. Granularity Mismatch. As ontologies are used in different appli-
cation contexts, design decisions such as the level of granularity often vary from
an ontology to another. This affects the performance of Pattern 1, which checks
only the direct shared siblings of the subject in s. Pattern 4 (Figure 3d), called
Granularity Mismatch, identifies such situations. With the highest occurrence of
41.75% of the cases, this pattern shows that granularity differences in concept
representation when designing ontologies is a very common case. With our tests
performed on the datasets, we have set this pattern to be applied as a last resort
if Patterns 1, 2, and 3 are not detected. Application conditions :

1. ¬∃ na | na ∈ e(C) ∩ e(Ot) ∧ < na, subClass, object > ∈ C ∪ Ot

2. ∃ na, nb | na ∈ e(C) ∩ e(Ot) ∧ nb ∈ e(C) � e(Ot) ∧ nb ∈ aSupC(na, C) ∧ nb ∈
aSupC(na, Ot) ∧ object ∈ aSupC(na, C) ∧ object ∈ aSupC(na, Ot)

3. ¬∃ na | na ∈ e(C) ∩ e(Ot) ∧ < object, subClass, na > ∈ C

where Condition 1 is for ruling out the presence of Pattern 1, and Condition 2
checks for the presence of shared siblings (including the inferred ones) that fall
at different levels in depth with respect to the object of s through a non-shared
concept (i.e., a concept in the symmetric difference of C and Ot denoted by the
symbol �). Condition 3 rules out the presence of shared ancestors, for which
Pattern 3 should be applied. This pattern confidence is:

confp4(s, C, Ot) =
|aSubC(object, C) ∩ aSubC(object, Ot)|

|aSubC(object, C)|
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which takes the ratio of all the shared sub-classes of object in C and Ot, to the
total number of all sub-classes of object in C. The function aSubC(n, G) extracts
all (direct and inferred) sub-classes of a concept n in G.

Pattern 5. New Parent. In cases where s links subject to object through a
super-class relation, i.e. s is introducing object as a new parent to the ontology,
Pattern 5 is applied (Figure 3e). There is indication of relevance in this case if
object is a parent of other shared concepts between the statement context and
the target ontology. The application condition of this pattern is solely limited to
checking whether the type of relationship linking subject to object is super-class.
The pattern confidence is based on the following formula:

confp5(s, C, Ot) =
|aSubC(subject, C) ∩ e(Ot)|

|aSubC(subject, C)|

The numerator in the fraction detects the number of shared concepts between
C and Ot that are children of subject in C.

As per our tests, the number of statements with super-class relations is much
lower than the sub-class relations. On average, only 16.75% of the total number of
statements are super-classes. Furthermore, the percentage of relevance judgment
correctness of this pattern is high in the four data-sets. Thus one pattern dealing
with super-class relations proved to be enough for our domains.

5 Evaluation

In order to evaluate the discussed approaches, we analyze and compare the
performance of the naive overlap approach, versus the pattern-based approach.
We use the experts’ statements evaluation data-sets in the three domains as the
basis of our evaluation, which we present in this section.

5.1 Experiment Measures

Statement relevance being in many cases subjective, we made sure that each
statement is evaluated by three experts per domain, having in total 12 experts
for the four datasets. Based on the intuition that “relevance is not just an all-or-
none matter but a matter of degree” [16], we use a measure to assess the overall
relevance of each statement. To achieve this, we assign a score for each answer
type from the experts: 1 for relevant, 0.5 for don’t know and 0 for irrelevant (cf.
Section 4.1). We use the sum of these values as an overall relevance score:

overallrel(s, d) =
3∑

i=1

score(ei, s, d)

where overallrel(s, d) is a function that returns the overall relevance score of a
statement s in a data-set d, and score(ei, s, d) is the score given by expert ei to
s in d. For example, if the evaluation of a statement s is relevant, relevant and
don’t know by experts Ad, Bd and Cd respectively, the overall relevance value of
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s is 2.5. We set two thresholds to handle the overall relevance measure outcome:
a relevance threshold sets the limit above which s is considered relevant and an
irrelevant threshold below which s is irrelevant. If the overall relevance value falls
between the two thresholds, the relevance can not be determined in this case, as
the experts are undecided.

Concerning the naive overlap and pattern-based algorithms output, a thresh-
old is set to determine relevance based on the confidence value for each algo-
rithm, i.e., when the overlap or a pattern is applied with a confidence degree
higher than the specified threshold, the corresponding statement is classified as
relevant, otherwise it is irrelevant. Given the different ways that each pattern
calculates confidence, we use a separate threshold for each pattern (displayed in
Table 2). As the goal of this experiment is to check the feasibility of the pattern-
based approach, we empirically set the combination of thresholds that obtained
the highest performance.

Table 2. Employed thresholds selected empirically to provide the highest average
relevance and irrelevance F-measure in each data-set

Threshold Academic-1 Academic-2 Fishery Music
User Relevance 2 2 2 2
User Irrelevance 1 1 1 1
Overlap 0.2 0.29 0.4 0.05
Pattern 1 0.2 0.1 1 0.08
Pattern 2 0.8 1 0.5 1
Pattern 3 1 1 0.01 0.05
Pattern 4 0 0.4 1 0
Pattern 5 1 0.4 0.05 0.02
Pattern 6 1 0.01 0.03 1

We use Precision, Recall and F-measure to evaluate the performance of the rel-
evance algorithms. We define 4 sets RELed, IRRed, RELad and IRRad: RELed

is the set of all statements evaluated as relevant by the experts in dataset d;
IRRed the set of irrelevant statements as judged by experts in d; RELad and
IRRad the sets of relevant and irrelevant statements as classified by the algo-
rithm a (i.e. pattern or overlap), in dataset d. We use the following formulas:

Prel(d, a) = |RELed∩RELad|
|RELad| Rrel(d, a) = |RELed∩RELad|

|RELed|

where Prel(d, a) and Rrel(d, a) compute the precision and recall of relevance
respectively, in data-set d as judged by algorithm a. We use the usual F-measure
computation based on precision and recall. In the case of irrelevance, the formulas
are similar to the ones of relevance, but replaced with sets related to irrelevance
(i.e. IRRed and IRRad).

5.2 Results

The main conclusion of our experiment, as shown in Table 3, is that the pattern-
based approach performs better than the naive overlap approach. By simply
comparing the precision and recall in each data-set, patterns are able to identify



238 F. Zablith et al.

more correct relevant statements as classified by experts, with a better precision
than then overlap approach. Overall, the overlap relevance F-measure is in the
range of [7.41%, 58.06%], while the range is higher for the pattern-based rele-
vance F-measure [43.75%, 69.05%]. In terms of irrelevance, the range is [60.87%,
85.71%] for the overlap approach, compared to the [74.74%, 92.48%] F-measure
range using the pattern-based irrelevance detection. This is mainly due to the
presence of large ontologies online that tend to highly overlap with target on-
tologies in general, and the fact that the overlap technique treats all statements
coming from such ontologies equally, leading to lower precision and recall.

Table 3. Evaluation results for relevance assessment
Overlap Patterns

Relevance Irrelevance Relevance Irrelevance

Academic-1

Statements 18 82 13 87
Precision 05.56% 83.72% 46.15% 91.95%
Recall 11.11% 87.80% 66.67% 93.02%

F-measure 07.41% 85.71% 54.52% 92.48%

Academic-2

Statements 15 85 16 84
Precision 26.67% 81.18% 43.75% 90.00%
Recall 25.00% 86.25% 43.75% 85.71%

F-measure 25.81% 83.64% 43.75% 87.80%

Fishery

Statements 57 43 59 41
Precision 47.37% 74.42% 55.39% 90.24%
Recall 75.00% 55.17% 91.67% 63.79%

F-measure 58.06% 63.36% 69.05% 74.74%

Music

Statements 57 43 35 65
Precision 29.82% 81.40% 42.86% 83.08%
Recall 73.91% 48.61% 65.22% 75.00%

F-measure 42.49% 60.87% 51.73% 78.83%

Note that identifying irrelevant statements is equally important as identifying
relevant ones. Moreover, our experiment shows that in most data-sets, the pro-
portion of irrelevant statements is higher than the one of relevant statements.
Thus having a high precision and recall on the bigger portion of the datasets
(formed of irrelevant statements) reflects that the pattern-based approach would
successfully act as a filter of irrelevant statements, reducing the workload on the
user in the process of statement selection during ontology evolution.

To put the results in perspective, we rank the outcomes based on the confi-
dence values of the overlap and pattern-based approaches, and compare them
to the randomly ordered statements by Evolva (Figure 5). Due to the pattern
specific threshold and confidence calculations, a direct ranking based on the con-
fidence is not possible. Thus we normalize the pattern-based confidence values
to a target unified threshold of 0.5, based on which we perform the ranking.
As Figure 5 shows, the ranking based on the pattern technique groups relevant
statements more towards the top of the list, meaning that ontology engineers
could more confidently select most of the top statements, while safely discard
most of the lower ranked ones. It is interesting to test in the future how these
results would combine with other statement evaluation techniques (i.e., in terms
of consistency, impact, etc).
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Fig. 5. Visualized ranking from left to right of 100 statements in the fishery domain,
comparing the results of the random order on the top, overlap approach in the middle
and pattern-based approach at the bottom

6 Conclusion and Future Work

In this paper, we presented an approach towards the automatic assessment of
the relevance of statements with respect to ontologies. This approach is based on
the analysis of the context in which the statement occurs, and how it compares
to the considered ontology. A set of relevance patterns in the graph merging the
context with the ontology are identified, which provide indications of the level
of relevance of the statement, by showing how the context fits in the ontology.
The evaluation experiment demonstrates the feasibility of our pattern-based ap-
proach and how it outperforms a naive technique of measuring the overall overlap
between the context and the ontology.

Even though the evaluation of our approach shows promising results, we iden-
tify potential improvements that will be part of our future work. Firstly, we plan
to extend and identify further relevance patterns, in addition to test the combi-
nation of patterns rather than having them mutually exclusive. Secondly, instead
of using the first online ontology returned by Scarlet as the statement context,
we plan to devise a method to select the context with the highest relevance con-
fidence. Thirdly, our future plans include a technique to automatically identify
the relevance thresholds, which is crucial when our work is integrated in ontol-
ogy evolution tools. One potential way to do so is to take the set of statements
that have been lately added to the ontology under evolution as a base case of
the threshold values calculation. The idea is that such statements are already
assessed relevant by the user once added. Fourthly, a particular point to inves-
tigate is at the level of the user interaction with the tool. We foresee that our
visualization tool that shows how the context of the statement matches with the
target ontology, would be of added value to the user as a validation support of
the assessed relevance.
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Abstract. This paper studies concept drift over time. We first define the
meaning of a concept in terms of intension, extension and label. We then
introduce concept drift over time and two derived notions: (in)stability
over a time period and concept shift between two time points. We apply
our framework in three case-studies, one from communication science, on
DBPedia, and one in the legal domain. We describe ways of identifying
interesting changes in the meaning of concept within given application
contexts. These case-studies illustrate the feasibility of our framework
in analysing concept drift in knowledge organisation schemas of varying
expressiveness.

1 Introduction

Knowledge organisation systems (KOS), such as formal ontologies (e.g. mod-
elled in OWL), thesauri or taxonomies (e.g. described in SKOS) or other term
classification schemes, play an crucial role in providing semantic interoperabil-
ity in many domains and use cases. They have become critical to the Web of
Data, for structured access of documents in libraries or patient records based
on diagnostic information, and many more applications. In almost all modern
types of KOS, concepts are the central constructs that are used to describe sets
of objects with shared characteristics. Although it is widely recognised to be
an oversimplification most current systems consider their underlying KOS to be
stable over time. For many applications, this starts to be a critical problem, and
this paper attempts to provide a first step towards a better understanding of
what we call concept drift.

Problem description: As the world is continuously changing, concepts also
change over time. That is, for example, a concept refers to different objects
at different points in time. The term Government of the Netherlands refers to
different people in 1999 and in 2009. Consider the concept Middle class which is
interpreted very differently in various periods of time.1

To our knowledge there has been no formalisation of what concept drift actu-
ally means and implies. In order to identify different types of changes in concepts
1 This drift in meaning occurs not only over time, but also over location, culture,

etc. For ease of presentation we will mostly refer to drift in time, but significant
parts of the framework should extend to other kinds of “contexts.”
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and to understand the impact of concept drift, such a formalisation is critical.
Therefore, this paper focuses on the following research questions:

RQ1 What is concept drift, and how to formalise it?
RQ2 Can we identify the impact of concept-drift?

Methodology: We provide a generic formalisation of the meaning of concepts
in terms of label, intension and extension. These definitions are not intended to
provide new philosophical insights, but aim at making existing accepted notions
applicable in practice. For each of the three elements of concept meaning we
define concept drift and study two important consequences: the (in)stability over
a time period and concept shift between time points (where part of the meaning
of a concept shifts to some other concept).

Experiments: We instantiate our framework in three case-studies, studying
concept drift in a SKOS vocabulary used by communication scientists for po-
litical analysis, a general purpose RDFS ontology, DBpedia and a legal OWL
ontology, LKIF-Core. We investigate the introduced mechanisms for studying
concept drift in these three different KR models. Our experiments show the fea-
sibility of both the formalisation and identification mechanisms by pointing to
some examples of concept (in)stability and shift which were identified as relevant
by collaborating domain experts.

Contributions: The paper should be read as an attempt to turn established
(philosophical) insights into a general pragmatic framework. We believe that
we also contribute to a better understanding of temporal change of meaning in
formal knowledge organisation schemes and its impact in practical applications.2

We motivate and define the crucial notions of drift, shift and stability. In three
case-studies we show that our findings are relevant, most particular in our main
case-study in communication science.

2 A Theory of Concept Drift

The meaning of concepts changes over time. Let us first commit to some basic
definitions regarding the meaning of concepts. The intension of a concept are
the properties implied by it, the extension the set of things it extends to. We
also consider the labelling as a part of the meaning of a concept, as the way
people reference a concept is crucial in studying concept drift. Labels do not
refer to a unique identifier but to a natural language description used to convey
the meaning of a concept from one human to another.3

2 Discussions with “only” philosophical relevance will usually be dealt with in foot-
notes to improve the flow of the story-line.

3 We try to be consistent with common philosophical approaches. We apply and for-
malise the standard distinction between intension and extension which goes back to
[1]. We include, somewhat more unconventionally, the labelling in the meaning of a
concept (in the tradition of the signifier [2]).
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The meaning of concepts. Our definition of the meaning of a concept, and its
drift, should be generic enough to be applied in different ontological frameworks.
In this paper, we apply our idea to a set of concepts used for annotating doc-
uments in communication science as well as one RDFS ontology and one OWL
ontology. We start out from a set of objects referred to as the universe of the
domain, and a set of properties (unary predicates). Both universe and properties
depend on the application and the formalism used.

Definition 1. The meaning of a concept C is a triple (label(C), int(C), ext(C)),
where label(C) is a string, int(C) a set of properties (the intension of C), and
ext(C) a subset of the universe (the extension of C).

All elements of the meaning of a concept can change. Still it makes sense to talk
about a concept being the same over time. Our solution to this problem is based
on the rigid part of the intension of concepts.4 Formally, we assume that the
intension of a concept C is the disjoint union of a rigid and a non-rigid set of
properties (i.e. (intr(C) ∪ intnr(C))). This separation between rigid and non-
rigid properties does not need to be explicitly specified, but rigidity is crucial
for identity of a concept over time. Intuitively, this amounts to the assumption
that a concept is uniquely identified through some core properties that do not
change over time.5

Definition 2. Two concepts C1 and C2 are considered identical if and only if,
their rigid intension are equivalent, i.e. , intr(C1) = intr(C2).

Identity allows us to compare two variants of the same concept at different
moments in time even if the meaning (either label, extension or the non-rigid
part of its intension) has changed. We will assume that there is always only one
variant of a concept at each moment in time, i.e. , only one concept at a moment
can be identical to a concept at another moment.

Concept drift. If a concept at different times has the same meaning, there is
no concept drift. A more subtle notion of concept drift, however, requires notions
of similarity of meaning, which can be decomposed into intensional similarity,
simint, which is calculated between sets of predicates, extensional similarity,
simext, between sets of objects, and label similarity, simlabel, between strings.
Each similarity is a function with the range [0, 1], and a similarity value of 1
indicates an equality.

4 Rigidity is discussed in Ontoclean [3] in a slightly different way. There rigidity is
a meta-property of a concept that modellers should make explicit. We use it in a
stronger way as an intrinsic and the only stable part of the meaning of a concept
which otherwise can drift in various ways.

5 This assumption implies that if the rigid core of a concept changes, the new concept
will be a different concept. An example is demagogue which used to denote the
concept of political leaders. The concept of a populist now referred to by the label
“demagogue” is a different concept.
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Definition 3. A concept has extensionally drifted in two of its variants6 C′ and
C′′, if and only if, simext(C′, C′′) �= 1. Intensional and label drift are defined
similarly.

Concept shift and (in)stability. Concept drift happens regularly and even
if it can be measured it is often difficult to grasp its impact. Therefore, we
define other notions: (in)stability and concept shift. Both can be used to identify
more drastic concept drift. The more the meaning of a concept drifts, the more
unstable it becomes. Although there is no indication of when an unstable concept
becomes critically unstable, instability can still be an interesting notion. First,
one could define a threshold based on experience. Label similarity is often defined
using edit distance and one could define lexically instability in terms of a high
edit-distance. Another way of analysing concept drift over time is to compare
the (average) stability of concepts. As a relative measure, it does not require any
priori commitment (such as a threshold).

A special case of instability is when a concept becomes so unstable, that part
of its meaning is more representative for a different concept rather than for itself.
We call this concept shift.

Definition 4. The meaning of a concept extensionally shifts between two of its
variants C′ and C′′ if the extension of C′′ is more similar to the extension of
a non-identical concept rather than to the extension of C′. Intensional and label
shift are defined similarly.

Concept shift can have drastic consequences on the use of a concept in an ap-
plication as some other concept has basically taken over its meaning.

Applying the framework. To apply our framework for concept drift in a
specific use-case, the following steps are required:

1. to define intension, extension and a labelling function.
2. to define similarity functions over intension, extension and labels

Given that the mission of the Semantic Web includes giving meaning to
resources on the Web, it could come as a suprise that defining intensions, ex-
tensions and even labelling functions is by no means trivial. The usual model-
theoretic notions of extension and intension, e.g. for RDF(S) or OWL semantics
are slightly misleading here, as they refer to specific models, whereas ontolo-
gies usually represent classes of models. In practice, one needs to define the
relevant notions per use-case, where each such definition is an ontological com-
mitment. In the following section, we will give such commitments for 3 dif-
ferent case-studies. It should be understood that such a commitment is never
uncontroversial.

6 This means that C′ and C′′ are identical but have different meaning at different
moments in time.
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3 Case-Studies

3.1 Case Study 1: Concept Shift in Political Reporting

Communication scientists annotate various media content with concepts from
controlled vocabularies (of increasing expressiveness) in order to quantitatively
study the influence of the Media on the political processes. Such controlled vocab-
ularies have recently been represented using the SKOS model [4]. Each concept
has a preferred Label and possibly a few alternative Label which are the syn-
onyms of this concept. One concept can be linked to the others using skos:broader,
skos:narrowed and skos:related.

In this case study, we focus on five variants of a SKOS vocabulary of political
concepts used during five most recent Dutch national election campaigns. All
newspaper articles on Dutch politics during these campaign periods were man-
ually annotated with the concepts from the particular variant of that year. In
our case, these articles can be considered as the instantiation of the abstract
political concepts.

Political concepts and their meaning. We now formally define our problem: for
each election campaign t ∈ {1994, 1998, 2002, 2003, 2006} we have a set Δt of
sentences annotated by concepts from a SKOS vocabulary Vt.

The label of a concept is obtained using the SKOS Core labelling property
skos:prefLabel. The extension exts(Ct) of a concept Ct ∈ Vt at time t is the set
of all sentences annotated by Ct, i.e. ,

exts(Ct) = {s ∈ Δt | annotatedBy Ct}.

It is more difficult to formally define the intension of a concept, as there is no
explicit intensional definition of the concepts available. We construct an explicit
intension based on co-occurrence of concepts in annotations. For each concept
C, we calculate the top K concepts topKuse(C) which co-occur the most in the
sentences they code in one moment in time. The properties we use to define the
intension are based on “topicality”, i.e. , a property PC(D) is true if, and only
if, D is in the topKuse relation with C. The intension of C is then the set of
properties ints(C) = {PC(D) = true}, i.e. , the intension is in fact determined
by all associated concepts.

Similarity of intension, extensions and labels. Similarity of labels can be deter-
mined through standard Levenshtein edit distance. In our case we define similar-
ity as 1 minus the hyperbolic tangent of the original edit distance. For each con-
cept C, we average over the Levenshtein edit distance ed(labels(Ct), labels(C))
between the preferred labels of all its variants Ct in each year.

Extensional similarity is usually determined by calculating the overlap of the
extensions. In our case, this is not possible, as the set of sentences in different
years are disjoint. In order to use disjoint extensions to measure the similarity of
concepts from different years, we applied the mapping tool which was developed
in [5]. For each sentence in Year1, the mapping tool first looks for the most
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Fig. 1. Label stability: The X-axis gives the average label similarity over the years; the
Y-axis the number of concepts with this average.

similar sentence in Year2. Then this sentence of Year1 is considered to be coded
by the concept(s) with which its most similar sentence of Year2 is coded. In this
way, two disjoint extensions become dually annotated, and we then measure the
similarity between two concepts in terms of their common extensions.

Since the intension of a concept is determined by its associated concepts, the
intensional similarity between two concepts is therefore determined by the set
similarity between the sets of concepts with which they are associated. We use
the Jaccard similarity for this purpose.

For each concept C, we calculated the above three kinds of similarity between
all pairs of variants Ct in each year. We take the average as the measure of the
corresponding stability of this concept over time, noted as Slabel, Sint and Sext.

Note that these similarity measures can only provide relative ranking whether
one concept is more stable than another. A lower similarity indicates a higher
instability. In the following experiments, we use automated methods to evaluate
instability. Concept shift, on the other hand, is harder to quantify and we study
it using selected examples.

Experiments to study concept drift in our political ontology. The iden-
tity problem is solved, in our case, by the manual concept mapping provided by
a communication science expert, based on the rigid part of the intention. In this
way, we are sure whether two concepts in different years are actually the two
variants of a single concept. This enables us to investigate the concept drift in
terms of the labels, intension and extension.

Identifying label instability and shift. Since the domain expert has indicated
identical concepts across different years, our question is to see whether these
“intensionally” identical concepts have “stable” labels.

Figure 1 shows the histogram of the label stability values, indicating that most
(over 80) concepts have very stable labels (S label(C) = 1) over these years. For
example, all five variants of the concept Asielzoekers (asylum seekers) has exactly
the same label. However, some concepts do have very unstable labels. According
to the domain expert, the following 6 concepts are intensionally identical:
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1994 sjo creawetsto → 1998 wcorruptie (corruption) → 1998 rbeursfraude (stock fraud)
→2002 belangenverstrengeling (conflict of interest) →
2003 corruptie (corruption)→ 2006 fraude en corruptie (fraud and corruption)

The instability of its label over the years is striking, and it results in a label
stability value of Slabel = 0.47.

Obviously, concepts with the same label across different years can have dif-
ferent intensions or, more precisely, the difference of their non-rigid parts of
intension is so big that the whole concept shifts to another concept with a
different label, which we call label shift. For example, when newspapers used
“openbaarheid” (openness) in 2002, they meant “public sphere,” which is an
area in social life where people can get together and freely discuss and iden-
tify societal problems, and through that discussion influence political action.
While, in 2003, they uses the same label to mean “open government” in par-
ticular. These two concepts with the same label are actually different concepts.
Therefore, Concept 1994 openbaarheid has a shift in label as its label shifts to
another concept, according to Definition 4. Therefore we claim that the meaning
of Concept openbaarheid shifts between 1994 and 1998.

Identifying extensional shift. As stated before, by looking at the extension of the
concepts, we can detect whether the extension of one concept shifts over time
or whether two concepts shift towards each other. For one concept, we calculate
the similarity between its extension and the extension of the concepts from the
following year. The concept with the highest similarity is considered to be the
extensionally identical one. If this identity is consistent with the intensional iden-
tity provided by the domain experts, then there is no concept shift; otherwise,
the concept has shifted to some other concept(s).

In Table 1, we compare the “extensionally” identical concepts and the “in-
tensionally” identical ones. The first column gives the number of concepts which
have found their extensionally identical concepts and also have an “intension-
ally” identical concept according to our domain expert. The second column is the
number of concepts when extensional and intensional identities are consistent.
As it shows, the consistency between these two identities is rather low.

We have to take into account the reliability of the calculated extensional
similarity. Since it uses an approximation of the real extension, we therefore
relax the criterion of identity consistency by introducing the parameter K: if the
intensionally identical concept is within the top K most extensionally similar
concepts, then we consider the two identities to be consistent. The third column

Table 1. Extensional shift vs intensional stability

Year Extensional Consistent Consistent at 5
1994–1998 41 8 19
1998–2002 43 9 16
2002–2003 23 8 11
2003–2006 92 35 58
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Fig. 2. Intensional stability: the X-axis lists the average intensional similarity between
variants of a concept The Y-axis shows the number of concepts with this average.

gives the number of consistent concepts if K = 5. The degree of consistency
increases, however, there is still a big inconsistency between these two identities.

As said, the validity of this identity is unfortunately not guaranteed. The tra-
ditional evaluation method is to compare it with some gold standard provided by
human experts. However, it is not applicable here since both identities are under
investigation in our study. Because of the lack of reliable extensional identity,
we could not measure the (in)stability at the concept level as we did in terms of
labels.

Although an automated stability analysis is not possible, we can still manually
identify some real extensional shift. For example, according to the domain ex-
pert, 2003 kinderopvang (childcare) is the same as 2006 kinderopvang. However,
2006 gratis kinderopvang (free childcare) is more similar to 2003 kinderopvang
in terms of their extension. In this case, we say 2003 kinderopvang has shifted
its meaning towards a more specific topic, namely free childcare. This is also
confirmed by the post-hoc analysis of our domain experts.

Identifying intensional stability and shift. As we described earlier, we use
the association to other concepts of the same year as an indicator of the intension
of a concept. By measuring the similarity between such associations, we can get
some information about how intensionally stable one concept is over the years.

Figure 2 gives the histogram of the measure of intensional stability (Sint).
Now most concepts have a rather unstable intension over the years. On one hand,
comparing to the label stability (Figure 1), few concepts have a stable intension,
which suggests that the label of concepts is more stable then their intension. On
the other hand, the instability of intension is far beyond our expectation, which
suggests that we should look for another way of formalising concept intension,
as the reliability of the results provided by the current formalisation is doubtful.

Nevertheless, Figure 3 and Figure 4 respectively give an example of very
unstable and very stable concepts.7 Here, the red links are the intentionally
identical concepts provided by domain experts, the black links are the association
links (i.e. , the concepts which co-occur the most to annotated sentences) and

7 For convenience, we translate all the Dutch labels into English.
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the number next to the links are the strength of the association. As the Sint

value indicates, Concept Employers is rather stable over the years, while Concept
Democracy seems to shift its meaning in different years. This observations are
also consistent with the political reality. An interesting point observed from these
two figures is that, when one concept is stable, its closely associated concepts
tend to be stable too, while the concepts closely associated with an unstable
concept tend to be also unstable.

3.2 Case-Study 2: Concept Drift in DBpedia

DBpedia8 is probably the most successful ontology currently linked within the
Linked-Open Data (LOD) cloud. It combines a hand-crafted class hierarchy with
automatically generated instance data taken from the Wikipedia effort. Through
its high quality and huge coverage DBpedia is now the most strongly linked
dataset within the LOD. For the sake of this research we consider the the DB-
pedia ontology in RDFS [6], i.e. , we ignore the (very few) OWL operators used
in the model. RDF(S) and its underlying semantics is a very common modeling
framework, which makes DBpedia an interesting object of study as it is almost
exclusively modeled in RDF(S).

RDF(S) concepts and their meaning. RDFS comes with a specific labeling rela-
tion rdfs:label. Furthermore, RDF is equipped with a rdf:type relation that relates
objects with classes. It seems natural to define the extension of an RDF class
to be the set of all instances in the rdf:type relation. The intension of a class is
on the other hand not specifically defined in RDF(S). We have chosen a simple

8 http://wiki.dbpedia.org/

http://wiki.dbpedia.org/
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Table 2. Four version of the DBpedia ontology

Version #Concept #Resource
3.5 255 1,477,377
3.4 204 1,161,678
3.3 174 1,054,199
3.2 174 875,273

approach which focusses on the “semantic” operators in RDFS with fixed se-
mantics, more precisely rdfs:subclass, rdfs:range, rdfs:domain. The intension of a
concept C is then simply the set of all triples with C in the subject or object
position of these three types of triples.

Let us define the meaning of a DBpedia concept formally. We will call the
combination of the DBpedia terminology T 9 and the explicit type information
as well as the relations translated from Wikipedia, the DBpedia ontology.

Definition 5. Let O be the DBpedia ontology, i.e. a set of triples (s, p, o), and
O∗ the semantic closure of O. The rdf-label labr(C) of C is defined as the object
of the (C,rdfs:label, o). The rdf-extension extr(C) of C is defined as the set of
resources r such that (r rdf : type C) ∈ O∗. The rdf-intension intr(C) of C is
defined as the set of all triples (C, p, o) ∈ O∗ in O where p =rdfs:subclass and
(s, p, C), where p ∈ {rdfs:subclass, rdfs:domain, rdfs:range}.
Please note that this definition is just one possible choice of ontological commit-
ment regarding the meaning of a concept in RDF(S).

Similarity relations between labels are defined on the basis of string similarity.
Similarity between intension and extension, which are just sets of resources and
triples respectively, can easily be defined through the set similarity (e.g. Jaccard).

Experiments to study concept drift in DBpedia. We studied the four
latest versions of the same DBpedia ontology, namely, 3.5, 3.4, 3.3 and 3.2. The
Table 2 gives some general information of these four versions. These versions
were uploaded into independent RDF repositories.

The identity problem is solved by the use of unique URI references that remain
stable over these versions. Our basic assumption is that two concepts in different
versions are actually the two variants of a single concept. This enables us to
investigate concept shift and instability in terms of their labels, intension and
extension.

Although most DBpedia concepts define their label using rdfs:label, these la-
bels are mostly equivalent to the local-names of their URIrefs. These abels are
strongly related to identify, and thus less interesting to study label drift.

For each concept C at year t, we built its extension extrCt (i.e. , the set of
instances) and the intension intrCt (i.e. , the set of related triples). The Jaccard
similarity10 was measured between the intension and extension of the different
9 The terminology is called differently in the different DBpedia versions, but usually

something like dbpedia-ontoloy.owl.
10 http://en.wikipedia.org/wiki/Jaccard_index

dbpedia-ontoloy.owl
http://en.wikipedia.org/wiki/Jaccard_index
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Table 3. The top 5 most stable and ustable DBpedia concepts in terms of their ex-
tension and intension (of the 167 concepts present in all four versions)

Rank Extensional Intensional
1 Planet SportsEvent
2 Road FormulaOneRacer
3 Infrastructure WineRegion
4 Cyclist Cleric
5 LunarCrater WrestlingEvent

Rank Extensional Intensional
163 OfficeHolder Vein
164 Politician BasketballPlayer
165 City EthnicGroup
166 College Band
167 ChemicalCompound BritishRoyalty

variants of the same concept. In the end, we calculate the measure of intensional
stability (Sint(C)) and extensional stability (Sext(C)). Table 3 gives the top 5
most stable and the last 5 least stable concepts from these two aspects.

Concept Politician is considered extensionally very unstable. This can easily
be confirmed by the change of the sheer amount of instances. In Version 3.2, it
has only 476 instances, while in Version 3.5, it has already 19,285 instances. The
extension of this concept clearly has expanded significantly. However, low sta-
bility not necessarily leads to concept shift. For example, although growing, the
extension of Politician is always the most similar to the extension of its following
variant.

Concept City is also very unstable extensionally. In Version 3.4 it has indeed
shifted to another concept in Version 3.5, Settlement. These two concepts share
more than 73% instances, which causes a high extensional similarity between
them, which is higher than the similarity between the two variants of City. We
found that Settlement appeared only in version 3.5. For some reason, most of the
instances of City in version 3.4 have been transferred to Settlement. This poses
an interesting question to the modeler whether this is intentional or by mistake.

Similarly, studying the intensional stability and shifts also gives insight to the
evolution of the intensional semantics of a concept. For example, the intension-
ally very unstable concept, EthnicGroup, has been involved in the rdfs:domain and
rdfs:range of a continuously changing set of properties. This indicates this con-
cepts are related to different concepts in different versions, which contributes to
the intensional instability. Furthermore, real shifts happened to some concepts.
The identified extensional shift, from City to Settlement is also found to be an
intensional shift, that is, these two concepts not only share a lot of instances,
but their intensional definitions are very similar too. This double-confirmation
is valuable because it may well indicate a genuine concept shift.

3.3 Case-Study 3: Concept Drift in LKIF-Core

In this section we look at the evolution of concepts in the LKIF-Core, an OWL
ontology of basic legal concepts.11 This ontology has also been continuously
developed, and uses most of OWL’s expressiveness.

11 http://ontology.leibnizcenter.org/trac/wiki/LKIFCore

http://ontology.leibnizcenter.org/trac/wiki/LKIFCore
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OWL concepts and their meaning. The formal meaning of a concept in an OWL
DL ontology is often far more explicitly defined than in other formalisms. The
intension of a concept could potentially be defined as the set of all possible DL
concepts that are equivalent to it wrt. the ontology. Unfortunately, this is only
possible in so-called definitorical terminologies, and difficult to calculate even if
possible. We will approximate this set in our experiments (rather coarsely) by
using the OWLIM12 interpretation of LKIF, and consider finite sets of conse-
quences (triples-chains). As OWL ontologies are specifications of sets of possible
models, there is no unique notion of the extension of concepts. However, once
committed to a particular model, DL semantics provide the formal instance-of
relation to specify the extension of a concept.

The LKIF ontology does not come with instances, so that we do not consider
extensional drift in this paper.

Let us define the meaning of concepts in LKIF.

Definition 6. Let O to be the LKIF-OWL ontology and O∗ denote the OWLIM
inferred semantic closure. The owl-label labo(C) of C is defined as the object of
the (C,rdfs:label, o). The owl-intension into(C) of C is defined:

1. all triples (C, p, o) ∈ O∗ and (s, p, C) ∈ O∗

2. all triples in chains {(C, p1, o1) ◦ (s2, p2, o2) ◦ . . . , ◦(sn, pn, on)} where sk =
ok − 1, plus

3. all triples in chains {(s1, p1, o1)◦(s2, p2, o2), ◦, . . . , ◦(sn, pn, C)} where sk+1 =
ok being blank nodes.

Again, the above definition is only one possible ontological commitment regard-
ing the meaning of an OWL concept. Based on such definition, the similarity
of label and intension can be calculated using set similarity, as done for the
DBpedia case.

Experiments to study concept drift in LKIF. We studied 4 major versions
of LKIF, namely, 1.0, 1.0.2, 1.0.3 and 1.1. Similarly, the local-name in the URI
reference is used as the identity of one concept. Unfortunately, the rdfs:label
actually was rarely used; only 4 concepts specify their labels which stay constant
for all variants. Therefore, we focus on the intensional stability and shift, which
we calculate as before based on Jaccard similarity. All concepts were ranked
according to its intensional stability. The ranked list has been confirmed by one
of the developer of LKIF to be consistent with his expectations.

By comparing the intension of concepts between different versions, we were
also able to find true concept shifts, listed in Table 4.

As Table 4 shows, some intensional shift corresponding to shifting in modules,
for example, Speech Act is no longer a general action, instead it belongs to
the expression module for describing, propositions and propositional attitudes
(belief, intention), qualifications, statements and media. While the other kind
of shift, for example, Mental Concept to Mental Entity, were confirmed to be a
renaming operation.
12 http://www.ontotext.com/owlim/

http://www.ontotext.com/owlim/
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Table 4. Examples of confirmed intensional shift in LKIF-Core

lkif1.0:action.owl#Speech Act lkif1.0.2:expression.owl#Speech Act
lkif1.0:action.owl#Termination lkif1.0.2:process.owl#Termination
lkif1.0.2:lkif-top.owl#Mental Concept lkif1.0.3:lkif-top.owl#Mental Entity
lkif1.0.2:lkif-top.owl#Physical Concept lkif1.0.3:lkif-top.owl#Physical Entity

Our three case studies have shown the feasibility of both the formalisation and
identification mechanisms in analysing concept drift in knowledge organisation
schemas of varying expressiveness.

4 Related Work

Let us first look at research in other domains that is related to our notion of
concept drift. In historical linguistics, semantic shift describes the evolution of
word usage. Each word has multiple senses and connotations which can be added,
removed or altered over time. Semantic change is a change in one meaning of
a word. Semantic shift can be triggered by different forces and have different
types [7], but this interpretation of “semantic” does not say anything about the
meaning and change of the underlying concepts.

In machine learning concept drift addresses a similar problem [8]. The term
concept refers to the quantity that a learning model is trying to predict, i.e. the
variable. Concept drift is the situation in which the statistical properties of the
target concept change over time. This requires regular updates in the predicting
model itself. A special case is virtual concept drift [9] (or sampling shift), in
which the meaning of a concept does not change, while in the latter case only
the data distribution changes. An example is the concept “spam”, for which the
meaning does not change, but the data distribution (i.e. the relative frequency
of the properties) is changing.

In 1994, Klenner and Hahn [10] discuss exactly the problem of concept drift
because of evolving notions over time, however, not in the context of Semantic
Web applications but for technical standards. As a mechanism for updating static
value restrictions or integrity constraints, they propose an automatic procedure.
This generates a generational stratification of the underlying level of generic
concepts in terms of concept versions; single instances are then related to their
associated concept version. The procedure exploits a so called progress model—
provided by an expert—which describes in qualitative terms the regularities of
foreseeable changes of attributes in a domain. Versions are then detected by
measuring the change in values of attributes of instances.

With the goal of detecting concept drift and the occurrence of new concepts
in a domain, Fanizzi et.al.describe the use of a conceptual clustering technique
based on unsupervised learning [11]. In their approach, a clustering method
is used to hierarchically organize groups of similar instances. Concept drift is
detected by finding new individuals that are too far apart from existing clusters,
but that together do not form a new cluster. If the unclustered instances do form
a cluster, a new concept has occurred.
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Takahira Yamaguchi also discusses concept drift in the context of ontolo-
gies [12]. This paper focuses on constructing domain ontologies starting from
a hierarchically structured set of domain concepts without concept definitions
(machine readable dictionary). This initial ontology is then refined by adding
domain-specific knowledge; the places in the ontology that have to change be-
cause of this new knowledge are seen as places where concept drift occurs. Two
specific strategies for such changes are presented. The paper does not define
concept drift but merely uses this term for a step in an ontology construction
methodology.

In the Semantic Web community, the problem addressed here is related to a
broader problem of ontology change, which refers to the “problem of deciding
the modifications to perform upon an ontology in response to a certain need for
change as well as the implementation of these modifications and the manage-
ment of their effects in depending data, services, applications, agents or other
elements” [13]. The existing research on ontology evolution and versioning mainly
addresses this problem at the macro ontological level, that is, the effect of cer-
tain change operations over the ontology elements, including concepts, relations
and instances, as well as the interoperability issue between different variants
(versions) over time. For example, [14] formally defines ontology perspectives,
which describe the relation between versions of an ontology and its extension.
An exception might be the work of [15] who study the intensional change of
concepts in different versions of ontologies,

On the specific meaning of change for specific concepts not much has been
done. In [16] a series of “concept signatures” extracted from the textual defini-
tions of the same concept at different time are used detect drifts. This definition-
based method is applicable if there is rich definitions of concepts and the def-
initions are constantly modified. In the Ontoclean framework [3] the meta-
properties identity and rigidity are defined with relate to the stability of a
concept. In [17], a distinction is made between the “specification” and the “con-
ceptualisation” of a concept.

5 Conclusion

More and more applications critically depend on some kind of concept schemes
for the semantic interoperability of their data. However, although it is recognised
by many as a critical problem, the continuous change in meaning of concepts
(called drift in this paper) has not yet received the attention it deserves in the
ontology modelling community. Despite the significant efforts that have gone
into topics such as ontology evolution, semantic versioning or temporal mod-
elling and reasoning, most tools are still based on static representations. The
existing ontology versioning frameworks focus on the interoperability between
versions and data. There is not yet a formal framework for concept drift, nor an
implementation for identifying significant concept drift.
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This paper attempts to close this gap by introducing a theoretical foundation
for the notions drift, shift and stability over time. We show that the proposed
mechanisms are useful in practical applications modeled in SKOS, RDFS and
OWL respectively. The results of our evaluation are preliminary, but encour-
aging: although intensional drift is difficult to study because the concepts are
often not formally defined, the detected concept shift and stability ordering on
concepts gives useful information for the domain experts.

Future research will be directed in two directions: first, in cooperation with
Communication Scientists working on political reporting and legal experts we
will apply the proposed methods in more in-depth studies on meaning change.
With the experience that will be gained in at least one of these additional use-
cases we plan to create a generic implementation for analysing concept drift.
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Abstract. In this paper we explore the use of location aware mobile de-
vices for searching and browsing a large number of general and cultural
heritage information repositories. Based on GPS positioning we can deter-
mine a user’s location and context, composed of physical nearby locations,
historic events that have taken place there, artworks that were created at
or inspired by those locations and artists that have lived or worked there.
Based on a geolocation, the user has three levels of refinement: pointing to
a specific heading and selection and facets and subfacets of cultural her-
itage objects. In our approach two types of knowledge are combined: gen-
eral knowledge about geolocations and points of interest and specialized
knowledge about a particular domain, i.e. cultural heritage. We use a num-
ber of Linked Open Data sources and a number of general sources from
the cultural heritage domain (including Art and Architecture Thesaurus,
Union List of Artist Names) as well as data from several Dutch cultural
institutions. We show three concrete scenarios where a tourist accesses lo-
calized information on his iPhone about the current environment, events,
artworks or persons, which are enriched by Linked Open Data sources. We
show that Linked Open Data sources in isolation are currently too limited
to provide interesting semantic information but combined with each other
and with a number of other sources a really informative location-based ser-
vice can be created.

1 Introduction

In this paper we explore the use of location aware mobile devices for search-
ing and browsing large collections of general and cultural heritage information
repositories using minimal interaction. Given a particular geolocation we provide
cultural heritage resources for an end user. The material origins from the Mul-
timediaN E-Culture project which deployed large virtual collections of cultural-
heritage resources [7]. These resources are imbedded in the Linked Open Data
(LOD) cloud [6].

Current smart phones such as the iPhone, Blackberry, HTC or Android have
continuous access to internet, know about their geographic location and even know
what direction the user is looking at. These capabilities are being used for a num-
ber of applications that show the user a map of his/her current location with possi-
ble places of interest marked on the map (Linked Geo Data browser, Google Maps,
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Layar, WikiTude, Mobile DBpedia [4]) or they provide the user with detailed in-
formation about a particular aspect of the current location, such as interesting
architectural structures to be seen. These applications use two categories of knowl-
edge: general knowledge about geolocations and points of interest (POIs), and/or
specialized knowledge about a particular domain. The first category of knowledge
is present in the LOD cloud, the second category of knowledge may be available
from sources not represented in the LOD cloud. Google Maps (and applications
based on Google Maps) particularly show POIs and links to a website on a map,
but does not provide related specialized knowledge related to a POI.

In our approach these two types of knowledge are combined: general knowledge
about geolocations and points of interest (as represented in GeoNames, Linked-
Geodata, Freebase and DBPedia) and specialized knowledge about the cultural
heritage domain (Art and Architecture Thesaurus, Union List of Artist Names,
Thesaurus of Geographic Names) as well as data from several cultural institutions
(Netherlands Institute for Art History and Rijksmuseum Amsterdam).

The challenges that we have to resolve to reach the goal are: to enrich loca-
tion data by constructing an “enriched local map” of nearby Points of Interest
enriched with additional information, such as e.g. events, persons and artworks.
Next we find a way to present this information to a user on a mobile device,
taking into account the constraints of a mobile device and the limited span of
attention of that user. We show three concrete scenarios where a tourist can
access localized information on his iPhone about locations, artworks, events and
persons.

2 Domain: Tourist Guides and Cultural Heritage

The profession of tourist guide is almost as old as tourism and is defined as:
a person who guides visitors in the language of their choice and interprets the
cultural and natural heritage of an area. . . [13]. Those who cannot afford a guide,
or those who want to explore on their own can make use of guide books, such
as provided by the companies: “Lonely Planet” and “Rough Guides”. The self-
made tourist or the active tourist finds satisfaction in the process of composing
his/her own program for the day [5]. Guide books include information about
hotels, restaurants, travel, city life (e.g. culture, economy, environment, etc.),
arts (literature, theater, music, cinema, etc.), architecture (e.g. building styles),
history and walking tours. When actually visiting a foreign place, the active
tourist has questions such as: “What do I see?”, “How did artists look at this
location?”, “What is the history?”, “What kind of stories are related?”, “Which
events have taken place?”, “Which persons were involved in this place?”, “What
is my next stop?”, etc.

Current smart phone and internet technology has the power of providing an-
swers on these questions in the form of digital tourists guides. A lot of these
applications deal with finding locations of interest nearby and guide navigation,
e.g. TomTom, Garmin and Navico. Most of these applications rely on own pro-
prietary maps or on public sources such as Google Maps or Open Street Map.
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At this moment there are a few mobile applications that make use of the
Semantic Web, e.g. DBpedia mobile [4]. However, for enriched storytelling, one
needs fast searching mechanism for selecting information and presentation for-
mat relevant to the user, based on his/her preferences and the current context [5].
An example is Google Goggles for searching the web, based on pictures from a
unified picture library [10], but this application mainly provides names of places
of interest, not background information.

The MultimediaN E-Culture project has harvested 200,000 objects from six
collections (including Netherlands Institute for Art History and Rijksmuseum
Amsterdam) about the cultural heritage of Amsterdam [7]. These collections
include digital representations of oil paintings, photographs, artists styles and
artists information. These object are annotated with a range of thesauri and pro-
prietary controlled keyword lists adding up to 20 million triples. Several Seman-
tic Web technologies (such as lexical analysis, several conversions, enrichments,
alignments) and ontologies (AAT, ULAN, TGN) are applied to convert all this
data in to a consistent RDF representation. This is stored in the RDF store of
the Semantic Web search engine ClioPatria [7]. ClioPatria can be accessed
via SPARQL and a JSON-REST API. The aim of the current paper is to show
how a combination of data from the LOD cloud combined with the E-Culture
data can provide interesting, in-depth information about a certain location. A
comparable project is SMARTMUSEUM (http://smartmuseum.eu/).

3 Concepts: Mobile Tourist Guide

Day trips and walking tours described in printed sources, such as the Lonely
Planet and Rough Guides, are rather static. We envision a mobile Tourist Guide
application able to dynamically combine navigation, information provision and a
form of entertainment: navitainment. Based on a geolocation and filtering criteria
given by the tourist, the app can constructs a dynamic walking tour [1]. Typical
cultural filtering criteria are: architecture, paintings (how are artists inspired by a
geolocation), photographs (capturing of historical moments), historical locations,
etc. The idea is that the tourist starts with an initial criterion, e.g. paintings and
can alter his criterion during the tour.

In order to construct dynamic tour guides, we need semantic annotated geolo-
cations. In order to navigate the tourist we need intuitive ways of representing
navigation data. Typically for a overview of POIs we can use a table, where
each rows describes the name (e.g. Van Gogh Museum), type (e.g. Museum)
and distance (e.g. 350m). To navigate we can use a map, showing the current
location of the tourist and the path to the selected POIs, see Fig. 1. For this we
have selected facets of cultural heritage objects (location, event, artwork or peo-
ple) and subfacets (e.g.: painting, photograph, book, artist, musician, politician,
sport and conflict). Next we need techniques to present the annotated data, such
as background descriptions, representations of paintings, art and photographs.

http://smartmuseum.eu/
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Lutherse 
kerk

Fig. 1. Impressions of table, map and augmented reality-based interfaces

4 Approach: from Geolocation to Real-World Annotation

Our approach is composed of a number of steps. Figure 2 shows the task structure
implemented in the system. In the first subtask (”harvest locations”) we gather
data about locations nearby the user’s current location. This results in a set of
RDF triples about nearby locations. The second step (”merge and align”) is to
identify sets of triples that describe the same location. The result is a reduced set of
unique locations. Next, for each unique location a semantic enrichment task is per-
formed that searches various sources (a.o. the Dutch Wikipedia and the Eculture
data cloud) to find additional information such as events, persons, artworks etc
associated with the location. Finally each enriched location is classified in terms
of the facet hierarchy. The result is a set of RDF statements that can be sent to a
mobile device. Below we will describe the four subtasks in more detail.

Besides the Eculture data cloud and an RDF database about Dutch histor-
ical buildings, the system uses the ontologies of the Linkedgeodata initiative
(LGDV), the ontology of DBpedia and a set of mapping rules. In total the
database consists of almost 12M triples. RDF statements from LOD sources,

Harvest 
locations

Location Nearby locations Unique locations
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Semantic 
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Local map
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Faceted 
geo information

Fig. 2. Task structure
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Wikimapia and Wikipedia are retrieved on line using various server API’s. This
process can be somewhat slow (for the Spui, a square in Amsterdam, the entire
process takes some 50 seconds). This is not a big problem when the user sends
a request to the server when approaching the location of interest. Furthermore,
intermediate results can directly be shown, while processing happends in the
background. The performance of the communication between back-end and the
iPhone is related to the quality of the Internet connection.

4.1 Harvesting Nearby Locations

Figure 3 shows the reasoning process performed to harvest nearby locations. We
start with a geolocation, represented by a point received from a mobile device:
s = 〈lat, long〉 (e.g. s = 〈52.3638611, 4.88944〉 for the Spui square in Amster-
dam). Using s, we determine the ontological characterization of the surroundings
of the user’s current location, such as the features found in geo-knowledgeable
LOD repositories such as GeoNames and LinkedGeoData, while using relations
such as owl:sameAs, skos:exactMatch and skos:closeMatch properties in the
gathered RDF to obtain information about the entire equivalence classes of the
nearby features. This includes crawling DBpedia entries. The crawling is done
with the space package’s space_crawl_url predicate [3]. In addition to the data
harvested from the LOD sources, we use WikiMapia 1 which not only offers point
coordinates, but also polygon and line information about locations such as build-
ings and streets. Wikimapia also provides links to Wikipedia pages in various
languages. These links are followed using the crawling engine.

Generate Geolocation

LOD data with 
geo information

Geo resources

DBPedia.org

expand 
Nearby 

resources

Other sources

Fig. 3. Method: Harvest Locations

This process results in an RDF database of locations and points of inter-
est near the user with additional information, such as names, descriptions and
type. Typical results for a user located at the Spui square in Amsterdam from
Linked Geo Data include Spui25, Het Lieverdje, Nieuwezijds Voorburgwal,
from DBpedia: Spui (Amsterdam), Universiteit van Amsterdam, from GeoN-
ames: Lutherse Kerk, Begijnhof. In addition quite a few historical buildings
are found. For the Spui we find 304 URIs related to that square while searching
within a 150 meter radius. These 304 URIs are associated with 2467 RDF triples
and 678 geographical shape definitions. Due to the crawling process the system
will also find places that are further removed than the search radius. Only 103
URIs (with 973 RDF triples and 264 shape descriptions) represent locations that
have an actual distance from the user which is less than 150 meters.
1 http://wikimapia.org/
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4.2 Merge and Align Locations

The URIs that were gathered in the harvesting process by no means correspond
to unique locations. Many points of interest have several locations associated
with them. In the “Merge and Align” process we try to combine the different
results into an “aligned local map”, see Fig. 4. This process involves both spatial
reasoning and alignment techniques.

Select 
candidates 

Nearby 
resources

Mergable 
candidates

Match and 
merge locations

Unique locations

Fig. 4. Method: Merge and Align Locations

We encountered typical Semantic Web challenges, such as different schemas,
different labeling conventions, different geodata (e.g. square Spui in Amsterdam
has at least 5 different coordinates in LOD), errors in geodata and in human
annotation and conflicts in typing (e.g. Begijnhof rdf:type way, Begijnhof
rdf:type area, and Begijnhof rdf:type building).

We developed a number of mapping rules to align the different vocabularies
and schema’s. First, vocabularies such as Wikimapia tags and Wikipedia cate-
gories were mapped onto the LGDV ontology, which was slightly extended with a
number of relevant concepts. Second, the LGDV top level concepts were mapped
onto the facet ontology. In total some 200 mapping rules were ceated by hand.

The first step in the merging process is to find candidate URIs that could pos-
sibly refer to the same physical location. From the list of candidates we select a
root URI, preferably one that has a spatial description in the form of a polygon.
Using the space_nearest predicate in the spatial reasoning package ([3]), we
retrieve those URIs that are within a small distance from the URI we are in-
vestigating. We have found that the inaccuracy of the geodata requires a range
of at least 35 meters in order to find all possible candidates. Subsequently the
candidate locations will be matched with the root location in terms of type and
name. The type matching requires some ontological mappings since the URIs
come from different sources which have different schema’s. The name matching
requires a normalization of labels, since many sources have conventions to qual-
ify labels with tags like language, city or even more specific qualifications (e.g.
“Maagdenhuis”, “Maagdenhuis (nl)”, “Universiteit van Amsterdam: Maagden-
huis”). Normalizing labels is not a guarantee that different names of the same
object will be mapped onto the same location. In our example dataset the URI
“http://dbpedia.org/resource/University of Amsterdam” falls within the loca-
tion of the Maagdenhuis (the administrative centre of the University of Amster-
dam), but the URI describes the University of Amsterdam in general and name
matching fails. In such cases a “skos:relatedTo” relation will be added.

A second step concerns the alignment of resources. When a number of URIs
have been identified as pointing to equivalent locations the information of each
URI will have to be integrated. A new (unique) URI will be generated with a type
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that conforms to the LGDV ontology with our own extensions. The new URI
will contain provenance information about its sources, the normalized label will
be used as new skos:prefLabel, original labels will be used as skos:altLabel and
scope notes will be copied from all sources. Integrating the spatial information is
a bit more difficult. A set of URIs may have associated points, lines or polygons.
Our current alignment algorithm takes the largest polygon that encompasses the
most points in the locations and discards points that are outside this preferred
polygon. In addition the centroid of the polygon is added as the point coordinates
of the location. More sophisticated spatial reasoning could be employed here,
for example we could use the fact that crowd-sourced coordinate data may be
subject to a discrepancy between a camera location and the actual location
of the object being photographed. In addition we could use type and location
information to constrain certain location interpretations, e.g. it is unlikely that
a pub is located within the administrative centre of a university. The current
system does not implement these constraints. The result of this subtask is a
set of URIs that represent unique physical locations with their integrated and
aligned properties.

4.3 Semantic Enrichment

In this subtask, we start a “semantic crawling” process by using the labels found
in the previous subtask as key for several search engine queries.

Search 
Wikipedia

Unique
location

Hyperlinks Classify RDF triples

Search 
Eculture

Art resources Classify
Classified 
resources

Fig. 5. Method: Semantic Enrichment

Figure 5 shows the reasoning steps that will enrich the data acquired in
the previous processes. We use two sources for semantic enrichment: the Dutch
Wikipedia server and the ECulture data cloud server. Both servers are queried
with keywords derived from the label fields of the locations combined with back-
ground knowledge. For example, the label “Het Lieverdje” is converted into a
query (spui+lieverdje) to the Cliopatria search engine to find artworks rele-
vant to the location.

The results can yield new keywords (such as the name of a person) for fur-
ther crawling. Where DBpedia does not give any results, Wikipedia pages are
retrieved and basic information is extracted from the HTML source, such as
geo-coordinates, category information and (href) links to other topics. Since this
crawling process can –in principle– continue indefinitely, we put a pragmatic
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limit to the length of the link paths followed. This limit depends on the facet
selection that the user has made, and is usually set to 3.

Data that have been retrieved in the semantic enrichment process are in gen-
eral not annotated with a type that can be related to the facets. Dutch Wikipedia
pages have a category that essentially is a string. We use mapping rules to clas-
sify the Wikipedia categories to WordNet classes. For example, the Dutch string
“Nederlands architect” (Dutch architect) is mapped to the concept architect in
WordNet. The data from the cultural institutions generally use literal terms to
describe subjects of art works. Using simple lexical matching and some mapping
rules we map the subject terms to WordNet concepts. For example the Dutch
word “bezetting” (occupation –of a building–) will be mapped to the WordNet
concept occupation-3.

4.4 Classification of URIs

The URIs collected in the previous steps come from many different schema’s
and use different ontologies. For example, for the Spui square the enriched lo-
cation set of URIs contains 43 different values for the rdf:type property (a.o.
restaurant, shop, building, church, place of worship, university, way, bequinage,
market, marketplace). Each of these types has to be classified in terms of the
facets and subfacets. Most of these types occur in the (extended) linked geo data
ontology (LGDV). The hierarchy of the facets and LGDV are mapped onto each
other such that each type maps to a facet-subfacet pair. In addition to loca-
tion types, the RDF database contains URIs pointing to persons, organisations,
artworks, events etc. We use the WordNet hierarchies to construct a mapping
between these types and the facet hierarchy.

4.5 Interaction with the Mobile Device

The moment the user opens the application we already know the geolocation.
The mobile device can then send a request to the server to create an RDF
database, which is subsequently send back. After the mobile device has recieved
the RDF triples that were collected at the server, the results have to be presented
to the user. From there the user can use three levels of refinement: (1) pointing
to a specific heading, where h = [0..359], (2) select facets of resources relevant to
the current geolocation and heading, where cultural related facets are location,
event, artwork and people, and (3) select subfacets of the selected facet, e.g.
painting, photograph, book, artist, musician, politician, sport or conflict.

5 Architecture: A Light Weight Client with a Heavy
Endpoint

In order to find an intuitive way to present the enriched data, we apply a number
of constraints. We already know a lot about the users: they are mobile, they want
to be able to see useful content immediately without too much configuration and
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they need to be able to accomplish things with just a few taps [9]. Furthermore, a
mobile device, such as an iPhone is limited by bandwidth, computing and power
capacity. Therefore we need to develop a light weight client for user interaction.
The GUI of this device is limited: 7± 2 items is about what a smart phone can
display and be controlled by Fingertip or stylus-based touching. The 7 Fingertip-
Size Targets is similar to the Magical Seven defined by he psychologist George
Miller. He stated that human short-term memory has a short-term memory
span of approximately seven items plus or minus two [2]. End-user interaction is
handled by a mobile device, in our case an iPhone 3GS (with GPS capabilities,
a digital compass and assuming an internet subscription).
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Fig. 6. 3-Tier layer architecture: user interaction on the iPhone, reasoning with Prolog
on the Back-end server and LOD resources in the Semantic Web

Most iPhone applications uses the UIView Controller: one of the basic pack-
ages to display content and handle user interaction. To make an intuitive loca-
tion selection, we use augmented reality2, for which we adopted the open source
ARKit package, which is able to display real world vision via the phone’s cam-
era and put labels and controls over this [11].The CLLocation package tells the
application the geolocation expressed in WGS 84 and heading in degrees [12].
Finally, facet selection show the user two layers of selections: the main facets and
subfactes. When choosing a main facet, the sub facets will adapt accordingly,
see Figs 7,8 a and b. The iPhone communicates via a REST interface with the
back-end server.

2 A live direct or indirect view of a physical real-world environment whose elements
are merged with (or augmented by) virtual computer-generated imagery - creating
a mixed reality, see http://en.wikipedia.org/wiki/Augmented_reality

http://en.wikipedia.org/wiki/Augmented_reality
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We also know a lot about the cultural heritage domain. There are several
sources, such as the Dutch Art History resource and Rijksmuseum Amsterdam
resource, centrally accessible via ClioPatria [7]. Diverse LOD resources are
accessible via SPARQL or via our web services which we access with semantic
crawling method described in section 4. We used several existing Prolog packages,
able to access LOD resources and perform graph search [8,3]. This resulted in
a three tier architecture: user interaction, reasoning and LOD resources, see
Fig. 6.

6 Use Cases: Displaying POIs

In this section we present three use cases, where the user is visiting the famous
“Spui” square in Amsterdam. The user will walk over the square and point with
his/her iPhone to three touristic hotspots: the “Lutherse Kerk” (a church), “het
Maagdenhuis” and the “Helios Building”. For some cases we show the Dutch
language information, because the metadata is only available in the Dutch Lan-
guage. The metadata can be found here: “http://eculture2.cs.vu.nl/spuitest”.

6.1 Scenario: The “Spui” Square and the “Lutherse Kerk”

A tourist is standing on the Spui square in Amsterdam and opens our iPhone
app. The application sends the geolocation s = 〈52.2237, 4.5333〉 and heading
h = 182.23 to the server which starts to retrieve information. The iPhone app
receives an RDF dataset from the server relevant to locations and objects within
a 150m range of the user. Using the place facet a Google Maps like representation
of the area and points of interest could be displayed.

The next step is to use the heading of the user to determine what object the
user’s iPhone is directed at. This turns out to be the “Oude Lutherse kerk”,
a church. Assuming that the user has selected the artwork/painting facet, the
system will launch a search request (spui+lutherse+kerk) to the ClioPatria
engine, which returns a set of pointers to paintings relevant to the place. One
of the paintings is selected and additional information about the painting is
retrieved. The results are projected on the screen of the iPhone, see Fig. 7.

6.2 Scenario: The “Maagdenhuis” Building

The “Maagdenhuis” was built in 1783 and served as an orphanage for girls until
1953. Since then it is the administrative centre of the University of Amsterdam.
In 1969 the “Maagdenhuis” became famous and an icon for student protest: it
was occupied 5 days by students demanding influence in university affairs. Since
then it has been occupied around ten times. Searching the ECulture engine
with the key “maagdenhuis+amsterdam” results in about 100 hits of objects
(paintings, ceramics, other types of objects) about this place. When we filter
these results on the “event” facet, 5 photographs remain that are part of the
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Fig. 7. On the left: Augmented reality view on “Lutherse Kerk” (church) with selection:
[artwork/painting], combined with annotation (in Dutch) and the facet-based selection
[artwork/painting]. On the right explanation of the components of the GUI

collection of the Amsterdam Historical Museum and depict the student occupa-
tion of 1969 (Fig. 8 a).

6.3 Scenario: The “Helios Building”

When the user chooses the selection [people/artist] the system will attempt
to find relevant persons, for example architects. In this case, this results in a
description of “Gerrit van Arkel”, the architect of the famous “Helios Building”
at the Spui square (Fig. 8 b). The Helios building and its architect could also
have been found on the basis of user coordinates and bearing. Data about this
building are also found using the location data and the semantic enrichment
process, resulting in the retrieval of the Wikipedia page of “Gerrit van Arkel”.
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a b

Fig. 8. (a): Photograph of the ending of the Maagdenhuis occupation. (b): Aug-
mented reality view on the “Helios building”, showing the architect with selection
[people/artist].

7 Discussion

There are countless ways to encode location on the web. There is GML, KML,
GeoRSS, the vCard and hCard microformats, etc. We have found that GeoRSS
is the most promising of these. Both the Open Geospatial Consortium and the
World Wide Web Consortium support GeoRSS and it allows a gradual dumbing
down from (partial) GML shape support to simple points (see the Geospatial
Vocabulary3). The periodically updated World Geodetic System is the only vi-
able coordinate system that works in a uniform way throughout the world. The
accuracy might not be sufficient for many indoor augmented reality application,
but for outdoor guides like the one presented in this paper it is more than suf-
ficient.We have found that if you want to reason about geospatial concepts, it
is important to represent shapes as first-class citizens. This makes conversion
between various geospatial formats on the web much easier, as well as allowing
you to add support for new types of shapes (e.g. polygons, polygons with holes,
geometry collections) in the future if they eventually turn out to be relevant
for your project. Also, it is important to draw the boundary between the repre-
sentation of geospatial and semantic objects at the URI of the geofeature, i.e.,
e.g. not to represent shapes using RDF triples or rdfs:subClassOf relations in
GML. This way you can benefit the most from the current standards provided
by the OGC and W3C.

3 http://www.w3.org/2005/Incubator/geo/

http://www.w3.org/2005/Incubator/geo/
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While using various sources with geo data information we found that signif-
icant discrepancies exist between coordinates for the same location. In many
cases these discrepancies exceed a distance of 20m, in some cases even hundreds
of meters. Our system could be used to identify such discrepancies and point
crowd-sourcing users to possible corrections to be made in the open source data.

Table 1. Numbers of URIs and RDF statements for different schema’s of the location
data for the Spui

Schema URIs RDF statements

dbpedia.org 3 153
linkedgeodata.org 21 162
nl.wikipedia.org 6 53
rdf.freebase.com 1 15
rijksmonumenten.wikia.com 227 1619
sws.geonames.org 10 117
wikimapia.org 42 401

Tabel 1 shows the statistics for the location data of the Spui location. The
major part of the data comes from non-LOD sources. In addition a significant
amount of other data comes from the Eculture sources. Therefore we conclude
that the Linked Open Data sources in isolation are currently too limited to
provide interesting semantic information but combined with each other and with
a number of other sources a really informative location-based service can be
created.

Matching the many “synonymous” geofeatures and their types on the web
is a challenge for the near future. In both the semantic web and geospatial
community this is current research, respectively named ontology alignment or
conflation. Another challenge for the future is to provide guided tours through
the city-based on the semantics of the surroundings. For example, if you are
struck by a building with an interesting style of architecture, it would be great if
your mobile device could route you through town along related buildings, telling
the story behind their commonality along the way.

8 Conclusions

In this paper we explored the use of location aware mobile devices for acquiring
knowledge from, searching and browsing large collections of general and cultural
heritage information repositories using minimal interaction. We showed that
given a particular geolocation, current Semantic Web data and technology and
the constraints of a mobile device, we can find interesting material for an active
tourist, providing dynamic information in favor of a classical travel guide.

We presented a novel user interface design, where a combination of location,
heading and facet-based filtering provides a user with a dedicated smart phone
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application. The challenges that we solved in its development are: determining
the ontological characterization of the current location, by mapping a geoloca-
tion represented by a point to the ontological characterization of that location.
We constructed a ‘mental map’ of nearby points of interest with their direction,
by taking a range and finding objects of interest within a circular shape. Next we
crawled for other information relevant to these locations, using semantic crawl-
ing. It turns out that the interplay of sources from the LOD cloud, WikiPedia
and cultural heritage data can provide a very rich knowledge base about a cer-
tain topic that is machine processable. Semantic crawling resembles the process
of a human using Google to find information, using a cycle of key word selection,
inspection of results, interpreting and (possibly generating new queries on the
basis of this interpretation. Finally, we use augmented reality in combination
with facet selection to present this information to a user on a mobile device.

Next to mobile devices, there are also a number of other common devices
that become connected to the Web, such as televisions, cars, and other devices
in houses (or domotics). All these devices have a form of limitation, such as
a remote control for a television or a dashboard, but also an advantage for
determining a user’s context, for example watching a certain movie or driving
in a certain direction. Semantic crawling can be applied to find background
information about movies and actors or locations on the road.

We found that the Linked Open Data sources in isolation are currently too
limited to provide much interesting semantic information, but combined with
each other and with a number of other sources (for example sources from the
cultural heritage domain) a really informative location-based service can be cre-
ated. Semantic crawling is a major improvement over the current state of the
art applications such as Google Maps), which only show labels of resources near
a given location, instead of the background knowledge associated with the lo-
cation. We feel that the power of the Semantic Web concept has clearly been
demonstrated in the application we have described. In isolation the currently
available repositories provide limited knowledge, but combining a large number
of sources and using a semantic crawling approach that accesses many of the
Semantic Web services that have become available, yields a reality that is ap-
proaching the original Semantic Web vision. In some ways, knowledge acquisition
has moved from acquiring knowledge from human experts to the enterprise of
acquiring and integrating knowledge from the rich sources of knowledge on the
World Wide Web.
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Abstract. Knowledge takes many forms in large organizations, and a unique op-
portunity exists to perform substantial integration of heterogeneous knowledge
through semantic technologies. We present a sustainable method to create and
maintain a data cloud that provides added value to an organization, while not
interfering with existing practices. Our method shows one of the first applica-
tion of knowledge-centric data access, following a web 3.0 paradigm. A use case
has been implemented in a large research organization, based on explicit require-
ments. RDF-OWL datasets generated on the basis of a highly modular, pattern-
based ontology are created, enriched by means of inferences and NLP techniques,
and are integrated with linked open data. They are presented in different interac-
tion modes that embrace important tasks such as navigation and search of organi-
zational knowledge from any point, expert finding, competence matching etc. The
tools implemented have been submitted to end-users for a task-based evaluation.

1 Introduction

An information system for organizations is traditionally thought as a mere technical
tool for automation and management of administrative activities. In a scenario where
semantic technologies are consistently proving that this idea is too restrictive, we want
to reinforce the semantic web vision of aggregative information systems. We present
the Semantic Scout, a software framework that offers semantic support to functionalities
such as competence finding, social network discovery, etc.

The need for the Semantic Scout is motivated by the quest to provide a flexible de-
cision making support within large organization, and in particular to support expert
finding and project management. This is a common requirement within any organiza-
tion with many stakeholders who are required to work in synergy, and to exploit internal
resources, before looking for external competences. The hypothesis at the basis of this
work is that the use of semantic technology, and in particular semantic search, automatic
text categorization, linked data and ontologies, can make that requirement more easily
achievable. In principle, the hypothesis is sensible for two reasons: firstly because se-
mantic technology decouples knowledge from implemented systems, so that data can be
consumed in ways closer to specific requirements or new scenarios; secondly, because
semantic technology explicitly represents the entities of an organization, which gather
an own identity: such identity enables simple and effective data aggregation procedures,
and nicely matches the way humans refer to relevant things in their environment. A con-
ceptual level that is close to human knowledge management is additionally provided by
explicit conceptual schemata for the data (ontologies) [3].

P. Cimiano and H.S. Pinto (Eds.): EKAW 2010, LNAI 6317, pp. 272–286, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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In general, semantics improves the flexibility and adaptability of the systems, reduc-
ing the problems related to legacy and inconsistent data access, while augmenting the
overall productivity. For example, the system described in our use case can be adapted
to new requirements by simply changing the way the data are accessed, in a fully trans-
parent and system-independent way.

Part of this work builds upon the results presented in [4], where the authors introduce
an approach to migrate legacy data, in the domain of a large research institution, to a
format that fosters interoperability and re-usability (RDF/OWL). Consistently with [4]
we analyze the case of the Italian National Research Council (CNR)1, and capitalize
the capability acquired to integrate information from different databases into an OWL
knowledge base (KB). At the same time, we redefine the target goal from [4], expanding
the request for tools that supports organizational research management both for internal
needs, and for opening organizational assets and data to the external world. By asset
we mean humans, departments, research programs, scientific production (publications,
patents), dissemination activities, etc. The objectives pursued by this work include:

– to describe a methodology that spans from an easy and rationalized integration of
existing information sources in a variety of formats and media, to appropriate ways
to consume the new integrated datasets;

– to improve information exchange and retrieval within and outside of an existing
organization;

– to develop a powerful cognitive support for strategic decision makers;
– to reinforce collaboration within the organization.

In section 2 we depict the software architecture of our system when applied to the
CNR use case, together with an explanation of the main aspects of the methodology
to implement the Scout framework. The following sections reflect a more detailed pre-
sentation of our general methodology as illustrated by Figure 1. Firstly, we identify
the data sources and analyze them in order to figure out the proper ontology able to
semantically describe their content; this is described in section 3. Then we perform a
reengineering process on the data, as described in section 4. The next step is publish-
ing data, texts and ontologies developed so far on the semantic web, by following the
linking open data paradigm: this is described in section 5. Once the data have been
represented semantically, it is easy to design applications exploiting data according to
different requirements. This is described in a section about data consumption 6. Finally
we present an evaluation of the Semantic Scout (sec. 7), the related works (sec. 8) and
the conclusions (sec.9).

2 Methodology and Software Architecture

The CNR organization presents a fairly complex network of information sub-systems
(e.g. accounting, personnel-related, scientific projects and publications, administration
documentation, etc.) maintained by different parties. Moreover, there are a number of
internal services/procedures (e.g. plan management, contracts repository, activity eco-
nomic balance etc.) that hardly integrate and interoperate. In [4] the authors explain

1 http://www.cnr.it
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a possible way to overcome these limitations, by designing an OWL knowledge base
dense with relations among the main concepts of the CNR domain. We introduce here
another aspect: the heterogeneity of user groups like administration, researchers, tech-
nicians, executives etc. People belonging to any of these job roles require mechanisms
for fetching the information that fits their working style and daily tasks.

The analysis of the CNR user contexts led to the formulation of five core functional
requirements to be addressed in order to successfully tackle the problem of managing
organizational knowledge supported by semantic technologies:

1 - Browsing the network of organizational resources: requires the capability to tra-
verse the entire collection of resources seamlessly crossing different domains (e.g.
human resources, research programs, scientific production, dissemination activities
etc.)

2 - Expert Finding: requires the capability to materialize, on demand and in one place,
the relevant information about who in CNR is involved in some research or tech-
nological context. This activity can be assimilated to performing a sub-network
extraction from the network of organizational resources (1).

3 - Semantic search of organizational resources: requires the capability to perform
a keyword based search, closer to a classical Google-style search, against the re-
sources in the organization KB (1). In other words, the search results for the user
consist in entities whatsoever rather than documents only.

4 - Enriching the network of relations among the resources: requires the capabili-
ties to discover degrees of similarity among the resources in the organization (e.g.
researchers, institutes, competences, research fields), and to instantiate new rela-
tions among them. This requirement extends and supports (1) (2) and (3).

5 - Linking the organizational resources to Web resources: requires the capabilities
to instantiate relations between entities belonging to the organization, and entities
belonging to knowledge bases available on the Web (e.g. DBpedia2).

For what we presented so far (i.e. scenario description and user requirements), we can
wrap our concerns into two main requests: (i) on the one hand we are required to make
data interoperable, and (ii) on the other hand we are required to keep a sufficient level of
specialization when designing information access for a wide range of data consumers,
human or machine agents. Such an articulated context includes a spectrum of aspects
ranging from systems for persistent data storage, to the tools provided to each user
group in order to consume the data relevant to their activity. Figure 1 depicts the five
types of methods applied to design and implement the Semantic Scout. The methods
are described herewith:

Sources: sources to be reengineered include: (i) legacy databases, which are reengi-
neered by following mainstream components for schema transformation and ontol-
ogy population from databases, as well as specialized patterns for schema exception
handling (realistic databases are far less clean than in the idealized situation); (ii)
large textual records within databases, which deserve to be treated differently, e.g.
creating specialized ontology entities to represent them: large textual records are

2 http://www.dbpedia.org
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Fig. 1. Semantic Scout Methodology

specially important to build textual representatives of the entities, and to facilitate
the hybridization of ontology engineering and information retrieval techniques; (iii)
HTML structures from XML templates, which are a primary source for up-to-date
user-oriented views over database data: these are specially useful for ontology de-
sign; (iv) Linked Open Data [5] from the Web, to be later linked to organizational
ontologies and data.

Ontology Design: the methods used for ontology design include: (i) HTML scraping in
order to derive user-oriented views over data and schemata; (ii) DB schema lifting in
order to generate the backbone ontology for DB data; (iii) textual records boosting
in order to create textual objects that will be linked to organizational entities, and
used to perform semantic search; (iv) pattern-based design in order to create a
modular ontology that fits the modelling requirements requirements, e.g. coming
from the scraped HTML templates; (v) linking to common vocabularies in order to
make the organizational ontology interoperable with external ontologies.

Data Design: methods used for data design include: (i) rule-based rdf-izers to convert
legacy data to RDF, according to the OWL ontology patterns and modules cre-
ated during ontology design; (ii) inference engines such as DL classifiers, rule and
SPARQL engines, etc. in order to generate novel RDF triples; (iii) a text catego-
rizer to create associations between (the textual representatives of) organizational
entities and topics, e.g. DBPedia categories; (iv) linked data matchers to link orga-
nizational data to linked open data at the data level.

Data Publishing: techniques for publishing and hybridizing data include: (i) URI
schemes, triple stores, SPARQL endpoints to maintain semantic datasets; (ii) sub-
graph extraction and social network analysis in order to provide synthetic views
over the semantic graph induced by the linked RDF-OWL datasets; (iii) heuristi-
cal generation of textual representatives in order to maintain a textual counterpart
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to key organizational entities, e.g. papers for researchers, official descriptions for
departments, etc.; (iv) (multi-)linguistic and indexing techniques, including LSA
indexing, to perform basic and advanced search over textual representatives.

Consuming: technology for consuming organizational knowledge includes: (i) keyword-
based entity search; (ii) table- or matrix-based presentation of relations and attributes
of entities; (iii) graphical browsing of relations among entities; (iv) category-based
search of entities.

While the research aspects in figure1 give directions along the methodological dimen-
sions, the functional requirements also drive the design of the Semantic Scout software
architecture. In figure 2 we have depicted the distribution of the functional components
among the architectural layers: an infrastructure of components entirely based on se-
mantic technologies, where we move from the idea of a single data source designed
for one client application, as presented in [4], to a service oriented architecture (SOA).
Web services allow to integrate functionalities of existing systems, and to build new
lightweight clients that enable easy fetching and data consumption from a same un-
derlying KB. From a general perspective, the architecture is deployed considering the
three logical layers typically used by any application to organize the functional compo-
nents of the system: data layer, engineering layer and UI layer. This distinction reflects
a good practice in software engineering following the actual trend in semantic web
applications [6].

Fig. 2. Architecture

Next sections from 3 to 6 reflect the organization of methods given in figure1, and
contain the description of how we achieved the realization of the functional components
in Fig. 2.

3 Sources

Although during the analysis of the organization information systems we have run
through different ways to expose data, from Internet web portals, to text based doc-
uments, the original sources of these data mostly reside in database structures. The
databases are hosted in a distributed fashion, inside the departments to which their
maintenance is assigned. The domains that they cover are categorized as:
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Organizational: Departments and Institutes inner structure information; Basic activi-
ties, Laboratories, Research Units, and International activities. In this set there are
also International projects and Partnerships description, for example Spin-offs. This
set of repositories belong to the intranet application for structures data management
(called ”Gestione Istituti”, ”Gestione Dipartimenti”);

Research activities: Institutional research projects and products of research (e.g.
journal articles, papers, books, patents etc.). This set of repositories belong to
the application for managing the research plans (”Piano di gestione preliminare”),
research results (”Consuntivi”) and of the research activities (”GeCo - Gestione
Commesse”).

Administration Contracts, and Statistics; this set of repository belong to the adminis-
tration management systems.

People: Employeers, Researchers, Technologists, Administratives; Collaborators, and
Consultants. This set of repositories belong to the Employeer’s management
system.

Textual descriptions: Missions of departments, project descriptions, CVs, competence
resumes, patent abstracts, publication abstracts.

Not all the data contained in these repositories are relevant to the objectives of produc-
ing an integrated organizational management system, hence we need data preparation to
produce table views to be further queried. The consistent adoption of the same technol-
ogy for the databases allowed to extract the data adopting template-based scripts using
SQL language. On the other hand, the semantic interpretation of extracted data relies on
the analysis of the existing interaction patterns by which the users access and consume
the data (e.g. forms in the web portal); this is detailed in section about ontology desing.

4 Ontology Design

The first component of our system performs the reengineering of CNR databases
containing administrative and financial data, research organization data, project, publi-
cation, and personal data. This component implements the ontology layer of the archi-
tecture (Fig. 2).

The reengineering process consists of four major steps: schema reengineering, script-
based extraction, dataset generation, and KB evolution. A parallel enrichment process
consists of: (1) inference-based dataset generation; (2) datasets created out of NLP-
based extraction of implicit associations, and (3) datasets created from semi-automatic
linking to Linked Open Data datasets.

A crucial phase in porting databases to semantic datasets is the extraction of the
schema. Although several automated procedures exist to transform database schemas
to ontologies, the results are usually quite poor when applied to databases that have
been evolving for years in large organizations. The reasons for that low quality include
the independent evolution of the physical schema of the database with respect to the
conceptual schema used at design time, and the “pragmatic” tuning operated on the
physical schema in order to solve local issues emerging during the use of the database.
In order to overcome this problem, some methods (e.g. [2] propose to “embed” ad-hoc
queries to databases into annotations to the elements of an ontology.
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While in a distributed context such ontology can be provided for particular tasks,
or even on-the-fly, in case of a single organization like CNR, it is advisable to attempt
the construction of a shared ontology. However, since the physical schemas of CNR
databases are degraded, we have applied a method for requirement-based ontology de-
sign that focuses on the actual user consumption of the databases.

In the case of CNR, user consumption is currently ensured by means of HTML pages
that are generated on-the-fly by running dedicated scripts on the databases, and by fill-
ing 61 dedicated HTML templates with the extracted data. Those scripts play the same
role as the embedded queries to databases, and can therefore be reused for porting
databases to semantic datasets.

Pattern-based ontology design [7] tries to define the boundaries of an ontology on the
basis of explicit requirements provided by users or extracted from reference resources.
Requirements are normalized and used as competency questions, and an ontology “pat-
tern” is built for each competency question, and has been used as a module of the
CNR ontology. In the case of CNR, each HTML template has been considered as a
requirement.

HTML templates are structurally and conceptually similar to microformats, conse-
quently, for each HTML template, we have tried to encode a module of the CNR on-
tology. As usual in realistic projects, the requirements have been massaged in order to
obtain a modularization that complies to dependency issues:

– When a strong mutual dependency between two templates has been found (e.g. de-
partments and subdivision in programmes), we have considered the union of them
as a unique requirement

– When a template depends on another (e.g. research lines on programmes), we have
considered the first as a specialization of the second

– When concepts are very general and occur sparsely in several templates (e.g. local-
izations, subdivisions, categories, etc.), they have been put into “upper” modules
that are imported by most of the other modules

The final result is a network of OWL(DL) ontologies, currently consisting of 28 mod-
ules, partially ordered in an owl:import graph. The whole network includes 120
classes, 162 object properties, 134 datatype properties, 309 restrictions, 543 taxonomic
axioms.3

5 Data Publishing and Hybridizing

Two rationales have guided the dataset creation according to the approach explained
in 4:

1. Each dataset must be focused on collecting the instantiation of a single OWL prop-
erty (i.e. obtaining an property-centric dataset);

2. A network of datasets is preferred to a monolithic collection of data materialized in
a single file.

3 http://www.ontologydesignpatterns.org/ont/cnr/cnr.owl
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After the first rationale, we have generated more then 200 RDF datasets, each of them
instantiating the value for a single property. All the collections have been made persis-
tent in files with conventional names, so that the path to an RDF file is composed of a
static base address http://www.cnr.it/rdfgen/ ; the prefix of the namespace of the prop-
erty; the name of the property:

Path: base/ns-prefix/property-name.rdf

Ex: owl:ObjectProperty -> commesse:modulo,

Path to the RDF file: http://www.cnr.it/rdfgen/commesse/modulo.rdf

With the second rationale, we have generated we have a network of RDF datasets,
using the owl:imports mechanism. A file containing a “bottom” ontology includes
the import closure over the 200 datasets.

This approach has several benefits. First, the granularity of the extraction makes the
work easier for debugging and testing w.r.t. to the original data schemas. Additionally,
it is easy to manage user access policies, which can have several levels of privacy and
sensitivity.

The property-centric organization of datasets support also the lifecycle of reengi-
neered data because it is easier to identify smaller clusters of data to synch, than run-
ning the script mechanism on the entire data set, even when we know that a value for
the properties is not going to change.

6 Consuming Data

The set of functional components, together with the CNR data cloud, and the CNR
ontology, are used as the toolkit for the Semantic Scout. This section is dedicated to
unfolding each tool and to explain how and why they fit into the kit. In addition, we
present the use cases where they are daily used by CNR people.

The Semantic Scout infrastructure includes an information retrieval engine. As de-
scribed in section 2, starting from a known interaction pattern is beneficial to the users.
Figure 3 shows the result page for the query:

{ ethics, sociology, collaboration, social network, reputation }.

Traditional information retrieval is performed on, and retrieves, only information ob-
jects, typically documents. The variety of semantic search performed by the Scout is
still performed on documents, but retrieves entities.

Internally, the search engine (traditionally) indexes selected texts, which are however
textual representatives of entities, generated at data design time by means of regular
SPARQL CONSTRUCT queries over the heuristically relevant text data from datatype
values in the RDF datasets (for example, publication titles and abstracts for persons).
Heuristics is based on context, task, and available data.

This search design pattern is based on a semiotic assumption: each entity can have a
typical, although context-dependent, textual representation.

The search engine is able to index both Italian and English text, and implements two
types of search, Basic (i.e. keyword based) or Latent (i.e. based on statistical methods to
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Fig. 3. CNR Semantic Scout - Search Engine

represent texts into a cluster based representation similar to Latent Semantic Indexing).
The user has the possibility to choose the desired modality of search before performing
the query. In order to implement the multilingual search, we have used two different
stemming algorithms for different languages (implemented by the Snowball Analyzer
embedded in the standard distribution of Lucene). Latent search is based on Semantic
Vectors4.

In other words, the semantic search design pattern adopted by the Scout tightly cou-
ples information retrieval technology for basic search, and ontology design plus linked
data to data management, reasoning, and actual consumption of data.

An additional functionality enables the Scout to enrich the emergent semantic social
network of CNR with topics, and to link CNR data to DBpedia [1].

We categorize entities with topics by using a (novel, yet unpublished) text categoriza-
tion system whose goal is to link documents to categories selected from the more than
500,000 categories present in DBPedia, which then provide a rich set of distinctions
for the scientific subjects of interest in the CNR case study. The output of the cate-
gorizer has been represented in RDF by using the subject relation from the SKOS
vocabulary, e.g.:

<> <http://www.w3.org/2004/02/skos/core#subject>

<http://dbpedia.org/resource/Category:Knowledge_representation> .

<> <http://www.w3.org/2004/02/skos/core#subject>

<http://dbpedia.org/resource/Category:Artificial_intelligence> .

The categorization data generated so far have been loaded in a dedicated dataset, and
used to enrich the knowledge base. This is an example of the application of statistical
techniques to enrich the knowledge base. In section 6.1 we show the usefulness of the
categorization data for expert finding and semantic browsing of data. The Semantic
Scout networks the entities of an organization, besides content objects. It is crucial
that this approach is backed by tools that can support a proper presentation, and can

4 http://code.google.com/p/semanticvectors/

http://code.google.com/p/semanticvectors/
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Fig. 4. CNR Semantic Scout - Graph Explorer

be coherent with the idea of linked data. The Graph Explorer (figure 4) is our choice
for the prototype to effectively tackle the presentation of, and the interaction with, the
datasets for our targeted user groups. Suppose a user looks for CNR researchers that
have competence in the topic Semantic Web. A search can be performed with different
sets of keywords, but once entities are shown, a user can browse the rich knowledge e.g.
in terms of relations between researchers and departments, other researchers, topics,
publications, etc. This allows a deeper understanding of who is doing what, explaining
how a researcher is involved in the Semantic Web. In addition, it allows us to find
additional associated information. Most likely, this information will be very relevant
to the user. Figure 4 shows an example of the Graph Explorer, with the focused node
describing the researcher Aldo Gangemi connected to other researchers, the projects
he is/was involved in, research topics, and belonging research institute. A panel on the
right gives a description of the focused node.

We stress the idea of exploring, as opposed to searching, since the former leads to
targeted resources along multiple paths, which could be previously unknown to the user;
this is emphasized by the graph based representation.

6.1 Expert Finding

Research on expert finding is typically performed on curated data or massive social web
data. Our lightweight approach is based on the ability to materialize on demand, and
in one place, the relevant information about who in CNR is involved in some academic
or technological context. In [4] we explained how to enrich an initial set of relations
between researchers, publications, workplaces, conferences, etc. to a much denser set
of linking properties. The application of the hybridization processes explained in section
4 is intended to delegate almost most of the complexity of data matching, typical of a
process of expert finding, to a reasoning procedure made at design time over the CNR
datasets.
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Expert finding with the Semantic Scout consists in using a combinations of the pre-
sented components. A sample scenario includes Carmelo Russo, a project manager in
one of the CNR institutes, who is involved in a project on Social Knowledge for e-
Governance. Carmelo has been introduced to the problems affecting the area and that
the project is expected to solve: “Reputation is a social knowledge, on which a number of so-
cial decisions are accomplished. Regulating society from the morning of mankind becomes more
crucial with the pace of development of ICT technologies, dramatically enlarging the range of in-
teraction and generating new types of aggregation. Despite its critical role, reputation generation,
transmission and use are unclear. The project aims to an interdisciplinary theory of reputation
and to modeling the interplay between direct evaluations and meta-evaluations in three types of
decisions, epistemic (whether to form a given evaluation), strategic (whether and how interact
with target), and memetic (whether and which evaluation to transmit).”

Carmelo has been asked to acquire more information about possible researchers,
consultants, showcase technologies, and publications related to the project topics.

Identifying the Main Topics of Research. Carmelo needs to focus his attention on a
few research topics, and to use them as entry points in the network of resources of CNR.
Analyzing the text from the the scenario description, an initial step consists in finding
out what categories, e.g. from DBpedia, the project scenario can be associated with.
Carmelo submits the text from the description to the Text Categorizer, and automati-
cally finds the following main topics: Ethics, Sociology, Collaboration, Social network,
Reputation.

Searching the CNR Network of Resources. The extracted topics are representative
key-terms of the problem description; they can be used to trigger a search in the CNR
datasets by using the Semantic Scout search engine (see sec.6). Carmelo needs to find
people involved in any of the areas named by topics, and preferably people who have ex-
perience of past collaborations directly (e.g. working on the same activity), or indirectly
(e.g. publishing on the same research subject), and might belong to the same group (e.g.
same department, institute). He can then trigger a search with input keys: { Ethics,

Sociology, Collaboration, Social network, Reputation }, which returns
a number of results faceted by Persone5(e.g. researchers, consultants, directors), At-
tività6 (e.g. projects, workpackages, tasks), and Strutture CNR7. The faceting of re-
sults increases Carmelo’s capability to select the scope of the results, and to set the entry
points to browse the CNR network of resources, as explained in the next section.

In order to respond to a request for building a team of experts on the topics identified
in 6.1, Carmelo needs to explore who, among CNR staff members, and how, is net-
worked through them. The Graph Explorer exposes a network not just among people,
but among the whole set of organizational assets. Since Carmelo is not familiar with
any of the names listed in the Persona facet, or in the Strutture CNR one, he decides
to enter the graph of CNR resources from the Attività facet, and chooses the item Il
Circuito dell’Integrazione: Mente, Relazioni e Reti Sociali. Simulazione Sociale e Strumenti di
Governance that looks relevant to his search.

5 People.
6 Activities.
7 CNR administrative units.
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Figure 4 depicts the graph of connections among the activity (central node) selected
by Mario, and other CNR resources. Dr. Rosaria Conte holds a relation with the activity
to be its key person (i.e. responsible). When the node of Dr. Rosaria Conte is selected
to the center, her social network of co-authors is revealed. Starting from the network of
names, Carmelo goes back to the Persona facet, to investigate those who have a higher
score against the search performed in 6.1; the exploration makes it emerge the following
list:

KEY PEOPLE (ranked): Dr. Rosaria Conte, Ing. Jordi Sabater,
Dott. Mario Paolucci, Samuele Marmo, Daniele Denaro,
Gennaro Di Tosto, Walter Quattrociocchi,
Francesca Giardini, Dott. Paolo Landri.

Checking the Quality of Results. The people selected during the previous step have
been found relevant to the keyword based search, and connected to a key person (Dr.
Rosaria Conte), because she’s their co-author in some publication; we expect that all of
them share some research topic, and that they match the keywords used in the search.
When opening the tabular views about each person (see 5), it is possible to read the
subject of research associated with them; in the following we report some:

Ing. Jordi Sabater: Cognitive Science;
Dott. Mario Paolucci: Sociology, Psichology;
Gennaro di Tosto: Artificial Intelligence;
Walter Quattrocchi: Interdisciplinary Fields;

Most of those people cover research areas that are relevant to the search. On the other
hand, some of the topics/keywords from the search remain uncovered. The same process
from searching to quality checking is performed using only those topics/keyword found
uncovered; the results found are:

Giuseppe Castaldi: Ethics;
Aldo Gangemi: Semantic Web, Knowledge representation.

By combining a few tools, Carmelo has been capable to collect information about re-
searches and research leaders. A set of relevant publications is also available through
the results in the Attività facet.

Fig. 5. Tabular view of data about CNR staff member Dr. Mario Paolucci
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7 Functional Evaluation

The scenario exemplified in section 6.1 is in fact an existing project named “eRep”
ended in March 2009, and whose web portal is available on line8. In the eRep project
researchers of CNR have been active. We decided to adopt the description of a real case,
in order to have a golden standard to compare the results when testing the Semantic
Scout. This test was performed without an a-priori knowledge of the team from CNR
involved in the eRep project, in order to avoid any kind of bias.

The CNR staff members involved in eRep are listed online9, and out of 10 CNR re-
searchers, we could match 6 people, among which the project coordinator (Dott. Mario
Paolucci), plus a project member affiliated with another institution (Jordi Sabater Mir).

In the following, we analyze the aspects that we consider positively qualifying the
Semantic Scout, and the reasons for missed matching of the remaining people in the list.

Accuracy: All the retrieved people scored among the first 10 in the result from the
search engine; we remind that the search was performed with keywords considered
topics relevant to the scenario/project description. Their relevance was proved when
the same names where found to be part of the social network of Dr. Rosaria Conte,
the leader of an activity considered of interest for Carmelo Russo, and returned
among the results of the search.

Benefit of integrated data cloud: The entry point to the network of CNR resources
has been an activity considered of interest for Carmelo Russo, and returned among
the results of the search. In fact, reading the title of the activity triggered a cognitive
process of spotting out similarity with the scope and aims of eRep project. This
kind of workflow is made available thanks to the information hybridized in the
CNR network of resources, as explained in section 4.

Accessibility and Interaction: Carmelo Russo was able to quickly identifying all the
key people, by investigating the social network of Dr. Rosaria Conte through the
Graph Explorer. The expert finding with the Semantic Scout starts with a keyword
based search 6.1, and continues by navigating the faceted results, and the data cloud
of CNR generated by integrating the distributed data sources 3. The access to this
network of resources is critical to the success of our approach in making sense
of organizational knowledge. The Graph Explorer provides here the support for a
good level of accessibility and interaction with the data network.

Completeness: The first search retrieved CNR member staff whose field of application
was only partially covering the topics/keywords used as input. Carmelo Russo task
was to build a team of experts in all of the identified disciplines, without knowing
he already acquired the names of mostly all the people involved in eRep project.
Since CNR staff members are explicitly related to their subject topics, it has been
easy to determine the complementary fields to be searched in order to complete the
expertise set needed to cover the project scope.

Reasons for Unmatched Researchers. When comparing the result of the expert find-
ing with the list of CNR members who participated in eRep, we have discovered that

8 http://bit.ly/8mOr7Z
9 http://megatron.iiia.csic.es/eRep/?q=node/36
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four people have not been included in our result set. One of them (Antonietta Di Salva-
tore) scored below the first 10 people in the list; the other three are Giulia Andrighetto,
Marco Capenni, and Stefano Picascia. Giulia Andrighetto is not listed among the peo-
ple relevant to the query, but belongs to the social network of Dr. Rosaria Conte. Both
Marco Capenni and Stefano Picascia are known to our system, but they are neither re-
ported among the people relevant to the search query, nor belong to the network of any
of the other researchers. The reason is that they do not share any publications with them,
most probably because they have a technician profile. We can safely conclude that the
key players in a “dream team” for Carmelo Russo have been found by the Semantic
Scout.

8 Related Work

Although this work is not meant to compete with existing corporate knowledge man-
agement systems, either distributed or integrated, we notice that all of the technologies
we mentioned exist as isolated technological examples, and none of them is intended to
cover the same class of problems we are interested in; similarly, the motivations and the
objectives underlying those works are different from ours. We intended to prove that it
is possible to employ off-the-shelf semantic components, and with a little integration
effort, to obtain a nice prototypical toolkit for exploring the information assets of a big
organization. It is anyhow worth mentioning that if possible competitors are not present
in the open software world, there is a commercial framework called Vivisimo10 that
features a job assistant called Mr. Stan. Mr. Stan has functionalities similar to what we
propose here. We have discovered this only recently. A closer look to Mr. Stan assis-
tant shows that in fact it is not empowered with any semantic technologies, which does
not make it a direct competitor to our approach. Moreover it has no sign of being a
distributed system accessible via services and different kinds of clients.

9 Conclusions and Future Work

We have presented the practices, methods, and implemented components of a frame-
work for integrating existing data and user requirements with semantic technologies in
a large organization. The use case is provided by the largest Italian research organiza-
tion, CNR. Pattern-based ontology engineering and linked open data methods seem to
be adequate to generate added value knowledge, simple decoupling of data gathering
and consumption layers, and openness to data external to an organization. Among the
critical issues, we mention privacy and provenance aspects, which are typically inter-
laced with internal practices and hierarchical responsibilities in an organization. Those
complex interrelations are being studied for the linked open data initiative, where they
prove to be non-trivial. On the other hand, within the intraweb of an organization, the
same policies that apply to legacy data can be taken as received practices. Nonetheless,
the increased dynamics and openness of organizational data pose specific problems,
which will be extremely interesting to monitor in the next future, in the context of the

10 http://vivisimo.com/
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NetwOrK project, sponsored by the CNR technology transfer office in order to increase
the links between the CNR scientific network, and the industrial or business networks
outside of it. Future work has two main objectives; evaluating in detail the user and
functional tests, and enriching the number of components that can satisfy requirements
such as: (i) social refinement of the CNR datasets through semantic wikis or content
management systems, and social bookmarking, (ii) enriching the CNR datasets with
new relations inferred from linking to other external data, and finally (ii) extending the
capability of matching offer and public request for CNR competences.
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Abstract. In this paper we outline the design considerations and application of 
a methodology to author technical documents in order to improve retrieval. Our 
approach is firmly aimed at large organizations where variations in terminology 
at personal, national and international scales often impede retrieval of relevant 
knowledge. We first present the difficulties in performing entity extraction in 
technical domains and the role variation in terminology has in the information 
extraction task before outlining and evaluating a methodology that allows for 
effective retrieval. 

1   Introduction 

Effective Knowledge Management (KM) within large organizations relies on the 
capability to capture, locate and exchange relevant knowledge in a timely manner, 
howeverknowledge work is often a time consuming and expensive process [1], to 
draw conclusions from corpora requires the ability to accurately identifyrelevant 
knowledge within documents. To facilitate this, knowledge workers 1) formulate a 
search query– not necessarily using their own terms 2) retrieve relevant documents – 
in accordance with some metric, 3) assimilateinformation– assuming that their com-
prehension matches the document author’s intentions, and 4)assess whether the 
knowledge is relevant to their situation – classify the document. 

At each of these stages errors are introduced;systemsonly retrieve documents that 
contain the query string, real-world document recall is never 100%, comprehension of 
the document requires recognition of the concepts referred to by heterogeneous terms, 
and the degree of relevancy requires the identification of complex relations between 
entities. Large organizations are prone to the effects of sublanguage [2], where differ-
ent groups of people use different subsets of language. In addition to this as people in 
technical domains are confronted with a large number of specifications (such as con-
vergence towards a terminological standard based on geographical locatione.g. 
‘hpcstage 5 shaft’Vs.‘l5drum, mod 31’) and standards (including S1000D/ATA Spec 
100/internal naming conventions e.g. ‘72-31-53’ Vs. ‘FK12345’ Vs ‘HP Compressor 
stage 5 disc’). The large number of valid terms, along with the inevitable list of dis-
tortions and variations (word order, misspellings, morphological variations, e.t.c.) that 
ariseduringtheir use (Table 1) mean thatterms vary both within and across documents 
and corpora.This further compounds the information retrieval task, as in order to 
increase recall, queries must be expanded to include a multitude of synonyms that 
may or may not exist within documents. 
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Table 1. Examples of typical term variation for an ‘LP2Turbine Blade’ concept 

 
 
By accurately capturing information and relations at the point of data creation, 

knowledge can be accessed more precisely and be comprehended in the manner the 
author intended. 

The most precise method of capturing data at the point of creation involves the  
annotation of entities and their relations by domain experts, this is a complex and 
expensive [3], low recall operation [4] and when performed manually proves to be a 
bottleneck [5]. Methods that support the user through the annotation processreduce 
the time taken to annotate documents [6] and can be adapted to new domains  (adap-
tive IE systems [7]) but are limited by their capability to extract named entities  
(perform NER). Extraction based on shallow NLP methods [8] may not be directly 
applicable due to the deviant grammarssublanguagesfrequently used[2], and also as 
many entities can appear with little context or no context at all (as a search keyword 
or within a sparse table for example). The current trend for automatic Named Entity 
and Relation Extraction in open world domains make use of lexical resources such as 
WordNet [9], Wikipedia [10, 11, 12, 13] and Google [14]. These resources are less 
practical in more technical and restricted domains such as Aerospace, Biomedical and 
Automotivewhere coverage is sparse. It is for these reasons that, Named Entity and 
Relation Extraction efforts in restricted technical domains tend to involve supervised 
[15,16] or semi-supervised [17] machine learning techniques coupled with bootstrap-
ping algorithms [18] where manually extracted entities are used as seeds in order to 
learn generalized extraction rules which in turn identify further seeds. These ap-
proaches are significantly affected by the annotation bottleneck and variationsin ter-
minology; the annotation bottleneck governs the number (and quality) of annotated 
documents where-asvariations in terminology reduce the number of examples per 
class and negatively affects the benefits of bootstrapping. 

Other methods to capture data at the point of creation involve authoring documents 
as a form where each field is linked to an ontological concept [19]. Although this 
method mitigates the need for information extraction on a document level,instances of 
concepts still need to be recognized – for example, the terms ‘comp drum’ and ‘hp 
shaft’may be applied as the concept ‘part_removed’within two different documents, 
however these terms are synonymous and should be recognized as such. The inclusion 
of free-text boxes where authors are able toinsert paragraphs of text means informa-
tion extraction is sometimes still necessary.  

“Low Pressure Turbine Stage 2 Rotor Blade”
“LP2 Blade” 
“FK42164” 

“LPT 2 Blade” 
“72-41-12” 

“T800 LP Turbine Blade Stage 2” 
“Turbine Blade” 
 “72-41-12-400” 
“Blade, Turb l2” 

“Blade, LPT” 
“TurbinneBladee” 

“FK12548” 
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Terminology Recognition is the ability to recognize the semantic class
1
and con-

cept
2
referred to given a term, allowing a dereferencable URI

3
to be assigned. Terms 

vary for many reasons: use of sublanguage, morphology, acronyms, abbreviations, 
lexical differences, word order and misspellings [2]. We performed experiments on 
approximately 40000 Aerospace jet engine component terms linked to Part numbers. 
The resultsshow that the number of synonymous terms used to refer to a particular 
part number increases in accordance with a power law with the popularity of that part 
number (Figure 1), this means that for any given conceptit is unlikely that a gazetteer 
list of all valid termscould be compiled a priori. Terminology recognition systems 
therefore need the capability to identify term forms that have never been encountered 
before. This allows authors own terms to be usedat a document level and conceptURI-
sat a metadata level. 

Due to term variation, Information Retrieval (IR) is a more involved task. Basic 
keyword search usually only returns documents that contain the query term, shrewd 
users often reformulate [20] their query (sublanguage) to use more popular terms or 
term variations indicative of a corpora they wish to target. More sophisticated search 
systems can account for linguistic features such as affixes,morphology and simple 
synonyms. A more effective search solution isbeable to retrieve documents based on 
conceptual similarity [21], in this regime a URIis generated from the query term (the 
query URI uniquely identifies the concept referenced to by the query term). The query 
URI is then compared against URIs generated for indexed entities. A match indicates 
conceptual similarity even though terms used may have a high string distance

4
. 

In this paper we present a terminology aware, ontology-driven methodology for ex-
tracting knowledge from free-text at the point of creation. We utilize Terminology 
Recognition in order to recognize ontological concepts within thedocument in real 
time as it is authored. Ontological relationships are suggested and displayed between 
relevant collocated concepts. Cross media resources and external information is 
drawn together and presented to the user in order to make the identification of correct 
URIs and relations as non-intrusive as possible. Positive and negative examples of 
concepts and relations are fed back in order to improve the entity and relation extrac-
tion task. Entities and relations are then recorded in an unambiguous and machine-
readable format and are directly useable by downstream processes such as search 
engine indexer. 

2   Requirements 

The primary objective of our methodology is to provide a support capabilityfor tech-
nical domain document authors in order to facilitate more effective document re-
trieval. We do this by applying Terminology Recognition as the document is authored 
                                                           
1 Semantic Class – The type of entity, for example; ‘part’, ‘feature’ or ‘mechanism’. 
2 Concept – A particular instance of a semantic class. Concepts may be referenced to by many 

synonymous terms for example ‘FK12345’, ‘HPC5 blade’, ‘HP Comp stg.5 blade’. 
3 URI – Uniform Resource Identifier; a unique string of characters used to identify a resource. 

Allows knowledge workers access to concept across corpora no matter how the concept is 
represented in text. 

4 String Distance – String distance metrics cost the number of character edits required to trans-
form one string into another. A high string distance indicates a pair of dissimilar strings. 
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in order to identifyentities, concepts andrelationswithin free-text. If Terminology 
Recognition is able to identify both the entity

5
 and concept

6
 from a term, no further 

action is required from the authoras the term can be uniquely represented with the 
concept’s URI. If on the other hand Terminology Recognition identifies an entity but 
not the concept, the author is required to specify the concept in order for the term to 
be uniquely identified. Concepts may not be identified for two reasons: 

1. The author underspecified the term – for example ‘bolt’ as opposed to ‘combus-
tor case lower bolt’ –in which case the author should use a more descriptive term 
or manually apply the URI of the concept they are referring to. 

2. Terminology Recognition fails to classify the concept’s URI, in which case Ter-
minology Recognition requires further training. 

The complexity in the entity, concept and relation identification taskstems from the 
largenumber of ways in which entities, concepts and relations can be expressed. 
However, by recognizing variations in terminology, sublanguage may be used freely 
within the documents without compromising the ability to retrieve the document. 

We will now present some design considerations and requirements for a system 
that is able to identify entities and relations by recognizing the terminology used. 

Entity Extraction: The primary requirement is the ability to identify entities and 
recognize term variation. This differs from a typical Named Entity Recognition 
(NER) task as it not only entails the identification of semantic type (i.e. Date/Per-
son/Organization/etc) but also requires the identification of the concept (i.e. 
“McDonalds” = “MCD” = “Mac-Donnallds”[sic] = “Golden Arches”). This allows 
the assignation ofa URI that facilitates the identification of the concept across corpora 
and databases. 

Resources: The poor coverage of technical domains within lexical resources such as 
WordNet, Wikipedia and Google means that these resources cannot be used for entity, 
concept or relation extraction. Pre-existing resources such as gazetteer lists, parts 
catalogues and taxonomic breakdownsshould be leveraged in order to construct do-
main ontologies that provide basic relations such as holonym, meronym and hy-
pernyms as well as domain specific concepts and relations. 

Provide Feedback: If a concept can be uniquely identified (i.e. a URI can be as-
signed), no further user interaction is required. On the other hand, if no unique con-
cept can be identified, the entity’s term iseither ambiguous (applicable to multiple 
concepts), may not reference a concept in the ontology, or Terminology Recognition 
may have failed to apply a URI. In other words, further action is required to identify 
the concept. The user should be alerted that the concept cannot be uniquely identified 
and that further action is required. 

Information regarding relations should also be fed back to the user, when an entity is 
extracted, Terminology Recognition identifies collocatedentities with which a relation 
may exist (in accordance with the domain ontology) and classifies the relation as 
appropriate. This must be displayed to the user. 

Real Time: The approach must process documents in real time; entities and their 
relations should be extracted as the author types. 

                                                           
5 e.g. ‘Part’ | ‘Feature’ | ‘Date’. 
6 e.g. ‘Part Number 123’ | ‘Standard Feature # 12’ | ‘1997-07-16T19:20:30+01:00’. 
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Large Scale and Maintainable: The approach must be maintainable, cost effec-
tiveand scalable across large organisations. As the number of term variations increases 
with the number of authorsin accordance to a power law (Figure 1) the need to decen-
tralize the term management task becomes apparent. Devolvingthe term management 
task to document authors themselves allows a greater number ofmorphological differ-
ences, acronyms, abbreviations, lexical diversity, misspellings and differences in word 
orderto be identified, this information can in turn be analyzed and used to better iden-
tify further term variations. By using the approach across a large organization it would 
be possible to conflate different sublanguages, this can be used to improve information 
extraction from legacy documents where terminology variation is a major difficulty 
when performing entity recognition. 

Non-intrusive: The approach must be fast and non-intrusive, and operate in a similar 
manner to a spell-checker.In order to reduce the ‘annotation bottleneck’ the time 
taken to assign URIs to concepts must be kept to a minimum, this should be achieved 
by reducing the annotation task to a correction task wherever possible. 

 

Fig. 1. Number of synonyms increase with the frequency of concept occurrence in accordance 
with a power law 

3   Resources 

3.1   Ontology 

We developed an aerospace jet enginedomain ontologysourcing a large amount of 
information from the Rolls-Royce official engine parts catalogue. The ontology de-
scribes the relations between components (such as meronyms and holonyms) as well 
as providing hypernyms. We manually added concepts and relations for: 
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• Features – Afeature is a location on a component. Components may have 
multiple features e.g. a blade has a‘leading edge’, a ‘face’ and a 
‘root’.Although the number of aerospace jet engine features is finite, com-
prehensive component-feature lists do not currently exist. 

• Deterioration Mechanisms – Adeterioration mechanism is a process that 
causes a component or feature’s condition to deteriorate. Examples arecrack, 
rub anddent. 

• Service Bulletins – A Service Bulletin is a type of report that discusses the 
condition of one or more components. Given any particular component it is 
useful for engineers to be able to retrieve relevant service bulletins in order 
to identify common faults.Service Bulletins are identified by their report 
number. 

• Technical Variances – A Technical Variance is a type of report issued when 
an in-use component is found to be outside of design tolerances. Rolls-
Royceproduce the report which advises whether the component is safe to fly 
or not.Technical Variances are identified by their report number. 

 
The ATA100 Spec

7
 is an aerospace industry standard numbering specification used 

by aviation manufacturers, suppliers and airlines to identify aircraft systems. Rolls-
Royce has extended this numbering specification to identify individual components 
within jet engines. The virtue of using the extended ATA100 Spec to refer to compo-
nents rather than part numbers is that as components are improved/redesigned they 
are given a new part number (even though the component fulfills the same task), 
whereas the ATA number will remain the same, for this reason we use the R-R  
extended ATA100 Spec to form component URIs. 

3.2   Terminology Recognition 

We have developed a Terminology Recognition (TR)system thatis in the process of 
being patented by Rolls-Royce(unfortunately therefore we cannot disseminate techni-
cal details yet). Terminology Recognition builds on the functionality of typical 
Named Entity Recognition (NER) system by identifying term variations such as acro-
nyms, abbreviations, lexical, morphological, and syntactic differences. 

Terminology Recognition does not require context in order to extract entities from 
text. This is because TR was designed to extract entities in different situations, in 
some cases there will be very little surrounding text (in a search query scenario for 
example, where there may only be one entity), in other cases there may bemany col-
located entities (a paragraph of text or an entire document). When context is present, 
TR makes use of surrounding terms in order to disambiguate underspecified and am-
biguous concepts in order to apply a URI. When applied to text, TR outputsa list of 
entities associated with URIsalong with entity offset information. If no single URI can 
be assigned to a given entity, a list of URIs is provided along with a probability for 
each. Each semantic class of entity TR extracts is linked to a concept within the do-
main ontology. 

To be unambiguous, an aircraft engine component term needs to include: 1) an ob-
ject(i.e. hypernym), 2) the type of object, and 3) the system the objectis attached to. 

                                                           
7 http://en.wikipedia.org/wiki/Air_Transport_Association 
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Several terms require positional modifiers on systems and objects (such as ‘Stage 4 
Compressor’ or ‘rear case’). To illustrate this, the term “High Pressure Compressor 
speed sensor”, refers to a ‘sensor’ object with type ‘speed’ (i.e. the sensor senses 
speed), and the ‘speed sensor’ is attached to the ‘HPC’ system. Terminology Recogni-
tion models terms using its own ontological representation (term ontology), the  
relationships between the systems, types and positions are identified such that if  
one is missing, Terminology Recognition is capable of identifying why a term is  
underspecified. 

4   User Interaction 

As a document is authored, entities and relations are extracted and presented to the 
user,mal-extracted entities, concepts and relations are corrected by the author who 
ensures they match their intention. Through this interaction:1) documents are writte-
nusing the author’s sublanguage (i.e. without forcing the author to use alternate terms) 
while allowing the retrieval of the document based on concepts rather than terms, and 
2) provides training data in order to better classify mal-extracted entities, conceptsand 
relations. 

The interaction scheme is depicted in Figure 2and is described in detail in the  
following sections. 

 

Fig. 2. Interaction scheme 

4.1   Knowledge Capture 

We developed a prototype interface utilizing Terminology Recognition in the process 
depicted in Figure 2. 

A. Entities 

As a document is authored,Terminology Recognition (TR) extracts candidate entities, 
as further context is added TR is able to better identify whether a candidate entity is 
an instance of an ontological concept or not. For example, the term ‘man’ is used in 



294 J. Butters and F. Ciravegna 

 

some contexts as a reference to ‘EGCC8’ the term may also occur freely in text with 
other senses. In order to classify entities based on context TR uses an SVM classifi-
erwith features including words immediately surrounding the entity along with infor-
mation about the candidate entity itself such as canonical form and semantic type. 

If the entity persists once context is taken into consideration a second classifier at-
tempts to assign a URI. This classifier returns a list of possible URIs along with a 
confidence value for each. The confidence values are used to determine whether a 
URI should be automatically assigned or if the author should be notified that further 
action is required to disambiguate the entity. When a URI is assigned, the entity is 
uniquely identified, allowing the system to establish a link to references of the con-
cept within other databases. In order to assist the author in choosing the correct URI 
(ATA100 code) the system queries the Rolls-Royce illustrated parts catalogue to 
display an image of the component referenced by the URI. Other databases that can 
be drawn together by the ATA100 code include list of materials and list of common 
faults, this information is displayed within a tool-tip when the author hovers over an 
entity. The system notifies the user that an entity has been uniquely identified by 
using a distinct text color based on the entity type. 

If TR identifies an entity but does notassign a URI (as confidence values are too 
low), the entity text is highlighted with the entity type color, this indicates to the user 
that further interaction is required in order to uniquely identify the concept. This may 
be remedied by either modifying the entity text to include a more detailed description, 
or manually selecting one of the lowerconfidenceURIs. Underspecified entities are a 
common issue within aerospace domain technical documents. For example, there are 
many blades within an aerospace gas turbine, blades are situated within six different 
systems, three of these systems have multiple stages (up to a total of eight). The term 
‘IPC Stage 3 blade’ is fairly descriptive as it indicates the system, and position (stage) 
of the blade, the highest probability URI classified by Terminology Recognition 
(http://www.k-now.co.uk/r-r.owl#72-32-32-170) scores a probability of 86.53% (in 
this case this URI is correct as it references the 3rd stage intermediate pressure com-
pressor blade concept). The second most probable URI scores a probability of 12.36% 
and references a component physically connected to the IPC stage 3 blade, the 3rd, 4th 
and 5th suggestion each score a probability <0.05%. The term ‘Blade’ is clearly less 
descriptive,it does not indicate which blade is being referred to. The highest ranking 
classification suggests the Engine Fan Blades(http://www.k-now.co.uk/r-r.owl#72-32-
32-170) - the largest and most prominent blades on the engine - with a confidence of 
40.16%, the 2nd, 3rd 4th and 5th suggestions are various other blades in different posi-
tions across different systems each with a confidence value of approximately 10%. As 
extra characters are added to the termTerminology Recognition reclassifies the termin 
real time allowing the user to see whether enough information has been added to 
uniquely identify the concept. 

In technical domain documentsendophoric references (typically anaphoric) are 
commonly made.For example, when a component is described in one paragraph and 
then discussed in more detail in the following. “The outlet guide vane case appeared 
to be in a serviceable condition. </P>The case was then removed for an intrascope 
inspection procedure”. It is from situations like these that mostunder specified terms 
(and therefore low confidence URIs) are generated – This situation can be mitigated 
                                                           
8 EGCC – The International Civil Aviation Organization (ICAO) airport code for Manchester 

Airport, UK. 
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by resolving co-references. It is also important to recognize that the two entities ‘out-
let guide vane’ and ‘case’ are co-referential as two sets of relations could be assigned 
to the entities, when it is more accurate to realize all relations occuron the same entity. 
Terminology Recognition attempts to establish ontological ‘same_as’ relations be-
tween co-referential concepts. Authors can manually establish and break same_as 
relations by right clicking an entity and selecting the ‘Resolve Coreference’ submenu, 
other entities with a same semantic type are suggested as possible co-references (both 
anaphoric and cataphoric within a window of 300 characters). 

B. Relations 

As the author continues to create the document,Terminology Recognitionidentifies 
pairs of entities between which the domain ontology specifies a relation may exist. 
These relations indicated to the user asarcsdawn within the interface connecting the 
subject and object entities. The arcs appear when the user hovers over either subject 
or object entity. As each relation is represented with a <subject><predicate><object> 
triple, it is therefore possible to construct a sentence fragment (e.g. “combustor case-
has_damagecrack”) for each relation. These fragments are displayed within the tooltip 
as the user hovers over an entity, and provide an easy to digest test. 

Terminology Recognition classifies all possible relations as either positive or nega-
tive using an SVM based classifier. The classifier uses features including the distance 
and words (tokenized on white space) between the subject and object entity, the relation 
predicate, context words surrounding the subject and object entity, as well details about 
the two entities themselves, such as any classified URIs. Positively classified relation is 
indicated with a more pronounced arc where as negative relations become faded. 

Relations between entities may also be specified by the user, when an entity is  
selected, relations are read from the ontology. Appropriate entities from within a 
window of text (collocated within 300 characters of the entity) are suggested, the 
cardinality of the predicate within the ontology determines whether the relation may 
be established between multiple entities. 

Within technical documents, the leastambiguous entities include part numbers, se-
rial numbers, ATA 100 codes, Technical Variance numbers and Service Bulletin 
numbers.As these entities usually follow a strict syntax they can be identified with 
very high precision and recall. Part numbers can be used to identify components  
 

 

Fig. 3. The interface. Author is establishing relations for the concept ‘rear birdmouth’ (Text has 
been blurred due to data confidentiality). 
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within otherdata sources (such as a parts catalogue or bill of materials),this informa-
tion can then be used to accurately identify hypernyms, holonyms and meronyms.It is 
likely that an entity collocated with a reference number will share the same concept 
and Terminology Recognition uses this information as features in order to better clas-
sify entity URIs. 

4.2   Learning 

Normal author interaction is leveraged at every stage in order to provide training 
examples to improve entity extraction, coreference resolution and relation extraction. 
As the author corrects automatically classified entities and relations the features re-
quired for each task are recorded.  The classifiers can them be retrained offline using 
both the existing and new training data. 

5   Evaluation 

We ran a series of experiments in order to assess how our methodology assisted  
authors at the document generation stage –in particular, we focused on evaluating  
the methodology’s performance in supporting authors generate semantically rich 
documents. 

The experiments are set in the Aerospace jet engine domain. As no gold standard 
annotated corpora for this domain exists, we divided our evaluation into a number of 
separate tasks each to evaluate separate processes of our methodology individually. 
 

Table 2. Precision and Recall across different corpora 

Corpus A Corpus B  
Pre Rec F1 Pre Rec F1 

TF-IDF 12.00% 8.54% 9.98% 14.62% 7.32% 9.76% 
Termex 41.69% 18.02% 25.16% 49.82% 21.30% 29.84% 
C-Value 52.87% 34.86% 42.02% 62.40% 41.85% 50.10% 

TR 69.03% 97.12% 80.70% 92.77% 98.30% 95.45% 
 

Corpus C Corpus D  
Pre Rec F1 Pre Rec F1 

TF-IDF 16.33% 5.83% 8.59% 13.59% 6.21% 8.52% 
Termex 41.34% 25.34 81.35% 51.43% 22.73% 31.53% 
C-Value 60.29% 39.93% 48.04% 64.76% 43.86% 52.30% 

TR 94.49% 98.10% 96.26% 85.14% 94.03% 89.36% 
 

Corpus E Corp F  
Pre Rec F1 Pre Rec F1 

TF-IDF 12.99% 7.24% 9.30% 16.65% 11.02% 13.26% 
Termex 43.56% 22.10% 29.32% 35.23% 31.54% 33.28% 
C-Value 59.43% 41.11% 48.60% 53.36% 42.40% 47.25% 

TR 94.32% 95.40% 94.86% 97.35% 98.21% 97.78% 
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Rolls-Roycesupplied two datasets; data set 1 comprised a collection of 88213 re-
port summaries spanning three corpora. The summaries originated from the structured 
tables included within the header of each report, and so for each report summary we 
were able to accurately extract fields such as date, part number, ATA100 number, 
component term. Data set 2 comprised 4394 complete documents randomly selected 
from across 6 corpora. 

We first assessed our methodology’s ability to identify entities within free-text.  
As a document is authoredentities must be identified, we evaluated Terminology 
Recognition (without the contextual classifier), ‘Termex’ [22] and ‘C-Value’[23]ATR 
algorithms against TF-IDF as a baseline. In order to generate the statistical measures 
for the ATR algorithms we first considered each corpus individually, then split the 
documents 40% training, 60% testing, we used the training split to generate statistics 
for domain pertinence, domain consensus and lexical cohesion (Termex), document 
frequency (C-Value), and inverse document frequency (TF-IDF), before extracting  
entities from the test set. The ability to identify entities within the test corpus was 
measured in terms of precision and recall. In this experiment, precision represents the 
fraction of identified entities that were correct, if an entity was partially identified we 
counted this as a half correct extraction. Recall represents the fraction of entities that 
were identified by the algorithm. 

Our second experiment evaluated Terminology Recognition’s ability to assign a 
correct ATA100 code (and therefore URI) given an entity term. Using data set 1 we 
first filtered out blank, malformed and invalid ATA100 codes using the official en-
gine parts catalogue this resulted in 39034 high quality term-ATA pairs. TR’s URI 
classifier was trained using a 40% training split and evaluated on the remaining terms. 
Terminology Recognition assigned the correct ATAwith a precision of 87.64%. 

Our third experiment evaluated the capability to learn and extract relations by 
measuring the precision and recall of automatically predicted relationsat regular inter-
vals (after 5, 10, 20, 40 and 80 documents).We manually asserted relations for the 
first five documents, then used the positive and negative training examples to train the 
classifier, we then evaluated the classifier while confirming correctly classified rela-
tions, asserting missed relations and removing incorrect relations in the following five 
documents, after which we retrained the relation classifier on the ten marked up 
documents. We continued until the classifier achieved a recall greater than 75%. 

Our final experiment simulated the task of producing semantically rich technical 
documents.We evaluated the time taken to identify entities and relations within a 
sample of 20 documentsfrom data set 2 using TR to identify entities and relations in 
contrast to manually identifying and asserting entities and relations. 

Table 3. Number of documents required to achieve a recall > 75% 

Relation Type 
Number of 
Training 

Documents 
Precision Recall F-Measure 

Part_has_mechanism/ 
Mechanism_has_part 

20 83.43% 78.35% 80.81% 

Part_has_feature/ 
Feature_on_part 

40 88.41% 75.20% 81.27% 

SB_has_part 5 100% 94.21% 97.02% 
TV_has_part 5 100% 98.40% 99.19% 
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Table 4. Manual extraction Vs TR Assisted extraction 

  Precision Recall F-measure Annotator Agreement 
TR 98.74% 99.43% 99.08% 99.49% 

Entities 
Manually 98.62% 99.01% 98.81% 84.37% 

TR 96.21% 92.81% 94.48% 99.21% 
Relations 

Manually 94.38% 91.34% 92.84% 92.37% 

Table 5. Time taken to annotated documents manually and with TR assistance 

 Time taken per document (seconds) 
TR assisted 494 
Manually 1239 

Average length of document = 1552 words. 
 
 
Our experiments show that time taken to semantically mark up documents is sig-

nificantly reduced when variations in terminology are identified, and that entity and 
relation extraction across corpora within a large organization can be improved 
through non-intrusive identification of entities. In our first experiment we showed that 
Terminology Recognition outperforms both the C-Value and Termex ATR algorithms 
in identifying entities across different corpora within the Aerospace domain. C-Value 
outperformed Termex across all corpora as it is more capable at extracting multi-
wordterms (typically component terms which occured frequently).The terms Termex 
identified tended to be single word feature, and mechanism entities. Once an entity 
text has been identified, Terminology Recognition can identify the concept and assign 
the correct URI 87.64% of the time. 

Our third experiment demonstrated that for most relation types, very few training 
documents were required to achieve a reasonable precision and recall. The relation 
needing most documents to train are the symmetric relations part_has_feature and 
feature_has_part, this is mostly due to the amount of variation in how these relations 
are expressed within the documents, the relationships SB_has_part& TV_has_partre-
quired very few training examples due to the very regular way they are expressed.Our 
final experiment showed recognizing variation in terminology can dramatically re-
duce the amount of time taken to semantically enrich documents, we achieved a 
60.13% reduction in the time taken to assign URIs and establish relations. 

6   Discussion and Conclusions 

Applying rich semantic information to documents allows documents to be retrieved 
and consumed in the manner the author intended. Unfortunately, the task of annotat-
ing technical documents is extremely complex and expensive and open domain solu-
tions based on WordNet, Wikipedia and Google are not directly applicable due to 
poor coverage. Our experiments show that by recognizing variations in terminol-
ogy,we can achieve a 60% decrease in the time taken to identify entities and relations 
in aerospace domain documents. In this paper we outlined requirements in order to 
author technical domain documents for effective retrieval, our methodology: 
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1. Identifies entities and relations within free text affording a semantically 
searchable ontological representation of the knowledge within the document. 
Identified entities and relations are indicated to the author allowing them to 
ensure the classification matches their intention. 

2. Operates in real time, allowing authors to mark up their document as it is 
written. 

3. Is applicable across different corpora within large organizations, and  
improves in performance as the system is used. 

4. Operates in a similar manner to a spellchecker without disrupting the  
authoring process. 
 

One concern that arises from our experiments is that as authors become more and 
more familiar with the automatically extracted entities and relations authors may 
begin to trust and accept Terminology Recognition’s suggestions without examining 
whether they are correct or not and as these entities and relations are used as training 
examples the feedback provides further strength to the misclassification. 
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Abstract. Manual document annotation is an essential technique for knowledge 
acquisition and capture. Creating high-quality annotations is a difficult task due to 
inter-annotator discrepancy, the problem that annotators can never agree 
completely on what and exactly how to annotate. To address this, traditional 
document annotation involves multiple domain experts working on the same 
annotation task in an iterative and collaborative manner to identify and resolve 
discrepancies progressively. However, such a detailed process is often ineffective 
despite taking significant time and effort; unfortunately, discrepancies remain 
high in many cases. This paper proposes an alternative approach to document 
annotation. The approach tackles the problem by firstly studying annotators’ 
suitability based on the types of information to be annotated; then identifying and 
isolating the most inconsistent annotators who tend to cause the majority of 
discrepancies in a task; finally distributing annotation workload among the most 
suitable annotators. Tested in a named entity annotation task in the domain of 
archaeology, we show that compared to the traditional approach to document 
annotation, it produces larger amounts of better quality annotations that result in 
higher machine learning accuracy while requires significantly less time and effort.  

Keywords: inter annotator disagreement, annotator discrepancy, document 
annotation, knowledge acquisition, machine learning, named entity recognition. 

1   Introduction 

Manual document annotation is the basis to provide data for training and evaluating a 
supervised machine learning system. It has been recognised that the annotation 
process is often laborious and costly, and has been the major bottleneck to the 
development and adaptation of knowledge acquisition systems [6][22]. Crucial to the 
annotation process is resolving annotator discrepancies and achieving reasonable 
inter-annotator agreement, the problem stems from annotators behaving differently 
and inconsistently for the same annotation task. This is due to the differences in their 
skills, knowledge and experiences, and issues such as workload and tiredness. The 
problem affects the quality of annotation and therefore, the learning accuracy of a 
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system [2][29]. For this reason, the typical annotation process requires a number of 
domain experts to work in an iterative and collaborative manner in order to discover 
and resolve discrepancies progressively. Usually in each iteration, a set of documents 
are duplicated across all annotators, who are required to annotate the same documents 
for the same types of information (e.g., person and place names) independently. 
Outputs from different experts are then cross-checked, discussed, validated, 
consolidated and a sophisticated annotation guideline is documented, followed, and 
refined [10][17][24] in following iterations. The process is repeated as much as 
possible until the level of discrepancies is reduced to a satisfactory level. Such a 
repetitive process often requires months and even up to years of work from 
experienced researchers [2][29], yet discrepancies can never be eliminated [14] and 
the resulting annotations and guidelines are often application-specific and non-
generalisable. Given such an ineffective and inefficient process, the tremendous cost 
from key experts means that it is inapplicable in many practical situations such as 
industries, due to resource limitations (e.g., finance, time and personnel) [15]. A more 
effective and efficient approach is required. 

Essentially, the majority of discrepancies among annotators are caused by the 
differences in their knowledge and experiences [14]. The traditional annotation 
process identifies these differences and aims to minimise them iteratively, eventually 
producing an output that best matches the subtly varying viewpoints across a 
community. We argue that, these differences result in different levels of annotators’ 
suitability for an annotation task or sub-tasks. In most cases, no candidates are 
perfectly suitable for all tasks; however, one can be more suitable for particular tasks 
than others (e.g., based on the classification scheme in an entity classification task). 
Therefore, the key to improving annotation quality is not correcting the differences 
revealed by the repetitive checking process at the maximum effort, but rather 
identifying annotators’ suitability and suitability-based task assignment. Inconsistent 
annotators unsuitable for a task should be identified and isolated such that the 
annotation quality is not compromised.  

This paper details an alternative approach to document annotation based on the 
analysis of annotators’ suitability for annotation tasks and annotator selection based 
on their suitability. We illustrate the approach using a typical annotation task; named 
entity annotation and classification, in which annotators’ suitability analysis and 
annotator selection are carried out on the per-entity-class basis, namely, the type of 
information to be annotated. The studies reveal different levels of discrepancy and 
individual inconsistency for different classes of entities, suggesting the task be split 
and treated differently in the annotation process. The nature of task specialisation 
allows one to assign specific sub-tasks to the most suitable, mutually consistent 
annotators, among whom workload may be distributed. A set of experiments are 
designed and performed to show improved quality of annotations compared to those 
obtained by the traditional approach; whilst the time required for annotation is 
significantly reduced, but the total amount of annotations produced is largely 
increased.  

The rest of this paper is organised as the follows: Section 2 gives an insight to the 
difficulties of document annotation and the prevailing problems of annotator 
discrepancy. It then reviews the typical document annotation process adopted in most 
scientific research and summarises important lessons learnt from these work. Section 3 
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proposes our alternative method to manual document annotation, and describes the 
study carried out in a large archaeology named entity annotation task, with details on 
our experiment design, results and findings. Section 4 is a further discussion of the 
results and other problems noted in this study, and finally concludes the paper. 

2   Isn’t It Easy to Annotate? 

In the past few decades extensive amount of research has been dedicated to automate 
the process of knowledge acquisition, in which creating manual annotations for 
training or testing an automated system is an essential step. Typically in the field of 
Machine Learning, high quality and sufficient quantity of annotations are required for 
an automated system to be able to learn accurately. Unfortunately, the process of 
creating the necessary annotations has never been an easy or rewarding experience.  

2.1   Annotator Discrepancy 

Research has shown human annotators can never agree completely with each other on 
what and how to annotate [14], and they even tend to disagree with themselves in some 
situations [7]. The first case is often referred to as inter-annotator “agreement”, 
“consistency” or “discrepancy”. The second case is referred to as intra-annotator 
“agreement”, “consistency” or “discrepancy”. Inter-annotator discrepancies are often 
caused by the differences in annotators’ knowledge and experiences, their understanding 
and reasoning of the corpora [17]. Intra-annotator discrepancies exist because annotators’ 
level of interest and motivation may drop and level of fatigue rises as the annotation 
process continues [12], as a result, annotators make mistakes. This paper focuses on the 
inter-annotator issue only. 

Inter-annotator discrepancy is a prevailing issue in the research of knowledge 
acquisition. It has been noted in many relevant fields, such as Word Sense 
Disambiguation (WSD) [23], Speech Recognition [12], Information Retrieval [1], event 
recognition [17] and Named Entity Recognition (NER) [10][28][29]. Depending on the 
difficulty of the annotation task, the inter-annotator agreement can vary significantly. For 
example, [27] indicated that the agreement between human annotators varied between 
40% and 75% for different tasks. Most reports of inter-annotator discrepancy are found 
in the field of NER, which concerns recognising and classifying atomic texts into pre-
defined categories. Research by [10] and [8] has shown that in NER, discrepancies 
typically arise due to three types of difficulties in annotating entities. Firstly, it is difficult 
to choose the right category (e.g., Ben Nevis can refer to person or a mountain in the 
UK); secondly, it is difficult to select the candidate texts and delimitation boundaries 
(e.g., should we annotate proper nouns only, or also pronouns and definitional 
descriptions); thirdly, how to annotate homonyms, e.g., “England” may refer to a location 
or a football team. These problems become even harder to resolve within specialised 
domains such as bioinformatics and engineering, due to the intrinsic complexity of terms 
in these domains including multi-word expressions, complex noun phrase compositions, 
acronyms, ambiguities and so on [28]. Typically, the inter-annotator agreement in NER 
found in these domains is between 60% and 80% [29][5][21]. 
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From all these studies, it is evident that perfect agreement between annotators is 
difficult to reach, and it is also difficult to obtain a high level of inter-annotator 
consistency, especially in specialised domains. However, researchers advocate that 
consistency highly increases the usefulness of a corpus for training or evaluation 
purposes, and it is crucial to the success of machine learning algorithms [2][29]. 
Therefore, studies have been conducted to research scientific methodology for 
creating high quality annotations, addressing inter-annotator consistency. In the 
following, a list of these literature is described. 

2.2   How to Annotate Properly: What Have We Learnt? 

The typical process of annotating a corpus often involves a group consisting of a 
number of domain experts and ideally also linguists working on a same range of 
annotation tasks in an iterative and collaborative approach aimed at resolving 
discrepancies. For example, in NER, multiple domain experts are required to annotate 
a corpus for the same sets of entity classes. In each iteration, a duplicated set of 
documents are annotated by each domain expert independently. Then, their output is 
cross-checked; discrepancies are discussed and resolved as much as possible. The 
entire process and decision making logic is documented to form a guideline for the 
annotation task, which is to be followed in future exercises. Due to the nature of  
the work, it is always a lengthy and costly process. The guidelines are often subject to 
the specialised domain and not generalisable to other problems.   

For example, Brants [2] reports their work on creating syntactic annotations (part-of-
speech and structural information) on a German newspaper corpus. The activity 
involves trained annotators performing the annotation tasks at sentence level 
independently, then cross-checking and discussing together to resolve discrepancies. 
They report that a trained annotator needs on average 50 seconds per sentence, with 
average of 17.5 tokens; however, the total annotation effort including the consolidation 
activity increases to 10 minutes per sentence. Pyysalo et al. [26] annotates a corpus of 
1100 sentences from abstracts of biomedical research articles for biomedical named 
entities, relationships between entities and syntactic dependencies. They also adopt a 
repetitive process, which took 15 man-months of effort. Wilbur et al. [29] conduct 
experiments to investigate inter-annotator agreement in a text annotation task in 
biomedical domain and identify factors that can help improve consensus. Their 
experiment involves twelve annotators annotating the same set of 101 sentences. 
Multiple iterations were conducted in a period of over one year, during which they 
develop and refine a guideline considered applicable for similar annotation problems. 
The resulting inter-annotator agreement stayed between 70% and 80%. They conclude 
that annotators must have a good understanding of the language and experience in 
reading scientific literature, and must be properly trained in order to deliver high quality 
annotations. Also, they indicate the presence of a clear, well developed annotation 
guideline as critical.  

Other researchers have also recognised the necessity for a clear annotation 
guideline. Kim et al. [17] show by experiments that high level of discrepancy will 
form without annotation guidelines even if the task is carried out by well-educated 
domain experts. Their studies on event annotation on the Genia corpus [24] took 1.5 
years of effort of five graduate students and two coordinators. Whenever new 
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annotators joined the project, they had to be trained using previously annotated 
examples and follow the guideline. Colosimo et al. [5] and Tanabe et al. [28] also 
conduct corpus annotation in the biology domain and conclude that clear annotation 
guidelines are important, and the annotations should be validated by proper inter-
annotator-agreement experiments.  

Even if well-prepared guidelines are available for annotation problems, they are 
not the ultimate answer to the problem. Firstly, most guidelines are lengthy 
documents and are difficult to read. For example, Ferro et al. [9] design guidelines for 
annotating temporal information, which has 57 pages. The entity recognition task 
defined by ACE [18] is accompanied with a guideline of over 70 pages for annotating 
only five classes of entities [25]. Secondly, interpretation of the guideline documents 
differs from annotator to annotator; as a result, some annotation criteria remain 
problematic and can cause discrepancies [10]. For example, the event annotation on 
the Genia corpus by [17] only achieves 56% inter-annotator agreement with strict 
match [20] even though all annotators have been trained and educated using example 
annotations and guidelines.  

2.3   The Reality Check 

The conclusion of previous research advocates for clear definition of annotation 
guidelines to be followed, well-educated domain experts with proper training in 
document annotation, careful study of inter-annotator agreement and iterative 
attempts to address the issues revealed by the study and to resolve discrepancies, all 
of which demand costly investment. Many scientific research tracks such as MUC 
[11] present a scenario in which the cost of such effort is not considered important 
[6]. However, the scenario breaks as the technology is to be adopted by various 
specialised domains, in which the cost is a serious issue [22]. Industries and 
businesses are not willing to invest resources (personnel, finance and time) into 
lengthy document annotation exercises [15]; annotators feel overwhelmed by the 
scale of monotonous annotation tasks expressing a strong reluctance to doing them. 
They want a shortcut.  

One exception to this is the domain of bio-informatics, where well-curated 
resources are richly available and users are more familiar with the benefits that can 
follow from annotation. Unfortunately, these resources are hardly re-usable across 
domains because they address specific issues in bio-informatics; and demands for 
similar resources in other specialised domains such as aerospace engineering, 
astronomy and arts and humanity are equally high, these however are scarcely 
addressed [15][21][16].  

Recognising the urgency of this issue, in the last decade there has been an 
enormous amount of research dedicated to weakly-supervised learning methods [22] 
and domain-adaptation for Machine Learning [19] in order to reduce a learning 
system’s dependence on manually annotated data. Unfortunately, evidence of these 
methods applied to specialised domains is scarce. Their applicability in these areas is 
questionable given the intrinsic complexity of language and decreased availability of 
knowledge resources in these areas.  

Given the complexity of these problems and the inadequacy of existing 
technologies, this work has identified a strong demand for more effective, efficient 
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and practical approaches to manual document annotation. In the following, we 
propose a new method to manual document annotation to achieve this goal. 

3   Towards a New Document Annotation Approach 

In this section, we propose a new approach towards effective and efficient manual 
document annotation. We present the details using a case study of named entity 
annotation in the domain of archaeology; however, the methodology is generic and 
can be applied to other annotation problems. Following the traditional named entity 
annotation process, in each iteration, domain experts are required to annotate a set of 
documents for the same set of entity classes. Then for each entity class, all 
annotations are cross-checked, and discrepancies are identified, discussed and 
resolved as much as possible. In contrast, our method is based on the hypothesis that 
the different levels of knowledge and experiences of annotators lead to different 
levels of suitability for an annotation task, or sub-tasks. This is reflected by different 
levels of discrepancies they demonstrate in annotating different classes of entities. 
Therefore, annotator discrepancies and suitability must be studied on per-entity-class 
basis, and only the most suitable annotators should be selected for annotating specific 
entity classes other than all classes. 

The method contains three phases. In the first phase, we follow the traditional 
approach to manual document annotation to create sufficient amount of annotations 
that sample the level of discrepancy in this task. The size of this corpus is properly 
controlled such that efforts required from annotators are minimised to an acceptable 
level and the annotations created are just adequate for studying the inter-annotator 
agreement. In the second phase, a set of experiments are carried out to evaluate 
machine learning accuracy using these annotations. The results together with the 
inter-annotator agreement studies in phase one are used to evaluate annotators’ 
suitability of annotating the documents for a particular class of entity, and then 
specific annotators (best-fit-annotators) are chosen to annotate the classes of entities 
(best-fit-class) for which they are most suitable. In the third phase, the final set of 
documents to be annotated is selected. Then for each class of entity, the documents 
are split equally between each member of the best-fit-annotators to annotate just for 
that class, i.e., their best-fit-class. This ensures all documents are annotated by the 
most consistent annotators for all entity classes, while no annotators perform 
redundant work. Compared to the traditional approach, this is a desirable feature since 
the distributional nature of work in the final phase allows workload to be reduced and 
total output to be increased. A set of experiments are then carried out to evaluate the 
machine learning accuracy obtainable on this corpus. 

3.1   The Archaeology Domain 

The domain of modern archaeology is a discipline that has a long history of active 
fieldwork and a significant amount of legacy data dating back to the nineteenth 
century and earlier. Despite fast-growing large corpora existence, little has been done 
to develop high quality meta-data for efficient access to the contained information in 
these datasets, and there is a pressing need for knowledge acquisition technologies to 
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bridge the gap [16]. Manual document annotation in archaeology is a challenging task 
because of the complexity of language characterised by ambiguities, uncertainties, 
long and composite terms, changing language use over the extended timeframe of the 
corpora, acronyms and so on. As a result, low inter-annotator agreement has been 
noted in related work [3].  

Our work deals with archaeological entity extraction from un-structured legacy 
data, which mostly consist of full-length archaeological reports archived by the Arts 
and Humanities Data Service (AHDS1). The reports vary from five to over a hundred 
pages. According to [16], three classes of entities are most useful; 

• Subject - topics that reports refer to, such as findings of artifacts and 
monuments. It is the most ambiguous class because it covers various 
specialised domains such as warfare, architecture, agriculture, and 
machinery. For example “Roman pottery”, “spearhead”, and “courtyard”. 

• Temporal terms - archaeological dates of interest, which are written in a 
number of ways, such as years “1066 - 1211”, “circa 800AD”; centuries 
“C11”, “the 1st century”; concepts “Bronze Age”, “Medieval”; and 
acronyms such as “BA” (Bronze Age), “MED” (Medieval). 

• Location of interest - place names of interest, such as site addresses and 
site types related to a finding or excavation. In our study, these typically 
refer to UK-specific places. 

3.2   The First Phase – Sampling Annotator Discrepancy in NER for 
Archaeology 

Overview of the Procedure. In this phase, five documents were randomly selected 
from the AHDS archive. Each document varied from five to thirty pages, containing 
much more content than standard datasets used in MUC and abstracts used in 
bioinformatics NER. The size of the corpus was decided by the domain experts, who 
considered the workload to be acceptable. Meanwhile, the selection of documents was 
ensured such that there were sufficient contents for annotation (as indicated by the tag 
density and number of annotations revealed in the post-annotation statistical analysis). 
The total number of words in this corpus was 47,101, and the average tag density (the 
percentage of words tagged as entities) by all annotators was 8.7%, compared to 
MUC7 11.8% and Genia 33.8% [21]. The average total number of annotations for all 
three classes was approximately 2,100. This corpus is referred to as “trial corpus”. It 
was then to be annotated by five full-time archaeology researchers in three iterations 
following the traditional document annotation approach. 

Throughout phase one, two annotators were constantly involved in all meetings 
with knowledge acquisition (KA) experts to provide feedback from all annotators and 
design simple annotation guidelines and ensure they are followed. The annotation 
process consisted of four mini-iterations. In the first iteration, two annotators made 
trial attempts at annotating two medium sized documents from the trial corpus. 
Discrepancies were identified at this early stage and were discussed and resolved in 
the meeting with the KA experts. The output of this process were some guidelines for 
annotation, which were then provided to all five annotators in the second iteration, 
                                                           
1 http://ahds.ac.uk/ 
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during which each annotated 1 ~ 2 documents. The purpose of this exercise is again to 
identify as many discrepancies as possible at low costs. By studying these 
annotations, the guideline for annotation was further refined and enriched. In the third 
iteration, all five annotators were required to follow the guideline to re-annotate the 
trial corpus independently and fully in a series of intensive workshops. In the final 
iteration, one annotator undertook final validation by checking 10% of all annotations 
to correct obvious mistakes that violated the guidelines. These corpora are used to 
study inter-annotator consistency and machine learning accuracy.  

Cost of the Process. Thanks to the size of the sample corpus, according to the 
annotators’ estimation, the first iteration of phase one took 2 person-days of work; the 
second iteration took 5 person-days of work; the third iteration took 5 person-days of 
work; and the final iteration took 2 person-days of work. The total estimated cost in 
terms of person-days work is 14. 

Inter-Annotator Agreement. Many different measures are available for computing 
inter-annotator agreement, and the most popular is the ƙ-statistics [4]. However, it is 
not suitable for entity recognition tasks [26]. We adopt the F-measure proposed by 
[13], which allows computing pair-wise inter-annotator agreement using the standard 
Precision, Recall and the harmonic F-measure in information studies by treating one 
annotator as gold standard and the other as predictions. Table 1 shows the pair-wise 
agreement for each entity class. 

Comparing the figures, it is evident that even with reasonable effort from well-
trained and skilled archaeology professionals devoted to developing annotation 
guidelines and resolving discrepancies in several iterations, the task of annotating 
domain specific entities remained difficult and the level of discrepancy remained 
 

Table 1. Pair-wise inter-annotator-agreement F-measure. A, B, C, D, E are identifiers of 
domain-expert annotators 

Location Temporal 

 A B C D E  A B C D E 

A 1 0.8 0.69 0.77 0.66 A 1 0.83 0.77 0.79 0.77 

B 0.8 1 0.72 0.75 0.75 B 0.83 1 0.67 0.77 0.83 

C 0.69 0.72 1 0.69 0.7 C 0.77 0.67 1 0.78 0.71 

D 0.77 0.75 0.69 1 0.69 D 0.79 0.77 0.78 1 0.77 

E 0.66 0.75 0.7 0.69 1 E 0.77 0.83 0.71 0.77 1 

Subject 

 A B C D E 

A 1 0.55 0.65 0.63 0.62 

B 0.55 1 0.51 0.53 0.49 

C 0.65 0.51 1 0.51 0.51 

D 0.63 0.53 0.51 1 0.5 

E 0.62 0.49 0.51 0.5 1 
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high. Annotating Subject is a much harder task than the other two classes of entities. 
This is expected because Subject spans across multiple specialised domains and terms 
are characterised by a high level of ambiguity and heterogeneity. Most discrepancies 
were due to identifying the boundaries of composite noun phrase entities, acronyms 
and identifiers (object codes, ID’s). Also for every class of entities, we can always 
identify sub-groups of annotators that are more mutually consistent than with other 
annotators. This raised the issue of annotator suitability and the question that it is 
beneficial to eliminate in-consistent annotators from an annotation task to reduce 
discrepancies.  

3.3   The Second Phase - Evaluating Machine Learning Accuracy and Annotator 
Selection 

In order to gain a different view of the quality of the annotations produced in such an 
iterative way, two sets of experiments were conducted to evaluate how well a 
machine can learn from these annotations. In the first set of experiments, we created a 
corpus including annotations from all annotators to reflect the high level of 
discrepancy in the annotations. Annotations produced by the five annotators were 
selected randomly, whilst ensuring the five documents are covered in full and roughly 
proportional annotations were selected from each annotator. This corpus is referred to 
as consolidated-trial-corpus. In the second set of experiments, we used each 
individual annotator’s corpus separately, thus there were five corpora for testing and 
they are referred as individual-trial-corpus. On each of these six corpora, an SVM2-
based named entity tagger was trained and evaluated in a five-fold cross validation 
experiment, in which annotations are randomly split to 5 complementary subsets3, and 
the learning algorithm learns from four subsets and is then validated on the other one 
subset. The process is repeated for 5 iterations, where each time different subsets are 
used for training and validation and the final performance is the average of the 
performance figures obtained in all iterations. Throughout the experiment we kept 
consistent settings (parameters, features, etc.) for the learning algorithm in order to 
fairly compare the effect of corpus quality.  

Firstly, we applied the experiment on the consolidated-trial-corpus, which had 
inter-annotator inconsistency as discussed in the previous section. We refer to this as 
collective-annotator-learning. Next, we applied the experiment on each individual-
trial-corpus that was annotated by a single annotator. Since there was only one 
annotator for each corpus, this is equivalent to perfect inter-annotator agreement. We 
refer to this as intra-annotator-learning. Results of these are shown in Table 2.  

Results of this set of experiments show interesting findings. Given no inter-
annotator issues in each individually annotated corpus, one would expect higher 
levels of consistency and better annotation quality, which translate to better machine 
learning accuracy. This was mostly true compared to results obtained on the 
consolidated-trial-corpus. However, exceptions were noticed for annotator A on 
Location (2 percent lower), and E on Temporal (1 percent lower). Also, comparing 
across different entity types for each annotator, the entity tagger had the lowest  

                                                           
2 http://www.support-vector-machines.org/ 
3 To cope with varied document lengths we split documents into sections of sentences. 
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Table 2. F-measure of entity taggers obtained from individual-trial-corpus 

Annotator Subject Temporal Location 

A 0.73 0.78 0.62 

B 0.66 0.78 0.65 

C 0.76 0.74 0.69 

D 0.78 0.84 0.7 

E 0.79 0.67 0.75 

Consolidated-trial-corpus 0.53 0.68 0.64 

 
 
performance on Location among four annotators (A, B, C, D), possibly indicating the 
lower quality of annotations and that it was the hardest task among all three classes. 
Whereas, for the annotations created by person E, the learning algorithm performed 
badly for Temporal, possibly indicating person E had more inconsistency at 
annotating Temporal. Comparing across different annotators for each entity class, we 
noticed that most annotators produced fairly good annotations for Temporal but 
person E, of whom the result in F-measure was even lower than that obtained from 
the consolidated-trial-corpus; and similar exception of person B was noted for 
Subject, and person A for Location. We believe that the results so far have revealed 
several conclusions that are useful for document annotation. Firstly, inter-annotator 
discrepancy has a major impact on the quality of corpus and therefore, machine 
learning accuracy. High level of discrepancy damages the quality of annotations, and 
decreases obtainable machine learning accuracy on a corpus. On the other hand, given 
uniform settings for a learning algorithm, different accuracies obtained from similar 
corpora may indicate different levels of quality of the corpora; secondly, annotators 
may have different skill levels for annotating different classes of entities, possibly due 
to the difference in the focus of their knowledge. This has caused varying levels of 
inconsistencies in an annotator’s annotations, depending on the specific entity class. 
Therefore, there is the need for considering annotator’s suitability for a task and 
isolating inconsistent annotators from a task. In line with the conclusion from Table 1, 
these results foster the motivation of identifying and selecting most suitable 
annotators (mutually consistent) for each entity-class annotation task.  
 
Annotator Selection. Using these analyses, we split the document annotation task by 
entity-class and select best-fit-annotators for specific best-fit-class annotations. For 
each class of entity, we selected three most consistent annotators based on the 
experiment results. However, depending on the availability of annotators, the workload 
and inter-annotator consistency analysis, one can select more or fewer annotators if 
needed. In the simplistic form, we can select annotators with the highest average 
agreement in F-measure for each entity type. To do so, we simply add up the scores for 
each row in Table 1 (excluding him/herself) and divide the total by four, results of 
which are shown in Table 3. However, as concluded from Table 2, certain annotators 
had high levels of in-consistency in annotating a particular class of entity as indicated 
by the machine learning accuracy (F-measure) tested on their annotations, possibly due 
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to gaps in their knowledge. Therefore, we believe it is important to exclude these 
annotators and their contributions to the calculation of inter-annotator agreement. As a 
result, for each class of entity, we eliminated those annotations on which the learner 
obtained the lowest F-measure, particularly those below that from the consolidated-
trial-corpus. This caused person A eliminated from Location, person B eliminated 
from Subject and person E eliminated from Temporal. Re-calculating the average 
agreement using figures in Table 1, we obtained “revised” scores, as indicated in the 
columns of “Revised” in Table 3. 

Table 3. Average agreement in F-measure for each entity type 

Annotator Subject Revised 
Subject 

Temporal Revised  
Temporal 

Location Revised 
Location 

A 0.61 0.63 0.79 0.8 0.73 - 

B 0.52 - 0.78 0.76 0.76 0.74 

C 0.55 0.56 0.73 0.74 0.7 0.7 

D 0.54 0.55 0.78 0.78 0.73 0.71 

E 0.53 0.54 0.77 - 0.7 0.713 

 
 
With these figures, we simply selected three annotators that have the highest 

scores, that is, persons A, C, D for annotating Subject; persons A, D, B for annotating 
Temporal and persons B, E, D for annotating Location, as shown in Table 4. 

Table 4. Selected annotators and annotation task 

Annotator Subject Temporal Location 

A O O  
B  O O 

C O   
D O O O 

E   O 

3.4   The Third Phase – Final Corpus Annotation 

The annotation exercise continued next by selecting the final corpus of 25 full-length 
documents from the AHDS archive, and giving them to the selected annotators for 
annotation. However, unlike in the first phase, no duplicate documents were given to 
different annotators, and annotators were only required to annotate entities that they 
were chosen for, as indicated by the “O” in Table 4. For each class of entities, the 
documents were split into equal portions among different best-fit-annotators. For 
example, the 25 documents are split into three sets and each set was given to an 
annotator (A, C, or D) for annotating Subject entities. In the end, all annotations were 
merged into a single collection of 25 documents. This is based on the assumption that 



312 Z. Zhang, S. Chapman, and F. Ciravegna 

 

mutually consistent annotators will continue annotating consistently for the same 
annotation problem and the same type of corpus even without the process of 
consolidation and discrepancy resolution. Therefore, we can distribute the workload 
among different but consistent annotators for a particular entity-class annotation task, 
expecting equal level of consistency in the annotations they jointly create. The 
annotation activity was performed in a series of intensive workshops, during which 
annotators were free to raise questions and discuss about discrepancies.  However, 
generally speaking, this kind of process is much more cost-saving and workload for 
each annotator is much lighter than if done in the traditional way as in phase one.  
 
Cost of the Process and Quality of Annotation. The annotation process of phase 
two took roughly 10 - 15 person-days of work, although in practice it was spread 
across a couple of weeks to minimise fatigue to ensure annotators have the highest 
level of concentration during the work. The final annotated corpus (final-corpus) was 
also used for a 5-fold cross validation experiment. The final experiment results in F-
measure are shown in Table 5.  

Table 5. Results on the final-corpus in F-measure 

 SUB TEM LOC 

Final-corpus 0.68 0.83 0.71 

Consolidated-trial-corpus 0.53 0.68 0.64 

Best result on individual-trial-corpus 0.79 0.84 0.75 

 
 
As shown in Table 5, compared against results obtained on the consolidated-trial-

corpus, the machine learning algorithm produced much better results on the final-
corpus, which can be attributed to fewer discrepancies and therefore high quality of 
the annotations. Compared against the best results obtained on the individual-trial-
corpora, which we consider the top ceiling performance under zero inter-annotator 
discrepancy, the machine learning system achieved very good results. The relatively 
smaller improvement on Subject is believed due to the heterogeneity of information 
encompassed by the entity class, which would have increased the difficulty of 
reaching agreement, as indicated by the inter-annotator agreement studies before. We 
believe these results are strong evidence supporting the applicability and technical 
soundness of our methods for annotator selection and task assignment in document 
annotation and yet producing high quality annotations in a much more effective and 
efficient way. 

4   Discussion and Conclusion 

This paper addresses manual document annotation in knowledge acquisition. 
Document annotations are crucial resources for knowledge acquisition and capture 
applications. However, creating high-quality annotations is a difficult task due to the 
inter-annotator discrepancies caused by differences in annotators’ knowledge and 
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experiences. Consequently, the process of document annotation typically requires 
significant amount of effort and time from multiple domain experts to work iteratively 
and collaboratively to identify and resolve discrepancies. The process is often 
expensive and time-consuming, preventing its application to practical scenarios.  

To address this issue, this paper has proposed an effective and efficient alternative 
approach to document annotation based on the idea of identification of annotator 
suitability, task specialisation and annotator selection for specific annotation tasks. 
Illustrated using a typical named entity annotation scenario, the method starts by 
sampling the annotator discrepancy problem using the traditional document 
annotation process on a small corpus; the annotations are then used to evaluate 
machine learning accuracy to gain an insight to the annotator discrepancies in the 
task. Results of these experiments show that even with reasonable effort following the 
traditional annotation approach, high-level discrepancy may still remain, and can lead 
to low machine learning accuracy. Further analysis reveals that annotators may have 
different skill levels for annotating different classes of entities, suggesting the need 
for considering annotators’ suitability in specialised annotation tasks. Using this 
information, the annotation task is split according to entity-classes and sub-tasks are 
treated differently where the most suitable candidates are chosen for specific 
annotation tasks. Essentially, matching best-fit-annotators to best-fit-classes allows 
distribution of workload, which reduces workload per annotator, but increases the 
potential amount of annotations that can be produced whilst retaining high quality of 
annotations. Shown by the experiments, the approach produced a final annotated 
corpus of five times of the size of the corpus created using the traditional approach 
(phase one). The machine learning accuracy obtained on these annotations is far better 
than that obtained from the annotations created in the traditional way, and is very 
close to the best result obtained under zero inter-annotator discrepancy in the intra-
annotator-learning experiments.  

In terms of the time required for this annotation process, the method has 
significantly shortened the process required in the traditional document annotation 
approach.  The first phase of the experiment that follows the traditional approach was 
estimated to cost 14 person-days to annotate 5 documents; whereas, the last phase of 
the experiment that follows our method was estimated to cost only 10-15 person-days 
to annotate 25 documents. In total, the annotation exercise undertook less than 1 
person month, yet produced high quality annotations for machine learning purposes.  

Although applied to the named entity annotation problem, the method can be 
generalised and applied to other document annotation tasks. Essentially, the key is to 
sample the discrepancy issue based on which the task can be specialised, annotators’ 
suitability can be evaluated and annotators selected. For example, in document 
classification, the problem may be analysed based on the topics of documents (e.g., 
science, entertainment) since some annotators maybe more suitable for dealing with 
certain kinds of topics than others, especially when they have different academic 
backgrounds; in WSD, the analysis may be performed from the angle of word classes, 
or contexts (e.g., different documents) in which words appear; and likewise the 
different types of events in event recognition.  

However, several inadequacies can be further investigated in future research. 
Firstly, intra-annotator agreement has been isolated from this study due to 
unavailability of resources. Studying intra-annotator agreement will reveal valuable 
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details of annotators’ skills in an annotation task, and evidence should be combined 
with results from intra-annotator-learning to make stronger support for annotator 
selection. Secondly, our annotator selection criteria can be improved. Ideally, figures 
from the experiments should be combined in a mathematical formula to transform the 
numbers into an appropriate measure of the annotator suitability. Lastly, the method 
proposed splits an annotation task from the angle of entity-class and base the studies 
of annotator suitability and selection on this type of task specialisation. On the other 
hand, an annotation task could also be specialised according to the characteristics of 
documents, such as structured and un-structured documents. Although these 
characteristics were not evident in our testing corpora, it may prove useful in other 
scenarios. In the future, our work will concentrate on these areas. 
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Abstract. Many applications in modern information technology utilize
ontological knowledge to increase their performance, precision, and suc-
cess rate. However, the integration of ontological sources is in general
a difficult task since the semantics of all concepts, individuals, and re-
lations must be preserved across the various sources. In this paper we
discuss the importance of combined background knowledge for recogniz-
ing textual entailment (RTE). We present and analyze formally a new
graph-based procedure for integration of concepts and individuals from
ontologies based on the hierarchy of WordNet. We embed it in our ex-
perimental RTE framework where a deep-shallow semantic text analysis
combined with logical inference is used to identify the logical relations
between two English texts. Our results show that fine-grained and con-
sistent knowledge coming from diverse sources is a necessary condition
determining the correctness and traceability of results. The RTE applica-
tion performs significantly better when a substantial amount of problem-
relevant knowledge has been integrated into its inference process.

1 Introduction

The utilization of ontological background knowledge is of increasing importance
for many applications in modern information technology. This applies in partic-
ular to the applications from the Semantic Web, e.g., entity- and fact-oriented
Web search [1,2], but also to other domains. For instance, machine translation
exploits lexical knowledge [3], document classification uses ontologies [4], whereas
question answering [5], information retrieval [6], and textual entailment [7] rely
strongly on background knowledge. Furthermore, ontological knowledge struc-
tures play an important role in information integration in general [8].

Unfortunately, the existing applications today use typically only one source
of background knowledge, e.g., WordNet [9] or Wikipedia. They could boost
their performance if a huge ontology with knowledge from several sources were
available. Such knowledge base would have to be of high quality and accuracy
comparable with that of an encyclopedia. It should include not only ontological
concepts and lexical hierarchies like those of WordNet, but also a great number
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of named entities (here also referred to as individuals) like, e.g., people, geo-
graphical locations, organizations, events, etc. Also other semantic relations be-
tween them, e.g., who-was-born-when, which-language-is-spoken-in, etc. should
be comprised. Here, we mean by ontology any set of facts and/or axioms com-
prising potentially both individuals (e.g., Berlin) and concepts (e.g., city).

2 Supporting Recognizing Textual Entailment

We discuss now the importance of background knowledge for recognizing textual
entailment (RTE, see [10,11]). In RTE we try to identify the type of a logical
relation between two input texts. In particular, we are interested in proving
the existence of an entailment between them. The concept of textual entailment
indicates the situation in which the semantics of a natural language written text
can be inferred from the semantics of another one. RTE requires a processing
at the lexical, as well as at the semantic and discourse level. Fine-grained and
consistent knowledge computed for an RTE problem is a necessary condition
determining the correctness of results. This requires, however, the preservation
of semantic concepts, individuals, and relations across various knowledge sources.
RTE is without doubt one of the ultimate challenges for any natural language
processing (NLP) system. If it succeeds with reasonable accuracy, it is a clear
indication for some thorough understanding of how language works.

We try to solve a given RTE problem by applying a model-theoretic approach
where a formal semantic representation of the RTE problem is computed and
used in the further analysis. In our setting, we want to recognize, by means of
logical inference, the relation between two English texts. The following definition
specifies more formally the inference problems we consider in RTE [12,13].

Definition 1. Let T be a text consisting of several sentences and H a hypothesis
expressed by a short sentence. Given a pair {T, H}, find answers to the following,
mutually exclusive conjectures with respect to the background knowledge relevant
both for T and H:

1. T entails H,
2. T ∧H is inconsistent, i.e., T ∧H contains some contradiction, or
3. H is informative with respect to T , i.e., T does not entail H and T ∧H is

consistent (contains no contradiction).

To demonstrate how crucial the integration of background knowledge from vari-
ous ontological sources for RTE is, we integrate two knowledge sources into our
experimental framework for semantic text analysis which we present briefly in
Sect. 3. In particular, we use the huge and highly precise semantic knowledge
base YAGO (Yet Another Great Ontology, see [14]) parallel with the more effi-
cient but lexically limited WordNet. In Sect. 4 we define formally the generation
of background knowledge and analyze its integration into the RTE problem.
Here, a special attention is given to the preservation of consistency across many
knowledge sources and lexicons. To this end, we introduce a new graph-based
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procedure for combining ontologies based on the WordNet lexical hierarchy and
show how its usage can improve the quality and the success rate of RTE.

Related work. As a generic problem, RTE has many applications in NLP which
have been studied extensively in the last few years [6]. Our model-theoretic ap-
proach for RTE was inspired by the ideas given in [12,15]. For a good overview
of a combined application of deep and shallow NLP methods we refer to [16,17].
The application of logical inference methods, which are using a dynamic ap-
proach for NLP based on the Discourse Representation Theory (DRT, see [18]),
was elaborately presented in [19,20,21,7,15]. In [22] a new knowledge representa-
tion model and a logic proving setting with axioms on demand was proposed for
RTE. A detailed discussion on the importance of WordNet as a source of back-
ground knowledge for RTE can be found in [21,7]. Furthermore, a new approach
for RTE using natural logics was presented in [23]. The authors propose there an
alternative, annotation-based model of natural language inference which identi-
fies valid inferences by their lexical and syntactic feature, without full semantic
interpretation. Finally, there is also a number of huge ontology projects like, e.g.,
Suggested Upper Model Ontology (SUMO) [24], DBpedia [25], or the Linking
Open Data Project [26] which aim is to extract and to combine ontological data
from many sources. Since YAGO is a part in those ontology projects, is should
be possible to integrate them (at least partially) into the RTE application by
applying the integration procedure presented here.

3 Framework for Solving RTE Problems

We introduce now our experimental framework for semantic text analysis which
we use for solving RTE problems given formally by Definition 1. The frame-
work (see Fig. 1) is build on deep-shallow techniques for syntactic and semantic
text analysis combined with logical inference for RTE. Its purpose is to make
the realization of a linguistically motivated large-scale semantic text analysis as
flexible, robust, and modular as possible. It was designed to give a good support
not only to RTE, by also to other NLP tasks like, e.g., syntactic and semantic
analysis of English texts, or (multilingual) information extraction.

Syntactic
and

Semantic
Analysis

ResultsInput
 Text

Logical
Inference

MRS
Result

Inference
Machines

Knowledge
External

Fig. 1. Main modules of the framework for semantic text analysis
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BackgroundTransformation
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Background
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External Knowledge
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Fig. 2. Logical inference with external inference machines and background knowledge

In order to solve a given RTE problem, the texts representing T and H (see
Definition 1) go first through the syntactic processing and semantic construction
where their first-order representations in form of Minimal Recursion Structures
(MRS, see [27]) are computed. This task is performed by the first module of the
framework (see Fig. 1). It is build on the XML-based middleware architecture
Heart of Gold [16] centered around the English Resource HPSG Grammar (ERG,
see [28]). It allows for a flexible integration of shallow and deep linguistics-based
and semantics-oriented NLP components like, e.g., the statistical part-of-speech
tagger TnT [29], the named entity recognizer SProUT [30], or the deep HPSG
parser PET [31]. The results of the semantic analysis in form of specified MRS
combining deep-shallow predicates are sent to the module for logical inference
(see Fig. 2), where they are translated into another, semantic equivalent repre-
sentation of First-Order Logic with Equality (FOLE). This logical form with a
well-defined model-theoretic semantics was already applied for RTE [12,15].

An adequate representation of a natural language semantics requires an ac-
cess to a vast amount of common sense and domain-specific knowledge. As al-
ready clearly indicated in [20], RTE systems need problem-relevant background
knowledge to support their proofs. To this end, the module for logical infer-
ence supports integration of external knowledge sources and by using them it
extends automatically the locally stored FOLE formulas with problem-relevant
knowledge in form of background knowledge axioms (see Sect. 4).

As already mentioned in Sect. 2, we integrate here exemplarily two huge
sources of external knowledge. We use WordNet 3.0 as a lexical database for syn-
onymy, hyperonymy, and hyponymy relations. It helps the logical inference pro-
cess to detect entailments between lexical units from the text and the
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hypothesis. It serves also as a database for individuals but rather a very small one
when compared to the second source. For efficiency purposes, it was integrated
directly into the module (see Fig. 2). Conceptually, the hyperonymy/hyponymy
relation in WordNet spans a directed acyclic graph (DAG) with the root node
entity [9,14]. This means that there are nodes representing various concepts or
individuals in the WordNet graph that are direct hyponyms of more than one
concept. For that reason the knowledge axioms which are generated later from
the WordNet graph may induce inconsistencies between the input problem for-
mulas and the extracted knowledge. This can be very harmful for the subsequent
logical inference process. In Sect. 4 we discuss this problem more formally and
present several strategies that can deal with this restriction.

YAGO, the second source we use, is a large and arbitrarily extensible ontology
with high precision and quality. Its core was assembled automatically from the
category system and the infoboxes of Wikipedia, and combined with taxonomic
relations from WordNet [14]. Similar to WordNet, the concept and individual
hierarchy of YAGO spans a DAG. Thus, we must proceed carefully when inte-
grating data from that source into the RTE problem, too (see Sect. 4). To access
YAGO, we use a dedicated query processor (see Fig. 2) with its own query lan-
guage, similar to that of [14]. The query processor first normalizes the shorthand
notation of the query, and after translating it into SQL, sends it to the MySQL-
Server. The incoming results are first preprocessed by the query processor, so
that only those concepts are sent back for integration which are consistent with
WordNet concept hierarchy, i.e., which include the prefix wordnet .

After the computation of relevant background knowledge and its integration
into the input RTE problem is finished, the resulting extended RTE problem is
solved by the inference process (see Fig. 2). To check which logical relation for
the extended RTE problem holds, we use external automated reasoning tools like
finite model builders (e.g., Mace4 [32]) and theorem provers (e.g., Prover9 [33]).
While theorem provers are designed to prove that a formula is valid (i.e., the
formula is true in any model), they are generally not good at deciding that a
formula is not valid. Model builders are designed to show that a formula is true
in at least one model. The experiments with different inference machines show
that solely relying on theorem proving is in most cases insufficient due to low
recall. Indeed, our inference process incorporates model building as a central
part of the inference process. Similar to [15], we exploit the complementarity of
model builders and theorem provers by applying them in parallel to the input
RTE problem in order to tackle with its undecidability more efficiently. More
specifically, the theorem prover attempts to prove the input whereas the model
builder simultaneously tries to find a model for the negation of the input.

4 Combining Knowledge from Various Sources

In the following we describe our two-phase integration procedure which we apply
for the integration of ontological knowledge from two sources, WordNet and
YAGO, into the logical inference process of RTE. In particular, we show how
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we can combine problem-relevant individuals and concepts from YAGO with
those from WordNet so that the consistency of background knowledge axioms is
preserved whereas the original logical properties of the input RTE problem do
not change. Since the input problem itself may be consistent and our goal is to
prove it, the knowledge we integrate into it must not make it inconsistent.

To make our presentation as comprehensible and self-explanatory as possible,
we apply our procedure to a small RTE problem which we augment with relevant
background knowledge axioms in the course of this section. More specifically, we
want to prove that the text T :

Leibniz was a famous German philosopher and mathematician
born in Leipzig. Thomas reads his philosophical works while wait-
ing for a train at the station of Bautzen.

entails the hypothesis H :

Some works of Leibniz are read in a town.

In order to prove the entailment above, we must know, among other things,
that Bautzen is a town. We assume that no information about Bautzen, except
that it is a named entity (i.e., an individual), were yielded by the deep-shallow
semantic analysis. However, we expect that this missing information can be
found in the external knowledge sources. The search for relevant background
knowledge begins after the first-order representation of the problem is computed
and translated into FOLE (see Sect. 3). At this stage, the RTE problem has
already undergone syntactic processing, semantic construction, and anaphora
resolution in our framework which together have generated a set of semantic
representations of the problem in form of MRS. The translation of the specified
MRS into FOLE for the hypothesis H from our example above produces the
following formula with a neo-Davidsonian event representation [34]:

some(X3,and(
work_n_2(X3),
some(X7,and(and(

named_r_1(X7),and(
leibniz_per_1(X7),
of_r_1(X3,X7))),
some(X8,and(

town_n_1(X8),
some(E2,and(

event_n_1(E2),and(and(
read_v_1(E2),
patient_r_1(E2,X3)),
in_r_1(E2,X8)))))))))).

The integration procedure is composed of two phases. In the first phase we
search for relevant knowledge in WordNet, whereas in the second phase we look
for additional knowledge in YAGO which we combine afterwards with that found
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in the first phase. Finally, we generate from the knowledge we have found and
successfully combined background knowledge axioms and integrate them into
the set of FOLE formulas representing the input RTE problem.

4.1 First Phase: Integration of WordNet

At the beginning of the phase, we list all predicates, i.e., concepts and individuals
from the input FOLE formulas. They will be used for the search in WordNet. In
the current implementation we consider as search predicates all nouns, verbs, and
named entities, together with their sense information which is specified for each
predicate by the last number in the predicate name, e.g., sense 2 in work n 2. In
WordNet, the senses are generally ordered from most to least frequently used,
with the most common sense numbered 1. Frequency of use is determined by the
number of times a sense was tagged in the various semantic concordance texts
used for WordNet [9]. Senses that were not semantically tagged follow the or-
dered senses. For our small RTE problem we can select as search predicates, e.g.,
work n 2, read v 1, or leibniz per 1. It is important for the integration that
the sense information computed during the semantic analysis matches exactly
the senses used by external knowledge sources. This ensures that the semantic
consistency of background knowledge is preserved across the semantic and logical
analysis. However, this seems to be an extremely difficult task, which does not
seem to be solved fully automatically yet by any current word sense disambigua-
tion technique. Since in WordNet but also in ERG the senses are ordered by

region
n, 3

city
n, 1

n, 1
object

n, 1
entity

bautzen
ne, 1

administrative_
district, n, 1

territory, n, 1
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location
n, 1

...
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Fig. 3. Fragment of knowledge graph GW after the search in WordNet
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their frequency, we take for semantic representations generated during semantic
analysis the most frequent concepts from ERG.

Having identified the search predicates, we try to find them in WordNet and,
by employing both the hyperonymy/hyponymy and synonymy relations, we ob-
tain a knowledge graph GW . A small fragment of such a knowledge graph for
text T of our example is given in Fig. 3. In general, GW is a DAG with leaves
represented by the search predicates, whereas its inner nodes and the root are
concepts coming from WordNet. The directed edges in GW correspond to the
hyponym relations, e.g., in Fig. 3, the named entity leipzig is a hyponym of the
concept city. Note that in the opposite direction they describe the hyperonym
relations, e.g., the concept city is a hyperonym of the named entity leipzig.
Each synonymy relation is represented in GW by a complex node composed of
synonymous concepts C1, ..., Cn induced by the relation (i.e., all concepts rep-
resented by a complex node belong to the same synset in WordNet), e.g., the
complex node with concepts district and territory in Fig. 3.

Furthermore, it can be seen in Fig. 3 that the leaf representing individual
leipzig has more than one direct hyperonym, i.e., there are three hyponym
relations for leaf leipzig with concepts administrative district, city, and
planet. As already indicated in Sect. 3, this property of graph GW may cause
inconsistencies when the background knowledge axioms are later generated from
it and integrated into the input FOLE formulas. We address this problem more
carefully now. We begin with the explanation how the background knowledge
axioms are generated. The method we use for it is an extension of the heuristic
presented in [15] and can be defined formally as follows:

Definition 2. There are three types of background knowledge axioms: IS-A,
IS-NOT-A, and IS-EQ. They can be generated from a given knowledge graph G
by traversing its nodes and edges and applying the following rules:

1. Let U and V be two different (complex) nodes from G, and Ci and Cj two
arbitrary concepts or individuals represented by U and V , respectively. If Ci

is a direct hyponym of Cj (i.e., there is an edge from U to V in G), then
generate an IS-A axiom ∀x(Ci(x) → Cj(x)).

2. Let V be a (complex) node from G and U = {U1, ..., Un} a set of all children
of V in G. All concepts and individuals represented by (complex) nodes from
U are direct hyponyms of the concepts or individuals represented by V . The
sets of concepts and individuals represented by nodes from U are pairwise
disjoint. For every pair (i, j) such that i = 1, .., n−1 and j = i, ..., n generate
an IS-NOT-A axiom ∀x(Ci(x) → ¬Cj(x)) where Ci and Cj are two arbitrarily
chosen concepts or individuals represented by Ui and Uj, respectively.

3. Let U be some complex node from G and C = {C1, .., Cn} a set of synony-
mous concepts represented by U . For every pair (i, j) such that i = 1, .., n−1
and j = i, ..., n generate an IS-EQ axiom ∀x(Ci(x) ↔ Cj(x)).

Since all concepts and individuals represented by a given complex node are
synonymous, Rule 1 and Rule 2 from Definition 2 need to be applied only to one
arbitrarily chosen concept or individual represented by that node. By applying
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the rules from Definition 2 to graph GW from Fig. 3, the following axioms can
be generated (not a complete list here):

IA-A: ∀x(object n 1(x) → entity n 1(x))
IS-NOT-A: ∀x(region n 3(x)→ ¬unit n 6(x))

IS-EQ: ∀x(district n 1(x)↔ territory n 1(x))

Furthermore, note that the set of all background knowledge axioms AK gener-
ated for knowledge graph GW according to Definition 2 is a finite set of first-
order formulas without free variables restricted to unary predicate symbols and
no function symbols. This monadic fragment of the first-order logic is known to
be decidable for logical validity [35]. However, to show the consistency (i.e., the
absence of contradictions) of AK generated for an arbitrary knowledge graph
GW , we need to show that AK is satisfiable. We conjecture here that every AK

is satisfiable in some finite model. To prove this, one need to give, for instance,
some method which describes formally the construction of a finite model for ev-
ery set of axioms AK generated for an arbitrary knowledge graph GW according
to Definition 2. Since the predicate calculus of first order is complete [35], one
can also proceed in a purely syntactical way by showing that there is no formula
f such that both f and its negation are provable from axioms AK under its asso-
ciated deductive system. In the further research we examine our conjecture more
carefully, i.e., we will try either to prove it or to deliver some counterexample.

Theorem 1. Let F be a set of FOLE formulas representing semantically an
RTE problem P , and AK a set of background knowledge axioms computed for P
according to Definition 2. Furthermore, let f be a formula ∃x(Ck(x)∧ ...) from F
and A = {A1, A2, A3} = {∀x(Ci(x) → ¬Cj(x)), ∀x(Ck(x) → Ci(x)), ∀x(Ck(x) →
Cj(x))} a set of one IS-NOT-A and two IS-A axioms. If A ⊆ AK , then F ∪AK

is inconsistent.

Proof. Note that the three axioms from A reflect the situation depicted in Fig. 4.
To show the inconsistency of F ∪ AK , we need to prove its unsatisfiability. To
prove the theorem, we show first that {f} ∪ A is unsatisfiable. To this end we
transform {f}∪A into an equivalent conjunctive normal form. The resulting set
of clauses {{f}, {A1}, {A2}, {A3}} is unsatisfiable if and only if there exists a

IS−NOT−AA1:

C k

IS−AA3:IS−AA2:

C i C j

Fig. 4. Three background knowledge axioms leading into inconsistency
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derivation of the empty clause using alone the resolution rule. By doing this, it
can be shown that the empty clause can be derived. Thus, {f}∪A is unsatisfiable
and since {f} ∪A ⊆ F ∪ FK , the claim follows. ��

According to Theorem 1, we cannot in general integrate all background knowl-
edge axioms AK generated from knowledge graph GW by the rules given in
Definition 2 into the RTE problem when its original logical property (i.e., con-
sistency or inconsistency) has to be preserved. To deal with that problem, we
propose two strategies:

1. Only Rule 1 and Rule 3 from Definition 2 are used for the generation of
knowledge axioms from knowledge graph GW .

2. Some edges from knowledge graph GW are removed, so that afterwards each
concept or individual from GW is hyponym of concept(s) of at most one
(complex) node, i.e., every child node in GW has only one father node.

Both strategies can cause some loss of effectivity of the entire RTE inference
process. By using the first strategy, no IS-NOT-A axioms are generated and the
situation described in Theorem 1 does not hold. However, the generated back-
ground knowledge is not as precise as before (there are no uniqueness constraints
for concepts). The elimination of conflicting edges from GW by the second strat-
egy results in loss of knowledge, too, e.g., in Fig. 4 either the edge for axiom A2
or the edge for axiom A3 will be removed. To overcome this restriction and to
make use of all knowledge from GW , we could integrate all available hyponym
relations into the RTE problem separately, one after the other. However, this
would result in many parallel entailment problems (one for each reading), which
we must solve and evaluate separately. Furthermore, we observed that for now
it is difficult to automate the task for selecting edges for removal from GW .

In our implementation we follow the second strategy and transform knowledge
graph GW into knowledge tree TK with root node entity, the most general
concept in WordNet [9]. Currently, the edges for removal can be selected either
manually by the analyst from the list of proposals made by the framework, or
automatically by leaving only concepts with the most frequent senses. Here, we
use a variant of Lesk’s WSD algorithm [36]. Fig. 5 shows a fragment of tree TK

for our example. The construction of the tree was optimized so that only those
concepts from GW appear in TK which are directly relevant for the inference
problem, e.g., only search predicates can serve as leaves in TK , or every non-
branching node between two other nodes is removed. Thus, all knowledge which
will not add any inferential power is removed from TK .

One can see in Fig. 5 that not all search predicates were recognized enough
precisely during the first phase. More specifically, the named entity bautzen was
not classified as a town as we would expect that. Since a suitable individual was
not found in WordNet, the named entity bautzen ne 1 was assigned directly to
the root of tree TK . Clearly, without having more information about bautzen,
we cannot prove the entailment.
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ne, 1

Fig. 5. Fragment of knowledge tree TK after optimization.

4.2 Second Phase: Integration of YAGO

In this phase we consult YAGO about search predicates that were not recognized
in the first phase. We formulate for each such predicate an appropriate query
and send it to the query processor (see Fig. 2). To this end, we use relation
type, one of the build-in ontological relations of YAGO [14]. For our small RTE
problem, we ask YAGO with a query bautzen type ? of what type (or in YAGO
nomenclature: of what class) the named entity bautzen is. If succeed, it returns
knowledge graph GY with WordNet concepts which classify the named entity.
Fig. 6 depicts graph GY for our example. We can see that bautzen was now
classified more precisely, among other things, as a town.

In general, each graph GY is a DAG composed of partially overlapping paths
leading (with respect to the hyperonymy relation) from some root node (i.e., the
most general concept in GY , e.g., node object in Fig. 6) to the leaf representing
the search predicate (e.g., the complex node bautzen in Fig. 6). Observe that
there is one and only one leaf node in every graph GY . Since the result of
every YAGO-query is in general represented by a DAG, we cannot integrate
it completely into the knowledge tree TK (see discussion above). According to
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Fig. 6. Knowledge graph GY with results of two queries to YAGO
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Fig. 7. Fragment of knowledge tree TK after integration of results from YAGO

the leaf of GY in Fig. 6, the named entity bautzen can also be classified as an
asteroid or an administrative district.

In order to preserve the correctness of results, we select for the integration
into tree TK only those concepts, individuals, and relations from GY which
lay on the longest path from the most general concept in GY to one of the
direct hyperonyms of the leaf, and which has the most common nodes with the
knowledge tree TK from the first phase. In Fig. 6 the concepts and individuals
on the gray shaded path were chosen by our heuristic for the integration into
TK . After the path has been selected, it is optimized and integrated into the
knowledge tree TK . Fig. 7 depicts the knowledge tree TK after the gray shaded
path from Fig. 6 was integrated into it.

The selection of a relevant path could also be done manually by some analyst
with sufficient knowledge about the problem. A fully automatic selection turns
out to be a much more difficult task. Another strategy is to integrate all available
paths separately, one after the other. Here, however, this would result in three
parallel entailment problems, which we must solve and evaluate separately.

Observe finally that the integration of selected parts of graph GY into tree
TK is performed sequentially for each search predicate which was not classified
in the first phase (note that each search generates its own knowledge graph GY ).

Additionally to the first query to YAGO, we can also formulate a second one
like bautzen isCalled ?, in which we ask what are the names of the named
entity in other languages. In Fig. 6 we can see four different names for this
entity. This complementary information can be combined afterwards into the
FOLE formulas of the RTE problem as new predicates, e.g.,

...∃x((bautzen(x)↔ budysin(x) ↔ budissa(x) ↔ budziszyn(x)) ∧ ...)...

After the second phase of the integration procedure is finished and the final
knowledge tree TK has been computed, the background knowledge axioms are
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generated from TK according to Definition 2. The resulting axioms are added into
the FOLE formulas of the input RTE problem. Such an extended input problem
is passed over to the inference process (see Fig. 2) and solved correspondingly.

5 Conclusion and Future Work

In this paper we presented a new integration procedure which can be used to
combine different background knowledge sources in order to support RTE. The
correctness of our two-phase procedure was discussed formally and its function-
ality was explained in detail with several examples.

For now, it is still impossible to measure its exact semantic accuracy as there
is no corpus with gold standard representations which would make such a com-
parison possible. Measuring semantic adequacy could be done systematically by
running the system on controlled inference tasks for selected semantic phenom-
ena. To this end, we have embedded the procedure into our experimental system
for semantic text analysis and preliminarily evaluated it with RTE problems
from the development sets of the past RTE Challenge [37]. A systematic evalu-
ation against existing approaches will be part of further investigations. Because
of a huge coverage of YAGO, it was almost always possible, to find informa-
tion we needed for the proof. Here, it is interesting to look at the inconsistent
cases of the inference process. They were caused by errors in presupposition and
anaphora resolution, incorrect syntactic derivations, and inadequate semantic
representations. They give us good indications for further improvements. Here,
the word sense disambiguation problem plays a decisive role for matching the
set of senses of the semantic analyzers with multiple, and likely different, sets of
senses from the different knowledge resources.

Furthermore, for our work-in-progress, we plan to extend the set of query
types for YAGO. Not only ontological relations like, e.g., type, subClassOf, or
isCalled, but also temporal ones such during, since, or until should be con-
sidered, e.g., for the implementation of some temporal calculus. Finally, we plan
to extend further the external knowledge resources by integrating OpenCyc [38]
and DBpedia [25].

Acknowledgment. I wish to thank Matthias Hecking and the anonymous re-
viewers for many valuable comments on the preliminary version of the paper.
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Abstract. This paper discusses the way in which design patterns may
improve the current practice of ontology engineering. It presents five re-
quirements that go beyond the current state of the art of collecting and
curating design patterns. We build on the thesis outlined in [17] that de-
sign patterns should be one of several possible outcomes of a fundamental
design decision. We emphasise their relation to structures in cognition
rather than domain dependence. This to improve our understanding of
what ontology design patterns are, and how they relate to (modelling)
expertise. We provide a definition of structural design patterns, give a
number of examples, and discuss further work.

1 Introduction

An ontology is not just any terminological knowledge base as it embodies a
specific definitional perspective. Terminological knowledge representations are
based on Minsky’s notion of a frame [23] – concepts are defined by context.
An ontology refines this notion and needs to distinguish between the inherent
and accidental properties of concepts [8,16,3]. For instance, although a typical
property such as ‘position’ is clearly relevant from a knowledge engineering per-
spective, ontologically speaking it is usually a side issue: changing the position
of an object does not make it intrinsically different.

This epistemological promiscuity of terminological knowledge representation
has led to the formulation of several design principles (cf. [17] for an overview).
Over the years several design principles have been cast in ontology engineering
methodologies to improve the quality of ontology development. Also, the wide-
spread availability of ontologies on the web has opened the door to the adoption
of pre-existing general ontologies. By providing an initial structure and a set of
basic concepts and relations, these ontologies can be a valuable jump start for
more specific ontology development.

A more recent development is the identification of design patterns that are
meant to overcome some of the limitations in the use of existing ontologies and
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design principles. In this paper we explore a set of requirements for ontology
design patterns, which emphasise their relation to structures in cognition rather
than domain dependence.

Related Work. Ontologies are frequently quite large and heavyweight; they are
hard to mould and extend to a usable domain ontology. Design principles can be
quite abstract and difficult to translate into concrete definitions. Design patterns
offer a middle ground between the two, where the methodological principles are
made concrete in manageable building blocks [13,27, a.o.]. Furthermore, these
patterns can assist in tackling problems related to the ontology representation
language of choice [18, a.o.]. For instance, the OPPL language [20] functions as
a macro language for authoring ontologies at pattern level.

In the context of ontology development, work on Ontology Design Patterns
(ODPs) is based on the notion of knowledge pattern [10].1 Ontology design pat-
terns are typically categorised as either logical of content patterns [13,27], where
logical patterns do not introduce domain dependence. The ODP portal is a
community effort to build a catalog of high quality ontology design patterns2

Patterns undergo a peer-review based on a set of criteria before they become
‘certified’. These criteria are based on [12] and include the availability of an OWL
representation and coverage of requirements in terms of competency questions:
a pattern is a solution to one or more use cases. The content pattern should be
a small, autonomous ontology, that covers a core of cognitively relevant compo-
nents, allows some form of reasoning and reflects best practices.3

An initial evaluation of content pattern-based ontology construction [2] shows
that participants feel that patterns help, and that using design patterns results
in ‘better’ ontologies. Unfortunately this is only preliminary work, most subjects
were not very experienced knowledge engineers, and the set of available design
patterns was limited to 22. Also, the evaluation concerned the ontology engi-
neering process rather than the design patterns themselves, making it hard to
assess how the quality of these patterns contributed to the evaluation results.

The cognitive perspective of [13] has received little attention in practice: pat-
terns are mainly considered to be engineering artefacts, and essentially form a
collection of best practices. Indeed this is very useful, but in this paper we aim to
delve somewhat deeper and improve our understanding of what ontology design
patterns are, and how they relate to (modelling) expertise.

In light of this exercise we explore several requirements that support this
perspective. Admittedly these requirements differ from the criteria of the ODP
portal as they are not aimed to optimise categorisation and publication in a
catalog. We build on the thesis outlined in [17] that design patterns are language

1 We will use the terms ‘ODP’, d‘esign pattern’ and ‘pattern’ interchangeably through-
out this paper.

2 See http://www.ontologydesignpatterns.org
3 See http://ontologydesignpatterns.org/wiki/

index.php?title=Odp:EvaluationPrinciples&oldid=1714. These criteria apply
only to content patterns ([27], and 2.3).

http://www.ontologydesignpatterns.org
http://ontologydesignpatterns.org/wiki/index.php?title=Odp:EvaluationPrinciples&oldid=1714
http://ontologydesignpatterns.org/wiki/index.php?title=Odp:EvaluationPrinciples&oldid=1714
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dependent and should emphasise structure rather than content. We expound the
intuition that these structures should be recurrent, sufficiently complex, and that
they should be applicable and query-able across domains. In short, the pattern
should be one of several possible outcomes of a fundamental design decision. We
discuss these five requirements, provide a definition of structural design patterns
(section 2.3), give a number of examples (subsection 2.5), and discuss further
work (section 3).

2 Requirements for Design Patterns

2.1 Design Patterns are Language Dependent

Most requirements and principles for ontology construction are described at the
knowledge level [24]; they pertain to what van Heijst et al. [28] called knowledge
modelling: they are conceptual and independent of the language in which the
ontology is eventually specified. However, an ontology itself is a design model,
where the design is subject to design principles that guide the expression of the
conceptual model in a formal language. The distinction between the two types
of models dates back to e.g. the KADS [7] and role limiting [9] approaches that
tried to maximise the reusability of expert knowledge.

Design patterns can help to bridge the gap between the two levels. They
reflect a choice for a set of design decisions needed to translate a knowledge
model into a concrete knowledge representation. These decisions fall into two
categories. First, a design pattern involves a commitment to a particular view
on the structure of the world (see also section 2.2). Secondly, the choice of a
representation language, and in particular its expressiveness, determines what
parts of the ontology as conceptual model can be represented.

The trade-off between expressiveness on the one hand and decidability and
computational efficiency on the other played an important role in the specifica-
tion of description logics [21]. It is reflected by an ontological trade-off: not all
ontologically relevant features can always be represented in OWL DL, and some
features can be represented in multiple ways, each with its own benefits.

The encoding of an ontology is therefore not only the result of ontological
choices, but also of a design decision for a particular knowledge representation
language. As a consequence, design patterns are specific to a particular language,
but solve a conceptual modelling problem that exists independently of it.

2.2 Design Patterns Are Recurring Structures

Syntactically, definitions of concepts in a formal language do not differ much from
descriptions of terms in natural language. In both cases an expression is a com-
bination of symbols that follows certain grammatical rules. The way in which we
combine words in linguistic expressions follows basic, cognitive rules and suggests
the existence of fundamental concepts in thought [26]. Pinker [26] describes the
atypical behaviour of some verbs in the dative form. While most transitive verbs
can be used both in a propositional dative form (subject-verb-’to’-recipient) and
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a double-object form (subject-verb-recipient-thing), this cannot be extracted to
a general rule. For instance, whereas we can say:

– ‘Give a muffin to a moose’ and ‘Give a moose a muffin’, we cannot say:
– ‘Biff drove the car to Chicago’ and ‘Biff drove Chicago the car’

Idiosyncrasies such as this indicate that the two constructions are not synony-
mous, but in fact follow differing underlying patterns. Whereas the propositional
dative matches the pattern “cause to go”, as in ‘cause a muffin to go to a moose’,
the double-object dative matches “cause to have”, as in ‘cause a moose to have
a muffin’. A plethora of other constructions such as these exists. For example,
to indicate a distinction between direct and indirect causation as in ‘dimming
the lights ’ when sliding a switch and ‘making the lights dim’ when turning on
the toaster. It is these patterns that are used to construct metaphors such as
the container and conduit metaphors where ideas are things, knowing is having,
communicating is sending and language is the package: “We gather our ideas
put them into words, and if our verbiage is not empty or hollow, we might
get these ideas across to a listener, who can unpack our words to extract their
content.” [26, p.60].

According to Pinker, the basic concepts in a language of thought correspond
to the kinds of concepts that fit the slots of grammatical constructions. The
grammar rules of language reflect the structure of our conceptualisation of the
world around us. It shows the restrictions on the ways in which we can combine
concepts to create meaningful categories: the position of a term in a sentence
is indicative of its meaning, and the general category it belongs to. Although
every language has a different grammar, each of them has a mechanism for
expressing the same set of basic notions. Linguistic expressions follow frequently
recurring patterns that can be re-applied to new circumstances to create new
meaning (e.g. in metaphors). These patterns are design patterns, and depending
on which pattern we apply, we create a different meaning or shift emphasis.

Can the way in which we apply grammatical patterns to construct meaning
teach us something about ontology design patterns? If we follow Pinker – and
let’s do so for now – then design patterns are recurring structures that cap-
ture a fundamental understanding of the world. Arguably, recurrence is a useful
selection criteria when collecting and curating patterns.4

2.3 Design Patterns Are Applicable Across Domains

The examples in section 2.2 show that patterns have to somehow ‘fit’: applicabil-
ity is determined by the (in)compatibility between that which a pattern is meant
to express about it, and the meaning of the word. This incompatibility is not a
priori evident in knowledge engineering. In linguistics, we can do pattern learn-
ing by analysing a corpus of text and search for metaphors. Not so in knowledge
4 The linguistic patterns in the ODP portal, and the FrameNet repository

(http://framenet.icsi.berkeley.edu/) referred to by [27], can be a valuable re-
source for identifying these deeper recurrent structures.

http://framenet.icsi.berkeley.edu/
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engineering, where the meaning of a concept is a posteriori, and follows from
the application of a pattern in a knowledge representation language.

At its heart, knowing which pattern to apply where is a specific case of the
general problem of knowledge acquisition: extracting expert knowledge about a
domain, and casting it into a model. The focus on larger structures takes out
some of the difficulties in having to deal with the primitives of a representation
language, but it does not solve the larger problem unless design patterns have
some way of indicating to which types of concepts they can be applied. Too strong
a connection to a particular category of concepts has a negative impact on their
applicability to other domains. Furthermore, there should be some mechanism
in place that allows us to check whether a pattern is correctly implemented in
an ontology.

Signalling by Content or Structure. Content ontology design patterns are
mini-ontologies, and their utility lies in the fact that many ontologies cover parts
of the same or overlapping domains. [12] require that the implementation of a
content pattern should preserve downward taxonomic ordering : the concepts in
the ontology are subsumed by the concepts of the pattern.5 However, this restric-
tion reduces pattern reusability to ontology reuse. This is problematic because of
the ontology interaction problem: the general problem that if an ontology reuses
another, its ontological commitments may affect the commitments of the reused
ontology [17]. Because languages such as OWL 2 DL are too expressive to de-
termine the safe reuse of imported axioms in an ontology [14], there is no way
to guarantee correct implementation of the pattern. Indeed, if no formal repre-
sentation of the content pattern is available, then the restriction on downward
taxonomic ordering is merely a call to pattern designers to use generic categories
to better indicate applicability of the pattern.

[10] define knowledge patterns as theories whose axioms are not part of the
knowledge base that implements it. The implementation of a pattern occurs
by importing its axioms, and mapping the symbols of the implementation to
symbols in the pattern’s signature. This mapping is given by a morphism that
maps every non-logical symbol in the pattern to a corresponding symbol in the
knowledge base. The implementation of a knowledge pattern is not structure-
preserving: multiple classes in the pattern can be mapped onto a single class in
the ontology. Both the pattern and the mapping are required to be external to the
knowledge base, and no formal method of guaranteeing correct implementation
exists.

Although logical design patterns have a more structural character than con-
tent patterns [12], they suffer from the same limitations as knowledge patterns.
Axioms in the implementation are typed according to the meta-categories de-
fined by the logical pattern. In model theoretic terms, the part of an ontology
that implements a logical pattern should be a valid model of the pattern. As
a consequence, logical patterns expressed in OWL cannot be enforced using a

5 Note that this does not exclude the possibility of having a partial order of patterns
themselves [27].
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description logics classifier; they are limited to OWL Full. Furthermore, im-
plementing meta level statements is not structure preserving either; multiple
positions in the pattern may be instantiated by the same class.

The limitations of these approaches has been recognised in the community,
most notably by the OPPL Protege plugin of [20]. It guides the implementation
of ontology design patterns expressed in OPPL into an OWL ontology.

Structure Patterns and Metaphors. What sets the knowledge pattern and
logical pattern apart from content patterns, is that the mapping between pat-
tern and implementation is not subject to ontological restrictions: they do not
assume an ontological relation between the symbols in either signature. Both
pattern types are intended to be structure patterns, that try to ensure the trans-
position of the structure of the pattern to categories in the implementation. A
proper structure pattern is an ontology design pattern for which the mapping
function is injective – there is a one-to-one correspondence between elements of
the pattern and the implementing ontology – and no ontological requirements
hold on elements of the signatures.

Even though the implementation of a structure pattern does not explicitly in-
volve an ontological commitment, it may still incorporate certain other, less strict
commitments. Firstly, structure pattern implementations signal an intended in-
terpretation for that part of the ontology; i.e. they may have an epistemological
commitment (c.f. [3]). For instance, an OWL implementation of the n-ary re-
lation pattern of the SWBP [25] signals that even though it is not an n-ary
relation according to the OWL semantics, it should be interpreted as such.6

This works in exactly the same way that the presence of OWL constructs signal
the applicability of OWL semantics.

Secondly, even without an explicit ontological commitment, they do convey
a certain ontological ‘message’: design patterns may transpose the stereotypical
structure of ontological categories to new domains. In other words, structure
patterns can be used to construct metaphors. The strength of the metaphor
depends on the strength of the ontological relation between a pattern and its
implementation [17]. The properties of an implementing ontology should be at
least (conceptually) sub properties of corresponding properties in the pattern.
For instance, the conduit metaphor from section 2.2 cannot be implemented as
content pattern, but can be a metaphoric use of a structure pattern. The former
requires words to literally be containers for ideas, and the latter merely signals a
connotation. The relational character of metaphoric use corresponds to the role
of verbs in natural language metaphors [26], and the prototypical representation
of verbs as properties [4].

Structure patterns relax the ontological restrictions of content patterns, but
strengthen the structural requirements of logical and knowledge patterns. Fur-
thermore, if a structure pattern is implemented as metaphor, the implementation
can still be queried at pattern-level (i.e. in terms of the pattern) and checked for
consistency.
6 SWBP: Semantic Web Best Practices and Deployment Working Group. See
http://www.w3.org/TR/swbp-n-aryRelations/

http://www.w3.org/TR/swbp-n-aryRelations/
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2.4 Design Patterns are Complex Structures

In order for design patterns to be of use, they should assist in creating an ad-
equate knowledge representation of a domain. This means that they may be
small, but should be complex enough to take work out of the hands of an on-
tology engineer: not just quantitatively, but qualitatively as well. It is nice if
a pattern reduces the number of mouse clicks needed to create a certain part
of the ontology, but the real challenge lies in addressing the time and depth
needed to come up with a particular modelling solution. Of course, complexity
is a rather imprecise notion: it may reside both in the combination of constructs
of the knowledge representation language, as well as in the domain.

2.5 Design Patterns Capture Fundamental Design Decisions

In the preceding sections we observe that the recurrence and cross-domain ap-
plicability of design patterns are some of their key attributes. These attributes
are reflected by the ability of structure patterns to construct metaphors. Given
these characteristics, there are a number of relatively influential examples that
come to mind.

First, there is Allen’s general theory of time [1]. In this theory, time consists
of a series of intervals that are only defined by their position relative to other
intervals. This approach can be juxtaposed against the more commonly used ab-
solute time, that commits to fixed time points.7 The distinction between the two
perspectives is well known, as are their benefits (i.e. expressiveness vs. concise-
ness), but they cannot be mixed. Choosing one over the other is a fundamental
design decision.

What makes Allen’s theory into a design pattern? Not its way of treating time,
but rather its way of structuring reality. In fact, the pattern has been successfully
applied in a theory of relative places [11]: the same relations defined by Allen
could be used in defining the position of places relative to one another.8 Again,
the perspective can be juxtaposed against a theory of absolute space, which is
arguably more practical when building a house.

Two contrasting patterns that have found their way into knowledge represen-
tation languages are the binary and n-ary relations (cf. [25,17]). Although these
are often regarded as mere language features, they convey a commitment to a
particular structure of reality. Although n-ary relations seem more expressive,
they hide away the structure that must be made explicit if one does without [17].
Again, choosing one option over the other is an important design decision: no
Semantic Web language supports n-ary relations, and only in highly expressive
knowledge one can reify an n-ary relation into its individual components.

For instance, an exchange binds two processes by reciprocity (cf. [18]). This
is particularly reflected by identity and other constraints on roles in the two
7 Though we are using the same terms here, we are not referring to absolute vs. relative

time as in Newton vs. Einstein.
8 Both theories were used in the LKIF Core ontology as part of the space-time module.

See [17].
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constituting processes. In a heat exchange between two objects, the heat emitted
by one object should be in balance with respect to the heat absorbed by the other.
The pattern underlying exchanges can be used in a position metaphor, e.g. goods
and money are said to trade places. The same metaphor holds in a legal context
for the exchange of ownership: ownership is a legal position, a right [19]. Legal
positions themselves involve reciprocity as well: the right to own is balanced by
a duty to pay. The choice here is between a representation of exchange as either
an N-ary relation, as a ‘spider’ or as a more complex, layered structure. Again,
the three variants result in an progressing cognitively precise representation of
reality. For instance, response time research suggests that thematic roles exist
at three distance levels from an action [5].

3 Discussion and Future Work

The preceding sections list five requirements for ontology design patterns. Design
patterns are:

1. language dependent, they bridge the gap between a conceptual model and
its implementation in a knowledge representation language; they are

2. recurring structures that can be re-applied to new circumstances as metaphors
and create meaning; they are

3. applicable across domains, because they emphasise structure over content;
they are

4. complex structures that alleviate the burden of knowledge engineers, both
quantitatively and qualitatively; and, they

5. capture fundamental design decisions between alternate, disjoint ways of
looking at the world.

Some of these requirements are not readily in accord with the guidelines of the
ODP portal listed in the introduction. The portal requires submitted patterns
to be language independent, where we argue for language dependence.9 Sec-
ondly, we deemphasise the domain dependence of design patterns.10 The portal
is a commendable initiative to make a significant paradigm shift in the way we
construct ontologies. Collecting design patterns is indeed the only way to make
this happen. And in fact, similar initiatives have been launched several times:
the Ontolingua server [15] and the WonderWeb library that sparked DOLCE
[22]. However, it seems that the way in which patterns are currently being cu-
rated could benefit from a more principled approach. First of all, design patterns
should be recognised as being a key part in bridging the knowledge acquisition
bottleneck. Rather than being only a means to facilitate the representation of
complex structures in a knowledge representation formalism, design patterns can
also work the other way around, and provide insight in the structure of expert
9 In fact the ODP portal does require content patterns to be accompanied with at

least a representation in OWL.
10 The ODP portal is ongoing work and its aim is to cater for all types of design

patterns.



Making Sense of Design Patterns 339

knowledge. Secondly, the evaluation of design patterns should move beyond the
methodological question as to whether pattern-based ontology engineering is at
all a good idea. If individual patterns are subject to evaluation in the context of
the modelling problem they were designed for, and others, this will allow us to
assess and study patterns in their own right. What are the properties of design
patterns that make them more or less desirable?

Furthermore, if design patterns truly capture a unique perspective on the
world, they are prime candidates as an index of existing ontologies. The Com-
monKADS library of expertise models (mainly related to problem solving) was
indexed by a suite of problem types [6]. These problem types were carefully se-
lected to create a concise, generic categorisation of problems that covered the
entries in the libraries. A similar selection of design patterns could fulfil the same
role for ontologies on the web.

In this paper we have tried to emphasise that there is a reason why certain
patterns are more useful than others. Selecting design patterns is therefore not
merely a question of peer reviewing freely submitted patterns, but rather a
quest for the different, alternate ways in which we can and do structure the
world. Such a quest can build not only on existing domain theories (e.g. temporal
logic, thermodynamics) but should rely on insights from linguistics and cognitive
science to lay bare our own conceptualisations. This way, we hope to ensure that
a suite of design patterns can move beyond a collection of modelling tips and
tricks, however useful they are.
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2008. LNCS, vol. 5231, pp. 128–141. Springer, Heidelberg (2008)

28. van Heijst, G., Schreiber, A.T., Wielinga, B.J.: Using explicit ontologies for kbs
development. International Journal of Human-Computer Studies 46(2/3), 183–292
(1997)

http://www.w3.org/TR/swbp-n-aryRelations/


P. Cimiano and H.S. Pinto (Eds.): EKAW 2010, LNAI 6317, pp. 341–349.  
© Springer-Verlag Berlin Heidelberg 2010 

Acquiring and Modelling Legal Knowledge Using 
Patterns: An Application for the Dutch Immigration and 

Naturalisation Service 

Patries Kordelaar, Freek van Teeseling, and Edwin Hoogland 

Pharosius, Netherlands 
patries@pharosius.nl 

Be Informed, Linie 620, 7325 DZ Apeldoorn, Netherlands  
{f.vanteeseling,e.hoogland}@beinformed.nl 

Abstract. The Dutch Immigration and Naturalisation Service is replacing its ex-
isting paper based case system with a fully electronic system with integrated deci-
sion support based on ontologies. In nature a large proportion of the organisations 
knowledge is based on law and regulations. In acquiring this legal knowledge for 
modelling we faced the classic knowledge acquisition bottleneck due to commu-
nication problems between experts from different background. To overcome this 
bottleneck a methodology was developed to transfer these laws in semantic 
knowledge models, based on legal patterns. In this paper we describe different ar-
chetypes of law and how these are transformed in models with the help of pat-
terns. The patterns are thereby used for both translation of the true meaning of the 
law and for inclusion in the semantic models for automatic execution. 

Keywords: Legal Patterns, Knowledge Representation, Semantics, Acquisition, 
Methodology. 

1   Introduction 

The Dutch Immigration and Naturalisation Service (IND) [8] decided, as a reaction to 
a review of its processes by the Dutch Court of Audit [3], to completely replace its 
existing (mostly) paper based case system and some form of decision support (deci-
sion trees). The new application had to be an electronic case system with integrated 
decision and process support for the internal knowledge worker, including a directly 
connected front office for clients [9]. The case system consists of a Siebel workflow 
system communicating within a SOA architecture with intelligent components for the 
decision and process support made with the knowledge-based platform Be Informed 
(www.beinformed.nl). The core functionality of Be Informed is a semantic modelling 
environment in which models can be made that are used by the inferencer for classifi-
cation, calculation and decisions tasks. The new application replaces the current op-
erational cluster of systems, of which the ICT maintenance costs are way too high.  

The IND is responsible for enforcing Immigration Law in the Netherlands and han-
dles around 255.000 permit applications per year. Since the IND is an enforcement 
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organisation the main body of knowledge to include in the new IND application con-
sists of legal knowledge. In acquiring and modelling this legal knowledge we faced a 
knowledge acquisition bottleneck. Actors with different backgrounds, legal experts and 
knowledge engineers, had to work together to make sound models. However, while the 
legal experts could not see how a piece of text was not sufficient to be machine-
interpreted, the semantic engineers could not understand the interpretations of the legal 
experts. One of the main challenges of the project was getting the two groups closer to 
each other. Therefore we decided to standardize the communication between legal 
experts and knowledge engineers by introducing legal patterns as a means for exchang-
ing information. Thereby it was important for the IND that the patterns would be intui-
tive and easy to use by the legal experts, since they are the most scarce resource within 
the IND. As an answer we came up with legal patterns based on legal theory. Practice 
has shown that these patterns could be easily used by the legal experts and that, as a 
side-effect, they could also be used for finding defects in the legislation. 

In this paper we describe the development of the legal patterns. First we show 
where in the modelling process the patterns play a role. Next we shortly position the 
legal patterns in the light of existing literature on patterns. Then we turn our attention 
towards legislation. What is the nature of legislation and how did we use that nature 
in constructing our legal patterns. We conclude this paper with some concluding re-
marks and plans for future research. 

2   Legal Patterns in the Modelling Process 

The process of implementing legislation in the IND application is shown in figure 1.  
Interpretation of legislation plays a role in the phases: analyzing the legal source 

texts, formulating the IND interpretation of these texts and modelling the interpreta-
tion. In these phases over 20 knowledge engineers, many domain experts and other 
stakeholders participated. The modelling domain consists of over 30.000 concepts and 
a multitude of relations. On that scale it is clear that there is a strong need to structure 
the modelling process. 

Before the introduction of the legal patterns we encountered a major delay in the 
modelling process transforming the interpretation to semantic models. The IND inter-
pretation of the legal source was laid down by the legal experts in a natural language 
representation, with a form of cross-linking between fragments, and the representation 
is accompanied by a reference to the original source text. For the knowledge engi-
neers it was not straightforward to get from the interpretation in natural language to 
the much more restricted language of Be Informed (a restriction that is essential for 
the automatic execution of the model). The knowledge engineers still had a lot of 
questions about the right interpretation of the text in natural language and many times 
had to disambiguate the text themselves before they could model it. The (free format) 
textual representation and cross-links proved not to be explicit nor structured enough. 
Not being legal experts the engineers turned to the legal experts for the answers to 
their questions. Like in many organizations, legal experts are a scarce resource and 
the modelling process was severely delayed by these extra iterations. In response to 
this we developed the solution to standardize the patterns used in the communication 
between legal experts and knowledge engineers. This resulted in the legal patterns 
described in section 3.3. 
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Fig. 1. Stages in the modelling chain 

In the new process the developed legal patterns were introduced and used during 
the interpretation of the legislation. The patterns form the “glasses” with which the 
legal experts look at the legislation. When they recognize a norm in the legislation 
they make an IND interpretation of the norm (with accompanying definitions and 
fictions) and represent this in a structure according to a pattern. They highlight and 
name the different elements of the norm (and the different types of definitions, refer-
ences and fictions) as agreed upon in the legal pattern. This representation is taken by 
the knowledge engineers to make a Be Informed model. Using the patterns, the legal 
interpretation was easily transformed into the semantic models. These models are 
used by the Be Informed inferencer for automatic reasoning tasks such as classifica-
tion, calculation and deciding. 

The patterns we describe in this paper have strong similarities to the patterns 
mapped to legal problems, like described by Gangemi [4]. His ODPs focus on legal 
tasks, one of which is knowledge extraction. The legal patterns we have developed for 
the IND can be seen as specific instances of patterns used within a broader pattern for 
knowledge extraction such as Gangemi’s. The approach of Gangemi is towards auto-
matic extraction. In contrast, our patterns have been used for acquisition purposes by 
humans, but as we will discuss in our concluding remarks our legal patterns certainly 
have the potential to be used for automatic knowledge extraction. Human readability 
however remains an important issue if the patterns are to be used in an acquisition 
task. Like most other ODP approaches Gangemi uses the patterns for ontology design 
rather than for supporting the knowledge acquisition process. This might be the rea-
son that most formulations of ODP’s are rather technical, making them unfit for use 
by legal experts. Graphs, and even more syntax like OWL or RDF or the Be Informed 
models appear to legal experts as “programming” language which they consider tech-
nical and very abstract and they found it very hard to map this to their text based 
world of legal knowledge. We therefore decided to turn to legal theory as the basis for 
the formulation of our legal patterns, instead of the final ontology design, trying to 
stay as close as possible to the vocabulary of legal experts. In doing this, our approach 
resembles the lexico-syntactic branch of ODP development like described by Aguado 
et. al. [1], although they have a more didactical purpose. 

In the next chapter we describe how we developed the legal patterns using legal 
theory. Following, examples of the patterns are given. 

3   Developing Legal Patterns Based on Legal Theory 

3.1   Characterizing Legislation 

Norms are the core element of legislation. A norm says which behaviour is allowed  
or forbidden. A norm can also say which situation may exist and which may not.  
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Modelling legislation starts with acquiring and classifying the norms. In the following 
sections we will discuss a systemic analysis of legal norms, which forms the base of our 
patterns. Two key issues are important; form and typology. 

First, a norm has a prototypical form. Take as an example the following sentence: 
“As the sun sets car-drivers should turn on the lights of their vehicle” [13]. This norm 
sentence bears all the constituting elements of the prototypical norm (see also figure 2): 

─ Subject or addressee of the norm: to whom is the rule directed (in the example 
“car-drivers”); 

─ Objective or action part of the norm: What behaviour or situation does it allow 
or prohibit (in the example the phrase “turn on the lights of the vehicle”) 

─ Deontic Operator of the norm: What is the normative type of the rule, is it a 
prohibition or a permission (in the example presented by the word “should”) 

─ Condition of the norm: Under what circumstances does the rule apply (in the 
example the phrase “as the sun sets”) 

When the norm sentence is without flaws we can find all the elements mentioned 
above in the norm.  

Since our legal patterns rely heavily on the prototypical norm structure, we must 
make sure that all norm elements are recognizable in the norm. This means that the 
legal experts have the task to make the norms complete and designate the different 
parts. The legal patterns help them to identify omissions in the norm, so that they can 
repair these. Given that we aim at making models that can be automatically executed, 
all other defects must be repaired. As a final resort some vagueness can be handed 
over for interpretation to the end-user (but we have to be sure then that the end-user 
has the competencies to make the interpretation). 

Next to the typical form of norms, there are also several types of norms. Sartor [15] 
for instance distinguishes norms that forbid behaviour, that allow behaviour, that state 
that persons x should do y in situation z, state that people under certain conditions are 
entitled to z, etc. Literature contains a lot of different divisions in types of norms, [2,10, 
12, 13, 14, 15]. For the development of our legal patterns we have used a combination 
of these theories. In this manner we could produce a typology of norms that was: 

• well understood by the legal experts of the IND because they resemble closely the 
vocabulary they are normally using; 

• detailed enough to be able to construct patterns that result in semantic models that 
can be used with the Be Informed inferencers. 

As a first division we used the theory of Larenz [10] about independent and depend-
ent legal rules. The independent rules are the norms as stated above. They can func-
tion as a separate rule by themselves. Dependent rules clarify parts of the norms. For 
instance a rule defining the concept of a car-driver in our example norm is a depend-
ent rule in the sense of Larenz. Dependent rules cannot function as a separate rule but 
get meaning only in combination with an independent rule. This does not mean that 
dependent rules are not normative, but that we can only make sense of the dependent 
rule in the context of an independent rule.  Larenz mentions as dependent rules defini-
tions, references and fictions. As a result we made not only patterns for norms, but 
also for definitions, references and fictions1. 
                                                           
1 In this paper we only discuss the norm patterns. For research about patterns for definitions and 

references we refer to [11, 12]. 
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Analyzing the literature we derived a major distinction in norm types between du-
ties and permissions. Duties reflect the imposing side of the law. They state what is 
prohibited and what should be the case. Permissions on the other hand express what is 
permitted; we recognize dispensations and approvals (a right is a ‘strong” approval). 
Another distinction that is important in our construction of legal patterns is that norms 
can see upon conduct and upon situations (tun-sollen and sein-sollen [14]). Taking all 
these distinctions into account we came up with legal patterns for conduct and situa-
tions for all kind of duties and permissions. In section 3.3 we give some examples of 
the legal patterns. 

3.2   The Representation Language of Be Informed 

Our source language is legislation where the goal representation is the semantic Be 
Informed representation language. All examples given in the following sections will 
thus be illustrated by graphically represented semantic models, native to Be Informed. 
The reader is trusted with the possibilities of using the very same patterns in any se-
mantic standard, like for instance OWL and RDF(S). For clarity we briefly describe 
the elements of the Be Informed representation language. 

The Be Informed knowledge representation formalism can be characterized as a tri-
ples-based semantic network. Concepts and strong typed relations are the main ele-
ments of the language. If needed, these concepts and relationships can be further 
specified with formula and conditions. The concepts that are important within a (e.g. 
legal) domain are represented in Be Informed concepts. Often these are nouns or 
noun-groups. A concept can typically have a Boolean value, but can also be a number, 
date, or string. A concept is defined once and only once in the model with relations to 
other concepts, formula and conditions. Once a concept is defined, this concept can be 
referred to from any other concept in the model. Among the relations the Be Informed 
reasoner reasons with are taxonomical relations (e.g. instance-of) as well as causal 
relations (e.g. requires). Typical tasks that the out-of-the-box inferencers of Be In-
formed automatically perform are classification, decision and calculation. The infer-
encers are based on propositional logic and use backward chaining mechanisms.  

Before we turn to examples of the legal patterns we developed we have to take one 
last issue into account. An organization like the IND, and certainly employees of the 
IND with different roles, can apply norms from several distinctive viewpoints. A 
decision-maker for instance can apply the norms answering the question whether a 
person is compliant with the norms (only then the person gets the entrance permit) or 
whether a person violates the norms (this sanction is issued only if that person vio-
lates the rule). A legislator however might only be interested in what the norm is, 
without applying the norm (an informative position). In constructing the legal patterns 
we also have to take the viewpoint of the user into account. 

3.3   Examples of Norm Patterns in Be Informed 

We start with our fictitious exemplary norm: As the sun sets car-drivers should turn 
on the lights of their vehicle. This norm is a command stating which behaviour a car-
driver must exhibit in case the condition(s) hold. Suppose we are interested in know-
ing whether someone has violated this rule (viewpoint). The representation in natural 
language, highlighting the different parts of the norm is shown in figure 2. 
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Fig. 2. Natural language representation of a command 

 

Fig. 3. Be Informed model representing a commanding norm 

The corresponding Be Informed model is shown in figure 3. 
The central concept of the model (car-driver violates command “turning on the 

lights of the vehicle”) reflects the question we’re interested in. This concept also 
makes clear that the norm is a command. It is a Boolean concept, so in this case the 
question is either answered with a “yes” or “no”. The other concepts determine the 
value of the central concept. The central concept becomes true when: 

─ the subject at hand really is a car-driver (behind this concept other models that 
define the notion of a car-driver can be placed),  

─ the condition “ as the sun sets” is fulfilled; and when  
─ the negation of the object is true (the lights of the vehicle are not on). 

In the final model we recognize all the elements of the norm that were already high-
lighted in the natural language representation. 

If we extend this rule with an exception, for instance “the rule holds except in Lap-
land on the 21st of June”, we add in the model an exception concept (see also figure 
5). The relation between this concept and the central concept is another causal relation 
in Be Informed: “Excluded by”. 

The natural language representation of a second example, taken from the “Wet tot 
vaststelling van bepalingen betreffende het opium en andere verdovende middelen”, 
1928, section 2” (translation by the authors), is shown in figure 4. 

We look at this norm now from an informative point of view (suppose you are a 
legislator interested in what the current norm is). The model is shown in figure 5. 

Notice that in this model the norm-object only plays a role in the central concept 
(more or less the “then” part of the rule), not in the conditional part of the model. 

de model, ex lacks the norm-object completely, . This makes sense because from 
an informative perspective the user of the models is not interested in what happened 
in reality only in the “artificial” norm. Again we recognize in the resulting model the 
basic elements from the natural language representation of the norm. 
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Fig. 4. Natural language representation of a prohibition2 

  

Fig. 5. Informative pattern 

3.4   Towards Generic Patterns 

Figure 6 shows the abstract legal patterns of both “type of norm –perspective” com-
binations discussed in the examples. We see that in both cases with the help of the 
elements of a norm recognized in section 3.1 we can make a translation from the 
natural language text to a Be Informed model. We found that the same pattern can be 
applied every time we encounter the same “type of norm-perspective” combination. 
As long as the elements of a norm can be recognized (and that’s where the experts 
come in) it is not difficult to make the translation into models with the help of the 
patterns.  

We have constructed legal patterns for all “types of norms – perspective combina-
tions”. All legal patterns could be made using only the form and the type of the norm 
as well as the viewpoint of the user. In using the patterns we have found that the pat-
terns cover all the norms we encounter so far in the Immigration legislation. At this 
moment legal experts as well as knowledge engineers are using the legal patterns in 
their acquisition and modelling processes. 

                                                           
2

 Notice that the subject group is not mentioned in the rule (the norm is incomprehensively 
stated), we assume here that the group that is addressed consists of the persons that are located 
within the Dutch borders. 



348 P. Kordelaar, F. van Teeseling, and E. Hoogland 

 

 
Fig. 6. Abstract legal patterns of the examples 

4   Concluding Remarks and Future Research 

After the development of the legal patterns, workshops have been given to legal 
experts as well as knowledge engineers to learn them how to work with the legal 
patterns. At the moment about 10 legal experts and 20 knowledge engineers are 
using the patterns. Legal experts prove to find the patterns very intuitive. According 
to their evaluating statements the patterns represent the essence of legislation quite 
well. This is of course not surprising since the patterns find their origin in legal the-
ory. Also the legal experts have better means to check their representation for com-
prehensiveness. Omissions which would lead to incomplete knowledge models are 
found at an early stage and can be repaired by making additional policy rules. The 
knowledge engineers find the representation more understandable now and also 
much more complete. For the knowledge engineers it is not difficult to use the pat-
terns because they are stated in the elements they already know quite well, the Be 
Informed modelling elements. At this moment the first major delivery of the system 
is finalized and will be implemented, replacing part of the existing IND systems, in 
the second half of this year. 

Currently, other legal based projects have started using the patterns with similar 
success. Mayor effort will be put in incorporating the legal patterns, used for acquisi-
tion, in the Be Informed Implementation methodology, which has already been put to 
the test in numerous projects, and is common practice in the company and her part-
ners. Adding legal knowledge acquisition as described here will benefit all these and 
future projects. At the same time we try to further speed up the modelling process  
by using the patterns for automated model generation. Another interesting approach  
is currently investigated by developing a text based knowledge editor, which will 
integrate with the graphical representations in Be Informed. This will allow (legal) 
experts to write down their interpretation in a specified (domain specific) syntax (pos-
sibly based on the legal patterns) which directly corresponds with the semantic  
models (in contrast to having to translate between the two representations) again 
eliminating another step in the process. 
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Abstract. Integrating model-driven development and semantic web re-
sulted in metamodels and model-driven tools for the semantic web. How-
ever, these metamodels or tools do not provide dedicated support for
dealing with templates in ontology engineering. Templates are useful for
encapsulating knowledge and modeling recurrent sets of axioms like on-
tology design patterns. We propose an extension of existing metamodels
and tools to support ontology engineers in modeling ontology templates.
Our approach allows ontology engineers to keep template specifications
as first-class citizens, reducing complexity and increasing reusability in
ontology engineering. We demonstrate our approach with templates for
ontology design patterns and well-known problems like domain closure.

1 Introduction

As OWL ontologies get more complex, approaches that use abstraction to en-
capsulate complexity emerge. For example, ontology engineers may use macros
and annotations to represent ontology design patterns (ODPs) [1], key artifacts
for reuse in ontology engineering.

Nevertheless, these approaches do not consider the abstraction mechanism
as first-class citizens to encapsulate complexity. For instance, the development
of ODPs relies on the usage of macros [2] or annotations [3] to represent the
structure of these patterns. Ontology engineers should be able to encapsulate
reusable sets of axioms that capture well known modeling practices in templates.
In other words, ontology engineers need declarative specifications of templates
and tools to test these template specifications and realizations.

The usage of templates is a well-known technique in software engineering areas
like generative programming for some decades to encapsulate complexity, leading
indeed OMG to add support to templates in UML [4]. For ontology engineers,
the main advantages of using templates are increase in reliability, since templates
comprise reliable sets of axioms developed by domain experts.

Providing a declarative specification of templates and support to template
realization enables ontology engineers to handle templates as first-class citizens
instead of having template descriptions embedded in ontologies as annotations
or using pre-processing macros. Moreover, a dedicated approach for handling
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templates would enable ontology engineers to explore the full expressiveness of
template declarations and to analyze template realization scenarios.

Current approaches [3, 2, 5] have limited expressiveness and are tool-oriented
instead of generic, i.e., they do not allow ontology engineers to choose freely
tools and representation notations for templates. Moreover, current ontology
metamodels and model-driven tools do not provide those constructs [6, 7, 8].

Templates should be first-class citizens in a higher abstract level than anno-
tations, i.e., in the ontology metamodel. Such an approach allows the follow-
ing: (1) extending the usage of templates to other OWL-related languages like
SWRL [9], SAIQL [10], or SPARQL-DL [11]; (2) using different modeling nota-
tions, including graphical languages; and (3) extending the usage of templates
beyond individuals, classes and properties to literals and class expressions.

The contribution of this paper is twofold: (1) we present an approach for
modeling ontology templates applicable to different OWL metamodels and ex-
tensible to a family of OWL-related languages like SWRL, SPARQL-DL and
SAIQL; (2) we introduce graphical notations containing dedicated constructs to
specify templates and to bind them with domain ontologies, enabling ontology
engineers to design and test templates as first-class citizens.

We present our approach in this paper as follows. Section 2 gives a scenario
motivating template design. We give an example of our approach and describe
the graphical notations and the main constructs of our approach in Sect. 3. Sec-
tion 4 presents applications of templates to accomplish different tasks. Section 5
presents an analysis of existing approaches and Sect. 6 concludes the paper.

2 Running Example

As running example, we consider an ontology for capturing music records as
domain ontology. For this domain ontology, we want to reuse existing knowledge
from three resources: ontology design patterns (ODP), SWRL rules and domain
closure.

To represent the role of performers, we use the AgentRole design pattern
from the ontology design pattern collection [12]. The intention of this ODP is to
represent agents and their roles. A Role is a subclass of the class Concept, i.e.
a Role is a specialization of Concept. An Agent is a specialization of the class
Object. The property hasRole assigns Roles to Objects, whereas the inverse
property isRoleOf assigns Objects to Roles.

Additionally, we want to propagate the genre of a musical group to a record,
i.e., we want to assert that the style of the record is the same as the style of
the group. Thus, we reuse a SWRL rule (in this case a DL rule) to move the
property values from one individual to a related individual.

Furthermore, we want to consider the knowledge about genres as complete.
In general, OWL models realize the open-world assumption (OWA), i.e. the
represented knowledge base is considered as incomplete. However, in certain
applications, it is more appropriate to consider a knowledge base as complete. If
complete knowledge is assumed, the set of all individuals in the knowledge base
must be equivalent to the set of individuals declared.
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The following knowledge base (TBox and ABox) describes our simple do-
main ontology about music records. Beatles and RollingStones are instances of
Group. A Group has Performer as a member. A Performer plays a role in a
Group. The Group belongs to a Genre and produces Records. In our knowledge
base, there are only four genres: Rock, Blues, Country and Samba.

Group � ∃hasMember.Performer � ∃hasStyle.Genre

�∃creatorOf.Record (1)
Record � ∃stylePeriod.Genre (2)
Performer � ∃hasRole.Position (3)
Genre(Rock, Blues, Country, Samba), Record(LetItBleed) (4)
Group(RollingStones), P erformer(Mick), Position(V ocalist) (5)
hasRole(Mick, V ocalist), creatorOf(RollingStones, LetItBleed) (6)
hasMember(RollingStones, Mick) (7)
hasStyle(RollingStones, Rock), Group(Beatles) (8)
hasStyle(Beatles,¬Blues), hasStyle(Beatles,¬Country) (9)
hasStyle(Beatles,¬Samba) (10)

Based on this knowledge base, a user may be looking for all rock bands as
described by the following DL query: ∃hasStyle.{Rock}. If we consider an in-
complete knowledge base, the result of this query contains only the individual
RollingStones. If we assume a complete knowledge base though, the result also
includes the group Beatles.

There are different strategies for closing the domain of a class. In this paper,
we only make the class Genre equivalent to the set of existing individuals of the
class Genre, i.e., Rock, Blues, Country, Samba.

Additionally, we want to assert that the genre of a record is the same as the
genre of the group:

Performer(?a) ∧Genre(?s) ∧Record(?c) ∧ hasStyle(?a, ?s) (11)
∧ creatorOf(?a, ?c) → stylePeriod(?c, ?s)

For other ontologies, ontology engineers might want to reuse these resources,
since these resources represent modeling guidelines and best practices identified
by domain experts. Thus, it makes sense to encapsulate these axioms, identifying
generic pieces, i.e., to create a template. We consider templates as parameterized
generic sets of axioms that can be combined with different specifications to
produce a variety of artifacts like domain ontologies and queries.

One might try to use inheritance to encapsulate reusable axioms and define a
super class of Genre which is equivalent to a list of existing individuals of this
type, and the SWRL rule to propagate the genre to records. However, this super
class and rule would not be reusable for other types of art like poetry, painting,
acting and would work only for music.
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In summary, the usage of a template has the following advantages:

– Templates work as interfaces to encapsulate axioms and expose only the
constructs to be used as parameters. Thus, ontology engineers know exactly
which concepts and roles are needed for applying the ontology design pattern.

– Ontology engineers can reuse repeatedly templates in other ontologies or in
other pieces of the same ontology.

– Ontology engineers can easily bind and unbind templates to see different
results, e.g, using the open world or closed domain assumption.

– Templates are reliable, since ontology experts derive templates from well
known sets of axioms.

– Templates can realize macros when inheritance is not enough for encapsu-
lating reusable axioms.

3 A Model-Driven Approach for Specifying Templates

In this section, describe the main constructs of our metamodel extension and the
different notations. We have implemented our solution in the TwoUse Toolkit
and it is available for download together with the examples used in this paper
on the project website1.

Figure 1 depicts the running example using the OMG UML Profile for OWL 2
with support to templates in OWL 2 ontologies. A template agent-role represents
the agent role ODP [12]. This template has the two parameters – Agent and Role
– to be bound in order to adopt this pattern.

A template closed-domain defines a class X which is equivalent to a list of
individuals {}. Both class X and class expression {} are template parameters
and are bound to the class Genre and to the class expression {Rock Blues Country
Samba} of the ontology music records.

Finally, the third template shows an ontology with a SWRL rule asserting
that the genre of an artist is the same as the genre of a record. When realizing
these template bindings, the result is set of axioms (1-11) presented in Sect. 2.

3.1 Extending the OWL Metamodel with Templates

In this section, we define a metamodel for templates that can be used with
any of the current available metamodels for OWL (OMG OWL Metamodel [6],
the Neon OWL Metamodel [7] and the OWL 2 Structural Specification [8]).
Afterwards, we extend it to different OWL-related languages like SWRL [9] and
query languages like SPARQL-DL Abstract Syntax [11] and SAIQL [10].

UML class-based modeling and OWL comprise some constituents that are
similar in many respects like classes, associations, properties, packages and in-
stances [6]. UML [4] allows software developers to design templates of packages
and classes. With templates, software developers describe reusable structures
with unbound parameters. In order to use these templates, developers have to
bind package templates to actual classes or properties to create real structures.
1 http://code.google.com/p/twouse

http://code.google.com/p/twouse
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Fig. 1. Modeling the Running Example with OMG UML Profile for OWL and UML
Profile for SWRL

By binding template parameters to actual values, developers apply, for example,
software design patterns to software model.

UML packages and UML ontologies are similar structures (cf. [6]). While UML
package templates allow classes, interfaces and datatypes as parameterable ele-
ments, we define ontology templates as templateable elements and allow classes,
properties, datatypes, literals and class expressions as parameterable elements.

In the following, we explain each of these metamodel elements as addressed
in our solution and present the relationships between them in Fig. 2.

– TemplateableElement: A templateable element is an element that can option-
ally be defined as a template. When a template is used, a template binding
is created describing the replacement of template parameters with actual
parameters. Examples of templateable elements are ontologies and queries.

– Ontology: The class Ontology specializes TemplateableElement to specify
an ontology template. We apply the same rationale to queries (SPARQL-
DL::Query and SAIQL::Query). For example, in Fig. 1, closed-domain, artist
and agent-role are ontology templates.

– TemplateSignature: A template signature wraps the set of template param-
eters for a templateable element. In Fig. 1, the signature of closed-domain is
a bundle containing the parameters X and {}.
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– TemplateParameter: A template parameter exposes a parameterable element
as a template parameter of a template. For example, in the template sig-
nature closed-domain, X and {} are representations of the parameterable
elements with the same names.

– ParameterableElement: A parameterable element is an element that can be
exposed as a template parameter for a template or be specified as an ac-
tual parameter in a binding of a template. In Fig. 2, we show only some
parameterable elements like ObjectProperty, Class and Individual. Other
parameterable elements include DataProperty, ClassExpression and Literal.
For Example, in Fig. 1, the class X and the class expression {} are tem-
plate parameters while the class Genre and the class expression {Rock Blues
Country Samba} are actual parameters in the template binding.

– TemplateBinding: A template binding represents a relationship between a
templateable element and template parameters. A template binding specifies
the substitutions of actual parameters for the template parameters of the
template. In Fig. 1, the template binding is represented by the association
linking the ontology music-records with the templates artist, agent-role and
closed-domain using the keyword << bind >>.

– TemplateParameterSubstitution: A template parameter substitution relates
the actual parameter(s) to a template parameter as part of a template binding.

The metamodel for ontology templates depicted in Fig. 2 is independent of the
ontology metamodel. Although we have considered the OWL 2 metamodel for

Fig. 2. Metamodel for ontology templates
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our implementation, implementers can use any OWL metamodel of choice or
other ontology metamodels like RDF. Implementers must then specialize the
class ParameterableElement with the elements that can be used as parameters,
e.g., RDFSClass.

To write description logic rules, ontology engineers rely on the structure
provided by the SWRL metamodel which connects with the OWL metamodel
through the class Rule. Please refer to [13] for the complete specification of the
SWRL metamodel.

In order to have query templates, we specialize the class TemplateableElement
with the class Query and the class ParameterableElement with variables. Thus,
we can specify templates of queries and give variables as parameters.

3.2 Semantics of Templates

We treat templates as generators, i.e. templates for generating axioms. Thus,
reasoners cannot inspect the contents of templates until a transformation realizes
the template bindings by generating an effective OWL ontology.

One issue when creating templates is to ensure that they are consistent, i.e.,
that there exists at least one possible valid binding. A mechanism for doing
this is to realize the template by automatically generating an ontology and the
respective bindings. Thus, the effective OWL ontology can be tested with any
standard reasoning for satisfiability and consistency.

The template mechanics do not add to the complexity of the OWL ontology.
The complexity of the effective OWL ontology is composed of the complexity
of the template and the complexity of the ontology bound to the template. For
example, if the template definition has expressivity SHON and the ontology
bound to the template has expressivity ALCIQ, the effective ontology would
have expressivity SHOINQ.

The outcome of realizing the template bindings is an effective OWL ontology
that can be normally checked by reasoners. When realizing template bindings,
actual parameters replace template parameters and the remaining elements are
copied. Consequently, the template definition is not part of the effective ontology
document (the generated one), but of the implicit ontology document based on
our approach. The implicit ontology document contains all axioms defined by
the ontology engineers and the template definitions.

3.3 Notations for Templates in OWL

With Model-Driven Development, we are able to provide easily different nota-
tions for modeling ontology templates: our OWL 2 graphical syntax and the
OMG ODM UML Profile for OWL. Additionally, it would be possible to extend
the approach to support OWL 2 concrete textual syntaxes.

In Fig. 1, we show the running example modeled using the OMG UML Profile
for OWL and the UML Profile for SWRL [13]. It relies on package templates
natively supported by UML.
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4 Analysis of Templates in Ontology Engineering

The requirements of using templates in OWL ontologies and SPARQLAS are
based in our experience in building core ontologies in the past years [14, 15, 16]
and in modeling software artifacts with OWL. In this section, we analyze the
application of our approach.

Many versions of ontologies. We can, at the low maintenance cost of a template
binding, generate many versions of an ontology. For example, one might want to
have two versions of the artist ontology: one with the open-world assumption and
another with the closed-domain assumption on class Genre. In some domains like
software engineering, it is usual to assume complete knowledge. We can generate
variations of ontologies simply by changing the bindings.

Ontology design patterns. Ontology design patterns (ODPs) are key artifacts for
reuse in ontology engineering. Applying templates in ODPs provides demands
specialized support to ODP constructs.

We have applied our approach in the development of domain ontologies that
use core ontologies like the COMM ontology [14], the Event-Model-F Ontol-
ogy [15] and the M3O ontology [16]. We are able to model all ODPs of these
ontologies (three of COMM, six of Event-Model-F, four of M3O), which pointed
at advantages and limitations of our approach.

Introducing templates raises the level of abstraction by allowing ontology en-
gineers to identify quickly the requirements for using a given ODP. For example,
in the COMM ontology, the semantic annotation design pattern involves at least
12 concepts and six roles to represent that a multimedia data is annotated with
a label. The concepts are grounded by upper level ontologies like DOLCE. In
this case, we use templates for creating an interface for semantic annotations,
i.e. we expose only two classes – label and multimedia-data – as parameters.

In comparison with textual templating systems, the main advantage of our ap-
proach is portability. Because we handle templates at the platform-independent
level, we can easily develop plug-ins for ontology editors like Protégé or Neon
Toolkit. Moreover, we can generate OWL annotations for templates to keep
compatibility with existing templating approaches like [3].

4.1 Limitations

The usability of the tool is a fact to consider when working with templates.
Although we used existing standards for UML profiles for OWL and SWRL
created to popularize OWL among software developers, there is limited tool
support for those. Our implementation works with all eclipse-based UML editors,
but not with non-eclipse UML editors.

One way to remedy this shortcoming is to provide multiple notations and
plug-ins for various ontology editors, which should be fortunately easier with
model-driven development, as discussed above. Providing additional support to
widely used tools is crucial for effective uptake of our approach.
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Another issue is transparency. Because templates work as generators, their
results are not always apparent. Therefore, using templates requires attention
about possible unsatisfiability or inconsistency caused by properties or concepts
added to the effective ontology.

5 Related Work

Relevant work related to this paper cover mainly the engineering of ontol-
ogy design patterns from three perspectives: macros, annotations and language
dependency.

Relevant research about the engineering of ontology design pattern is analyzed
in [3, 2, 5]. In [3] a pre-processor language is used to specify knowledge patterns
to allow modeling on a more general pattern level than directly in the OWL
ontology. This is a tool-oriented application with some procedural constructs
like ADD and REMOVE. Our approach is completely declarative and supports
different notations and tools.

Vrandecic analyzes the usage of macros in ontologies in [2]. These macros
allow the specification of design patterns for OWL ontologies. In a preprocessing
step, a macro is transformed to a set of axioms in the OWL ontology. However,
the authors do not provide a concrete specification language for macros.

In [5] semantic patterns are described in RDF. These semantic patterns are
transformed into the target language. The target language is not restricted to
a certain language; therefore, the semantic patterns are more general. Although
general, this approach does not provide constructs to handle patterns as first-
class citizens as our approach does.

The creation of ontology design patterns from existing ontologies is considered
in [17]. The most similar creation methods to our approach are the re-engineering
from other (conceptual) data models and the extraction method from reference
ontologies.

In comparison with related work, we provide an approach that is flexible,
since it supports different syntaxes (including the widely used UML), extensible,
as it comprises different OWL metamodels and related languages like SWRL,
SPARQL and SAIQL, and platform independent, since templates are tackled at
the modeling level and not at the language specific level.

6 Conclusion

We have presented an approach that raises the level of abstraction in the on-
tology development process by providing formalism-independent specifications
of templates. The prime benefit of this approach is that it is based on pre-
existing metamodels and profiles and therefore enhances the utility of previous
work. Moreover, our approach is generic enough to enable model-driven tools to
support different ontology metamodels of OWL-related languages.
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Abstract. It is germane in the engineering process of knowledge bases
to represent a model on different abstraction levels, developed and refined
by different engineers. Hence, they are initially described at a level of
coarse granularity and then refined into a more specific representation.
Given two behavior models like statecharts, it is a challenging task to
decide whether one statechart is still a valid specialization of the other,
more abstract model. We use OWL to model statecharts and to validate
statechart specializations.

1 Introduction

Statecharts, finite automata and process models are well established for repre-
senting knowledge of dynamic applications and the behavior of systems. As de-
scribed in [10], the understanding of behavior and functionality of artifacts is a
key issue in (domain) knowledge representation. This includes a representation
of actions, effects and behavior conditions of artifacts and their functionality.
Bryant describes in [7] the need in knowledge management to capture and rep-
resent knowledge by behavioral and dynamic models rather than by structural
models to understand and represent complex systems.

Knowledge engineering aims at providing means for domain experts to author
their knowledge directly [2]. This implies that models and knowledge bases are
often described on different levels of abstraction involving different engineers that
create and maintain knowledge and knowledge based systems. E.g., knowledge
engineers design on a high level of abstraction, using generic descriptions for
the core aspects of the knowledge base. Domain experts provide more specific
descriptions for a certain domain enriched with additional informations of the
domain. However, a specific knowledge base that is (probably independently)
modeled and specialized by a domain expert has to satisfy all constraints and
restrictions that are given by the more abstract model.

This problem is quite hard to solve, since knowledge engineering is often a
continuous process in which a knowledge base is stepwise specialized, modified
and enriched on different abstraction levels (cf. [24]). Once, a specialization is
recognized as invalid, it might be adequate to go just one step back instead
of doing the whole specialization process again. We refer to this as the spiral
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development methodology. Hence, it is a necessary task to validate whether a
more specific and detailed knowledge base is a valid specialization of an abstract
knowledge base, according to given specialization definitions.

There is related work to tackle the problem of representing behavioral knowl-
edge on different abstraction levels and with different granularity. In [10] an
ontology-based methodology for functional knowledge modeling is described.
They represent concepts of functionality. The (logical) separation of domain
knowledge and the knowledge formulation for planning engines is analyzed for
planning technologies in artificial intelligence in [14]. However, none of these
approaches consider the validation of model specializations with respect to an
abstract behavior model by semantic means, i.e. different syntactical represen-
tations may describe the same meaning (behavior) of a statechart.

In this paper, we use the Web Ontology Language (OWL) to represent be-
havior models. As an underlying graphical formalism we use statecharts. The
contribution of this work is threefold. (i) We present modeling principles and
design decisions for statechart modeling in OWL. (ii) Specialization relations
between different statecharts are defined. We distinguish between refinement
and extension. These definitions are based on existing work in action and situa-
tion calculus. We demonstrate how our approach captures these different types of
specializations. (iii) A reduction algorithm in combination with standard OWL
reasoning services is applied in order to validate specialized models with respect
to a more abstract statechart.

2 The Problem of Statechart Specialization

UML Statecharts [1] are a kind of finite automata, their notation has been de-
veloped by Harel (cf. [9]). They provide a hierarchical structuring of states. We
define a statechart as a five-tuple M = (S, Σ, T , s, F) as follows: S is a finite
and non-empty set of states, Σ is a finite set of actions and events (alphabet),
T is a finite set of transitions, triggered by events (E ⊆ Σ), s ∈ S is the initial
state or start state and F ⊆ S is a set of end states.

An abstract model may be specialized in several ways. The statechart in
Fig. 1(a) describes the behavior of an online reservation system. The state
ItemSelected is the initial state. This is indicated by the circle. The final state
is Ordered. This is depicted by the double-lined circle. The statechart from
Fig. 1(a) is modified to a more specific statechart (Fig. 1(b)).

The state ItemOffered is decomposed into two substates InternalSupplier
and ExternalSupplier. The incoming and outgoing transitions (edges) remain
in the superstate ItemOffered. A superstate that consists of substates is also
called a composite state. The state Ordered is also decomposed into two sub-
states Domestic and Abroad, both contain state conditions. The state Pending
is added to the statechart with two outgoing transitions. One reaches a new final
state via transition abort with the transition guard stalled, the other transition
re− select with guard item chosen leads back to the state ItemSelected.

As described in Sect. 1, the abstract model is usually created by a knowledge
engineer on an abstract level, while the more specific model is designed and
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(a) Abstract Statechart Diagram.

(b) Modified and specialized Statechart Diagram.

Fig. 1. Statechart Modification

specialized independently with more details of the domain. However, the more
detailed and specialized statechart has to be a valid specialization. A specialized
statechart is a valid specialization of an abstract model if all instances of the
specialized model are also instances of the more abstract model. Specializations
have to satisfy certain consistency criteria (cf. [25] and Sect. 4).

A challenge in such a scenario is to identify whether a modified statechart is a
valid specialization of a more abstract model. As demonstrated in this example,
there are different means to specialize a model like the decomposition of a state
into substates, adding transitions, state conditions and additional states. Hence,
the validation has to account for these different kinds of specializations.

3 Transformation to OWL

In this section, we describe how to model UML statechart primitives in OWL DL
allowing for the exploitation of Description Logics (DL) [4] reasoning in order
to validate statechart specializations. We use a standard DL notation.

Each (notational) state A of a statechart is described by a state label SA. The
state label SA of a state A is defined by a class expression collecting all valid
system states as instances, constrained by transitions and state conditions. Like-
wise, transitions Ta are represented by intersecting class expressions standing for
source, target, event and guard of a transition Ta. We distinguish the set of states
and transitions by introducing disjoint superclasses Statei and Transitioni.

No. 1 in Table 1 depicts a transition from state A to B. The state A is repre-
sented in OWL by the state label SA that is defined by the intersection of class A
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Table 1. Transformation for Modeling Statechart Primitives

No. Description Diagram DL Representation - TBox

1 Transition SA ≡ A � ∃sourceOfTransition.Ta

SB ≡ B � ∃targetOfTransition.Ta

Ta ≡ a � ∃event.E � ∃prec.Guard
� ∃source.SA � ∃target.SB

2 Substate SA ≡ A � (SA1 
 SA2) � ∃sourceOfTransition.Ta

(complete) SA1 ≡ A1 and SA2 ≡ A2

SA1 � SA and SA2 � SA

SB ≡ B � ∃targetOfTransition.Ta

Ta ≡ a � ∃source.SA � ∃target.SB

3 Conditions SA ≡ A � CA � (SA1 
 SA2)
SA1 ≡ A1 � CA1

SA2 ≡ A2

SA1 � SA and SA2 � SA

4 Loop SA ≡ A � ∃sourceOfTransition.Ta

� ∃targetOfTransition.Tb

SB ≡ B � ∃sourceOfTransition.Tb

� ∃targetOfTransition.Ta

Ta ≡ a � ∃source.SA � ∃target.SB

Tb ≡ b � ∃source.SB � ∃target.SA

5 Start and SA ≡ A � ∃ sourceOfTransition.Ta

End State SB ≡ B � ∃ targetOfTransition.Ta

SA � Start and SB � End
Ta ≡ a � ∃source.SA � ∃target.SB

and the outgoing transition Ta (∃sourceOfTransition.Ta). No. 2 specifies how
to translate substates with a transition. A1 and A2 are substates of A and are
modeled by the state labels SA1 and SA2 . Conditions are represented as classes
CA and CA1 in the intersection of the state definition (No. 3). No. 4 represents a
loop. The state A has the outgoing transition Ta and the incoming transition Tb.
Start and end states (No. 5) are modeled as subclasses of the pseudo-states Start
and End that cannot be refined. The property source is an inverse property of
sourceOfTransition, and target is the inverse of targetOfTransition.

There are approaches that map events to fluents (conditions that change over
time) as ABox assertions like [5,8,26,27]. However, the semantics of state and
transition description in our model is to restrict state traces by state descriptions
A, conditions CA and possible transitions are restricted by guards and the set
of all possible events. Therefore, we model events as concepts in the TBox.

4 Statechart Specializations

In this section, we define (atomic) specialization relations between statecharts.
We start with statechart extensions followed by refinements. This general dis-
tinction is adopted from [23,25]).

An extension adds additional states and transitions with respect to the more
abstract statechart. State and transition extensions are realized as follows.

E1: Add a transition to an existing source state, the target is a new state.
E2: Add a transition to an existing target state, the source is a new state.
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E3: A transition T is replaced by a new added state and two new transitions
(Ta, Tb). One of the new transitions is the incoming transition of the new
state, the other is the outgoing transition.

E4: Add a transition T between two existing states.

Fig. 2. Before Extension E3 Fig. 3. After Extension E3

Fig. 2 and 3 display an example of extension E3. A new state
(AddressChecked) is added between two states (AddressReceived and
Confirmed). The transition pickup is replaced by two transitions verify and
load which are both modeled as subtransitions (subclasses in OWL).

The statechart refinement is either a restriction on states with respect to state
conditions and decompositions or a restriction on transitions. The refinements
R1 - R7 refine states by conditions, substates and condition movement.

R1: A condition is added to a state or to a substate.
R2: A condition is moved from a substate to its superstate.

Fig. 4 and 5 depicts the move of a condition to the superstate (R2). This
condition move (e.g. Insured) restricts all the instances of this state, whereas a
condition in the substate (Fig. 4) only restricts instances of this substate. After
the move, the superstate is characterized by Ordered � Insured. All instances
of SA1 (Fig. 4) are also instances of SA1 ′ (Fig. 5) and vice versa.

SA ≡ Ordered � (SA1 
 SA2)

SA1 ≡ Domestic � Free � Insured

SA2 ≡ Abroad

SA1 � SA and SA2 � SA

Fig. 4. Condition in the Substate

SA′ ≡ Ordered � Insured � (SA1 ′ 
 SA2 ′)
SA1 ′ ≡ Domestic � Free

SA2 ′ ≡ Abroad

SA1 ′ � SA′ and SA2 ′ � SA′

Fig. 5. Condition moved to Superstate

Refinements R3 - R5 decompose a state and change the internal structure of
the state. We distinguish between three different kinds of refinements concerning
the internal structure of the refined state.
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R3: A state (Fig. 6) is partitioned into substates, that are a complete partition
of the state (Fig. 7).

R4: A state is partitioned into an incomplete partition of the superstate.
R5: A state is partitioned into substates that are connected by internal transi-

tions, i.e. the connected substates build a substatechart.

SA ≡ Ordered

� Insured

Fig. 6. State without Substates

SA′ ≡ Ordered � Insured � (SA1 ′ 
 SA2 ′)
SA1 ′ ≡ Domestic � Free

SA2 ′ ≡ Abroad � Charged

SA1 ′ � SA′ and SA2 ′ � SA′

Fig. 7. Complete State Partition

Fig. 6 depicts the abstract state. The more specific state (Fig. 7) is a complete
partition, i.e. each instance of SA′ is either an instance of SA1 ′ or of SA2 ′. If there
are transitions from substates that reaches other (super-) states, the source (or
target) of the transition can be moved from the substate to its superstate (R6 and
R7). The transition refinements R8 and R9 restrict transitions. In R8, a further
expression, e.g. ∃prec.Guard is added to the class definition of the transition
label T , e.g. T ≡ a � ∃prec.Guard. A more restrictive guard is represented in
OWL by a subclass of the original guard.

R6: Move of at least one outgoing transition from a substate (internal state) to
its superstate (composite state).

R7: Move of at least one incoming transition from a substates to its superstate.
R8: A guard (condition) is added to an existing transition T or replaced by a

more restrictive guard.
R9: An event is added to an existing transition T .

5 Validation of Statechart Specializations

The input of the validation is an abstract and a specialized model. The output is
a decision whether it is a valid specialization w.r.t. the atomic specializations of
Section 4. We adopt the notion of observation consistent specialization from ac-
tion and situation calculus, i.e. if added features are ignored and refined features
are considered as unrefined, the same behavior is given by the specific model.
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5.1 Basic Definitions and Propositions

A specialization may consist of an arbitrary number of atomic specializations
that affect the statecharts as characterized by the Theorems 1 and 2.

Theorem 1. In each of the described atomic refinements R1 - R7, exactly one
state of the pre-refined statechart is refined to substate(s) that is (are) a special-
ization in OWL of the state in the pre-refined statechart. In the refinements R8
and R9 exactly one transition is refined and is a specialization in OWL.

Proof. The refinements R1 - R5 add conditions to a particular state, move con-
ditions to the superstate or decompose the state into substates. Each refinement
restricts the states by further (or more restrictive) expressions in the definition.
If a transition is moved (R6 and R7), the affected superstate is more restrictive
due to the additional expression (∃sourceOfTransition.T ). Adding guards and
events (both are classes in OWL) to a transition (R8 and R9), leads to a more
restrictive definition (additional expression).

Theorem 2. In each (atomic) extension E1 - E4, the source and target state
of the new transition is either a new state or is a specialization of this state
compared to the pre-extended (more abstract) statechart.

Proof. After each extension, the already existing state is a specialization in OWL
compared to the pre-extended model. In extension E1, E2 and E4 the outgoing
(or incoming) new transition T is added to the state SA. This is realized in
OWL by a further class expression in the conjunction of the definition of SA,
e.g. ∃sourceOfTransition.T which leads to a more restrictive state. In E3, the
expression ∃sourceOfTransition.T in the definition of state SA is replaced by
the more restrictive expression ∃soureOfTransition.T1 and is modeled as a
subtransition (subclass in OWL), e.g. T1 � T .

5.2 Reasoning for Validation

We exploit the following modeling principles: (i) Each atomic refinement R1 -
R7 and every atomic extension E1 - E4 results in at least one more specific
state (Theorems 1 and 2) . (ii) The atomic refinements R8 and R9 lead to one
more specific transition (Theorem 2). (iii) The characterizations of states A and
transitions a, conditions CA, guards and events, are the same in both state-
charts and are disjoint from each other. (iii) States and transitions of the pre-
and post-specialized model are distinguishable by the labels S, T . (iv) All state
and transition labels are subclasses of the superclass Statei and Transitioni.
PreMod denotes the pre-modified and PostMod denotes post-modified state-
chart. For each state S′ of PostMod one of the following conditions hold:

1. There is a state S in PreMod: S′ � S
2. There is no state S in PreMod : S′ � S and the following conditions hold:

– if there is an outgoing transition T ′ of S′ in PostMod
S′ � ∃sourceOfTransition.T ′ then
T ′ has to be removed or replaced by its supertransition T of PreMod
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– if there is an incoming transition T ′ of S′ in PostMod
S′ � ∃targetOfTransition.T ′ then
T ′ has to be removed or replaced by its supertransition T of PreMod

The first condition has to hold for all refinements and the second condition
is imposed for extensions. The validation consists of two steps: (1) The states
and transitions of the post-specialized model PostMod are reduced according to
PreMod. (2) The reduced sets of states and transitions are compared with the
states and transitions of PreMod.

Reduction: The reduction is realized by the Reduce-Algorithm, described in
Fig. 8. The result is a set of states S ′′ that is a reduction of the states of
PostMod that only consist of states of PreMod or specializations of them. The
set T ′′ consist of all transitions that are either in PreMod or specializations.

Algorithm: Reduce(Statechart PreMod, Statechart PostMod)
Input: A pre-modified statechart PreMod and a modified statechart PostMod
Output: Reduced sets of states S ′′ and transitions T ′′ of PostMod
begin

1: Set〈State〉S = getStates(PreMod)
2: Set〈State〉S ′′ = Set〈State〉S ′ = getStates(PostMod)
3: Set〈Transition〉T = getT ransitions(PreMod)
4: Set〈Transition〉T ′′ = Set〈Transition〉T ′ = getT ransitions(PostMod)
5: for all State S′ ∈ S ′ do
6: if there is no state S in S : S′ � S then
7: S ′′.remove(S′)
8: for all incoming and outgoing transitions T ′ of T ′ do
9: T ′′.remove(T ′)

10: if there is a supertransition T in T : T ′ � T then
11: T ′′.add(T )
12: end if
13: end for
14: end if
15: end for
16: Return S ′′ and T ′′.

Fig. 8. The Reduce-Algorithm

The Reduce-Algorithm (Fig. 8) works as follows. Sets for states and transitions
of the pre-modified (line 1,3) and post-modified (line 2,4) statechart are created.
Here, we exploit the property that all states are subclasses of the superclass
Statei and all transitions are subclasses of Transitioni. The result sets (S ′′ and
T ′′) are initialized with the states and transitions from PostMod (S ′ and T ′).
Each state of the post-specialized statechart S′ that is not subsumed by a state
of PreMod is removed from the result set S ′′ (line 6,7) Transitions are either
replaced by supertransition (line 10,11) or removed (line 9).
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Subsumption of States and Transitions: S ′′ is the set of reduced states from
PostMod and T ′′ the set of reduced transitions form PostMod with respect to
the pre-specialized model PreMod. PostMod is a valid specialization of PreMod
if the following conditions hold:
1. For all states S′′ ∈ S ′′ there is a state S ∈ S: S′′ � S
2. For all transitions T ′′ ∈ T ′′ there is a transition T ∈ T : T ′′ � T

6 Evaluation

We randomly created 30 (3 × 10) pre-modified statecharts. Each statechart is
specialized into 6 more specific statecharts, three of them are valid, the other
are wrong specializations. The statecharts are represented in OWL DL with DL-
expressivity ALCI. We used the Pellet 2.0.0 reasoner in Java 1.6 on a computer
with 2.5 GHz CPU and 2 GB RAM. The result is depicted in Tab. 2. Column
two contains the number of states in the pre-specialized models, the number of
states in the post-specialized statecharts is given in columns three and four. We
distinguish between reduction time (Reduce-Algorithm) and time for state and
transition subsumption checking. The last two columns describe the time for
subsumption checking for the reduced states and transitions.

Table 2. Evaluation Result

No. Statechart Statechart Size Reduction Time Subsumption Time
Size post-mod.

pre-mod. Av. Max. Av.[msec.] Max.[msec.] Av.[msec.] Max.[msec.]
1 20 32.4 44 516 548 332 356
2 40 61.6 82 806 846 574 593
3 80 105.7 118 1653 1714 981 1013

7 Related Work and Conclusion

In [16] and [22], an implementation of statecharts in temporal logics and the val-
idation with the model checker SPIN is described in order to provide a modeling
framework for statechart modeling in temporal logics. Likewise in [15], a repre-
sentation of statecharts in a tool for specification of reactive systems is given.
However, the validation of relations between statecharts is not considered there.
Description Logics are used for modeling of actions in [12]. Description Logics
are extended by temporal logics and operators in [3,13]. More general reasoning
tasks on UML class diagrams is considered in [6]. None of these works consider
specializations and validations.

Behavior and communication systems in mathematical calculus, containing
descriptions for states, transitions and activities are described in [19,17,18,21].
The calculus gives foundations for definitions, modeling principles and for ex-
pressing the equivalence of behavior systems like bisimulation. However, there



Specialization and Validation of Statecharts in OWL 369

is no implementation to (automatically) validate statecharts and relations be-
tween them. Statechart formalization and refinement is presented in [28] without
validation. In [11,20] certain specification like reachability and error checks are
validated using a model checker ([20]) or by using a theorem prover in [11].
However, these works do not provide definitions of specializations and are not
focused on the validation of specializations.

In this paper, we presented modeling and specialization patterns for state-
charts and specializations of them for knowledge engineering and representation
of behavior systems. Based on existing work on action and situation calculus, we
defined refinements and extensions of statecharts in OWL. Statechart special-
izations with respect to these definitions are validated using reasoning services.
After a state and transition reduction, the validation of statechart specializations
is reduced to standard OWL subsumption checking.
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Abstract. The objectives of this paper are to present, describe, and explain the 
foundations and the functionalities of a temporal knowledge acquisition and 
modeling solution workflow, which aims at acquiring temporal knowledge from 
texts in order to populate a constrained object model. We are using several 
models for temporal data, one of which is generic and employed as a pivot 
model between a linguistic representation and a calendar representation. The 
approach we propose is generic and has been tested against a real use case, in 
which input data is made of temporal properties defining when a given location 
(a theater, a restaurant, a shopping center, etc.) is open or closed. Most expres-
sions entered are expressed in intension. Our models provide a core support to 
the system that linguistically analyses data entries, transforms them into exten-
sive calendar information and allow users to control the quality of the system’s 
interpretation. 

Keywords: Temporal Knowledge Acquisition, Temporal Data Modeling,  
Linguistic Annotation, Model Driven Engineering. 

1   Introduction 

With the surge of Semantic Web applications, many fields of knowledge are now 
subject to semantic browsing and querying. Time is a common feature that appears in 
many pieces of information, whatever the domain. Hence, the need of models and 
standards to deal with temporal issues; either for querying, visualizing, updating or 
reasoning, i.e.: processing temporal data. Useful standard specifications already exist: 
ISO19108 [1], OWL-Time [2], iCalendar [3]. Leaving apart the heterogeneity of time 
reference systems which is extensively and rather satisfactorily addressed in the litera-
ture, processing temporal information remains a challenge, and open practical ques-
tions are still key issues. Temporal expressions enounced in natural language can be 
complex. In fact, a huge amount of knowledge about time and calendar shared by 
people is still out of the scope of concrete time related information systems because 
information is neither accessible nor exploitable. 

This paper describes an integrated approach with corresponding models and soft-
ware components that fulfill a part of users’ needs. The comprehensive applicative 
context concerns a knowledge base about event’s occurrences. In the simplest case, a 
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user queries the system to get the dates when an event occurs, or alternately, he que-
ries for the event set that happen during a given period. 

These typical use cases assume that prior functionalities are to be offered, for in-
stance: extracting temporal information from original information sources, recording 
significant issues in appropriate formats, recording metadata as well, and providing 
means for data management, including data consistency checking. 

Our proposal aims at providing constrained generic models and some tools that can 
be reused and adapted to various applicative contexts and domains. Nevertheless, we 
shall here focus on some examples stemming from tourism leisure. The main ques-
tions in this specific context concern the opening or closing hours for registration, the 
schedule of a show, and so on. The set of time assertions below, are instances of the 
kind of information we intend to process. 

(1) The museum is open every day except Tuesday and the following French holidays: De-
cember 25, January 1, May 1, and August 15. Opening hours: Monday, Thursday, Saturday, 
Sunday: from 9 a.m. to 6 p.m. Wednesday, Friday: from 9 a.m. to 10 p.m. 
(2) Opening times: Monday to Friday: Lunch (12 noon to 2 p.m.) Dinner (6.30 p.m. to 11 
p.m.). Saturday: Dinner (6.30 p.m. to 11 p.m.) 
(3) Opened every day from 10:00 to 18:00, except Tuesdays. 

We shall pay a special attention to first: the extraction process of temporal informa-
tion from English texts, second: the specification of an Object Model that stands as a 
pivot representation for temporal information being either intensional [4] or exten-
sional, and third: the connection between the two. Indications will be given about 
some ways to check data consistency and achieve data visualization. The entire work-
flow interoperates between technical spaces, i.e. texts, linguistic models, object mod-
els and user interfaces. Our contribution pertains to Model Driven Engineering (MDE, 
[5]) which explicitly references common metamodels and standards. 

The next section gives an overview of related work. Section 3 and 4 respectively 
describes the architecture of our proposal and provides excerpts of the Object Model. 
Section 5 is dedicated to temporal knowledge acquisition and presents the steps going 
from an English text up to a set of structured well identified temporal expressions. We 
also present a formal grammar which can be used as a controlled language to edit the 
model instances. We conclude by listing the key issues of our work and outline the 
future developments. 

2   Related Work 

One purpose of developing Natural Language Processing (NLP) resources and  
services for temporal data capture is to ease the process of populating a knowledge 
base. Within the Semantic Web community and in the context of knowledge acquisi-
tion, an important issue is to automate (partly or completely) the process that captures 
information provided in texts, in order to make it computable for software compo-
nents [6]. Many research projects take more specifically interest in temporal informa-
tion expressed in texts, designing annotation tagsets that describe their semantics, 
such as the TimeML project [7]. A challenging task tackled by many research projects 
is to transform calendar expressions found in texts into a structured and computable 
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format, such as iCalendar or ISO 8601 standards: for instance, they aim at anchoring 
the situations described in texts on a timeline [8], [9], [10]. 

Our process explicitly distinguishes the linguistic representation of time from the 
calendar representation of temporal data. Indeed, the linguistic representation of time 
is external to its social representation [11], which, in a rationalizing effort, progres-
sively stabilized itself in the standard calendar representation that uses concrete dates 
and describes temporal intervals. Natural language can define periodic references (“on 
Mondays”) or vague references (“somewhere around mid March”). Moreover, ex-
pressions like complex aggregates can build a new temporal reference on top of an-
other (e.g.: “on the 1st Wednesday of every Month”, “two days later”) or in link with 
the enunciation process (e.g.: “today”, “this week-end”). OWL-Time [2] took interest 
in modeling calendar references, without reducing them only to their numeric repre-
sentation. This formal ontology can model complex temporal aggregates and periodic 
references. A significant aspect of our approach, in front of existing standards [2] and 
models, is that it clearly distinguishes different modeling layers, each addressing 
different users and roles: a linguistic modeling of temporal references for natural 
language processing, business-case models for end-users applications, and a generic 
pivot model to map them all [12]. 

The calendar expressions’ linguistic model reused here is presented in [13] and 
[14]. It describes the semantics of temporal adverbs as decomposable units calling 
upon a compositional interpretation of their significance. Calendar expressions are 
considered here as a conjunction of semantic operators (since, by the end of, during, 
before, etc) interacting with calendar base references. 

3   From Texts to Structured Data 

This section presents the global architecture (Fig. 1) of our proposal and describes the 
main workflow. The three major processes correspond to the population of the three 
different models that are manipulated: the linguistic model of calendar expressions, 
the calendar model (extension of iCalendar) and, in between, the pivot model 
(PivotObjectModel). The temporal knowledge acquisition system processes original 
data which consist of natural language texts. A first step is performed by TextFiltering 
and TextAnnotation modules which identify, extract and decompose the semantics of 
calendar expressions found in texts, thanks to lexicon lists and local grammars im-
plemented in the form of Unitex1 transducers. The output is post-treated to lift ambi-
guities and to instantiate the linguistic model.  

A model transformation is applied to populate the PivotObjectModel with the in-
stances of the linguistic model. A second model transformation is used to translate 
intensional expressions stored in the PivotObjectModel into their extensional equivalent 
counterpart (e.g.: “on Mondays” is transformed in “on Monday, Jan 2”, “on Monday, 
Jan 9”, etc). The output is depicted on a calendar widget that is used to correct possi-
ble misinterpretations, remove ambiguities or complete incomplete statements. A 
third model transformation can be used to translate PivotObjectModel instances into the 

                                                           
1 Unitex: http://www-igm.univ-mlv.fr/~unitex  
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iCalendar standard (e.g.: for an export towards search engines). The PivotObjectModel 
can capture temporal information either from the output of the TextAnnotation process 
or from the CalendarEdition module. Data from any other source could be integrated 
thanks to a plain mapping of concepts between the sources and the PivotObjectModel. 

 

Fig. 1. General Workflow of the system 

The PivotObjectModel extends the ISO19108 standard. Additional features are pro-
vided so that more semantics could be handled: e.g. intensional periodical occur-
rences, relative time positions between events (“opening at lunchtime”, lunchtime 
temporal properties being specified separately). The PivotObjectModel can readily bind 
temporal properties to these events. It provides an invariant structure that can easily 
be interfaced with other modules, either for populating the model or to retrieve tem-
poral information. 

Thanks to a formal grammar, all model instances can automatically be translated 
into a textual representation - a controlled language - and hence can without ambigu-
ity be understood by a human operator as well as deterministically processed by a 
computer. In the wake of Natural Language Generation techniques, which produce 
natural language text from structured knowledge [15], it provides a controlled textual 
rendering of the model, so that user can easily understand/modify model instances. It 
enables an interaction between linguistic data and knowledge models, providing a 
manual edition of complex model instances. 

4   Temporal Modeling 

In this section we describe the pivot generic temporal model (PivotObjectModel) which 
centralizes the information from the source providers. We propose a general UML 
[16] object model for temporal events properties.  

We selected the ISO19108 standard as a reference for modeling the basic concepts: 
Instant and Period. The main reasons for this choice are the following: (i) the object 
representation of the ISO19108 proves to be well fitted for being used in MDE as a 
pivot representation; (ii) the ISO191000 series treats of geographical information 
issues which are very commonly associated with temporal features. 
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4.1   Periodic Rule Model 

For sake of brevity, we only discuss selected excerpts of our model2 and exclude the 
part dedicated to exceptions. Let’s first focus on the central concept in Fig. 2. The 
PeriodicRule class is the root element for defining periodicity issues about a Periodic-
TemporalOccurrence. A PeriodicTemporalOccurrence is an aggregation of PeriodicRules. 
Each aggregated element indicates a simple periodic phenomenon (i.e.: only one Fre-
quency). The composition of all elements in the set, results in the sum of the simple 
components. Consequently, the first property of a PeriodicRule is its Frequency. Ac-
cording to a common definition, a Frequency is a pair of values respectively indicating 
the number of occurrences (times attribute) that happen during a special time span 
(referenceDuration role).  

 

Fig. 2. Excerpt of the PeriodicTemporalOccurrence model 

As shown in Fig. 2, referenceDuration ends in a Duration datatype. This might be too 
restrictive in practice, since only durations could then be referenced. Thus, we give 
access to the whole set of AbsoluteTemporalExpressions for specifying the beginning 
and the end of intervals via the role periodicTimeInterval. Intrinsic periodic  
CalendarPeriodicDescriptors can be specified (e.g.: “each Monday”, “each first  
Wednesday”), providing means to specify the major calendar units. Instants may also 
be specified by adding a NumericRank to a calendar unit: e.g.: “3rd Sunday, 28th week”. 

The optional startTime attribute is specified for frequency, in order to anchor the 
first periodic phenomenon occurrence on a concrete calendar, i.e.: to define its phase 
                                                           
2 All the classes prefixed by TM_ come from the ISO19108 standard. 
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once its frequency is known. As mentioned above, if no referenceDuration is given for 
a PeriodicRule, then a PeriodicTimeInterval must be specified with two properties, 
namely begin and end, which are AbsoluteTemporalExpression. Of course, constraints 
are to be checked, e.g.: begin precedes end for all occurrences, and both begin and end 
should have the same frequency), but begin and end occurrences may present a phase 
difference. This means that the length of PeriodicTimeInterval occurrences is not neces-
sarily equal (e.g.: PeriodicTimeInterval occurring “from the first Tuesday to the last 
Monday of each month”). The class PeriodicRelativePosition is used to specify a Peri-
odicInstant in relation with another previously defined.  

4.2   Rule Extent and Periodic Time Span 

A periodic phenomenon is infinite. Time boundaries can however be provided, for 
instance to identify a starting point. The optional ruleExtent role specifies the period 
during which the PeriodicRule applies. The association end is a TM_Period with a be-
ginning and an optional end. The semantics of ruleExtent is that all occurrences are 
valid inside the extent and invalid otherwise. A fixed time extent may prove insuffi-
cient to capture some situations which are not scarce among periodic events. As a 
matter of fact, the extent should itself often be periodic. This is the case in the follow-
ing assertion: “the event occurs each first week of the month from March to Septem-
ber”. Therefore, a PeriodicTimeSpan is defined to specify the periodic time window: 
“from March to September”. 

5   Capturing Temporal Knowledge of Access Periods 

The generic workflow for temporal knowledge acquisition (Section 3) can be special-
ized in different domain specific cases. We studied a use case capturing access period 
information, i.e. the temporal properties that define the opening and closing hours of a 
given location. Such information is valuable for applications that intend to answer 
queries such as “Which restaurants are open tonight after 10 p.m.?” or “Is there a 
supermarket opened on Sunday morning?”. In accordance with the generic workflow, 
different strategies are implemented to ease acquisition: text filtering and annotation, 
calendar edition, formal text edition, to provide a controlled language view.  

5.1   Access Period Information 

Considering examples that define accessibility, it appears that the semantic decompo-
sition of access periods is complex. They are composed of various temporal refer-
ences: periodic references (“opened every Monday”), temporal intervals (“from 
January 1st to March 11th”), exceptions (“except Tuesday”), and specification of 
temporal units with different granularities (“on Monday, from 8am to 8pm”). 

All these information are reflected in the linguistic model we propose (Fig. 3), 
which aims at being consistent with the way access periods are linguistically built up. 
An AccessPeriod is defined by one or several AbstractCalendarExpressions, which stand 
for CalendarExpressions or CalendarExpressionIntervals. Over a base or a set of base 
AbstractCalendarExpression, the definition of an AccessPeriod can aggregate exception or 
specification by using AbstractCalendarExpression. A CalendarExpressionInterval is linked 
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to two CalendarExpressions, one of which is the start, the other being its end. A  
CalendarExpression (the core object in this model) is composed of the following main 
attributes: (i) the different time units that might enter in their composition, (ii) parts of 
day, parts of month and parts of year. A more detailed description of the linguistic 
model of calendar expressions is presented in [13]. 

 

Fig. 3. Proposition for a linguistic modeling of access periods 

5.2   Text Annotation 

Natural language analysis is very convenient to enter periodic and complex temporal 
references defining periods of accessibility. Instead of filling complex forms, users 
can simply define access periods in natural language. Expressions denoting access 
periods are analyzed by a set of transducers (Finite State Machines) defined thanks to 
the NLP platform Unitex. The output breaks down the semantics of access period and 
describes the way they are linked to one another. The annotation tagset contains 
metadata for the temporal references and the relation between calendar expressions 
such as exception (“Opened every day except on Wednesday”) or temporal granularity 
specification (“on Sunday, from 9 a.m. to 12 p.m.”). 

The annotation module is coupled with a normalization tool which completes and 
converts text annotation metadata into a structured format that corresponds to the 
linguistic model described in Subsection 5.1. After the annotation process, an auto-
mated post-treatment is necessary to lift ambiguities, in particular about the range of 
exceptions or specifications. For instance, in the expression “Opened every day except 
on Tuesday, from 9 a.m. to 10 p.m.”, the specification (from 9 a.m. to 10 p.m.) should 
not be attached to the exception (except on Tuesday), but to the base expression (every 
day). This post-treatment also unfolds elliptic phrases (closed on Tuesday and De-
cember 25) and rebuilds their semantics in an explicit form (closed on Tuesday and 
closed on December 25). In its current state, the annotation process, nevertheless, 
shows limits. A simple rewriting process is sometimes required in order to filter ex-
ternal knowledge (such as school holiday, undefined bank holiday, or any lexicon that 
is external to the definition of temporal properties). For instance, for being fully inter-
preted by the annotation process, the e.g. 2 listed in the introduction can be rewritten 
and simplified in the following way: 

e.g. 2: Opening times: Monday to Friday: Lunch (12 noon to 2pm) Dinner (6.30pm to 
11pm). Saturday: Dinner (6.30pm to 11pm) 
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e.g. 2 rewritten: Opening times: Monday to Friday, from 12 noon to 2pm and from 6.30pm 
to 11pm. Saturday, from 6.30pm to 11pm. 

For now, the annotation process resources only cover the lexicon and structure of 
calendar expressions commonly used when defining access period. It could though 
progressively be extended to cover a larger lexicon. 

5.3   Annotation Process: Elements of Evaluation 

As a first evaluation of the annotation process, we submitted a corpus of 400 access 
period expressions to the text annotation module. These expressions were manually 
collected on various Web sites (of restaurants, theaters, etc). The precision rate, 
which evaluates the quality of the annotation output compared to the one of a human 
operator, is 82.25%. The scoring methodology was classic and straight: a well anno-
tated expression receives a score of 1, any incorrect/incomplete annotation receives a 
score of 0. 71 expressions were not correctly interpreted and needed a simple rewrit-
ing process. 

The interpretation process most commonly fails (1) when some external knowledge 
is required (such as the period covered by school holiday in the expression “closed 
during school holidays”) and (2) when the system faces ambiguous definitions. For 
instance, the expression “Opened Saturday and Sunday morning” is ambiguous since 
it could mean that the location is open all Saturday or only Saturday morning. The 
system is deterministic. Then only one interpretation must be retained (in this case, 
only the first interpretation is given). These limits in the annotation process are not 
truly troublesome in the actual workflow, since the system is conceived to assist hu-
man operators who can modify the input, in case of unsatisfactory analysis. 

5.4   Pivot Model Population, Temporal Reasoning and Edition 

The translation of linguistic model instances into pivot model instances is achieved by 
model transformations written in Kermeta3, which convert CalendarExpressions from 
the linguistic model into PeriodicRules conforming to the pivot model. 

During this process, the module faces two main difficulties. (1) False contradic-
tions management. For example, when dealing with the following expression “Open-
ing days: every day from 9am to 10pm. Closed on Tuesday” the module raises a  
conflict: while a reader understands that “Closed on Tuesday” prevails over the for-
mer access period. The system wrongly detects contradictory information when it 
deals with Tuesdays, which are considered being opened and closed at the same time. 
(2) Symbolic or vague temporal unit management. The transformation from linguistic 
representation to concrete calendar representation can not be straightforward for sym-
bolic or vague temporal units, such as: “morning”, “end of November”, etc. In such 
cases, the system relies on a set of mapping rules that can be parameterized (e.g. con-
vert “morning” into a time interval e.g.: “from 8am to 12 am”).  

The calendar widget (Fig. 4) is the user interface for editing the annotation: it  
offers a convenient way for checking consistency of the text input’s analysis. 

                                                           
3 Kermeta: http://www.kermeta.org 
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Text input frame

Calendar view output

 

Fig. 4. Concrete calendar view of abstract access information4 for e.g. 2 

In connection with the PivotObjectModel, a textual grammar is specified and offers 
another convenient way to read the content of the data stored as instances of the pivot 
model. It allows an automated translation of any rule from the model into an equiva-
lent counterpart expressed in a readable controlled language thus allowing the user to 
check the modeled data semantics. The translation is bi-directional and implemented 
with xText5. Fig. 5 shows an example of the grammar translator output with respect to 
the opening specification of a shop as: “from Monday to Friday, 10 a.m. to 8 p.m. 
except Thursday”. The generated text is using one periodic rule “10 a.m. to 8 p.m.” 
and a time span which is also periodic “from Monday to Friday”. 

 
 
 

Fig. 5. Excerpt of text generated from pivot model instances with the grammar translator 

6   Conclusion and Future Work 

The generic workflow presented in this paper considers the temporal knowledge ac-
quisition as a process which goes along from an unstructured text analysis to a struc-
tured and computable model of temporal data, which can then be presented through a 
controlled language representation. This controlled language can stand for a surrogate 
of the pivot model instances. In this workflow, the quality of the information analysis 
can be controlled by users who can interact with the calendar widget or with the con-
trolled language representation, in order to create, correct or delete information. The 
model transformation component bridges both the linguistic model of temporal  

                                                           
4 TKA (Temporal Knowledge Acquisition): http://client2.mondeca.com/AccessPeriodEditor/ 
5 xText: http://www.eclipse.org/Xtext/ 

// rule 1: 10 a.m. to 8 p.m. - rule: from each 10th hour to each 20th hour
// from Monday to Friday  using a time span as from each Monday to each Friday 
// except Thursday  except each Thursday 
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expressions and an iCalendar compliant model to the generic pivot model. In the 
specific use case presented to test this workflow, human operators define complex 
temporal information in a simple way, enter access period definition in a textual form 
and visualize the system’s interpretation on a calendar widget. 

Further work will consider integrating the system with a query engine, in order to 
build a Semantic Portal in which temporal filters could be used.  
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Abstract. This paper presents novel algorithms to support the continuous devel-
opment of ontologies; i.e. the development of ontologies during their use in social
semantic bookmarking, semantic wiki or other social semantic applications. Our
goal is to assist users in placing a newly added concept in a concept hierarchy.
The proposed algorithm is evaluated using a data set from Wikipedia and pro-
vides good quality recommendation. These results point to novel possibilities to
apply machine learning technologies to support social semantic applications.

1 Introduction

There are two broad schools of thought on how ontologies are created: the first views
ontology development akin to software development as a - by and large - one off effort
that happens separate from and before ontology usage. The second view is that ontolo-
gies are created and used at the same time, i.e. that they are continuously developed
throughout their use. The second view is exemplified by the Ontology Maturing model
[1,2] and by the ontologies that are developed in the course of the usage of a semantic
wiki.

Machine learning, data mining and text mining methods to support ontology develop-
ment have so far focused on the first schools of thought, namely on creating an initial on-
tology from large sets of text or data that is refined in a manual process before it is then
used. In our work, however, we focus on using machine learning techniques to support
continuous ontology development, in particular we focus on one important decision:
given the current state of the ontology, the concepts already present and the sub/super
concept relations between them - where should a given new concept be placed? Which
concept should become the super concept(s) of the new concept?

We investigate this question on the basis of applications that use ontologies to aid
in the structuring and retrieval of information resources (as opposed to for example
the use of ontologies in an expert system). These applications associate concepts of
the ontology with information resources, e.g. a concept “Computer Science Scholar” is
associated to a text about Alan Turing. Such systems can use the background knowledge
about the concept to include the Alan Turing text in responses to queries like “important
British scholars”. Important examples for such systems are:

– The Floyd case management system developed at SAP. In that system, cases and
other objects (that are attached to cases, such as documents) can be tagged freely
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with terms chosen by the user. These terms can also be organized in a semantic net-
work and this can be developed by the users. The Floyd system is usually deployed
with a semantic network initially taken from existing company vocabulary.

– The SOBOLEO system [3] uses a taxonomy developed by the users for the col-
laborative organization of a repository of interesting web pages. There is also a
number of similar social semantic bookmarking applications [4].

– The (Semantic) Media Wiki [5] system uses a hierarchy of categories to tag pages.
We can view categories as akin to concepts and support the creation of new cate-
gories by proposing candidate super-categories.

All these system are “Web 2.0” style semantic applications; they enable users to change
and develop the ontology during their use of the system. The work presented in this
paper assists users in this task by utilizing machine learning algorithms. The algorithms
suggest potential super-concepts for any new concept introduced to the system.

The rest of this paper is organized as follows. In section 2 we will present the pre-
vious research in this area and discuss how our work differs. In section 3 we describe
the proposed algorithm for the recommendation of superconcepts. In section 4 we de-
scribe the methodology, the dataset and the results from the evaluation before section 5
concludes the paper.

2 Related Work

Many researchers have proposed the idea of creating ontologies from social tagging ap-
plications; from the terms users have assigned to information resources. [6] was one of
the first who proposed social tagging systems as a semantic social network which could
lead to the emergence of an ontology. An idea that is based on the emergent semantics
proposed by [7] and the vision of a community of self-organizing, autonomous agents
co-operating in dynamic, open environments, each organizing knowledge (e.g. docu-
ment instances) and establishing connections according to a self-established ontology.

Van Damme et al. propose a 6-step methodology for deriving ontologies from
folksonomies by integrating multiple techniques and resources [8]. These techniques
comprise Levenshtein metric to identify similar tags, co-occurence and conditional
probability to find broader-narrower relations and transitive reduction and visualiza-
tion to involve the community. Future work shall include other existing resources like
Google, WordNet, Wikipedia, ontologies for mapping. Likewise, [9] try to automati-
cally enrich folksonomies using existing resources. They propose two strategies, one
based on WordNet, the other using online ontologies, in order to map meaning and
structure information to tags. Monachesi and Markus [10] developed an “ontology en-
richment pipeline” to enrich domain ontologies with social tagging data. They evalu-
ated different similarity measures to identify tags related to existing ontology concepts.
These are symmetric (based on Jaccard) and asymmetric co-occurence and cosine simi-
larity both of resource and user. They excluded tf and tfidf measures because they could
not find any additional benefit in their test. Finally, they use DBpedia in combination
with a disambigation algorithm based on Wikipedia in order to place the identified tags
into the ontology. [11] suggests mapping tags to an ontology and presents the process
of mapping in a simple example.
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Other researchers have started solving the details of the problem using information
retrieval techniques. [12] suggest creating a hierarchical taxonomy of tags by calculat-
ing the cosine similarity between tags, i.e. each new tag added to the system will be
categorized as the child of the most similar tag. If the similarity value is less than a
pre-defined threshold then the new tag will be added as a new category, which is a new
child for the root. The problem with this algorithm is that there is no heuristic to find the
parent-child relation. Any new similar tag will be considered as a child of the most sim-
ilar tag previously added to the system even though it might be more general than the
other tag. Markines et al. [13] present different aggregation methods in folksonomies
and similarity measures for evaluating tag-tag and resource-resource similarity. Mar-
inho et al. [14] use frequent itemset mining for learning ontologies from folksonomies.
In this work, a folksonomy is enriched with a domain expert ontology and the output is
a taxonomy which is used for resource recommendation.

The approach taken in this paper is different from the ones mentioned above in the
sense that we suggest a recommendation approach to support end users in the collab-
orative maturing of ontologies [1,2], i.e. where anybody can add a new element to the
ontology, and refine or modify existing ones in a work-integrated way. That means the
ontology is continuously evolving and gradually built up from social tagging activi-
ties and not derived once at a specific time from the folksonomy. Our work provides
a supporting tool for such ontology building by helping users with recommendation
of semantic relationships, specifically super-subconcept relationships, between a new
concept and the existing concepts.

3 Algorithm for Recommending Super-Concepts for New
Concepts

We propose an algorithm for the recommendation of super-concepts for a new concept.
This algorithm uses an existing concept hierarchy and assists the user in finding the
right place for a new concept.

3.1 Degree of Sub-Super Relationship in a Concept Hierarchy

First we define a measure for the distance between a super concept and its sub concepts.
We consider the shortest path distance between two concepts, starting from the sub
concept and allowing only upward edges to be used to arrive at the super-concept. We
call this“super-sub affinity” (“SSA”). To clarify how we find SSA, consider a concept
hierarchy with a root A and two sub concepts B and C. Then SSA(A,B)=1, SSA(A,C)=1
and SSA(B,C)=0. If B has a sub-concept D, then SSA(A,D)=1/2. Note that SSA is
not a symmetric relation, distinguishing it from common semantic similarity measures.
In fact, the definition of SSA entails “if SSA(A,B) �=0 then SSA(B,A)=0”. We define
SSA(A,A)=1. For more details about SSA, please refer to [18]. We store all SSA values
in an n×m matrix where n is the number of concepts which have at least one sub-
concept, m is the total number of concepts in the hierarchy, and the matrix diagonal
is always 1. We will use this matrix in our recommendation algorithm for discovering
super-concepts. The transpose of this matrix can be used for suggesting sub-concepts
using the same algorithm. However, in this work, we focus only on recommending
super-concepts.
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3.2 Concept Similarity

In this section we define measures used to compare the similarity of the new concept to
the existing concepts. We consider measures that use similarities in the concept names
as well as measures that use contextual cues, i.e. secondary information available about
the use of the concept.

For string-based similarity we use standard Jaccard similarity to find the degree
of similarity among concepts with compound labels. Jaccard similarity is defined as:
J(A,B) = |A∩B|

|A∪B| . where A and B are (multi-word) concepts. Using the Jaccard mea-
sure, the string-based similarity between each concept Ci and the new target concept
Ct is defined as sims(Ct ,Ci) = J(Ct ,Ci). For example the Jaccard similarity between
two concepts “Computer” and “Computer Science” would be 1/2. Using this similarity
measure, we find the set of k most similar concepts to the target concept Ct and we call
this set Ns.

Context-based cues aim at using the context that the new concept has been used in
to find similar concepts. Context has been defined by Dey [15] as any information that
can be used to characterize the situation of an entity. In a social tagging system, for
example, the context of a new tag entered into the system can be distinguished by the
related resources, links between the resources, users who enter the tag, time, language
and geographical information. In this work, we use the resources associated to a concept
as a feature set to determine the context of the concept. We represent each concept
C as a vector over the set of resources, where each weight, w(ri), in each dimension
corresponds to the importance of a particular resource, ri.

C = 〈w(r1),w(r2)...w(r|R|)〉 (1)

In calculating the vector weights, a variety of measures can be used. The weights may
be binary, merely showing that one or more users have associated that concept to the
resource, or it may be finer grained using the number of users that have associated that
concept to the resource. With either weighting approach, a similarity measure between
two vectors can be calculated by using several techniques such as the Jaccard similarity
coefficient or Cosine similarity [16]. Cosine similarity is a popular measure defined as

Cosine(C1,C2) =
C1.C2

||C1|| ||C2|| (2)

In this work, we use binary weighting for representing concepts as a vector of pages and
Cosine similarity to find similar concepts. Thus, the similarity between each concept Ci

and the new target concept Ct is defined as simc(Ct ,Ci) = Cosine(Ct ,Ci). Using this
similarity measure, we find the set of k most similar concepts to the target concept Ct

and we call this set Nc.
We define a hybrid similarity measure by combining the string-based and

contextual-based similarity measures. For that purpose, we use a linear combination
of the similarity values found in each approach.

Simh(Ci,Ct) = αSims(Ci,Ct)+ (1−α)Simc(Ci,Ct) (3)

where Simh(Ci,Ct) is the hybrid similarity value, and α is a combination parameter
specifying the weight of string-based approach in the combined measure. If α = 1, then



Using Machine Learning to Support Continuous Ontology Development 385

Simh(Ci,Ct) = Sims(Ci,Ct), in other words the neighbors are calculated only based on
string-similarity. On the other hand, if α = 0, then only the contextual information is
used for finding similar concepts. We choose the proper value of alpha by performing
sensitivity analysis in our experimental section.

3.3 Prediction Computation

Based on the Super-Sub Affinity and the similarity measures defined above, we can
now predict the degree of sub-super relationship (SSA) between the new concept and
every other concept in the hierarchy. Our proposed algorithm is inspired by the popular
weighted sum approach for item-based collaborative filtering [17].

Formally, we predict the SSA between the target concept and all other concepts Ci in
the hierarchy as follows.

SSAp(Ci,Ct ) =
∑Cn∈N SSA(Ci,Cn)∗ sim(Ct ,Cn)

∑Cn∈N sim(Ct ,Cn)
(4)

where SSAp(Ci,Ct ) stands for the predicted SSA value for the pair (Ci,Ct), SSA(Ci,Cn)
stands for the actual SSA for (Ci,Cn), and sim(Ct ,Cn) is the similarity value between the
target concept and neighbor concept which can be either string-based (Sims), contextual
(Simc) or the hybrid (Simh) similarity. Thus N can be either Ns,Nc or Nh as described in
section 3.2. Basically, SSAp is predicted based on the location of the existing concepts
that are similar to Ct ; it becomes large when many of Ct ’s neighbors are close to the
current candidate concept Ci in terms of SSA. Hence, the best candidates for becoming
a super-concept of Ct are those Ci for which SSAp(Ci,Ct) is maximal. The weighted
sum is scaled by the sum of the similarity terms to make sure the prediction is within
the predefined range. In this work we have defined the direct sub-super affinity as 1.
Thus, the nearer the prediction of SSA(Ci,Ct) to 1, the more probable that Ci is super-
concept of Ct .

3.4 Recommendation

Once the SSA values for all existing concepts and the new concept are calculated, the
concept(s) with the highest SSA can be recommended as super-concept for the new
concept. We can recommend a list of top n concepts with highest SSA prediction or
we can use a threshold value and only recommend concepts with predicted SSA higher
than the threshold. The threshold value (between 0 and 1) represents the “confidence”
of the algorithm in recommendations. If there are no similar concepts found in step 1
or the predicted SSA values are lower than the threshold, the system does not make
a recommendation which might mean that the new concept should be added as a new
independent concept at the top of the hierarchy or that the system is not able to find the
right place for the new concept.

4 Evaluation and Results

4.1 Data Set

To test our algorithms we need a Web 2.0 application where users can easily add new
concepts and create semantic relations. We decided to use Wikipedia which is the most



386 M. Ramezani et al.

suitable web 2.0 application at hand. Hepp [19] theoretically proves Wikipedia as a
reliable and large living ontology. We treat the categories of Wikipedia as concepts and
the existing relationships between “Subcategories” as the seed concept hierarchy. Each
category in Wikipedia has several associated pages, which we use as a context vector
for the category as described in section 3.2. Thus, each category is represented as a
binary vector over the set of pages. The weight of each page ri for category Cj is 1 if
page ri is associated to category Cj and 0 otherwise.

For running our experiments, we focused on a small part of the English Wikipedia.
We started from the category “Computer Science” as the root concept and extracted the
sub-categories by traversing with breadth first search through the category hierarchy.
Our final data set has over 80,000 categories. However, for our experiments we created
three smaller data sets to compare how the size and properties of the seed concept
hierarchy impact the results. Our smallest data set has 3016 categories with 47,523
associated pages. The medium data set has 9931 with 107,41 associated pages and
the large data set has 24,024 categories with 209,076 pages. The average depth of the
hierarchy is 3, 6 and 9 for those three data sets respectively.

Fig. 1. Comparison of F-measure for different approaches by changing the test/train ratio x(on
the left) and sensitivity of α in the hybrid algorithm(on the right)

4.2 Evaluation Methodology and Metrics

We divided the data set into a training set and a test set. Since we were interested to
know how the density of the seed ontology affects the results, we introduced a variable
that determines what percentage of data is used as training and test sets; we call this
variable x. A value of x = 20% would indicate 80% of the data was used as training
set and 20% of the data was used as test set. We remove all information of test cases
from the data set to evaluate the performance of the algorithm. For each experiment, we
calculate the SSA values before and after removing the test cases. If the test case has
sub-concept and super-concept, after removing the test case, its sub-concepts will be
directly connected to its super-concepts and the algorithm has to intelligently discover
its original place in between the two concepts. For evaluation we adopt the common
recall and precision measures from information retrieval. Recall measures the percent-
age of items in the holdout set that appear in the recommendation set and is defined as:



Using Machine Learning to Support Continuous Ontology Development 387

Fig. 2. Comparison of Precision and Recall of different algorithms for different threshold values

recall =Ch∩Cr|/|Ch|where Ch is the set of holdout concepts and Cr is the set of recom-
mended concepts. Precision measures the percentage of items in the recommendation
set that appear in the holdout set. Precision measures the exactness of the recommen-
dation algorithm and is defined as: precision = |Ch ∩Cr|/|Cr|. In order to compare the
performance of the algorithms, we also use F-measure defines as

F−Measure =
2×Precision×Recall

Precision + Recall
(5)

4.3 Experimental Results

In this section we present our experimental results of applying the proposed recom-
mendation algorithm to the task of ontology maturing. In all experiments, we change
the threshold value from 0 to 0.95 and record the values of precision and recall. As the
threshold value increases, we expect precision to increase and recall to decrease since
we recommend less items with higher confidence. In addition, to get a better view of
performance of the algorithms, we use the notion of recall at N. The idea is to establish
a window of size N at the top of the recommendation list and find recall for different
numbers of recommendations. As the number of recommendation increases, we expect
to get higher recall. In assessing the quality of recommendations, we first determined
the sensitivity of some parameters. These parameters include the neighborhood size k,
the value of the training/test ratio x, and the combination factor α . Our results show (not
shown here) that there is a trade-off between better precision or better recall depending
on the neighborhood size. We select k = 3 as our neighborhood size which gives better
precision for high threshold values. To determine the sensitivity of the value of α in the
hybrid algorithm, we conducted experiments with different values of alpha. The result
of these experiments is shown in the right chart of figure 1 . From this chart we select
the value of α = .4 for the hybrid algorithm. To determine the effect of density of the
seed concept hierarchy, we carried out an experiment where we varied the value of x
from 20% to 70%. Our results are shown in the left chart of figure 1. As expected, the
quality of recommendation decreases as we increase x. However, even with x=70%,
our algorithm can still produce acceptable recommendations. For further experiments
we keep x=20%.
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Fig. 3. Comparison of F-measure for different approaches by changing the threshold value(on the
right) and Comparison of recall at N for different algorithms

Once we obtained the optimal values of the parameters, we compared the perfor-
mance of the algorithm when using different similarity computation techniques. In
addition,we compared our approach with a baseline algorithm suggested in [12]. The
results of this comparison are shown in figure 2 and 3. The baseline algorithm uses the
cosine similarity between concepts and recommends the concepts with highest cosine
similarity. Basically, the baseline algorithm is similar to the first step of our algorithm
where we find the k-nearest neighbors based on contextual cues. Figure 2 shows the
precision and recall values as we change the threshold value and figure 3 shows the
comparison using F-measure and Recall at N.

4.4 Discussion

Our results show that the hybrid similarity outperforms other approaches for both preci-
sion and recall for all thresholds and x values. We can observe from figure 2 that while
contextual cues result in less precision than the string-based techniques, they produce
slightly higher recall. That shows that string-based techniques can suggest more ac-
curate recommendations but they do not have as much coverage as the context-based
ones. Figure 3 compares the same algorithms using different measures. The right chart
shows the F-measure for each algorithm as the threshold value changes and the left
chart shows recall at N. Basically, we count the correct answers as we recommend N
super-concepts. We can observe from these two charts that while hybrid similarity obvi-
ously outperforms other similarity measures, it is not trivial to determine if string-based
measures are better than the context-based ones. The context-based cues outperform
string-based ones when looking at the Recall at N while based on F-measure the string-
based techniques outperform context-based ones.

In terms of continuous ontology development, picking a threshold of .7 from the
right chart of figure 3 for the hybrid algorithm, this means that users who introduce a
new concept into an existing ontology can count on almost 60% (see right of figure 2)
of the recommendations received being correct and on a coverage of around 35% when
looking through all recommendations and selecting the right ones.
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4.5 Qualitative Evaluation

Although the precision and recall values from the experiments above are quite accept-
able, we decided to investigate the actual results and find out in what cases the algorithm
makes incorrect recommendations. We selected a random new concept “Botnets” and
we observed the recommendation outputs. Table 1 shows the top 5 recommendations
based on each technique. We can observe in this example that although not equal to the
actual Wikipedia super-categories, the recommendations do make some sense.

Table 1. An example: Output of recommendation algorithm using different similarity cues. Rec-
ommendations are predicted super concepts of the new concept “Botnets”

Wikipedia Contextual Cues String-based Cues Hybrid
Multi-agent systems Artificial intelligence Multi-agent systems Multi-agent systems
Computer network se-
curity

Multi-agent systems Computer network se-
curity

Artificial intelligence

Computer architecture Computer security or-
ganizations

Computer architecture

Network architecture Artificial intelligence Computer network se-
curity

Distributed computing Computer architecture Distributed computing

5 Conclusion and Future Work

We utilized recommender system technologies to support collaborative ontology matur-
ing in a Web 2.0 application. We introduced a hybrid similarity measure by combining
contextual and string-based cues to find the super concepts of a new concept. Our eval-
uation with the Wikipedia category hierarchy shows promising results. From the qual-
itative results we can see that our recommender in fact can produce better results than
the calculated precision and recall indicate. Thus, the system can also be used directly
in Wikipedia for improving the current category hierarchy.

In this work, we have used associated pages to a concept as contextual information.
As future work, other contextual information such as links between pages, or user infor-
mation can be considered as well. In addition, evaluation of the algorithms in an actual
interactive social semantic bookmarking application can help us answer the question
whether the generated recommendations are actually perceived as useful by the user.
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Abstract. A lot of applications handle XML documents where mul-
tiple overlapping hierarchies are necessary and make use of a number
of workarounds to force overlaps into the single hierarchy of an XML
format. Although these workarounds are transparent to the users, they
are very difficult to handle by applications reading into these formats.
This paper proposes an approach to document markup based on Se-
mantic Web technologies. Our model allows the same expressiveness as
XML and any other hierarchical meta-markup language, and, rather
than requiring complex workarounds, allows the explicit expression of
overlapping structures in such a way that search and manipulation of
these structures does not require any specific tool or language. By sim-
ply using mainstream technologies such as OWL and SPARQL, our
model – called EARMARK (Extremely Annotational RDF Markup) –
can perform rather sophisticated tasks with no special tricks.

Keywords: EARMARK, OWL, change tracking, overlapping markup.

1 Introduction

In the past, overlapping markup has received ambivalent, almost schizoid con-
siderations in the field of markup languages. On the one hand, overlaps were the
hallmarks of bad HTML coders and naive HTML page editors, taking advantage
of an unjustified benevolence in web browsers that would display basically any
HTML regardless of proper nesting. On the other hand, overlaps have been a
fringe, almost esoteric discipline of scholars in the humanities, competently used
for arcane specifications of linguistic annotations and literary analysis.

But although the first type of usage was approached with scorn and the second
with awe, they both fundamentally represent a situation that is more common
than thought, and the scholars were only more aware, and not more justified,
about the need to represent overlaps.

Overlaps are needed whenever multiple markup elements need to be applied
over the same content, and these elements are independent of each other. In some
(rather frequent) situations, this independence means that the content referred
to by some elements is partially but not completely the same as the content
referred to by other elements.

Yet of course SGML, and now XML, grammatically impose and require a strict
hierarchy of containment generating a single mathematical tree of the document
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where no overlap is allowed. Thus, naively ignoring this requirement, carefully
creating workarounds or inventing completely new markup languages, document
authors have coped with this problem. But while new markup languages such
as TexMecs [4] and LMNL [11] have but a small number of adepts and applica-
tions, workarounds such as segmentation, milestones or standoff markup [5] are
frequently used and ubiquitous.

All workarounds manage to constrain secondary structural information so as
not to break or obfuscate the main hierarchy that is expressed in the visible
XML structure. But although this allows to manage multiple structures over the
same content, this comes at a price: structures specified through workarounds
are more difficult to find, identify and act upon than the structures in the main
XML hierarchy.

In this paper we propose an alternative approach to overlapping that allows
very simple tools to be used on all markup to generate sophisticated function-
alities. Furthermore, rather than creating a completely new language requiring
completely new tools and competencies, we propose to use Semantic Web tech-
nologies and tools to obtain much of the same results we would obtain with
traditional XML tools.

Our proposal, EARMARK (Extremely Annotational RDF Markup), defines
markup vocabularies by means of OWL ontologies [13], through which arbitrary
markup over the same content can be expressed. Since each individual markup
item is an independent assertion over some content or other assertions, over-
laps stop being a problem, and similarly all other issues connected to physical
embedding and containments, such as contiguity and document order.

Thus, while in previous works [6] [2] we concentrated on showing how XML
documents could be converted in EARMARK and vice versa, and how to use
workarounds when converting overlapping EARMARK structures into an XML
document, in this paper we concentrate on identifying workarounds existing in
real XML documents, and disentangle them into independent, direct EARMARK
assertions on which sophisticated functionalities can then be generated.

The paper is structured as follows: in Section 2 we provide a brief overview
of existing approaches to handle overlap using workarounds or brand new lan-
guages, and in Section 3 we provide a significative example of situations where
overlaps exist today and sometimes in pretty mainstream situations. In Sec-
tion 4 we introduce EARMARK, and in Section 5 we discuss an use case that
should demonstrate the superiority of an EARMARK approach to a traditional
XML one when overlaps come into question, and in Section 6 we draw some
conclusions.

2 Existing Approaches to Overlapping

The need for multiple overlapping structures over documents using markup syn-
taxes such as XML and SGML is an age-old issue: much research has been
carried out about techniques, languages and tools that allow users to create
multiple hierarchies over the same content. A good review of them can be found
in [1].
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Some of such research proposes to use plain hierarchical markup (i.e., SGML
and XML) and employ specially tailored elements or attributes to express the
semantics of overlapping in an implicit way. For instance, the TEI Guidelines
[9] present a number of different techniques that use SGML/XML constructs to
force multiple hierarchies into a single one, including:

– milestones (the overlapping structures are expressed through empty elements
to mark the boundaries of the “content”),

– fragmentation (the overlapping structures are split into individual
non-overlapping elements that may even be linked through id-idref pairs)
and

– standoff markup (the overlapping structures are placed elsewhere and in-
directly refer to their would-be locations through pointers, locators and/or
id/idref pairs).

Given the large number of techniques to deal with overlapping structures in
XML, in [5] we presented a number of algorithms to convert XML documents
with overlapping structures from and to the most common approaches.

Other research actually proposes to get rid of the theory of trees at the base of
XML/SGML altogether, and use different underlying models and newly invented
XML-like languages that allow the expression of overlaps through some kind of
syntactical flourishing.

For instance, GODDAG [10] is a Direct Acyclic Graph whose nodes represent
markup elements and text. Arcs are used to explicit represent containment and
father-child relations. Since multiple arcs can be directed to the same node, over-
lapping structures can be straightforwardly represented in GODDAG. Restricted
GODDAGs, a subset thereof, can be and has been linearized into TexMecs [4],
a multi-hierarchical markup language that also allows full GODDAGs through
appropriate non-embedding workarounds, such as standoff markup.

LMNL [11] is a general data model based on the idea of layered text frag-
ments and ranges, where multiple types of overlap can be modelled using con-
cepts drawn from the mathematical theory of intervals. Multiple serializations
of LMNL exist, such as CLIX and LMNL-syntax.

The variant graph approach [8] is also based on graph theory. Developed
to deal with textual variations – that generate multiple versions of the same
document with multiple overlapping hierarchies – this theory proposes a new
data model to represent literary documents and a graph linearisation (based
on lists) that scales well even with a large number of versions. In the same
conference, [7] presented another detailed survey about overlapping approaches,
also discussing the MultiX2 data model – that uses W3C standard languages
such as XInclude to link and fetch text fragments within overlapping structures
– and a prototype editor for the creation of multi-structured documents.

3 More Frequent than One May Think

So often overlapping structures have been considered as needed only in highly
specific contexts (such as linguistics) and basically for scholars: solutions were
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complex since they were considered grounded in the intrinsic complexity of the
topics themselves. Yet, overlapping structures can be found in many more fields
than these, and even mainstream applications generate and use markup with
overlapping structures. While the complexity of overlapping is hidden to the final
user, application that consume such data may very well find it rather difficult
to handle such information. In the following we discuss a significative context
where overlapping already exist and fairly relevant information is encoded in
multiple independent structures, leaving to special code the task of managing
the complexity: word processors.

Word processors provide users with powerful tools for tracking changes, al-
lowing each individual modification by individual authors to be identified, high-
lighted, and acted upon (e.g. by accepting or discarding them). The intuitiveness
of the relevant interfaces actually hides the complexity of the data format and
of the algorithms necessary to handle such information.

For instance, the standard ODT format used by Open Office – and similarly
the DOCX format used by Microsoft Word – when saving change tracking in-
formation relies on two specific constructs for insertions and deletions that may
overlap with the structural markup. While adding a few words within a para-
graph does not imply the breaking of the fundamental structural hierarchy, any
change that affects the structure itself (e.g. the split of one paragraph into two
by the insertion of a return character, or vice versa the join of two paragraphs
by the elimination of the intermediate return character) requires annotations
to be associated to the end of a paragraph and the beginning of the next, in
an unavoidably overlapping pattern. ODT uses milestones and standoff markup
for insertions and deletions respectively, and also relies on standoff markup for
annotations about the authorship and date of the change.

For instance, the insertion of a return character and a few characters in a
paragraph creates a structure as follows:

<text:changed -region text:id="S1">

<text:insertion >

<office:change -info >

<dc:creator >John Smith </dc:creator >

<dc:date >2009-10-27 T18:45:00 </ dc:date >

</office:change -info >

</text:insertion >

</text:changed -region >

<text:p>The beginning and

<text:change -start text:change -id="S1"/></text:p>

<text:p>also <text:change -end text:change -id="S1"/>

the end.</text:p>

The empty elements <text:change-start/>and <text:change-end/>are mile-
stones marking respectively the beginning and the end of the range that consti-
tuted the insertion, while the element <text:insertion>, before the beginning
of the document content, is standoff markup for the metadata about the change
(author and date information). The deletion operation shows a similar behaviour.
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4 EARMARK and Its Support for Overlapping Features

This section discusses a different approach to metamarkup, called EARMARK
(Extremely Annotational RDF Markup) based on ontologies and Semantic Web
technologies. The basic idea is to model EARMARK documents as collections
of addressable text fragments, and to associate such text content with OWL
[13] assertions that describe structural features as well as semantic properties of
(parts of) that content. The overall approach is similar but more general, robust
and extensible than [12]. As a result EARMARK allows not only documents with
single hierarchies (as with XML) but also multiple overlapping hierarchies where
the textual content within the markup items belongs to some hierarchies but not
to others. Moreover EAMARK makes it possible to add semantic annotations
to the content though assertions that may overlap with existing ones.

One of the advantages of using EARMARK is the capability to access and
query documents by using well-known and widely supported tools for Semantic
Web. In fact, EARMARK assertions are simply RDF assertions, while EAR-
MARK documents are modelled through OWL ontologies. The consequence
is that query languages (such as SPARQL) and actual existing tools (such as
OWLAPI or Pellet) can be directly used to deal with even incredibly complicated
overlapping structures.

The EARMARK model itself is defined through an OWL document (avail-
able at http://www.essepuntato.it/2008/12/earmark) specifying classes and
relationships. The model introduces three separate base concepts: docuverses,
ranges and markup items. Each of them is represented with different, disjoint
OWL classes.

The textual content of an EARMARK document is conceptually separated
from the annotations, and is referred to by means of assertions on the specific
class Docuverse. This class refer to the collection of text fragments that can be
interconnected to each other or transcluded into new documents.

The individuals of this class represent the object of discourse, i.e. all the text
containers related to a particular EARMARK document. The following code
snippets are written using the Manchester Syntax [3]; the prefixes rdfs, owl and
xsd refer respectively to RDF Schema, OWL and XML Schema, while the empty
prefix refers to the EARMARK own namespace.

Class: Docuverse

DataProperty : hasContent

Characteristics : FunctionalProperty

Domain: Docuverse

Range: rdfs:Literal

Any individual of the Docuverse class can specify the actual content of the
document using the property hasContent.

We then define the class Range for any text lying between two locations.
A range, i.e, an individual of the class Range, is defined by a starting and an
ending location (any literal) taking into account a particular docuverse through
the properties begins, ends and refersTo respectively.
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Class: Range

HasKey: begins , ends , refersTo

ObjectProperty : refersTo

Characteristics : FunctionalProperty

Domain: Range

Range: Docuverse

DatatypeProperty : begins

Characteristics : FunctionalProperty

Domain: Range

Range: rdfs:Literal

DatatypeProperty : ends

Characteristics : FunctionalProperty

Domain: Range

Range: rdfs:Literal

There is no restriction on locations used for the begins and ends properties: they
define the way a range must be read. Note that, by using the hasKey OWL
property, we assert that if there exist two ranges referring to the same docuverse
and having the same begin and end locations, then they are the same range.

The class MarkupItem is the superclass defining artefacts to be interpreted as
markup (such as elements and attributes).

Class: MarkupItem

DataProperty : hasGeneralIdentifier

Characteristics : FunctionalProperty

Domain: MarkupItem

Range: xsd:string

DataProperty : hasNamespace

Characteristics : FunctionalProperty

Domain: MarkupItem

Range: xsd:anyURI

A markupitem individual is a collection of individuals belonging to the classes
MarkupItem and Range. It might have a name, specified in the functional prop-
erty hasGeneralIdentifier (the term comes from the SGML term to refer to the
name of elements), and a namespace, specified by using the functional property
hasNamespace.

5 Using EARMARK

There are multiple applications for the EARMARK approach. The most inter-
esting for this work is the capability of dealing with overlapping structures in an
elegant and straightforward manner. Under EARMARK such structures do not
need to be specified through complex workarounds as with XML, but they are
explicit and can be easily rebuilt and accessed.

In fact, we do not expect all documents to be natively encoded with EAR-
MARK. Thus, we developed an approach that takes as input an XML file and
produces the corresponding EARMARK document in a finite amount of steps.
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Details of such a process are out of the scope of this paper. Our goal here
is to show that complex overlapping data structures can be disentangled into
EARMARK assertions that can be processed and queried in a very simple way.
Towards this goal, we now go into details of the scenario presented earlier: ODT
change-tracking.

The ODT format uses complex data structures to store overlap generated
by change-tracking facilities, as discussed in Section 3. These structures make
it very difficult to search and manipulate the content by directly using XML
languages and tools. Let us discuss a very simple example:

<text:changed -region text:id="S2">

<text:deletion >

<office:change -info >

<dc:creator >Silvio Peroni </dc:creator >

<dc:date >2009-10-27 T18:45:00 </ dc:date >

</office:change -info >

<text:p>.</ text:p>

</text:deletion >

<text:insertion >

<office:change -info office:chg -author=" Angelo Di Iorio"

office:chg -date -time ="2009 -10 -27 T18:42:00"/ >

</text:insertion >

</text:changed -region >

<text:changed -region text:id="A2">

<text:insertion >

<office:change -info >

<dc:creator >Angelo Di Iorio </dc:creator >

<dc:date >2009-10-27 T18:42:00 </ dc:date >

</office:change -info >

</text:insertion >

</text:changed -region >

<text:p>This is one paragraph <text:change -start text:change -

id="S1"/>;

actually , it was!<text:change -end text:change -id="S1"/>

<text:change text:change -id="S2"/>

<text:change -start text:change -id="A2"/></text:p>

<text:p><text:change -end text:change -id="A2"/>

<text:change text:change -id="A3"/>

<text:change -start text:change -id="A4"/>S

<text:change -end text:change -id="A4"/>plit in two.</text:p>

The document was originally composed by a single paragraph: “This is one para-
graph that will be split in two.”. The user “Angelo Di Iorio” split the paragraph
in two (change identified as A2), removed the text “that will be” (change A3),
added a symbol “.” at the end of the first paragraph (change A1, hidden by the
following change S2, by Silvio Peroni) and capitalized the letter “S” at the be-
ginning of the word “split” (change A4). Later, user “Silvio Peroni” substituted
the final “.” of the first paragraph with the text “; actually, it was!” (changes
S1 and S2). Note that, for the sake of clarity, we did not show each element
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text:changed-region . It should not be difficult for the reader to picture them,
following the discussion of Section 3.

Apart from difficulties in rebuilding the underlying overlapping structures
from this complex (XML) syntax, applications have to face another issue: the
fact that even simple queries become very complex. The complexity does not lie
in the complexity of the information itself, but rather in the data structure over
which the operation has to work.

For instance, assume that a reader is looking for “all text fragments inserted
by Angelo Di Iorio”. This very simple query ends up being surprisingly entangled
when written in XPath:

for $id in //@text:id [../ text:insertion //(dc:creator [. = ’

Angelo Di Iorio ’] | @office:chg -author[. = ’Angelo Di

Iorio ’])] return // text:p//text ()[(preceding -sibling ::

text:change -start [1][ @text:change -id = $id] and following

-sibling :: text:change -end [1][ @text:change -id = $id]) or

ancestor :: text:changed -region/@text:id = $id]

The EARMARK approach solves this issue is a very disciplined way. The point
is that EARMARK stores overlapping data in a direct and elegant manner, that
does not require tools to rebuild such information from twisted tree-based XML

Fig. 1. Encoding the change-tracking use case with EARMARK data structures
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structures. The information is already available and expressed through RDF and
OWL statements.

Fig. 1 shows how the example could be modelled with EARMARK. All in-
formation about all three versions of the document are stored in a single EAR-
MARK structure. In fact, there are three EARMARK elements, with general
identifier set to “text”, representing the three versions. Each of them is an or-
dered collection of other EARMARK elements, while the leaf items of each
hierarchy are ranges. The arrows indicate a containment relationship, specified
through the properties of the imported collection ontology, and model the tree
structure of each version. Note that the EARMARK element with general iden-
tifier “text” of version 1 (looking the picture, the bottom one) contains only one
paragraph – where paragraphs are all the elements with general identifier “p”
– while the elements of versions 2 (central) and 3 (top), with the same general
identifier “text”, contain two paragraphs. In turn, those paragraphs contain frag-
ments that compose the textual content of each version. The crucial aspect is
that each text fragment is also annotated with (RDF) statements that indicates
the type, the author and the date of each modification.

Fig. 1 is a graphic representation of the OWL ontology describing our example.
Translating that content into an actual OWL files makes it possible to access
and query it with Semantic Web tools. Powerful searches can be then performed
without using niche tools or complex XPath expressions but simply through
mainstream technologies such as SPARQL. Thus, the following SPARQL query:

SELECT ?r WHERE {

?r a text:insertion ; dc:creator "Angelo Di Iorio" }

represents the above-mentioned query (“all text fragments inserted by Angelo Di
Iorio”) running on the EARMARK document described so far.

6 Conclusions

The importance of XML lead researchers to design languages for overlapping
markup that fit into the XML tree-based model. Multiple hierarchies are in fact
forced into a single one that can be directly processed by languages such as
XPath and XQuery. This paper discussed how using these languages for even
simple needs is actually very difficult, even when the overlap is encoded applying
the most common and robust strategies found in the literature.

The EARMARK approach is radically different and consists of specifying both
markup structures and semantic annotations through an ontological approach.
EARMARK associates OWL assertions to pieces of content and makes it possible
to add RDF statements to the same content (or part of it). Multiple hierarchies
can overlap without any limitation and without requiring the use of twisted
syntactical workarounds. What makes our approach particularly interesting is
that EARMARK documents are basically OWL ontologies. As a consequence,
Semantic Web technologies – such as SPARQL – can be used straightforwardly
to perform operations on their content.



400 A.D. Iorio, S. Peroni, and F. Vitali

Improving queries is not the only application of EARMARK. Validation is
another interesting field we plan to investigate. The same ontological framework,
in fact, can be used to prove properties concerning a document such as validity
against a schema, compliance to co-constraint specifications or adherence to
structural patterns.
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Abstract. In this paper we introduce a novel unsupervised ontology learning 
approach, which can be used to automatically derive a reference ontology from 
a corpus of web services for annotating semantically the Web services in the 
absence of a core ontology. Our approach relies on shallow parsing technique 
from natural language processing in order to identify grammatical patterns of 
web service message element/part names and exploit them in construction of 
the ontology. The generated ontology is further enriched by introducing 
relationships between similar concepts. The experimental results on a set of 
global Web services indicate that the proposed ontology learning approach 
generates an ontology, which can be used to automatically annotate around 52% 
of element part and field names in a large corpus of heterogeneous Web 
services. 

Keywords:  Ontology Learning, Web Services Annotation, NLP. 

1   Introduction 

The vision of web service technology to expose functionality of on-line services for 
system-to-system communication has resulted in deployment of considerable number 
of services on the Web. At the same time the Semantic Web initiative has provided 
methods, tools and knowledge structures for processing semantically enriched web 
services. Unfortunately, due to complexity of providing semantic information to web 
services, the visionary view of semantic web services has not been well accepted 
neither by industry nor governmental sector where semantic web services 
technologies could have the major impact. Hence vast majority of public web services 
lack semantic information and this, complemented with the increasing number of 
available web services, is the main obstacle in using semantic technologies either for 
exploiting or analyzing the existing web services. In the absence of core ontologies, 
annotation of existing web services is dependent on ontology development and 
ontology learning techniques. The latter refers to applying machine learning 
techniques for automatic discovery and creation of ontological knowledge [12]. In 
addition to outstanding ontology development obstacles [12] (being time-consuming 
and labor-intensive), ontology acquisition at the Web scale, such as we are aiming for, 
imposes extra burden primarily due to the large dataset size, heterogeneity of data and 
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dynamicity of Web. Moreover, ontology acquisition solely from web service 
descriptions is a resource-demanding and error-prone task since majority of WSDL 
elements, which need annotations, lack textual documentation (around 95% of 
elements in our collection of ca 15 000 WSDL documents have no human-readable 
documentation attached). Furthermore, often the syntax of WSDL element names 
does not convey correct and complete picture of underlying semantics [1]. There have 
been efforts [14] [7] both in academia and industry to invent solutions for (semi) 
automatically annotating existing web services with standard semantic descriptions. 
The applicability of such solutions is hampered mainly by the annotation cost, as 
reported by Küngas and Dumas [2].  

In this paper we first propose an unsupervised method for domain-independent 
ontology learning from web services corpus derived from a set of WSDL documents 
describing available Web services. The main purpose of the constructed ontology 
would be to facilitate semantic annotation of WSDL documents and XML schema for 
further analysis and usage of the Web services. The recall and precision of our 
approach is enhanced by utilization of natural language processing (NLP) techniques 
and linguistics resources (thesauri and acronym tables). The constructed ontology is 
then used to support automated annotation of data structure definitions in XML 
Schema and Web service interfaces in WSDL documents by using the heuristic-based 
automated annotation as proposed by Küngas and Dumas [2]. One of the specific 
applications of the constructed annotations is to increase the quality of Web services 
match-making. Matching of web services can then be used either during composition 
of new or analysis of existing web services.  

The rest of this paper is organized as follows. In Section 2 we introduce our 
ontology development methodology and discuss requirements and design issues for 
the reference ontology. In Section 3 we present our ontology learning method, 
whereas the evaluation results are captured in Section 4. Finally, Section 5 reviews 
related work, while conclusions and discussion on future work are presented in 
Section 6. 

2   Ontology Development Methodology 

Our ontology development methodology is inspired from the ROD model proposed 
by Zhou [12] and is an incremental methodology consisting of multiple iterations. 
Accordingly, the methodology is based on a cycle of three consequence phases: 
design, learning and validation. While the ontology design phase involves 
identification of domain resources and analysis of requirements, the ontology learning 
phase embodies the core ontology learning and construction techniques. Ontology 
validation and evaluation of the generated ontology is the last phase of the cycle. 
After completion of a cycle and inspection of results, we will attempt to improve the 
results by integrating the resulting ontology with other ontologies and incorporating 
extra domain resources before executing another iteration. 

In the ontology design phase, we identify the objectives and requirements for the 
target ontology, and determine applicability of relevant domain resources in our case. 
In addition, to comply with general characteristics of an ideal ontology [13] (e.g. 
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Fig. 1. Ontology Learning Steps 
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clarity, coherence, extendibility, etc), the target ontology needs to satisfy the 
following requirements with respect to objectives of web services analysis:  

1. To maximize interoperability among web services (i.e. to increase number of 
matching web services); 

2. To maximize the quantity of annotated web service elements; 
3. To be evolvable and allow incremental ontology learning over time in order to 

accommodate frequent changes/updates in the web services domain. 

We acknowledge that neither the above-mentioned list of requirements is complete 
nor all of its items can be achieved within a single iteration of ontology development. 
Therefore we have adopted an approach where we will refine the requirements after 
inspection of ontology validation, web services annotation and analysis results. 
Moreover, the ontology development methodology must accommodate the web scale 
ontology learning, which exposes additional requirements due to heterogeneity in 
documentation language, style and vocabulary, 
not to mention the requirements to 
computational complexity due to relatively 
large data set.   

3   Ontology Learning Process  

We follow a bottom-up approach for ontology 
learning by starting from processing the WSDL 
documents and gradually derive top-level 
ontological concepts and relations. As shown in 
Fig. 1, the ontology learning process consists of 
three steps where each step, in turn, is a pipeline 
of several tasks. The first step is mostly about 
extraction of relevant textual content and 
subsequent syntactic refinement, while the 
second step exploits the results of the first step 
to infer ontological concepts, relationships and 
instances. The last step deals with organization 
of the discovered concepts and relationships to 
improve the quality of discovered knowledge. 
In the following we explain in detail the 
activities involved in each step. 

3.1   Information Elicitation 

This step embodies our natural language 
processing scheme and uses components for 
syntactic refinement pattern extraction, term 
disambiguation and lexical similarity [6][1]. 
The step consists of following tasks: 
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a)   Term Extraction 
Ontology learning from web service description can be performed at different levels 
of granularity, starting from the finest (XML schema leaf element names which are 
either of built-in XSD types or defined basic types) until more general levels with 
operations and services. Resulting ontologies can be used then to annotate the 
elements at the same level of granularity as the input elements. The focus of this work 
is based primarily on the finest granularity since once the finest elements of web 
services are semantically annotated, the resulting annotations can be propagated to 
coarse-grained elements [2]. Thus, first we will extract the list of fine-grained element 
names of the whole dataset (a corpus of WSDL documents). Next, out of the extracted 
list we choose a subset of most frequently presented element names, as proposed by 
Küngas and Dumas [2], for seeding ontology learning process. The extracted terms 
usually consist of multiple words (compound words or phrases). 

b)   Syntactic Refinement 
The extracted terms may contain punctuations, shortened words, and abbreviations, 
misspelled and irrelevant words. Thus we need to normalize the terms to improve the 
quality of identified ontological concepts and relations in the generated ontology. 
Syntactic refinement task is constructed by using the following methods:  

1. Term Tokenization. In context of schema leaf nodes, the extracted terms usually 
follow Camel case or Pascal case form, or separated by underlines and 
punctuations, which facilitate the tokenization process. We use these conventions 
for segmentation of terms into constituting tokens. The irrelevant words (such as 
single characters) and non-alphanumeric characters are also eliminated from the 
set of discovered tokens. 

2. Cleavage of Shortened Words and Abbreviations.  A term or the constituting 
words may refer to a domain terminology reflected as shortened word (e.g. pwd 
stands for password) or abbreviation (such as ASIN stands for Amazon Standard 
Identification Number). We utilize an auxiliary table for resolving such words 
into their corresponding complete syntactic forms. 

3. Known Compound Noun Determination. The purpose of this method is to 
discover compound nouns (a sequential combination of two or more words) 
which convey a special meaning in general (e.g. first name) or in the underlying 
domain (e.g. login name). The compound nouns are treated as single units in the 
all subsequent word processing stages. 

4. Word Lemmatization. Next, the words are transformed into their lemmas in order 
to look up them in the dictionary and later to provide unified naming conventions 
for labeling identified ontological concepts and relationships. Words which do 
not exist in dictionary are marked as stop words. 

5. Stop Word Removal. Finally stop words are identified so that their sense will be 
excluded while we cluster terms based on their semantic similarity (see  
Section 3.3). 

3.2   Ontology Discovery 

This step concerns with exploited techniques, resources and tools for identifying the 
ontological concepts and relations from those set of refined terms resulted from 
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previous step. The outcome of this step is our preliminary knowledge base (ontology 
+ respective instances). The step consists of the following tasks. 

a)   Pattern-Based Semantic Analysis 
We exploit the syntactic regularity patterns observed when composing a term out of 
multiple words. According to this observation vast majority of web service element 
names are noun phrases [1] while around 79% of the noun phrases in English 
language can be classified into one of two following patterns as reported by [3]:  

• Pattern#1:  (Noun1)+ …+(Nounn)         e.g. CustomerId 
• Pattern#2:  (Adjective1)+… +(Nounn)  e.g. SupportedImageType 

The patterns are highlighting the grammatical role of constituting words and their part 
of speech act.  Both types of information (grammatical role and part of speech) can be 
extracted by employing grammatical dependency parser tools (e.g. MINIPAR tool 
[9]), which in addition discover dependency relationships of a given phrase. A 
dependency relationship is an asymmetric binary relation between a word, called 
head, and another word (or a set of words) named modifier, where head reveals the 
most emphasized word of the phrase (e.g. CustomerId would be resolved to pair 
{head: Identifier, modifier: Customer}). From dependency parser perspective, the 
above-mentioned patterns are identified as follows: 

• Pattern#1:  (N|Wordn) [(nn)(N|Word1) + .. +(nn) (N|Wordn-1)] 
• Pattern#2: (N|Wordn) [(mod)(A|Word1)+…+(nn) (N|Wordn-1)] 

In these patterns the first part, which is placed inside parentheses, refers to head of the 
phrase while the modifier segment is placed inside square brackets. Moreover, the 
words are annotated with their part of speech act (N for a noun and A for an adjective) 
and also grammatical roles (mod for an adjective relation, nn for a noun-noun 
relation).  We harvest only terms complying with Pattern#1 or Pattern#2 as they 
provide the main ingredients for ontology learning. 

b)   Term Disambiguation 
If all words in a term are determined as stop words, or when the head part is not a 
noun, then the term is considered as a vague term. These kinds of terms are 
disambiguated by replacing terms with respective operation names in WSDL from 
which input /output element names the particular term was extracted from. If the term 
appears in multiple operations, then we replace the single term with a concatenation 
of multiple operation names. We repeat the entire syntactic processing stages with 
new content but this time we simply discard ambiguous terms. 

c)   Class and Relation Determination 
We rely on the following rules (Rule-1 and Rule-2) to exploit output of dependency 
parsing of each term to capture ontological classes and object property relationships. 
Construction of these rules is based on the following observations: 

• According to Bourigault and Jacquemin [5] single-word terms denote broader 
concepts than multi-word terms. They appear more frequently in corpora and are 
therefore more appropriate for statistical clustering. In contrast to single-word 
terms that are too ambiguous and too generic, multi-word terms are more 
interesting for ontological motivation as they present finer concepts in domains. As 



406 S. Mokarizadeh, P. Küngas, and M. Matskin 

 

single-word terms denote broader concepts than multi-word terms, and a 
compound noun inherits most of its semantic from its head [4], then we assume 
that the concept representing the head word subsumes the concept generalizing the 
entire term. Moreover, since head words cannot be decomposed further, we will 
regard them as concrete concepts in the ontology. 

• The relation between head and modifier segment in case of noun-noun (nn) 
relationship resembles from grammatical point of view a kind of possessive 
authority for the head segment over an entire term. Based on this observation, 
hasProperty relationships among discovered concepts are asserted similarly to Guo 
et al [1]. 

Based on the aforementioned observations we introduce the following ontological 
concept identification rules: 

Rule-1: Terms, which are subject to Pattern#1 are initiating the assertion of 
following ontological concepts and relationships: 

- Word1 hasProperty Term,  
- Term subclassOf Header. 

In Rule-1, Term, Word1 and Header are all referring to concepts in an ontology. For 
example, term SessionKeyIdentifier complies with Rule-1, so the following axioms 
are added to the ontology: 1) Session isA Class, 2) SessionKeyIdentifier isA Class, 3) 
Identifier isA Class, 4) Session  hasProperty SessionKeyIdentifier, 5) 
SessionKeyIdentifier subClassOf  Identifier. 

Rule-2: Terms, which are subject to Pattern#2 are initiating the assertion of 
following ontological concepts and relationships: 

- Term  subClassOf  Header 

In Rule-2, Term and Header are referring to concepts in an ontology. For example, 
term SupportedType complies with Rule-2, so the following axioms are added to the 
ontology: 1) Type isA Class, 2) SupportedType isA Class, 3) SupportedType 
subClassOf Type. 

 
Using Rule-1 and Rule-2, we will generate an ontology automatically from the corpus 
of element names extracted from a set of web services descriptions in WSDL. In the 
last step, the initial set of (original) terms extracted from a collection of web service 
descriptions are assigned to their respective ontological representation as individuals.  

3.3   Ontology Organization 

In order to improve the quality and usability of generated ontology, the resulting 
ontology is investigated to determine extra relationship between concepts or to 
remove the redundant ones. In this work, we utilize lexical similarity between labels 
of ontology classes and augment the ontology with isSimilarTo relationship indicating 
that the classes on both side of this relationship convey a similar lexical semantic .We 
employ WordNet digital dictionary [10] and a WordNet lexical similarity library [8] 
to measure similarity between labels. We adopt an unsupervised agglomerative 
clustering approach to obtain clusters of similar classes. The clustering algorithm 
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starts by putting every single data point (label of each concept) in one cluster to set up 
the initial clusters. Then, it measures pair-wise similarity distance of data points in 
one cluster against those belonging to other clusters and at each step merges two 
closest (most similar) clusters.  The clustering process finishes whenever a single 
cluster remains or the similarity distance between two closest clusters does not meet a 
threshold. During our experiments, while manually evaluating the resulting 
ontologies, we observed that a threshold value of 85% is the minimum reasonable 
distance value. The similarity distance between two clusters is based on average 
dictionary-based affinity between entries of two clusters.  The complexity of distance 
computation is of O(n2) due to need of cross-examination of each entry in one cluster 
against those in other clusters. From lexical analysis point of view, entries within a 
cluster are forming a synonym set. Thus, concepts in one cluster are pair-wise 
augmented with isSimilarTo relationship (e.g. Image isSimilarTo Picture). 

4   Evaluation 

The proposed ontology learning mechanism is implemented in Java by utilizing 
WordNet 3.0 as our reference dictionary, JWSL [8] library for measuring similarity 
between words, and MINIPAR dependency parser [9] for identifying the patterns. The 
generated ontology is represented in OWL format. During our experiments we used 
the set of ca 15000 WSDL documents from http://www.soatrader.com/web-services 
as a representative set of Web services. The evaluation data-set includes a sample 
subset of the services such that the frequency of input and output element names 
covers 20% (1858 unique terms) of names in the entire collected dataset. In order to 
validate correctness of the generated ontology, we manually constructed an ontology, 
using a methodology developed by Küngas and Dumas [2]. We refer to this 
handcrafted ontology as golden ontology in the rest of this paper.  

As the generated ontology should also satisfy web service analysis requirements, 
we need to perform ontology evaluation from two perspectives. First, from ontology 
perspective we evaluate general ontological properties and validate the quality of a 
generated ontology against the golden ontology. Second, from web service annotation 
perspective we examine the quality and quantity of annotated web services using 
automatically generated ontology with respect to the golden ontology. We leave the 
latter evaluation case for the future work and focus on the former perspective in the 
rest of this paper. We perform evaluation of the automatically constructed ontology in 
two stages. While in the first stage, evaluation is performed over ontological classes, 
in the second stage ontological instances (WSDL/XSD leaf node elements) are used 
in evaluation. Fig. 2 presents the number of concepts and their instances in the 
automatically generated ontology and the golden ontology as well as the quantity of 
linguistically common concepts between the two ontologies and their instances. 

4.1   Concept-Level Comparison 

Out of 1853 unique terms in our evaluation data-set, our ontology learning system 
managed to process 1601 terms and assign them to their representative concepts 
(1813 concept) while the rest of the terms were ignored due to different reasons (i.e. 
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containing meaningless names, not complying with the determined patterns, etc). 
Clearly the number of concepts in generated ontology is larger with respect to the 
number of concepts in the golden ontology, since in our approach new concepts 
emerge due to following reasons. First, as a result of measuring linguistic and 
dictionary-based differences between underlying terms rather than considering actual 
semantics of terms (e.g. “legalDisclaimer” and “TermsAndConditions” where both 
convey same meaning while their ontological representation leads to  several classes). 
Second, ontological concept discovery rules (Rule-1, Rule-2) break down a 
compound noun into several interrelated concepts. Hence, proportionally larger 
number of concepts is expected to be generated by our system compared to the 
number of instances.  

For concept-level ontology comparison we exploited Falcon-AO [11], which aligns 
ontologies in two phases: first linguistic then structural (graph) matching. Authors of 
Falcon-AO have pointed out that their tool cannot use structural information for 
ontology alignment purpose if the underlying ontology is very large such as in our 
case. Hence, the ontology alignment result produced by Falkon-AO solely represents 
linguistics similarity between aligned ontologies. While the percentage of similar 
concepts over the two ontologies is only about 62% with respect to the concepts in the 
golden ontology, the number of instances captured by those common concepts is 
relatively high around 71% (1313 instances out of 1853). Since instance level 
evaluation can be performed over more than two third of the entire data set, a 
reasonable assessment can be expected despite of deficiencies of concept matching. 
Because the concepts in the golden ontology are not augmented with any other 
relations (i.e. object properties), we did not perform any comparison at this level.  

4.2   Instance-Level Comparison 

For instance-level comparison we compute precision (P) and recall (R) metrics to 
show the quality of our term classification approach only for those instances, which 
are assigned to the common concepts, which are presented by the last grey column in 
Fig. 2. Let’s consider E as the set of instances  belonging to those common concepts 
in a golden ontology, C (correct) as the number of instances in set E, which are 
classified correctly in the generated ontology, I (incorrect) as the number of instances 
in E which are misplaced (i.e. they are not assigned to the same concepts as instructed 
by the golden ontology) and M (missing) as the number of instances which appear in 
set E but they are not classified  under the common concepts in generated ontology. 
Based on these definitions, we compute the precision and recall as following:    P CC I        ,    R  CC M                                       1  

The size of E in our system is 1313, which equals C+M+I where C = 968, I = 60 and 
M = 278. According to (1), we have precision of 85% and recall of 78%. High 
precision is achieved due to the syntactic quality of terms, following the syntactic 
patterns which we used during harvesting, and finally complying with respect to 
dictionary meanings in WordNet [10]. The quality of syntactic processing is also 
boosted by utilization of an auxiliary table to uncover known acronyms and 
compound nouns, which consequently improves both recall and precision.  
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Fig. 2. Quantity of concepts & instances in generated ontology compared to golden ontology 

5   Related Works 

Proposed mechanisms for (semi-)automatic annotation and matching of web services 
are aiming for machine learning techniques and they diverge in availability of 
external resources, training data sets, quality and quantity of dataset and main purpose 
of annotation. Some machine-learning-based approaches such as [7] ,proposed by 
Heβ et al. need initially to train their system in order to generalize (semantic of 
training data) and predict semantic labels for (similar) unseen web services. As we 
target a large repository of absolutely not-annotated ad-hoc web services from 
different domains, applicability of such techniques is not clear. Similarly to our 
approach, Guo et al. [1] leveraged relation between words in phrases to establish 
ontological relationships between acquired concepts. While the authors tackle pair-
wise service matching solution by aligning the generated ontology fragments, we 
intend to create an ontology to be utilized for analysis of web services. In addition, 
Guo et al. [1] take advantage of active domain experts and knowledge of web services 
domains in annotation. Neither of these two resources are practically available in our 
case due to size of the data set and lack of additional meta-knowledge about services. 
In a slightly similar work, Sabou et al. [6] described an automatic extracting method 
that learns domain ontologies from textual documentation attached to web services. 
Due to the fact that around 95% of web services in our data set come with no textual 
documentation, the applicability of their approach is not applicable in our case. 

Several tools for semantic annotation of web services and transformation to 
semantic web service representations such as OWL-S by ASSAM [7], and WSDL-
S/SA-WSDL [15] by Radiant [14] have been proposed. The aforementioned tools 
follow a semi-automatic approach for selecting the most appropriate domain ontology 
(for annotation purpose) and then mapping WSDL elements to respective ontological 
concepts. Due to explicit expert user intervention and reliance on pre-determined 
domain ontologies for annotation purpose, applicability of such solutions for large-
scale annotation of web services is impractical despite of the fact that these solutions 
tend to provide high-quality annotations. 

6   Conclusions and Future Work 

In this paper we presented an ontology learning approach to be used for matching web 
services in large scale in the absence of a core ontology. The preliminary results show 
that the generated ontology captures correctly around 52% of entire data set, hence, 
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providing a reasonable basis for web services matching in practical solutions. Our 
approach generates ontologies, which can be used for automated construction of 
annotation heuristics such as used by Küngas and Dumas [2] in their semi-automatic 
cost-effective semantic annotation methodology for web services interfaces. Thus one 
of the contributions of the ontology learning approach presented in this paper is to 
reduce the number of man-hours required in a cost-effective annotation scheme even 
further. As a future work we are planning to enhance the proposed ontology learning 
approach such that better coverage of annotations could be achieved automatically. 
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from the Swedish Research Council. 
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Abstract. Ontologies and its reasoning services are expected to play
an important role in many application domains, as well as in software
engineering in general. In model-driven engineering (MDE), models, like
UML models, represent and specify software systems. One problem with
using ontologies within software engineering is that while model-driven
engineering realizes a four-layer metamodeling architecture, the new ver-
sion of OWL Web Ontology Language, called OWL 2, it supports only
simple metamodeling. Moreover, the semantics of metamodeling in OWL
2 corresponds to the contextual semantics, which leads to non-intuitive
results. Another issue is that the Open World Assumption (OWA) as-
sumes a model is incomplete. Therefore, we could not validate some
constrains in OWA. In this paper, we demonstrate multilevel (meta-)
modelling using ontologies described in OWL FA, which has a well-
defined fixed-layered architecture and semantics. As well as an approach
to integrate Closed World Assumption(CWA) with OWA in order to use
both assumptions for verifying and validating multilevel models.

1 Introduction

Ontologies and the Web Ontology Language (OWL) are well established for
model descriptions and model management tasks. However, metamodelling is
not supported by tractable OWL sub languages like OWL Lite, OWL DL. More
complex languages like OWL Full provide metamodelling facilities, but OWL
Full is not decidable.

Metamodeling, i.e. modelling across multiple modelling layers, dealing with
Concepts and meta-concepts, is a key issue in model management and especially
in model-driven software development (MDSD). Metamodels appear in applica-
tion areas such as UML [19], Model Driven Architecture [4] and E-Commerce.

In model-driven software development, software developers would like to im-
prove their software development processes by using reasoning mechanisms such
as inconsistency checking of models. In order to do so they need to transform
the software models that have a well-defined four-layered architecture into an
OWL DL ontology, which does not support modelling, and reasoning over a lay-
ered architecture. In OWL DL, we can present classes and objects in two layers.
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Therefore, developers need to sacrifice some meta-layers or compress it into two
layers which lead to incomplete representation of the model. Thus, this could
be the main reason why software developers ignore to use OWL ontologies and
their mechanisms.

A common user complaint about OWL is that it does not provide a decidable
sub-language which supports metamodeling. OWL 2 provides simple metamod-
eling which corresponds to the contextual semantics defined in [14]. However,
this modelling technique is mainly based on punning. It has been shown in [17]
that this can lead to non-intuitive results, since the interpretation function is
different based on the context. There are various works which consider valida-
tion of UML models with OCL constraints like in [3,5,10,18,11]. However, none
of these approaches account for a validation across multiple layers, i.e. validates
models with respect to their metamodels. They validate models with model con-
straints and instances of the models, but they do not account for metamodels in
their validation. However, for many applications, a two-layer validation without
a metamodel is not adequate (cf. Section 2).

Another issue is that the description logics relies on open world assumption
(OWA) which assumes incomplete information as default and allows for vali-
dating incomplete models. Therefore, we could not validate some constrains in
OWA (cf. Section 4.3). The closed-world assumption (CWA) assumes that the
elements in the model are known and unchanging. However, we would like to
use beneficial from both assumptions to validate multilevel models.

There is work on closed world reasoning or local closed world reasoning (cf. [7])
for OWL knowledge bases like using epistemic operators as described in [8,6].
Hybrid knowledge representations are investigated in [12] to integrate both as-
sumptions. However, none of those approach are consider on metamodeling.

In this paper, at first, we use OWL FA [17] to describe a multilevel mod-
els. Then, we use OWL FA reasoner [9] together with Local Closed World As-
sumptions (LCWA) engine to validate models covering multiple modelling levels.
Thus, this will leverage the software development life cycle.

The paper is organized as follows. Section 2 outlines a metamodeling applica-
tion which demonstrates dependencies between multiple levels. The need and re-
quirement is described in Section 3. In the subsequent Sections, we demonstrated
metamodeling based on description logics including the syntax and semantics of
OWL FA, followed by the detailed description of how to represent multilevel
models with metamodeling in ontologies as well as the need of closed world as-
sumption are given in Section 4. In Section 5 we detailed the local closed world
assumption, followed by an evaluation from experimental results in section 6
while a comparison with related works is contained in section 7.

2 A Motivating Example

This section gives an example to demonstrate the need for metamodeling enabled
ontologies. Models are depicted in UML notations [1]. Metamodels are more
than a syntactic language description of a modelling language; a metamodel is a
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description of the concepts of a modelling language specifying the structure and
the kind of information that can be handled [15].

Example 1. Models and metamodels are commonly used in model-driven soft-
ware engineering (MDSE). In order to improve software development processes,
new technologies, which provide reasoning support like consistency checking of
models and metamodels, are beneficial. In MDSE, each model layer can contain
both class and object definitions (cf. [2]). However, this leads to undecidability
problems in model validation w.r.t the complexity of the model. In ontology en-
gineering, ontologies for metamodeling like OWL FA separate classes and objects
into different layers in order to maintain the decidability of the language.

Fig. 1. Layered Architecture for a Physical Device Model

In Figure 1, a layered modelling architecture is demonstrated for physical
device modelling (an application of configuration management). A physical de-
vice domain specific language (PDDSL) is a domain specific language (DSL)
for physical devices which is used in business IT system modelling. The figure
depicts three layers M0, M1 and M2. M3 is a Meta-metamodeling layer which
is not included in the example. The arrows between the layers demonstrate in-
stance relationships, the arrows within a layer are concept relations (like object
properties and subclass hierarchies).

Cisco, CiscoConfiguarion, CiscoSlot and CiscoCard are instances of some classes
from the M2 layer. At the same time, these artifacts are concepts in the layer M1

and each of these concepts can contain some instance from layer M0. The rest of
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the relationships in a layer like concept subsumption and object properties are
represented by the arrows.

There are additional modelling constraints imposed on different layers. In
layer M2, a model designer requires that each SlotContainer has a Configuration
and each Configuration may contain some Slot, Each Slot may contain some
Card. configurations, slots, and cards are expressed as ObjectProperty. More-
over, the modeller requires the disjointness of the two classes Chassis and Shelf.
There are also three ObjectProperty assertions from the layer M2 to layer M1:
configuration(Cisco, CiscoConfiguration), slots(CiscoConfiguration, CiscoSlot) and
cards(CiscoSlot, CiscoCard).

In layer M1 a model designer requires that each Cisco have at least one
Configuration. Each CisoConfiguration may contain one or more CiscoSlot and
each Slot may contain CiscoCard. hasConfig, hasSlot and hasCard are expressed
as ObjectProperty.

Additionally, in a concrete model in M1, the modeller requires the disjointness
of the classes Supervisor and SPA interface. Moreover, Cisco7600Config. can have
only three CiscoSlot and Cisco7600 Slot 1 can contain only card from Supervisor
class.

A crucial task in model-driven engineering is the validation of models and
metamodels. A valid model refers to its metamodel and satisfies all the restric-
tions and constraints. However, the validation of multiple layers may lead to
inconsistency even if the consistency is satisfied between all adjacent layers.

For instance in the previous described scenario, the model on M1 and also the
corresponding metamodel on layer M2 are consistent. The inconsistency occurs
when they are combined, i.e. consider the modelling restrictions like equivalence
or disjointness for the whole model, covering multiple layers simultaneously in-
stead of only two adjacent layers. If one would like to add Avaya is a Shelf and
Avaya is equivalent to concept Cisco7600 in M1. Here, Avaya and Cisco7600 are
concepts in layer M1. This equivalence condition does not cause any inconsis-
tency of the modelling layer (M1 and M0 for instances). However, combined with
the constraints on the metamodel layer M2 which requires the disjointness of
Shelf and Chassis, this leads to a contradiction and therefore to an inconsistent
ontology. Without capturing multiple layers, this inconsistency is not detected
since the adjacent layers M1, M0 and M2, M1 are consistent on its own.

Although, OWL FA allows us to capture a multilevel models and validate it
with its reasoning mechanism. In some cases we cannot validate the multilevel
models suitably because OWL FA in realizes the open world assumption (OWA).
we will discuss through an example in section 4.3.

3 User Requirement

In this section, we describe the requirements for the PDDSL modelling archi-
tecture from Section 2 for physical devices from a PDDSL user (language user)
point of view. The PDDSL user models physical devices and their configurations
in layer M1. In usual OWL (-DL) conceptual two-layer models, this could be the
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TBox in order to account for modelling and reasoning in the modelling layer and
instance layer.

For modelling of physical network devices in PDDSL, the user (PDDSL mod-
eller) requires the following modelling support.

– Planning of Network: The modelling frameworks enable restrictions and sug-
gestions of components that can be used in the current model configuration.
These restrictions and suggestions are based on the corresponding meta-
model in layer M2.

– Consistency checking of devices and configurations: The consistency of the
devices and configurations which are modelled in layer M1 are checked and
validated with respect to the corresponding metamodels. The metamodels
are defined in the layer M2.

– Data quality analysis: The user checks whether a configuration on M0 is
instance of a modelled configuration on M1, or for a given configuration in
M0 the most specific configuration model in M1 is searched.

The realization of these service requirements depends on the modelling possibil-
ities and on the reasoning services that are available for the model. To realize a
single requirement, a two-layered model is appropriate. However, if more of these
requirements have to be realized simultaneously, two layers are not enough.

4 Metamodeling Based on Description Logics

In the following we present OWL FA and semantics together with how to use
OWL FA to represent a multilevel models. Then we discuss why the Open World
Assumption is not enough for validating the multilevel models.

4.1 OWL FA Syntax and Semantics

OWL FA [17] enables metamodeling. It is an extension of OWL DL, which refers
to the description logic SHOIN (D). Ontologies in OWL FA are represented in
a layered architecture. This architecture is mainly based on the architecture of
RDFS(FA) [16].

OWL FA specifies a stratum number in class constructors and axioms to
indicate the strata they belong to. Let i ≥ 0 be an integer. OWL FA consists
of an alphabet of distinct class names VCi

(for stratum i), datatype names VD,
abstract property names VAPi (for stratum i), datatype property names VDP
and individual (object) names (I); together with a set of constructors (with
subscriptions) to construct class and property descriptions (also called OWL
FA-classes and OWL FA-properties, respectively).

Let CN ∈ VCi
be an atomic class name in layer i (i ≥ 0), R an OWL FA-

property in layer i, o ∈ I an individual, T ∈ VDP a datatype property name,
and C, D OWL FA-classes in layer i. Valid OWL FA-classes are defined by the
abstract syntax:

C ::= �i | ⊥ | CN | ¬iC | C �i D | C 
i D | {o} | ∃iR.C |
| ∀iR.C |�i nR |�i nR |
(if i = 1) ∃1T.d | ∀1T.d |�1 nT |�1 nT
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The semantics of OWL FA is a model theoretic semantics, which is defined
in terms of interpretations. In other words, The semantics of two layers which
can be considered as TBox and ABox are same as in OWL DL. The idea of
OWL FA is that the interpretation depends on the layer but is still an OWL
DL interpretation. Given an OWL FA alphabet V, a set of built-in datatype
names B ⊆ VD and an integer k ≥ 1, an OWL FA interpretation is a tuple of
the form pair J = (ΔJ , ·J ), where ΔJ is the domain (a non-empty set) and
·J is the interpretation. In the rest of the paper, we assume that i is an integer
such that 1 ≤ i ≤ k. The interpretation function can be extend ObjectProperty
assertionsed to give semantics to OWL FA-properties and OWL FA-classes. Let
RN ∈ VAPi be an abstract property name in layer i and R be an abstract
property in layer i. Valid OWL FA abstract properties are defined by the abstract
syntax: R ::= RN | R−, where for some x, y ∈ ΔA

J
i−1, 〈x, y〉 ∈ RJ iff 〈y, x〉 ∈

R−J . Valid OWL FA datatype properties are datatype property names. The
interpretation function is explained in detail in [17].

4.2 Modelling Multilevel Models with OWL FA

In this section, we present the way of express multiple-layered model with OWL
FA. Although the layer numbers can/should be encapsulated by tools, there are
two rules of thumb to help users to get the number right. Firstly, the subscript
numbers are only used to indicate a sub-ontology (e.g. O2), a constructor (e.g.
∃2), or axiom symbols (e.g. �2, :2) in a sub-ontology. Secondly, subscript num-
bers for constructors and axiom symbols indicate the sub-ontology that the class
descriptions constructed by these constructors and axioms belong to.

The following example shows how to model a physical device ontology with
OWL FA notation. According to PDDSL modelling architecture from Section 2,
we can represent the class, property and instance relations in the M2 layer.
Example 2 shows how to describe class constructs, constraint by and class and
property assertions using OWL FA notation.

Example 2. PDDSL Model on M2 layer expressed in OWL FA:

SlotContainer �2 Element (1)
Shelf �2 SlotContainer (2)

Chassis �2 SlotContainer (3)
Configuration �2 Element (4)

Slot �2 Element (5)
Card �2 Element (6)

SlotContainer �2 ∃2configurations.Configuration (7)
Configuration �2 ∃2slots.Slot (8)

Slot �2 ∃2cards.Card (9)
(Cisco, CiscoConfiguration) :2 configuration (10)

Cisco7600 :2 Chassis (11)
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Due to limitations of space, we could not show the complete OWL FA ontology
in this paper. However, the class, property and instance relations in M1 layer
can be described in the same manner.

4.3 Closed and Open World Assumption in OWL FA

Knowledge representation in OWL and in OWL FA in general realizes the open
world assumption (OWA). The open world assumption assumes incomplete infor-
mation. More precisely, we can only use known statements to infer information.
In the semantic web, this assumption is beneficial in order to build a knowl-
edge base that can be further extended and enriched. In contrast, in the closed
world assumption each statement that is unknown is assumed to be false, i.e. we
assume our knowledge base is complete. In some applications, the closed world
assumption is assumed like in database systems and in model-driven engineering.
Hence, for certain validation tasks in multi-level models closed world assumption
or closed world reasoning is required.

Let take follow assertions to demonstrate the difference of closed and open
world assumption. We consider the assertions as an excerpt of the ontology
from layer M1 to M0. These assertions are describe for some Cisco7600Config
instances and the cards CiscoCard instances that are plugged into the slots.
supervisors 2 1, supervisors 3 1, and supervisors 3 2 are instance of Supervisors.
(cisco7603 slot 1, supervisors 2 1) :1 hasCard, (cisco7603 slot 2, supervisors 3 1) :1
hasCard, and (cisco7603 slot 3, supervisors 3 2) :1 hasCard are Object propeties
assertion.

A device modeller is interested whether a certain card of type SPA Interface is
used in any of the current configurations of type Cisco7600Config.. SPA Interface
is a subclass of CiscoCard in M1 (cf. Fig. 1). Assumed there is no assertion in
the ontology, that explicitly states that there is a configuration with a slot that
is connected to a card of type SPA Interface.

Using standard open world assumption we cannot answer this question since
the absence of an assertion that assigns such a card of type SPA Interface to
a configuration does not imply that there is no such configuration. In contrast,
using the closed world assumption, we can conclude from the ontology that there
is no such configuration that uses a card of type SPA Interface.

5 Local Closed World Assumption

The Local Closed World Assumption (LCWA) allows selective parts of an other-
wise open world ontology to be locally closed. This means that the reasoner can-
not assume the existence of any additional individuals or property relationships
between classes or properties which are within the domain of the closed elements.
For example, under the open world assumption, given the axiom C � ∃R.D; the
reasoner would assume the presence of a relationship R between every explicit
instance of the class C and some instance of the class D, whether or not it was
explicitly stated. If we locally close the class D, then the reasoner could only
assume such a relationship with an explicit member of D. If the reasoner could
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not make this assumption, for example, if R was an inverse functional property,
and all instances of D were already accounted for in the property R, this would
render the ontology inconsistent.

To close a class in an ontology, we simply enumerate all known members
of that class, and add a new axiom to the ontology stating that the class is
equivalent to that set of individuals. This requires a language that can express
nominals, such as OWL DL, or OWL2.

To close a property, we must add a new axiom for each instance of the property
which can be inferred from the ontology. For each instance of a property R(i1, i2),
we add new axioms such that ∃R.{i2} ≡ {i1} and ∃R¯.{i1} ≡ {i2}. Furthermore,
we take the set of all inferrable instances of the property (id1, ir1), . . . , (id1, irn)
and state that ∃R ≡ {id1, . . . , idn} and ∃R¯ ≡ {ir1, . . . , irn}.

6 Experimental Result

In this section, we compare results between using OWL FA tool kit with Local
Closed World Assumption (LCWA) and without it, to validate physical device
ontology. Without using LCWA, we might not be able to validate multilevel
models. Let us consider the following OWL FA ontology.

Shelf �2 ¬Chassis (12)
Cisco7600 :2 Chassis (13)

CiscoCRS1− 4Slot :2 Shelf (14)
Cisco7603 :1 Cisco7600 (15)

CiscoCRS1− 4Slot− 1 :1 CiscoCRS1− 4Slot (16)
CiscoCRS1− 4Slot− 1 ≈0 Cisco7603 (17)

A Cisco7603 is stop working and it need to be replace. One would like to know
that it is possible to use CiscoCRS1− 4Slot− 1 instead. Then, the modeller im-
mediately make CiscoCRS1− 4Slot− 1 become equivalent to Cisco7603 and val-
idate it with OWL FA Toolkit. The expected answer should be invalid but the
OWL FA Toolkit returns valid according to Open World Assumption(OWA). In
OWA, even Cisco7600 has one individual in the knowledge base it does not means
that Cisco7603 is only one individual of Cisco7600. Cisco7600 can have infinite in-
dividual which is not define yet. The axioms CiscoCRS1− 4Slot− 1 ≈0 Cisco7603
does not make Cisco7600 become equivalent to CiscoCRS1− 4Slot. Therefore, this
multilevel models is still valid.

Now, we use new version of OWL FA tool kit with included local closed world
assumption engine. Then, We close concept Cisco7600 and CiscoCRS1− 4Slot.
The result of validation will be inconsistent.

7 Related Work

OWL FA was introduced in [17] for metamodeling in OWL. Motik [14] addressed
metamodeling in OWL with two different semantics. The contextual semantics
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(or π-semantics) uses punning, i.e. names are replaced by distinct names for con-
cepts, individuals and roles. This is like the different representation of an object
in the OWL DL ontologiesOi in OWL FA. OWL2 [13] provides simple metamod-
eling features which is based on the contextual approach. The other semantics is
the HiLog semantics (or ν-semantics). The HiLog semantics is stronger than the
π-semantics. The concepts and individual interpretations are not independent.

In [20] spanning objects are used in order to have different interpretations for
objects that are instances and classes simultaneously. Compared to OWL FA
one spanning object refers to one ontology Oi.

Berardi et al. [3] apply DL Reasoning to UML class diagrams. The expres-
siveness of UML diagrams and constraints are restricted to the expressiveness
of the DL ALC−. Basic conceptual modelling including model constraints is
demonstrated for UML diagrams in OWL The consistency check of a UML class
diagram is then reduced to concept satisfiability in ALC−. However, the ver-
ification is only performed on the conceptual level, without accounting for a
metamodeling architecture.

8 Conclusion

In this paper, we have presented an approach to verify and validate multilevel
models that describe in OWL FA by using hybrid-reasoning approach. At first,
we described the requirements for verifying and validating of multilevel models
through a practical example. Then, we detailed the need and requirements from
software engineering. In the subsequent Section, we demonstrated Metamodeling
based on description logics including the syntax and semantics of OWL FA,
followed by the detailed description of how to represent multilevel models with
metamodeling in ontologies and the need of closed world assumption. Later we
detailed about local closed world assumption. The early experimental results
show that OWL FA and its reasoner could benefit a software modeller in order
to leverage the software development life cycle.

We have shown how to use the OWL FA Toolkit to verify and validate reason-
ing over multilevel models and we plan to incorporate these into the TrOWL1

reasoning infrastructure. In the future, we would like to apply the fixed-layer ar-
chitecture to OWL 2 DL that has more expressive power than OWL DL. More-
over, we plan to provide tools along with a reasoning mechanism for OWL 2 FA.

References

1. OMG Unified Modeling Language (OMG UML) Infrastructure. Version 2.2 (2009),
http://www.omg.org/spec/UML/2.2/Infrastructure

2. Atkinson, C., Gutheil, M., Kennel, B.: A Flexible Infrastructure for Multilevel
Language Engineering. IEEE Trans. Software Eng. 35(6), 742–755 (2009)

3. Berardi, D., Calvanese, D., De Giacomo, G.: Reasoning on UML class diagrams.
Artificial Intelligence 168(1-2), 70–118 (2005)

1 http://www.trowl.eu

http://www.omg.org/spec/UML/2.2/Infrastructure


420 N. Jekjantuk et al.

4. Brown, A.: An introduction to Model Driven Architecture. IBM Technical Report
(2004), http://www-128.ibm.com/developerworks/rational/library/3100.html

5. Cabot, J., Clariso, R., Riera, D.: Verification of UML/OCL Class Diagrams using
Constraint Programming. In: Software Testing Verification and Validation Work-
shop, pp. 73–80 (2008)

6. Donini, F.M., Nardi, D., Rosati, R.: Description logics of minimal knowledge and
negation as failure. ACM Transactions on Computational Logic (TOCL) 3(2), 225
(2002)

7. Etzioni, O., Golden, K., Weld, D.: Tractable Closed World Reasoning. In: Proc. of
Knowledge Representation, KR (2004)

8. Grimm, S., Motik, B.: Closed World Reasoning in the Semantic Web through Epis-
temic Operators. In: CEUR Proceedings of the OWL Experiences and Directions
Workshop, Galway, Ireland, Citeseer (2005)
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Abstract. The World Wide Web has evolved into a distributed network
of web applications facilitating the publication of information on a large
scale. Judging whether such information can be trusted is a difficult task
for humans, often leading to blind trust. In this paper we present a model
and the corresponding veracity ontology which allows trust to be placed
in web content by web agents. Our approach differs from current work
by allowing the trustworthiness of web content to be securely distributed
across arbitrary domains and asserted through the provision of machine-
readable proofs (i.e. by citing another piece of information, or stating
the credentials of the user/agent). We provide a detailed scenario as mo-
tivation for our work and demonstrate how the ontology can be used.

1 Introduction

The World Wide Web (WWW) facilitates the contribution of ideas spanning
a large information network. The visibility of this information introduces the
problem of what to trust and whom to trust. Currently it is up to web users
to make a conscious decision whether to believe what they are reading or not.
Trust needs to be derived using automatic means despite relying on error prone
user generated content. For example, the Wikipedia biography controversy1 high-
lighted the issue of information trustworthiness for human and software agents
that might exist independently of the reliability of an information source [1].
As a consequence, it is necessary to not only trust information provenance but
also information content in order to confirm the quality of a piece of data. This
paper addresses trust in a piece of information published on the WWW through
the use of Semantic Web (SW) technologies which we define as a proposition. A
proposition can be any piece of web content which is identified by a URI - akin
to a resource or statement via reification in SW terms. We present a lightweight
decentralised trustworthiness model describing the need to assert proofs in a
trust decision and an ontology named Veracity.
1 The Wikipedia biography controversy,
http://en.wikipedia.org/wiki/Wikipedia_biography_controversy .
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c© Springer-Verlag Berlin Heidelberg 2010

http://en.wikipedia.org/wiki/Wikipedia_biography_controversy


422 G. Burel et al.

2 Trustworthiness Evaluation of Online Resources

The definition of trustworthiness is not absolute but highly contextual since
it encapsulates social and personal concepts such as reputability, popularity,
reliability and likelihood [2]. We define a proposition as trustworthy if the carried
information is reliable, commonly accepted as true given pre-existing trusted
knowledge and stable over time. Basing trustworthiness only on social or personal
concepts may lead to mistakes, as there is no explicit rationale behind this type
of trust endorsement. As a consequence, it is important to base trustworthiness
on rational and socially independent variables.

2.1 Trustworthiness Evaluation Scenario

Consider Alice, a journalist, preparing an article about Einstein. In order to write
her article, she needs to find as much reliable information as possible. During
her search on Internet she may find different information about the famous
scientist written by different known and unknown authors. Imagine that Alice
finds the following proposition on some obscure website: “Einstein worked at
the University of Berlin and was a physicist”. For evaluating the trustworthiness
of the proposition Alice can 1) Use her personal knowledge about Einstein; 2)
Identify the author of the proposition as a “trusted authority” or as a reliable
person given the current context; 3) Identify if the author has the knowledge
required for asserting the information about Einstein; 4) Search for external
trustworthy information that asserts a similar statement; 5) Ask a domain expert
for estimating the trustworthiness of the proposition.

In the first case, Alice just needs to compare if her beliefs match the propo-
sition. This case is unlikely since she does not actually know anything about
the scientist yet. The second case implies that the editor of the information is
reliable in general or in the terms of Alice. The third technique requires Alice
to look for information about the author of the proposition that confirms that
he knows directly or not about Einstein (e.g. the author may be a “physicist”).
In the fourth case, she needs to look for external information or a reference that
confirms the considered proposition. Finally, the last case requires Alice to find
somebody that knows directly about the topic.

3 Related Work

Artz and Gil [3] distinguish between different methods that can be applied for
deriving trust on the WWW and SW such as policy management, provenance
analysis and content trust. We now review approaches in each of these areas.

Trust Policies: Information integrity and identification ensure that the par-
ties involved in a trust situation cannot be altered separately. Generally, two
approaches are taken for ensuring this integrity: the first involves the utili-
sation of a centralised server designed for managing a trust assertion [4,5,6];
the second involves distributed mechanisms for managing integrity such as
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digital signatures2. Compared to distributed systems, centralised systems
are rather limited since a relation of trust must exist between a trust server
and a relying party to work properly. These systems are also often unable
to cope with proposition changes or require cache systems [7].

Information Provenance: Information provenance relies on the assumption
that trust in a proposition can be estimated using the trust owned by an
agent and network analysis. Hartig and Zhao [8] and Golbeck [9] explain
how trustworthiness of data is based on assessing its provenance (author,
timeliness, etc). Heath et al [6] identify factors influencing the trust between
social entities given a particular proposition, Ziegler et al [5] and Carroll et
al [10] present different trust metrics that can be used in social networks and
similar work in [6] calculates trust ratings from a semantic social network.
Several ontologies exist for expressing trust in a given proposition such as the
Web Of Trust (WOT)2 ontology - expressing author identity and trust for a
given RDF resource - and the Trust Ontology3 - for modelling the relation
of trust between agents according to a given topic.

Content Trust: According to Gil and Artz [2], evaluating trustworthiness based
on information provenance is limited due to the utilisation of indirect and
non-contextual knowledge, instead the authors propose evaluating the trust-
worthiness of information based on its content and context rather than its
author. Similarly the TRELLIS [7] application constructs relations between
propositions, thereby providing trust in content without provenance infor-
mation and the Proof Markup Language [11] (PML) ontology is designed to
represent metadata about propositions - in the context of question answer-
ing. Both TRELLIS and PML do not provide proposition signatures and
versioning thus confining its applicability to centralised data.

Current research focuses on the information provenance [4,5,6], content trust [7],
policies and metrics [4,5] independently. Metrics can be applied independently
of a model meaning that trust metrics may be applied using a similar model.
Unfortunately, there is no existing model encompassing the representation of
provenance, content trust and supporting the reliability of these statements in-
dependently of server side assumptions (centralised server/authority).

4 Requirements

Our scenario (section 2) outlines the need for a model that supports each of
the techniques that Alice can apply for evaluating the trustworthiness of a
proposition. Referring back to the scenario; in the first case Alice merely relies
on her knowledge of the given proposition, which therefore does not necessi-
tate trustworthiness. As a consequence this step is out of scope with modeling
trustworthiness, thus to support the other cases the following needs must be
fulfilled:
2 Web Of Trust (WOT), http://xmlns.com/wot/0.1/
3 The Trust Ontology, http://trust.mindswap.org/ont/trust.owl

http://xmlns.com/wot/0.1/
http://trust.mindswap.org/ont/trust.owl
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Identify a proposition: To establish the veracity in a piece of information the
proposition must be identifiable.

Describe the trustworthiness of a proposition: Once a trust decision is
made, a formal description of that decision must be given.

Identify an agent: It is necessary to identify accurately the people or agents
involved in the evaluation of the trust of a proposition. Particularly, the
person asserting trust on the proposition must be identified. Moreover the
identity of the agent must be protected so that it cannot be reused.

Provide agent credentials: Should an agent state their position on the ve-
racity of a proposition, it is essential that the agent provides proof of their
background knowledge when making such a statement about the proposition.

Provide supporting information: Should an agent find a piece of informa-
tion external to a given proposition that supports or refutes the proposition’s
veracity, then the agent should be able to cite this piece of information.

Security of assertions: In order to provide a secure environment for the trust-
worthiness assertion, a mechanism should exist to verify that an agent really
asserted a particular trustworthiness value on a particular proposition.

Reliable assertions: A modification in a proposition should invalidate all the
previous trustworthiness assertions related to this piece of information.

No predefined trust assumptions: The veracity of a proposition should not
require any a priori trust relations. Particularly, it should not assume the
existence of a central authority for verifying the validity of a trust assertion.

5 Towards a Shared Model of Rational Trustworthiness

Previous ontologies are either incomplete or rely on a controlled network or do
not define clearly the mechanism behind an assertion of trust over a proposition.
In the context of our scenario, it is required to provide a distributed model that
enable the assertion of explanatory trust.

5.1 Knowledge Factors in Trust

According to our definition, a proposition is trustworthy if it is admitted to be
true given some proven background knowledge. Our definition relies on the use
of rational and explicit contextual information for the assertion of trust over
a proposition. However, current models [7,5,10,6,8] have no formal descritpion
that ensures that a trustworthiness assertion has been performed according to
our definition. Gil and Artz define Entity Trust and Content Trust models for
asserting the trustworthiness of a proposition. However, despite adding a stronger
context to their content trust model, Gil and Artz’s definition incorporates fuzzy
parameters that remain hard to evaluate automatically and impartially due to
their social entailment. As a result, a strict model that relies on automatically
processable and rational variables is requiered. Such type of representation needs
to symbolise the factual knowledge that a third-party uses for making a trust
decision. In this paper, we refer to Social Trustworthiness as the model of trust
based on fuzzy factors while we use the term of Rational Trustworthiness for a
trust assertion based on verified and valid information.
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Fig. 1. Social Trustworthiness (1) and Rational Trustworthiness (2) — 2.a) Justifying
Social Trustworthiness; 2.b) Knowledge Reference

5.2 Social Trustworthines vs. Rational Trustworthines

Even if trustworthiness is asserted through social means (Fig. 1.1), its reliability
can be verified through rationality. The difference between social and rational
trust is that the former relies exclusively on an unconditional trust in a per-
son’s judgment, while the latter uses supporting trust statements that can be
used for evaluating the quality of a trust judgment of a person in a particular
concept based on known facts. However, Social trust can still become rational
by adding judgment justification statements that prove the personal knowledge
of the user. This type of rational trust is summarised in Fig. 1.2. When assert-
ing trustworthiness on a piece of information (resource), a user can justify his
decision by proving that he has knowledge about the information he wants to
prove as trustworthy or not (for example, by showing that his judgement about
the proposition ’Einstein was a physicist’ is valid because ’As Einstein, he is a
physicist’). Rational trust can also be asserted by directly referring to support-
ing information rather than referring to a social assertion. In this context, the
trustworthiness of a statement is not endorsed by a person given some knowledge
but endorsed directly by another source of information or reference through a
user assertion (Fig. 1.3). In this context, the trustworthiness relation becomes
dereferenced to the cited knowledge.

5.3 Sharing Trustworthiness

Representing trustworthiness on the WWW demands some attention to the ef-
fect of the distribution of information in an open network. Without particular
measures, it becomes evident that it is easy to either falsify the content of a
proposition, its authorship or the agent behind a trust assertion. It is important
to not depend on a closed or controlled network for maximising the spreading of
trustworthiness information across the network. Because, the necessity of secure
trustworthiness assertions is a technical issue our approach for dealing with these
problems is discussed in the implementation described in the following section.
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6 The Veracity Ontology

The Veracity Ontology4 (VO) is designed for representing our trustworthiness
model described in the previous section. The ontology is organised through three
levels of trustworthiness: 1) Social; 2) Knowledge; 3) Knowledge Reference.

6.1 Imported Ontologies

The VO reuses the FOAF ontology for modeling the agents asserting the trust-
worthiness information on a resource while the WOT ontology is imported for
managing foaf:Agent5 signatures. FOAF fits perfectly the requirement of repre-
senting the social components of our ontology. The WOT ontology supports the
insertion of a public key into a FOAF profile. This assertion enables the creation
of a web of trust through the use of digital signatures. Digital signature ensures
that: 1) The provenance of a web resource cannot be falsified easily; 2) A web
resource cannot be modified without revoking the provenance of the information.
This ontology is useful in a distributed environment where trustworthiness can
be asserted anywhere. The WOT ontology ensures that these assertions cannot
be falsified thus providing a solid base for valid assertions.

6.2 Core Components

The VO relies on the concepts of agent, proposition and trustworthiness. An
agent models the agents asserting a trustworthiness value to a specific entity.
It represents the social component of our ontology. A proposition is a model of
a web resource (or a semantic statement) on which trustworthiness information
can be inserted. Trustworthiness defines if an information is trustworthy or not.

foaf:Agent: An agent is modeled using the FOAF ontology (Fig. 2). We de-
cided not to directly reuse the foaf:Document class since it does not map to
an arbitrary rdfs:Resource. However, the resources of an entity are mod-
eled using similar concepts in order to be aligned easily to DC Terms6 and,
depending on the context, to foaf:Document if necessary.

Proposition: A Proposition borrows concepts from FOAF and DC without
referring directly to them. However, it is possible to align the properties of
a Proposition to DC properties depending of the final application. The
Proposition properties are inspired by several properties from the FOAF
ontology, such as foaf:sha1 for the has checksum property and properties
from the DC ontology such as dc:creator for has maker. The checksum
enables the identification of a specific version of a Proposition and the
creator property asserts which foaf:Agent created the resource. The topic
property is similar to foaf:topic; it can be used for deriving the creator’s
knowledge and the trustworthiness of an assertion (Fig. 2).

4 The Veracity Ontology, http://purl.org/net/veracity/ns#.
5 The classes and properties are written using the Typewriter font and prefixed with

the corresponding ontology. If no prefix is provided, the Veracity ontology is used.
6 DCMI Metadata Terms, http://dublincore.org/documents/dcmi-terms/

http://purl.org/net/veracity/ns#
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Trustworthiness: For modeling the trustworthiness of a Propositionwe must
assert a value which denotes an entity as trustworthy or not. Our model (Fig. 2)
identifies two trust levels represented as a property of TrustWorthiness: A
resource may be trusted or not. Therefore we define the TrustWorthiness
class which has the trusted property. The range of this property depicts the
instance of the class as being either trustworthy or not. TrustWorthiness
is associated with a Proposition using the has trustworthiness relation.
Therefore the Proposition now has an associated trust value.

Fig. 2. The Veracity Ontology

6.3 Trustworthiness Assertion Components

A TrustWorthiness value cannot be really used before being endorsed by an-
other entity that vouches for a particular TrustWorthiness value (trustwor-
thiness assertion). The VO defines three different types of assertions that can
be combined in a recursive fashion in order to model deep assertions and sup-
port the application of complex trust analysis metrics. In order to ensure that
a resource is not changed after being endorsed, each type assertion is defined
as a subclass of SignedAssertion. As a consequence, an assertion inherits the
checksum property of a Proposition. A TrustWorthiness value also inherits
from Proposition for the same reasons. As said previously, the model needs
to prevent an agent from using the identity of another one for making fake
assertions. A way to guarantee that an assertion is correct is to use Digital
Signatures (DS). In the VO, DS are asserted using the WOT ontology. By merg-
ing the wot:User class from WOT with the foaf:Agent class from FOAF we
can associate a public key with any foaf:Agent for matching the agent with a
unique public key. As a consequence, each trust assertion can be associated with
a unique DS that can be matched with a specific Agent.
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TrustworthinessAssertion: This class manages a type of assertion that only
relies on social information. This assertion implements the model described
in the Fig. 1. As a consequence, for being used by a trust metric, the entity
asserting a TrustworthinessAssertion must be identified as a trusted au-
thority during a trustworthiness evaluation. Because the VO uses FOAF for
modeling entities and any type of assertion is a subclass of SignedAssertion, a
TrustworthinessAssertion is a relationbetweenafoaf:AgentDS(using the
signature property) and a TrustWorthiness (using has trustworthiness
and is assertedBy properties). For allowing a more precise description of
trustworthiness, the confidence property inserts a confidence level of the en-
dorsement of TrustWorthinessby a foaf:Agent. The confidence models the
accuracy of a foaf:Agent judgement for asserting the trustworthiness of a
Proposition. For instance, by supporting a distrust on a resource ( trusted
set to false) with a confidence of 1.0 means that an foaf:Agent is sure that the
information is not valid.

AgentKnowledgeProofAssertion: This trustworthiness assertion goes on the
top of a TrustworthinessAssertion. An AgentKnowledgeProofAssertion
assertion implements the first level of Rational Trustworthiness described
in the Fig. 1.2.a. This assertion enables an entity to justify the personal
knowledge used by a particular foaf:Agent. Typically, a foaf:Agent that
performs a TrustworthinessAssertion may justify his decision by using
a proof of his knowledge through the use of the has proof property of a
TrustworthinessAssertion. Similarly to the confidence property used in
a TrustworthinessAssertion, an agent may use the participation prop-
erty for defining how much of the personal knowledge participates in his
decision. The linked information may have different formats. However, the re-
lation between the user, the knowledge and the endorsed proposition should
be semantically defined for enabling automatic trustworthiness validation.

DirectKnowledgeProofAssertion: This assertion refers to the Rational Trust
described in the Fig. 1.2.b. A DirectKnowledgeProofAssertion enables an
agent to cite a resource that tends to validate or invalidate a Proposition.
Contrary to a AgentKnowledgeProofAssertion, this type of proof does not
imply that the agent citing the resource has knowledge concerning the cited
resource. The agent makes an explicit relation between two documents and
presents how a cited document participates in a Trustworthiness relation.
So, this relation enables the propagation of trust from a cited resource to a
Proposition. An agent may also use the confidence property for specifying
how strong is the relation between the two resources.

6.4 Fulfillment of the Requirements

The VO fulfils the previous model requirements. The proposed ontology en-
ables the assertion of a trustworthiness value in a secure way thanks to the
WOT ontology and the trusted property on usual web resources or seman-
tic web resources. By reusing the FOAF and WOT ontologies, agents can be
uniquely identified. The need for a contextual knowledge and knowledge ref-
erences is satisfied respectively by an AgentKnowledgeProofAssertion and a
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Table 1. Veracity Compared to the Existing Models

Prop.
Ident.

Desc. of
Trust.

Agent
Ident.

Agent
Cred.

Info.
Supp.

Secure
Assert.

Reliable
Assert.

No
Prev.
Trust

Trust Ont. ◦ ◦ • • − − − −
WOT/Konfidi ◦ ◦ • • − • ◦ •
TRELLIS [7] • • • • • • ◦ −

PML [11] • • • ◦ • • − −
Veracity • • • • • • • •

Abbreviations: • = Yes. ◦ = Limited/Implicit. − = No.

DirectKnowledgeProofAssertion. Because each assertion can be performed by
anybody, the ontology satisfies the requirement of third-party assertions. Finally,
the use of digital signatures enforces trusted assertions. The Table 1 summarises
the differences between the VO and the existing ontologies.

7 Trustworthiness Evaluation Using Veracity

Considering the scenario from section 2, Alice might find that the University of
Berlin trust assertion on the proposition “Einstein was a physicist” is enough
to confirm the veracity of the proposition. The identification of the university
as a “trusted authority” or an agent, can be asserted through the use of a
TrustworthinessAssertion.

Alice can also find a similar trust assertion on another website. However, the
author of the assertion, Bohr, is unknown to Alice. As expressed in the scenario,
Bohr can prove that he is a physicist using a AgentKnowledgeProofAssertion
in order to be trusted by Alice in the context of the proposition.

In the fourth case of the scenario, Alice needs to find external resources that
provide a similar proposition. The VO can be used by a third-party agent for
asserting a reference to external information. For instance, one could refer to
the DBpedia page of Einstein since it states that “Einstein was a physicist”.
As a consequence, if DBpedia is considered by Alice as a “trusted authority”,
the initial proposition becomes trustworthy automatically. This assertion can be
supported directly by using a DirectKnowledgeProofAssertion:
@prefix vo: <http://purl.org/veracity/ns#> .
<http://example.com/Albert Einstein#physics> a vo:Proposition .
<http://example.com/Albert Einstein#physics> vo:has trustworthiness :bnode1 .
:bnode1 a vo:Trustworthiness .

:bnode1 vo:trusted "true"∧∧xsd.boolean.
:bnode1 vo:has proof :bnode2 .
:bnode2 a vo:DirectKnowledgeProofAssertion .
:bnode2 vo:has proof <http://dbpedia.org/resource/Albert Einstein> .

The last case is solved indirectly: Alice cannot seek expert advice but she has
access to third-party assertions since each assertion can be done by any agent.

8 Conclusions

We have presented an approach for modeling the veracity of information on the
web. Our model enables the verification of a proposition at the information level
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in a reliable and distributed fashion rather than relying only on its provenance.
To prove the veracity of a piece of information it employs: 1) A Trustworthiness
assertion, which links a statement to a trusted authority or agent; 2) An Agent
Knowledge Proof Assertion, which proves that an agent is credited to label a
statement as being trusted or not; and 3) A Direct Knowledge Proof Assertion,
which proves that a statement is trusted by providing a reference to another
statement.

Acknowledgements. The research leading to these results has received funding
from the EU project WeKnowIt (ICT-215453).
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Abstract. In this paper, we define reusable inference steps for content-
based recommender systems based on semantically-enriched collections.
We show an instantiation in the case of recommending artworks and con-
cepts based on a museum domain ontology and a user profile consisting
of rated artworks and rated concepts. The recommendation task is split
into four inference steps: realization, classification by concepts, classifica-
tion by instances, and retrieval. Our approach is evaluated on real user
rating data. We compare the results with the standard content-based
recommendation strategy in terms of accuracy and discuss the added
values of providing serendipitous recommendations and supporting more
complete explanations for recommended items.

1 Introduction

In recent years, the Semantic Web has put great effort on the reusability of
knowledge. However, most work deals with reusable ontology and ontology pat-
terns, there is hardly any work on reusable reasoning patterns [4]. Following
the terminology defined by van Harmelen and ten Teije [4], we aim to identify
reusable knowledge elements for content-based recommender systems based on
semantically-enriched collections. As a first attempt, we show an instantiation
in the domain of museums. We analyze our demonstrator1 (called the “CHIP
Art Recommender”) and decompose the recommendation task into four inference
steps: (i) realization (recommending concepts explicitly related to rated artworks
via artwork features; (ii) classification by concepts (recommending concepts ex-
plicitly related to rated concepts via semantic relations); (iii) classification by
instances (recommending concepts implicitly related to rated concepts using the
method of instance-based ontology matching); and (iv) retrival (recommending
artworks based on both rated and recommended concepts).

2 Task and Inference Steps

The CHIP Art Recommender stores the user profile in the form of both a set of
rated artworks/instances and a set of rated concepts. Based on the user profile
1 http://www.chip-project.org/demo/

P. Cimiano and H.S. Pinto (Eds.): EKAW 2010, LNAI 6317, pp. 431–440, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Table 1. The task of content-based recommendation

Input: a user profile characterized as both a set of instance Iprofile and a set of
concepts Cprofile

Knowledge: an ontology O = (T, I) consisting of a terminology T and an instance set I

Output:

a set of related concepts (Ci ∪ Cj ∪ Ck) with
Ci: Recommend(Iprofile, O) = {(i, ∈, ci) | ∃i: i ∈ Iprofile ∧ i ∈ ci}
Cj : Recommend(Cprofile, T) = {(cj ∼ c) | ∃c: c ∈ Cprofile ∧ cj ∼ c}
Ck: Recommend(Cprofile, O) = {(ck � c) | ∃c: c ∈ Cprofile ∧ ck � c ∧ i ∈
c ∧ i ∈ ck}

and a set of related instances I’ with
I’: Recommend(Cprofile, Ci, Cj , Ck, O) =
{(i’, ∈, c’)| c’ ∈ (Cprofile ∪ Ci ∪ Cj ∪ Ck) ∧ i’ ∈ c’}

and the museum domain ontology, the system recommends both related artworks
and related concepts via explicit and implicit relations.

As described in Table 1, we use formal preliminaries to define the task of
content-based recommendation: a terminology T is a set of concepts c organized
in a hierarchy. Instance i is a member of such concepts c and this is described as
(i, ∈, c) where ∈ refers to the membership relation. An ontology O consists of
a terminology T and a set of instances I. Sometimes we write (T, I) instead of
O if we want to refer separately to the terminology and the instance set of the
ontology. In our case, instances refer to artworks and each artwork is described
with a number of concepts. Based on the semantically-enriched Rijksmuseum
collection [6], we specify three different kinds of relations: (i) artwork feature,
(ii) semantic relation, and (iii) implicit relation.

(i)Artwork feature is an explicit relation between an artwork and a concept,
denoted as (i, ∈, c). For example, the artwork “The Night Watch” is related
to the concept “Rembrandt van Rijn” via the artwork feature “creator”, the
concept “Amsterdam” via the artwork feature “creationSite” and the concept
“Militia” via the artwork feature “subject”.
(ii)Semantic relation is also an explicit relation, but it links two concepts, de-
noted as (ci, ∼, cj). In our case, based on the semantically-enriched museum col-
lections, there are are not only domain-specific relations (e.g. teacherOf, style),
but general relations (e.g. broader/narrower) as well [6].
(iii)Implicit relation connects two concepts that do not have a direct link be-
tween each other, denoted as (ci, �, cj). This relation is built based on common
artworks these two concepts both describe, although there are no explicit/direct
links between them.

To decompose the task of content-based recommendation, we identified four
inference steps (see Fig. 1): (i) realization, (ii) classification by concepts, (iii)
classification by instances, and (iv) retrieval.

Realization is the task of finding a concept c that describe the given instances i.
• Definition: Find a concept ci such that O � i ∈ ci

• Signature: i × O �→ ci
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Fig. 1. Inference steps for the task of content-based recommendation

Classification by concepts is the task of finding a concept cj which is directly
linked to the given concept c through a semantic relation ∼ in the hierarchy of
terminology T.
• Definition: Find a related concept cj through various semantic relations ∼

(e.g. broader, narrower, teacherOf, birthPlace, etc.) in the terminology such that
T � c ∼ cj

• Signature: c × T �→ cj

Classification by instances is the task of finding a concept ck which shares
sufficient common instances with the given concept c using the instance-based
ontology matching �.
• Definition: Find a concept ck through the instance-based ontology matching

� such that O � c � ck ∧ i ∈ c ∧ i ∈ ck

• Signature: c × O �→ ck

Retrieval is the inverse of realization: determining which instance i’ belong to
the related concept c’, where c’ is a element of the unification of Cprofile, Ci

(Realization), cj (Classification by concepts) and ck (Classification by instances).
• Definition: Find an instance i’ such that i’ ∈ c’ where c’ ∈ (Cprofile ∪ Ci

∪ Cj ∪ Ck)
• Signature: c’ × O �→ i’

Compared with the original definition of recommendation and its corresponding
inference steps from van Harmelen and ten Teije [4], we extended the inference
step of classification, which now consists of two components: classification by
concepts and classification by instances. The main differences are: firstly, we
applied much more different types of semantic relations [6] in the step of classifi-
cation by concepts compared with the original classification which only uses the
subsumption relation [4]; secondly, we proposed a new component “classification
by instances”, which explores the implicit relations between concepts using the
method of instance-based ontology matching from Issac et al. [2].
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3 Semantic-Enhanced Recommendation Strategy

Suppose the user likes the artwork “The Little Street”, concepts “Rembrandt
van Rijn” and “Venus”, Fig. 2 shows how the CHIP system recommends related
concepts and artworks based on the user profile by taking four inference steps.

• Realization: Based on the artwork “The Little Street”, it recommends the
concept “Johannes Vermeer” via the artwork feature creator and the concept
“Townscape” via the artwork feature subject.

• Classification by concepts: Based on the concept “Rembrandt van Rijn”, it
recommends the concept “Pieter Lastman” via the semantic relation studentOf
and the concept “Baroque” via the semantic relation style.

• Classification by instances: Based on the concept “Rembrandt van Rijn”, it
recommends the concept “Chiaroscuro” because they share sufficient (by setting
the threshold) common artworks. Based on the concept “Venus”, it recommends
concepts “Francois van Bossuit” and “Aphrodite” also because of the sufficient
common artworks they describe.

• Retrieval: Based on three sets of concepts: (i) rated concepts (“Rembrandt
van Rijn” and “Venus”); (ii) explicitly related concepts via artwork features
and semantic relations (“Johannes Vermeer”, “Townscape”, “Pieter Lastman”
and “Baroque”); and (iii) implicitly related concepts (“Chiaroscuro”, “Francois

Fig. 2. Example of semantically-enhanced recommendations
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van Bossuit” and “Aphrodite”), it recommends artworks “The Kitchen Maid”,
“The Dam, Amsterdam”, “Orestes and Pylades Disputing at the Altar”, “The
Marriage at Cana”, “The Night Watch”, “Mars” and “Mars, Venus and Cupid”
via artwork features creatorOf and subjectOf.

3.1 Computing the Explicit Value for the Steps of Realization and
Classification by Concepts

In a previous user study [6], we explored the use of various explicit relations
between artworks and concepts for recommendations. These relations include:
(i) artwork features between an artwork and concepts (e.g. creator); and (ii)
semantic relations between two concepts within one vocabulary (e.g. broader)
and across two different vocabularies (e.g. style).

Using the existing user ratings collected from this study, we investigated the
preliminary weights W(r) (see Table 2) for each explicit relation R(i,j), which is
either an artwork feature between an artwork i and a concept j or a semantic
relation between two concepts (i and j ). For example, the relation between
artwork “The Little Street” and concept “Johannes Vermeer” is creator, denoted
as R(TheLittleStreet,JohannesV ermeer) = creator. From Table 2, we know that the
weight of this relation W(creator) is 0.67. In the formulas below we write W(i,j)
instead of R(i,j) and W(r).

Considering that a rated item (either an artwork or a concept) could be
linked to multiple items via various explicit relations, we need to normalize
the weight(s) for each related item. As shown in Fig. 3, the rated item i1 is
linked to items j1 and j2. The relation between i1 and j1 is creator and the
corresponding weight of creator is denoted as W(i1,j1). From Table. 2, we know
that W(i1,j1) (creator) is 0.67, W(i1,j2) (subject) is 0.50, W(i2,j1) (teacherOf) is
0.43, and W(i2,j3) (style) is 0.63.

Table 2. Weights of explicit relations

Relation creator creation
Site

subject style birth
Place

death
Place

teacher
Of

aat
Broader

tgn
Broader

ic
Broader

Weight 0.67 0.35 0.50 0.63 0.32 0.26 0.43 0.53 0.22 0.50
Inverse creator creation subject style birth death student aat tgn ic
Relation Of SiteOf Of Of PlaceOf PlaceOf Of Narrower Narrower Narrower
Weight 0.68 0.31 0.54 0.61 0.28 0.21 0.44 0.55 0.16 0.52

Fig. 3. Example of calculating the normalized explicit value
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To normalize the weights, Formula 1 is applied. For example, based on i1, the
normalized weight of j1: NW(i1,j1) = 0.67

0.67+0.50 = 0.57 and the the normalized
weight of j2: NW(i1,j2) = 0.50

0.67+0.50 = 0.43. In this way, we could calculate that
based on i2, normalized weight of j1: NW(i2,j1) = 0.43

0.43+0.63 = 0.41 and the
normalized weight of j3: NW(i2,j3) = 0.63

0.43+0.63 = 0.59.

Formula 1: Normalized weight Formula 2: Explicit value Formula 3: Normalized explicit value

NW(i,j) =
W(i,j)

J∑
j=1

W(i,j)

Exp(i,j) = NW(i,j) × R(i) NExp(j) =

I∑
i=1

Exp(i,j)

I∑
i=1

J∑
j=1

Exp(i,j)

Based on the normalized weights and user ratings, the next step is to compute
the semantic value, see Formula 2. Based on i1, the semantic values of j1 and j2
are: Exp(i1,j1) = 0.57 * 1.0 = 0.57, and Exp(i1,j2) = 0.43 * 1.0 = 0.43. Based on
i2, Exp(i2,j1) = 0.41 * 0.5 = 0.21, and Exp(i2,j3) = 0.59 * 0.5 = 0.30.

Finally, we also need to normalize these semantic values for each related item,
see Formula 3. NExpj1 = 0.57+0.21

0.57+0.21+0.43+0.30 = 0.52; NExpj2 = 0.43
0.57+0.21+0.43+0.30

= 0.28; and NExpj3 = 0.30
0.57+0.21+0.43+0.30 = 0.20.

3.2 Computing the Implicit Value for the Step of Classification by
Instances

Sometimes there is no explicit relations between two concepts, however, they
could be actually very similar or close to each other via some implicit relations.
For example (see Fig. 2), “Rembrandt van Rijn” is famous for his technique
using strong contrast of light and dark shading, which in Italian corresponds
to “Chiaroscuro”; “Francois van Bossuit” often took “Venus” as a subject to
paint; and “Venus” in Roman refers to “Aphrodite” in Greek. Compared with
the “obvious recommendations” via explicit relations, these implicitly related
concepts might be surprisingly new/unknown to users. The main challenge is to
define how close these two concepts are in the collection.

To address this issue, Issaac et al. [2] propose a method of instance-based
ontology matching. The basic idea is that the more significant the overlap of
artworks of two concepts is, the closer these two concepts are, and the level of
significance is calculated by the corrected Jaccard measure, see Formula 4. In the
formula, the set of instances described by a concept c is called the extension of
c and abbreviate by Ci. The JCcorr(Ci

1, C
i
2) measures the fraction of the refine-

ment (by choosing the factor of 0.8) of instances described by both concepts C1
and C2 relative to the set of instances described by either one of the concepts [2].

JCcorr(C1, C2) =
√

|Ci
1

⋂
Ci

2|×(|Ci
1

⋂
Ci

2|−0.8)
|Ci

1
⋃

Ci
2| (Formula 4: Corrected Jaccard measure)
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Adopting this method, we calculated the Corrected Jaccard values for all pairs
of concepts in the collection. In general, the higher the Corrected Jaccard value
is, the more common artworks these two concepts described. Below we give a
brief look at the Corrected Jaccard values for some pairs of concepts:

0.96 (Sculptural studies – Terracotta models)
0.91 (unknown lacquerer – Lacquerware)
0.85 (Hermes – Mercury)
0.75 (Food and other objects – Still lifes with food)
0.63 (Militias – Militia paintings)
0.50 (Hinduism – Hindu deities)
0.40 (Still-life painting – Food and other objects)
0.30 (Drinking games – Sport and Games)
0.20 (Cupid – Love and Sex)
0.15 (Polychromy – Golden Legend)

0.10 (Rendering of texture – Woman)

There are in total 24249 pairs of concepts and the range of the Corrected Jaccard
value is between 0 and 1. Looking at these values and checking the corresponding
number of artworks the pair of concepts describe in common, we set 0.20 as a
preliminary threshold, which might needs more refinement in the future. An
example for the threshold 0.20 is “Cupid” and “Love and sex”, which describe 8
artworks in common out of 40 artworks that are described by either one of these
two concepts. In comparison, the Corrected Jaccard value between “Rendering
of texture” and “Woman” is 0.10 and they describe 4 artworks in common out
of 41 artworks.

After getting the Corrected Jaccard values for all concept pairs, we follow
the same steps (Formula 1, 2 and 3) as the calculation of the explicit semantic
value in Section 3.1. The only difference is that we use the Corrected Jaccard
value to replace the original weight between two concepts and then normalize
the Corrected Jaccard value in Formula 1. In the end, we will get a normalized
implicit value NImp(j) for each implicitly related concept j.

3.3 Combining the Explicit and Implicit Values for the Step of
Retrieval

Considering a related concept j could be linked to rated items via not only
explicit relations but also implicit relations, we need to combine values from
these two parts in order to get a final prediction PreC(j) for recommendation.
Inspired by the work from Mobasher et. al [3], we set a parameter α to combine
these two parts, see Formula 5. This combination parameter α measures the
strength of the explicit and implicit components with respect to the current
context. Taking two extreme examples: When α is 1, the system recommends
items purely based on explicit relations and this will work well if the collection is
well structured with rich semantic relations. When α is 0, it recommends items
purely based on implicit relations which is suitable for recommender systems
working on databases without semantic structures between concepts. Ideally,
the parameter α could be manually set by the user, or dynamically adapted by
the system, which enables the flexibility of the recommendation algorithm.
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PreC(j) = α × NExp(j) + (1 - α) × NImp(j)
(Formula 5: Prediction for related concepts)

After collecting related concepts via both explicit and implicit relations, the
system retrieves related artworks based on these related concepts. Since there
are only explicit relations, which are artwork features between concepts and
artworks, we only need to compute the normalized semantic value for related
artworks, which is explained in details in Formula 3.

4 Evaluation and Discussion

In the evaluation, we use the existing user ratings collected from the previous
study [6]. There were 48 users that participated in this study. They used the
CHIP Art Recommender to browse the Rijksmuseum collection, which contains
729 artworks and 4320 art concepts. Each user rated 53 items (artworks and
concepts) on average. We evaluate the recommendation accuracy and discuss
the added values of providing serendipitous recommendations and explanations
for recommended items.

To measure the recommendation accuracy, we compute the standard Mean
Absolute Error (MAE) by Leave-one-out cross validation [1]. MAE measures the
average absolute deviation between ratings and predictions. Although there are
a number of variables influencing the MAE (e.g. the parameter α, the weights
for explicit relations and the threshold for the Corrected Jaccard value), in this
evaluation, we only look at the impact of α on MAE in order to get a first insight
and we leave the experimentation with other variables to future work.

In order to see whether the semantic-enhanced content-based recommendation
(SE-CBR) strategy in general improves or hamper the accuracy, we also measure
the MAE for the standard content-based recommendation (CBR) strategy, which
was applied in the previous version of the system [5]. The standard CBR takes
the inference steps of realization and retrieval, but no classification by concepts
and instances, which means that based on user rated items, standard CBR only
recommends items via artwork features.

Note that ratings in our system are based on a 5-star scale, which refers
to -1, -0.5, 0, 0.5, 1. Thus the maximum possible value for MAE is 2 and the
minimum value is 0. The lower MAE represent the higher recommendation ac-
curacy. In Fig.4, we observe that: (i) Compared with CBR (MAE is 0.4855),
SE-CBR reaches a much lower MAE, which is in the range of 0.3137 (α is 0)
and 0.3181 (α is 1). It shows that although recommending more items, SE-CBR
does not sacrifice the recommendation accuracy, surprisingly, it even improves
the accuracy compared with CBR. (ii) The impact of α on MAE for SE-CBR
is not significant, with a slight increase from 0.3137 (α is 0) to 0.3181 (α is 1).
The reason could be that we set a very high threshold (0.20) for the Corrected
Jaccard value when selecting implicitly related items. Among all 24249 pairs of
concepts in the collection, only 4% (1175 pairs) has the Corrected Jaccard value
above 0.20 and most of these pairs are either synonyms or very similar to each
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Fig. 4. MAE for SE-CBR and CBR

other, e.g. “Unknown lacquerer”-“Lacquerware” and “Food and other objects”-
“Still lifes with food”. The high similarity ensures a high accuracy for implicit
recommendations. When α is 0, it only recommends implicitly related concepts
which are kind of synonyms in our case and thus it reaches the lowest MAE
value of 0.3137. Considering the majority (75%: 18186 concept pairs) has the
Corrected Jaccard values between 0.01 and 0.10, if we set a threshold in a lower
range, it will bring a lot of noisy recommendations, which might significantly
decrease the recommendation accuracy. Besides the threshold for the Corrected
Jaccard value, there are a number of parameters (e.g. weights for explicit re-
lations) that influence the accuracy. We plan to try a machine learning based
approach instead of the manual turning in follow up work.

As Herlocker et al. [1] argued, accuracy alone is not sufficient for selecting a
good recommendation algorithm. A serendipitous recommendation helps a user
find a surprising and new/unknown item that he/she might not have otherwise
discovered. Besides, explanations of why an item was recommended also helps
users gain confidence in the system’s recommendations. As illustrated in Fig. 2, if
a user likes the famous Dutch painter “Rembrandt van Rijn”, the standard CBR
could only recommend the artwork “The Night Watch” via the artwork feature
creatorOf. In comparison, the SE-CBR could recommend more items besides
“The Night Watch”: (i) by taking the step of classification by concepts, it rec-
ommends concepts “Baroque” (style) and “Pieter Lastman” (studentOf ) based
on the semantic relations between concepts; (ii) by taking the step of classifi-
cation by instances, it recommends an implicitly related concept “Chiaroscuro”
based on instance ontology matching; (iii) by taking the step of realization, it
recommends artworks “The Marriage at Cana” and “Orestes and Pylades Dis-
puting at the Altar” based on all related concepts. For each recommended item,
the system provides the explanation of “Why recommend”, which automatically
derives relations between the user’s rated items and recommended items from
the domain ontology. In such a way, the user could receive not only more rec-
ommended items, but also more complete explanations, which could help them
better understand the recommendations. A further user study is needed to eval-
uate the aspects of serendipity and explanations.
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In this work, our intention was to identify reusable knowledge elements for
content-based recommender systems based on semantically-enriched collections.
We demonstrated our approach in the domain of museum art collections. In fu-
ture work, we plan to test this approach for different applications and ontologies.
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Abstract. Ontology reuse saves costs and improves interoperability be-
tween ontologies. Knowing which ontology to reuse is difficult without
having a quality assessment. We employ user ratings to determine the
user-perceived quality of ontologies. The combination of an Open Rat-
ing System (ORS), user ratings, and information on trust between users,
allow us to compute a personalized ranking of ontologies. In this paper,
we present our extension, the Topic-Specific Trust Open Rating System
(TS-ORS). To overcome the limitations of the ORS, the TS-ORS fea-
tures topic-specific trust and multi-faceted ratings. In a user study, we
show that having user ratings and result ranking based on a TS-ORS sig-
nificantly facilitates ontology assessment and selection for the end user.

1 Introduction

Ontology reuse reduces costs and development effort [1]. Ontology engineers save
time when they reuse existing ontological content—entire ontologies or parts
thereof. A typical problem users face today when they try to reuse existing on-
tological content is the selection of the most appropriate ontology for their task.
This is because the assessment of ontologies is a time-consuming and nontrivial
task. So far, no automatic evaluation technique exists that can judge the qual-
ity of an ontology the way a human can. The ability to rely on the experience
of other users can lessen the assessment effort considerably. Because of this we
gather user-based evaluations of ontological content in our Cupboard1 ontol-
ogy publishing system [2]. Based on these evaluations we provide user-perceived
quality information on the content, and, together with information on inter-user
trust, we compute a user-specific (personalized) ranking of ontological content.

Our TS-ORS provides a complete ranking framework for multi-faceted ratings
based on fine-grained inter-user trust and meta-trust statements. In Cupboard,
we expose the ontology ratings, and provide a personalized ontology ranking
based on scores computed by the TS-ORS. The main contributions of this pa-
per are: We extend the current state of the art ORS, introduced in Section 2,
to overcome two major limitations: We introduce a fine-grained topic-specific
1 http://cupboard.open.ac.uk/

P. Cimiano and H.S. Pinto (Eds.): EKAW 2010, LNAI 6317, pp. 441–450, 2010.
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trust system including the ability to provide meta-trust, and allow multi-faceted
ratings (see Section 3 for a description of our TS-ORS). We then show how the
TS-ORS was adapted for ontology ranking in Cupboard (see Section 4). A user-
study confirms our hypothesis that employing the TS-ORS in an ontology reuse
scenario facilitates the selection and reuse of ontological content significantly
compared to state of the art ontology search engines (see Section 4). Related
work can be found in Section 5, followed by a conclusion in Section 6.

2 Open Rating Systems

An ORS is a system that allows users to write reviews and give ratings to
arbitrary content. Other users can then trust or distrust the reviewers. Based
on the trust information and the reviews collected, the system can generate
a ranking for both reviews and reviewed content. The concept of ratings and
meta-ratings (other users rating the ratings) has found wide adoption in the e-
commerce world. A prominent example are the user reviews found on Amazon.2

One of the key components of the ORS model is the trust users express to-
wards each other. The Web of Trust (WOT) these user-to-user trust statements
form can be used for both local (user-specific) and global (user-agnostic) trust
computation, as shown in Section 3. In order to demonstrate the differences
between the original ORS model and our extension, we first present Guha’s
model [3], and then our extension in detail.

Model: Guha’s ORS model consists of the following components:

1. A set of objects O : {o1, o2, o3, · · · } that can be rated.
2. A set of agents A : {a1, a2, a3, · · · } that participate in the ORS.
3. A set of possible values for ratings of objects D : {d1, d2, · · · }.
4. A set of possible values for trust ratings of agents T : {t1, t2, · · · }.
5. A partial function R : A×O → D corresponding to agent ratings on objects.
6. A partial function W : A×A→ T corresponding to inter-agent trust.

Limitations of the ORS: First, there is no concept of a multi-faceted review,
that means, it is only possible to provide an overall rating for an object, and not
for the different aspects of an object (cf. the signature of the rating function R).
In case certain aspects of an object are good, and others are bad, this derivation
from the average is lost. In the context of ontology evaluation, for example, an
ontology can be highly reusable, while only covering a limited part of the in-
tended domain. In this case, reusability and domain coverage represent aspects
that can be reviewed independently. Analyzing Cupboard data, we discovered
that indeed many ontologies have a variance in the ratings on their different as-
pects. Taking one ontology space3 we looked for cases where a reviewer provided
reviews for every aspect of an ontology, allowing to compute an average rating
this reviewer might have given in case only an overall rating would have been al-
lowed. Based on 145 ratings, which would correspond to 29 overall ratings in the
2 http://www.amazon.com/
3 http://cupboard.open.ac.uk:8081/cupboard/Experiment1

http://www.amazon.com/
http://cupboard.open.ac.uk:8081/cupboard/Experiment1
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ORS, we computed the mean variance between aspects as 0.85. This validated
the extension of ORS with multi-faceted reviews.

Second, reviewers do not always write either good or bad reviews, but de-
pending on the ontology and aspect they review, they can be trusted differently.
Indeed, we observed many users that trust a review from a particular reviewer
and distrust another review from that same reviewer. In the ORS model, the
trust function W only stores global trust or distrust (covering all reviews of a
user). To overcome this, we implement a more fine-grained trust management.

3 Topic-Specific Trust Open Rating Systems

Model: We introduce aspects of objects that can be rated, and extend the
rating function R and the trust function W . In the TS-ORS model, we reuse
O, A, D, T from Guha’s ORS model (see Section 2) and introduce:

– A set of object aspects X : {x1, x2, x3, · · · }
– A partial function R : A × O ×X → D. R corresponds to the rating of an

agent on one certain aspect of an object. Let BR ⊆ A × O ×X denote the
set of all triples for which R is defined, i.e., for which ratings exist.

– A partial function W : A×A×O×X → T , which corresponds to the trust
of an agent in another agent for a specific aspect–object combination.

We assume all sets to be finite. In this paper we use the term user or reviewer
to refer to agents from A. In our model, a reviewer has to justify each rating R
with a textual review justifying the rating. We refer to the textual justification as
the review, and to the actual D value as the rating. In this section, we separate
the description of the model and algorithms from our concrete instantiation.
The adaptation of the TS-ORS for ontology ranking alongside default values for
parameters from the following algorithms can be found in Section 4.

Meta-trust Statements in the TS-ORS Model: Users express trust on the
level of an aspect of an object (see definition of W ). For the convenience of
users, we defined and allow the use of meta-trust statements, which are trust
statements covering more than one object–aspect combination. They can be seen
as shortcuts to making many W statements (see Table 1).

Table 1. Allowed User-to-User Meta-trust Statements

Statement Signature Explanation

W A × A × O × X → T Trust to review a specific aspect of a specific object
WX A × A × O → T Trust to review all aspects of a specific object (for

arbitrary aspects of X)
WO A × A × X → T Trust to review a specific aspect of all objects (for

arbitrary objects of O)
WOX A × A → T Trust to review all aspects of all objects (for arbi-

trary aspects of X and objects of O)
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Algorithms: In the following we show how the trust information stored in W
and the meta-trust statements can be used to provide a ranking of reviews for a
given aspect–object combination, and also the computation of an overall rating
for objects (taking R into account). The process starts with the materialization
of meta-trust to normal trust statements. We then use the trust information to
compute trust values for each user, which can be used to rank reviews. Based
on the top ranked reviews, we can compute an overall rating of objects.

Meta-trust Propagation: Since the meta-trust statements are not part of the
model, we have to materialize them to single W statements before the trust
computation. The materialization is based on our intuition that more specific
trust statements (those covering a smaller scope) are more authoritative: W  
WX  WO  WOX (” ” meaning more authoritative). The materialization is
performed based on the above order, i.e., starting with all statements in the
form W , then processing all statements in the form WX , then WO, and finally
WOX . For each of the meta-trust statements, their scope is checked and then
the value of the statement is propagated to the object–aspect level. Existing
trust information is not overwritten in this process. For example, if a meta-trust
statement has been made for an object (WX), it is checked which aspects of
this object are not covered by trust statements yet, and the value of the meta-
trust statement is used for these aspects. We refer to the final outcome of the
materialization as W ′. Using meta-trust statements, it is possible for example
to distrust other users globally, but to trust them for a certain object on (since
the statement on the object is more authoritative than the global statement, the
users will be distrusted for all objects except for on).

Computing Trust Values for Ranking: After the meta-trust has been mate-
rialized, all statements are in the form of W , and trust ranks can be computed.
Note that in contrast to Guha’s ORS, we compute individual trust relationships
for every aspect of every object (every onxk combination for on ∈ O, xk ∈ X).4

For each onxk combination, we define two matrices storing trust and distrust.
The trust matrix T has entries tij ∈ {0, 1}. If tij = 1, user ui trusts uj according
to W ′, otherwise no information is available. Analogously, the distrust matrix
D has entries dij ∈ {0, 1} capturing the distrust. Given T and D, we can com-
pute the GlobalTrustRank (GTR) (a relabeled Page-Rank [4], see Equation 1),
GlobalDistrustRank (GDR) (from [3], see Equation 2), and using Algorithm 1
(which is based on [5]) the local trust matrix F and the interpretation matrix I.

GTRi+1(uu) = (1− d) + d ·
(∑

v∈Tv

GTRi(v)
Nv

)
(1)

where uu is the user whose GTR is computed, v ∈ Tv is the user trusting uu, Nv

is the total number of users user v trusts, d is a damping factor between 0 and
1,5 and i is the number of iterations the algorithm has run. Intuitively speaking,
4 In the following, whenever we use the subscript onxk for matrices or ranks, it means

that they contain the data relevant to this onxk combination.
5 Based on [4], it is usually set to 0.85 for fast convergence of ranks.
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GTR assigns trust to users based on how many other users trust them and how
trusted the users trusting them are.

GDR(uu) =
∑

v∈Bv

GTR(v)
Nv

(2)

where uu is the user whose GDR is computed, v ∈ Bv is the user distrusting
uu, Nv is the total number of users user v distrusts. GDR is taking into account
who distrusts a user and how high the GTRs of the distrusting users are.

We base our Local Trust Computation Algorithm (see Algorithm 1) on work
from Guha et al [5], who investigated trust and distrust propagation in a WOT
based on real world data. The algorithm uses the 4 different kinds of atomic
trust propagation shown in Table 2. It employs a combination of these trust
propagation techniques to propagate trust within the WOT. Distrust is only
propagated 1 step (statements from distrusted users are discounted), since the
semantics of propagation for distrust are not clear [5]. After the local trust
matrix F is computed, it is interpreted. This is done by first checking which of
the resulting entries fij were originally trusted or distrusted, and initializing the
interpretation matrix I based on that information. Then, for each row in F the
values are ordered, and unknown interpretations for entries fij are determined
by comparison to the interpretation of neighboring entries.

Ranking Reviews at the Aspect Level of an Object: When a user re-
quests the reviews for an object–aspect combination, the reviews for that com-
bination have to be ranked by the TS-ORS to be provided in a user-specific
order. If a user is logged in, we can base the user-specific ranking on the local
trust information. This ranking is also influenced by a parameter α ∈ [0, 1] that
the user can provide to combine global trust (GTR) and distrust (GDR) to a
GlobalCombinedRank (GCR). The higher α is, the more emphasis is put on the
GTR. In case a user is logged in, we use Algorithm 2, in the other case Algo-
rithm 3. Algorithm 2 ranks reviews based on the information who is trusted
and who is distrusted, and the local trust value from F. In case F cannot be
interpreted, GCR values are used. Algorithm 3 can only rank based on the GCR
values, since the user is unknown. Thus its ranking cannot be personalized.

Computing an Overall Rating of an Object: Each object has aspects xk ∈
X it can be reviewed on. The user can choose how to weigh each aspect for
computing the overall rating of an object by specifying a weight μk ≥ 0 for each
aspect xk ∈ X . In case no rating exists for an aspect, we distribute its weight
to the remaining aspects. The user can also decide on how many top-ranked
ratings per aspect the computation is based. This is done with the parameter
N ≥ 1. N = 3 means, for example, that the top-3-ranked ratings are considered.
Another parameter ν ∈ (0, 1] can be specified that determines how the top-N-
ranked ratings are combined. The closer ν is to 0, the more emphasis is put
on the top-ranked ratings, if ν = 1 a linear combination is computed. We use
Algorithm 4 to compute the overall rating. The ranking of reviews is determined
by Algorithm 2 or 3, based on whether a user is logged in or not. With this
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Input: Trust Matrix T, Distrust Matrix D
Output: Local Tust Matrix F, Interpretation Matrix I
C := β1 · T + β2 · TᵀT + β3 · Tᵀ + β4 · TTᵀ

1

F :=
∑K

k=1 γk · (C(k) · (T − D))2

Initialize I:=T− D3

foreach j ∈ A do4

Compute a sequence a(1), a(2), . . . , a(|A|) such that:5

– for all a ∈ A there is exactly one i ∈ {1, . . . , |A|} such that a(i) = a6

– for all i ∈ {1, . . . , |A| − 1} we find that fja(i) � fja(i+1)7

To simplify notation, we use ija(0) and ija(|A|+1) to denote 0. Small letters8

with subscripts denote entries in the matrices.
repeat9

foreach m ∈ A do10

if ija(m) = 0 then11

ija(m) := 112

if
(
(ija(m−1) + ija(m+1) ≤ −1) ∨

(
(ija(m−1) = −1 ∧ ija(m+1) = 1)13

∧ ((fja(m+1) − fja(m)) > (fja(m) − fja(m−1)))
)
∨

(
(ija(m−1) = 1

∧ ija(m+1) = −1) ∧ ((fja(m+1) − fja(m)) < (fja(m) − fja(m−1)))
))

then
ija(m) := −114

if ija(m−1) = ija(m+1) = 0 then15

ija(m) := 016

until no further changes occur in I ;17

foreach m do18

if fja(m) = tja(m) = dja(m) = 0 then19

ija(m) := 020

Algorithm 1. Local Trust Computation

extension it is possible to compose an overall rating using ratings on different
aspects and based on topic-specific trust statements.

In a simulation, which can be found in our Technical Report [6], we show how
TS-ORS provides better ranking results than the ORS.

4 Adaptation of the TS-ORS to Ontology Ranking

The idea of employing user ratings for ontology evaluation has first been pro-
posed by Noy et al. [7] in 2005. In the context of ontology evaluation, the
set of objects O can contain complete ontologies, parts of an ontology (mod-
ules), or even URIs of classes. In Cupboard we instantiate the aspects X based
on Gangemi’s work on ontology evaluation [8], using: reusability, correctness,
complexity, domain coverage and modeling. We allow users to review ontologies
either they or other users uploaded. We currently assume that the ratings on
ontology aspects cover all axioms of an ontology. If users wish to only rate parts
of an ontology, they can do so by extracting these parts using state of the art
modularization techniques, and then uploading them as a separate ontology to
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Table 2. Atomic Trust Propagation based on [5]

Propagation Operator Description

Direct Propagation T If A trusts B, someone trusted by B should also be
trusted by A

Co-Citation Tᵀ · T If A trusts B and C, someone trusting C should also
trust B

Transpose Trust Tᵀ If A trusts B, someone trusting B should also trust A

Trust Coupling T · Tᵀ If A and B trust C, someone trusting A should also
trust B

Cupboard. We are aware that providing highly customizable algorithms with
many different aspects can confuse users, since knowing which parameter has
which effect on the result is not trivial. It is important to note that many
parameters have to be chosen once when instantiating the system, and there-
after are normally not changed. Moreover, providing reasonable default val-
ues allows users to interact with the system without providing their own val-
ues, while still enabling expert users to take full advantage of the flexibility
of the system. In Cupboard, for T and D, we chose T = {trust, distrust} and
D = {1, · · · , 5}, because many users are familiar with the 5 star rating schema
and the possibility to assign trust and distrust (e.g., from Amazon.com). We
assume the D values are equidistant. For the trust computation in Cupboard we
use β1 = 0.4, β2 = 0.4, β3 = 0.1, β4 = 0.1, and γ = 0.9, based on an analysis of
the evaluation results from [5]. We propagate trust 7 steps (K = 7 based on the
idea of 6 degrees of separation [9]). For the user-specific part of the algorithms
we use α = 0.7, N = 1, ν = 0.8 and μk = 1/|X | as default values, unless we have
user-specified values.

In the following we show how exposing the user reviews and providing ontology
ranking based on the TS-ORS can facilitate ontology reuse for the user.

Reuse User Study: The typical ontology reuse process consists of finding
ontologies to reuse, then assessing and selecting them, and finally integrating
them. Up to now, ontology search engines do not provide help for ontology
selection to users searching for ontological content to reuse. Since rating systems

Input: on ∈ O, xk ∈ X,GTRonxk ,GDRonxk ,Fonxk , Ionxk , αi ∈ [0, 1], ai ∈ A
Output: Sorted Reviews
foreach (aj , on, xk) ∈ BR do1

GCR(aj) := αi · GTRonxk (aj) − ((1 − αi) · GDRonxk(aj))2

Assign to the review (aj , on, xk) ∈ BR a triple (iij , fij , GCR(aj))3

Based on these triples, reviews are sorted in descending lexicographic order4

(meaning columns are sorted descending, starting with iij and then considering
fij to sort entries where the iij value is identical, and then considering GCR(aj)
if both values for iij and fij are identical)

Algorithm 2. Review Ranking if the User Can be Identified
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Input: on ∈ O, xk ∈ X,GTRonxk ,GDRonxk , α ∈ [0, 1]
Output: Sorted Reviews
foreach (aj , on, xk) ∈ BR do1

GCR(aj) := α · GTRonxk(aj) − ((1 − α) · GDRonxk , (aj))2

Assign to the review (aj , on, xk) ∈ BR a value GCR(aj)3

Based on these values, reviews are sorted starting with the highest value.4

Algorithm 3. Review Ranking if the User Cannot be Identified

Input: on ∈ O, ranked sets of reviews
Bonxk = {(aj1, on, xk), · · · , (ajm, on, xk)} ⊆ BR for each xk ∈ X,
ν ∈ (0, 1], N � 1, μk for each xk ∈ X

Output: Rating Don

For a given onxk combination, we use the notation (aji, on, xk) ∈ Bonxk to refer1

to the i-th ranked result.
foreach xk ∈ X do2

N := min(N, |Bonxk |)3

if N = 0 then4

Donxk := 05

μk := 06

else7

Donxk := 1
N

∑N
i=1

(
(νi/

∑N
s=1 νs) · R(aji, on, xk)

)
8

foreach k = 1, · · · , |X| with μk �= 0 do9

μk := μk/
|X|∑
l=1

μl
10

Don :=
∑

xk∈X

μk · Donxk
11

Algorithm 4. Computation of an Overall Rating

can be used to facilitate exactly this step in the reuse process, we ran a user study
comparing the helpfulness of our TS-ORS compared to ontology search engines
available on the Web and against Watson. For the experiment, we extended
the Watson plug-in [12] for the NeOn Toolkit6 to get the user evaluations from
Cupboard and base the result ranking on the overall ratings as computed by
Algorithm 4. We refer to this plug-in as the Cupboard plug-in. The experiment
had 20 participants from 6 different institutions (17 PhD students, two postdocs
and one professor). We assigned each participant to one of three groups. The
task for each group was to extend a given ontology reusing existing ontological
content. All groups had access to online ontology search engines. Group 1 had no
additional plug-ins to facilitate the reuse process. Group 2 had the Watson plug-
in at their disposal, and Group 3 could use the Cupboard plug-in. All participants
filled out a questionnaire. The detailed experiment description and analysis of
both the resulting ontologies and the questionnaire results can be found in [13].
We focus here on the key findings with regard to the three challenges of finding,

6 http://neon-toolkit.org/

http://neon-toolkit.org/


Extending Open Rating Systems for Ontology Ranking and Reuse 449

Table 3. Partial questionnaire results including two-sided p values for pairwise group
comparison based on Fisher’s exact test [10] with Yate’s continuity correction [11]

Question: Did you have trouble finding ontology statements to reuse?
Group 1 Group 2 Group 3 p Gr. 1 vs Gr 2. p Gr. 1 vs Gr. 3 p Gr. 2 vs Gr. 3

Yes 6 1 1
0.0047 0.0047 1

No 0 6 6
Question: Did you have trouble selecting ontology statements to reuse?

Group 1 Group 2 Group 3 p Gr. 1 vs Gr 2. p Gr. 1 vs Gr. 3 p Gr. 2 vs Gr. 3
Yes 5 5 0

1 0.0047 0.021No 1 2 7
Question: Did you have trouble integrating ontology statements to reuse?
Group 1 Group 2 Group 3 p Gr. 1 vs Gr 2. p Gr. 1 vs Gr. 3 p Gr. 2 vs Gr. 3

Yes 5 1 0
0.0291 0.0047 1No 1 6 7

selecting and integrating reusable ontological content. Table 3 provides the three
most important questions covering these three challenges. As is evident from the
table, users using either the Watson or the Cupboard plug-in had no trouble
finding or integrating ontological content, compared to users who only could
use ontology search engines on the Internet (based on p values, the findings
are highly significant for p = 0.0047 and significant for p=0.0291). Group 3,
which had the results ranked based on user ratings, stated they had no problem
selecting ontology statements compared to both the Watson group (whose result
ranking was based on Lucene), or group 1 which was using a plethora of Semantic
Web search engines on the Internet. Again, this result is statistically significant
and shows that users have less problems selecting content when offered TS-ORS
ranking and scores compared to the current state of the art.

5 Related Work

Our closest related work is Guha’s work on Open Rating Systems [3], and trust
propagation [5]. To overcome limitations of the related work, we have extended
the model with ratings on aspects of objects, and provided a comprehensive
framework for fine grained topic-specific trust and meta-trust expression. In
contrast to the related work, we present a full algorithmic description and com-
plete framework for the computation of personalized ratings based on ratings on
objects and fine-grained user trust.

6 Conclusion

We have presented the TS-ORS which features multi-aspect object reviews and
topic-specfic trust. The user study based on our implementation inside Cup-
board has shown that users have significantly fewer problems selecting ontolog-
ical content to reuse when provided user-based information on the quality of
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the ontologies, as delivered by our TS-ORS, compared to other state of the art
ontology search engines.
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Abstract. A recent trend in the evolution of the Web is the massive 
contribution of small chunks of content by regular users, typically in 
combination with mechanisms for fostering social interaction. Such is often 
referred to as microblogging, with Twitter, Identi.ca, and Google Buzz being 
the most widely known services. In this paper, we propose to use the underlying 
interaction pattern, and existing respective services, for the collaborative 
construction and maintenance of structured knowledge representations. We 
define (1) a syntax for embedding triple-like statements in Twitter messages, 
(2) develop a transformation into RDF, (3) suggest mechanisms for controlling 
the inclusion of such statements made by other users, (4) exploit the resulting 
graph for query expansion, and thereby provide a direct incentive for users to 
adopt our syntax; and (5) demonstrate the approach by means of a prototype 
implementation1. The resulting RDF graphs can be combined easily with other 
Semantic Web data. 

Keywords: Microblogging, Twitter, Extreme Tagging, RDF, Folksonomies, 
Tagging, Knowledge Acquisition. 

1   Overview 

Microblogging services, in particular Twitter, Identi.ca, and Google Buzz have gained 
wide popularity. A 2009 Nielsen study [1], for example, reports an increase in Twitter 
user numbers from 475 k to over 7 Million between February 2008 and February 
2009. In such services, contributions are limited to very short, plain text messages 
(140 characters in the case of Twitter), which typically forces users to take some 
cognitive effort for verbalizing thoughts or at least shortening existing pieces of 
content prior to publication. Mechanic copy-and-paste will usually fail due to the 
limited message length, or will at least require a very well-thought selection of the 
source fragment for the copy-and-paste operation. Thus, the majority of Twitter posts 
(called “tweets” or “status updates” in jargon) represent some human effort in 
processing information. Even the relaying of another user’s message (called 
“retweeting”) is based on human judgment and reflects a cognitive effort. 
                                                           
1 For additional details, please see the HyperTwitter Technical Report [26]. 
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Twitter and most other microblogging services support users in filtering relevant 
content by a simple yet effective syntactical convention for user identifiers 
(@username) and keywords (#keyword, called “hashtag” in jargon). This allows 
spotting messages directed to a particular user or containing a particular keyword 
effectively. For instance, Twitter users can easily introduce multiple users to each 
other or point users who are monitoring a particular hashtag to a new Web resource: 

@paulsmith : You should talk to @petermiller 
#html5 developers: look at http://foo.com/ 

Based on simple string comparison techniques for such significant tokens, the service 
can link the millions of isolated short messages and build a densely meshed graph, 
representing social proximity and shared interests. 

Unfortunately, Twitter hashtags and, to a lesser degree, Twitter user identifiers 
suffer from tag ambiguity (the same tag may stand for multiple meanings), tag 
heterogeneity (multiple tags are in use for the same meaning), and the lack of 
relationships between tags (e.g. super/subtag relations).  The same problems are 
known from traditional social tagging systems; for an overview of those problems, see 
e.g. [7, pp. 74-76]. In Twitter, for example, it is very common that participants of an 
academic conference cannot immediately agree upon one authoritative hashtag for 
that event, which leads to disconnected messages about the same conference, because 
some posts contain the hashtag #ekaw10 and others contain #ekaw2010. 

The user community has only weak social instruments or techniques at hand for 
dealing with such synonymous tags. Very frequently, Twitter users spotting the use of 
synonymous tags will post messages like: 

Please use #ekaw instead of #ekaw10 or #ekaw2010 

Such messages will be visible for any user watching any of the three variants and 
hopefully foster convergence. Also, we can often see that organizers of events try to 
stimulate consensus ex ante by publishing a hashtag recommendation.  

In this paper, we will describe how a minimal extension of the existing Twitter 
syntax will allow Twitter users to  

1. consolidate multiple synonymous hashtags for their future queries, 
2. express hierarchical or other types of relationships between multiple tags, 
3. introduce tags for types of properties betweet arbitrary resources, and 
4. use popular Web vocabularies like FOAF, SIOC, Dublin Core, 

GoodRelations, and others inside Twitter messages. 

The guiding principle is to provide a mechanism that is (1) immediately useful for  
the user contributing the additional content but is at the same time (2) suitable  
for sharing contributions along social networks, so that many people can benefit  
from it. 

From such augmented tweets, we can easily construct an RDF graph that can be used 
to improve the recall of search operations on Twitter and that can be exported and 
combined with any other RDF data on the Web of Linked Data. Since all augmented 
statements remain regular Twitter messages, they can be shared with others via Twitter 
lists (grouping posts by a selected set of people) or retweeting, i.e. confirming and 
relaying a message to all individuals reading your own posts. The main idea is to 
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provide a direct incentive for users to contribute useful statements in the extended 
syntax, which can be shared and used for weaving a Web of Linked Data.  

2   Collaborative Knowledge Engineering via Twitter Messages 

In this section, we describe how a lightweight syntactical convention can support 
users of the Twitter microblogging service to (1) consolidate synonymous hashtags 
relevant to them and (2) author rich contributions for the Web of Linked Data. 

2.1   Motivating Example 

Very often, Twitter users cannot immediately agree upon a single authoritative 
hashtag for a topic, which makes it hard to spot all tweets related to that topic. Also, 
individuals and organizations often use multiple Twitter user IDs, which makes it 
hard to monitor all tweets from these accounts in one turn. Imagine the hashtags 
#munich and #muenchen were in use for the German city of Munich, and the 
users @mfhepp and @hypertw would relate to the same individual. While we could 
manually expand a query “#munich @mfhepp” to “#munich OR #muenchen 
@mfhepp OR @hypertw”, we cannot model and thus reuse and share the 
underlying equivalency relationship. Also, we cannot express more subtle 
relationships between tags, like the fact that one tag is more specific than another tag, 
nor model useful relationships between other resources.   

2.2   HyperTwitter Syntax Proposal 

With a lightweight syntactical convention based on the established Twitter syntax for 
tags (“#paris”) and users (“@mfhepp”), we can empower Twitter users to embed 
machine-accessible statements into their tweets, which can then be used for query 
expansion or combined with other RDF data sources. Basically, we (1) suggest to use 
“=” or “sameas” for expressing equivalence between tags or between user IDs, (2) 
“subtag” for expressing that one tag is more specific than a second one, (3) allow 
introducing arbitrary new properties between elements by means of a preceding 
greater sign, and (4) support popular CURIEs [2] (e.g. foaf:knows). 

Our proposed syntax for triple-like statements inside Twitter messages 
(“trippletweets”) is as follows: 

tripletweet := { subject predicate object [ . tripletweet]}  

subject := { @userid | #hashtag | http_uri }  

predicate := { = | sameas | subtag | a | >property | 

prefix:suffix } 

object := { @userid | #hashtag | http_uri | "value" | 

prefix:suffix } 

userid := [-_a-zA-Z0-9\.]+ 

hashtag := [-_a-zA-Z0-9\.]+ 

http_uri := http://[-_a-zA-Z0-9\./?&%#]+ 
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property := [-_a-zA-Z0-9]+ 

prefix := { foaf: | tag: | gr: | sioc: | rdfs: | rdf: | skos: 

| owl: | dc: | dcterms: | rev: } 

suffix := [-_a-zA-Z0-9]+ 

value := "[^"]+" 

The elements subject, predicate, and object, as well as multiple tripletweets must be 
separated by one or more valid whitespace characters in the given encoding. The 
combination of prefix:suffix is a subset of all CURIEs [2]. 

2.3   Usage 

In the following, we illustrate the use of our proposed syntax. 

Simple examples 

#newyork sameas #nyc 

The hashtag #newyork is equivalent to #nyc (formally: tag:equivalentTag). 

#iswc09 subtag #iswc 
#tennis subtag #sports 

The hashtag #iswc09 is a specialization of #iswc and the hashtag #tennis is a 
specialization of #sports.  

@mfhepp = @martinhepp 

The user @mfhepp is the same individual as the user @martinhepp. Note that the 
formal semantics of “=” and “sameas” depends on the type of the subject and object 
of the statement. For pairs of tags, it is tag:equivalentTag, for individuals it is 
owl:sameAs, and for http_uris is also owl:sameAs. For other pairs of entities, the 
statement is unsupported. 

Using predefined vocabularies 

@mfhepp foaf:knows @kidehen 
@mfhepp foaf:name "Martin Hepp" 
@mfhepp foaf:birthday "07-11" 

The user @mfhepp knows the user @kidehen. The name of user @mfhepp is “Martin 
Hepp. His birthday is July 11. 

#iswc09 skos:broader #iswc  

The tag #iswc09 is related to the tag #iswc via the skos:broader property. This is 
equivalent to “#iswc09 subtag #iswc”. 

@microsoft a gr:BusinessEntity 
@microsoft rdf:type gr:BusinessEntity 

The user @microsoft is an instance of the class BusinessEntity in the GoodRelations 
ontology. 
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Introducing new tags for types of relationships 

#munich >translation #muenchen 
@mfhepp >dob "1971-07-11" 
@mfhepp >hasname "Martin Hepp" 

The hashtag #munich is related to the hashtag #muenchen via a property labeled with 
“translation”. The user @mfhepp has a property labeled “dob” (date of birth) with the 
value “1971-07-11”. 

Using http URIs 

@mfhepp >attends http://www.iswc2010.org/ 
http://iswc2010.org/ >successor http://iswc2009.org/ 

The user @mfhepp is related via a relationship labeled “attend” to something for 
which the Web page is http://www.iswc2010.org/. Note that the Web of Linked Data 
requires distinct URIs for events and for Web pages about events, so we cannot use 
the HTTP URI directly as the object of the statement but have to mint a new URI and 
link back to the original URI via foaf:topic. Also note that abbreviated URIs 
(bit.ly etc.) should be expanded prior to that, but are not in the current prototype. 

Multiple statements in a single tweet 

@mfhepp foaf:knows @kidehen . @mfhepp foaf:name "Martin Hepp" 

The user @mfhepp knows the user @kidehen and the real name of @mfhepp is 
“Martin Hepp”. Note that the whitespace is significant in here. 

2.4   Representation in RDF 

In the following, we describe how rich statements matching our syntax can be 
represented in RDF. This allows both the flexible implementation of query expansion 
(e.g. whether you just want to expand hashtags and user IDs by equivalent ones, or 
expand a query from a single user to everybody from his social network), and other 
more generic usages of the data. 

As a key design choice, we suggest one global namespace for all hashtags in 
Twitter. This increases access to tags but excludes tag disambiguation. Our 
motivation for that decision is that in Twitter, other than in typical tagging systems, 
tags are first and foremost used as tokens to receive the attention of others, i.e.,  
they are designed to be global. Of course, multiple users or communities may produce 
“tag collisions” by that, but there is a strong incentive to use globally valid hashtags. 
In Twitter, hashtags have a stronger global reach than in other social tagging  
systems, because one does not invent tags for personal retrieval but for being visible 
by others. 

Note that this does not mean than one could not control the subset of statements to 
be used for personal query expansion or other purposes, because HyperTwitter allows 
defining the single user or group of users whose messages should be parsed and 
included in the RDF representation. See subsection 2.5 for more details.  
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Our RDF transformation uses the three Web ontologies FOAF, SKOS, and the Tag 
Ontology for representing users, tags, and popular relationships.   
Note that in the following, the prefixes definitions for the URIs of HyperTwitter 
users, tags, properties, and data elements are omitted for brevity. They can be found at 
http://semantictwitter.appspot.com/.  

Users 

users:<userid> a foaf:Agent; 

Note: The preceding hash is not included in the URI. 

Tags 

tags:<hashtag> a tag:Tag; 

      tag:name "<hashtag>". 

HTTP URIs 

data:<http_uri> foaf:topic <http_uri>. 

All non-standard characters of the string <http_uri> will be encoded before compiling 
the subject URI. For example, the URI http://purl.org/ will be represented as  

data:http%3A%2F%2Fpurl.org%2F 

It may be a good idea to first try to expand abbreviated URIs (e.g. http://bit.ly/…).  

Property tags 

props:<property> a rdf:Property . 

New properties do not immediately have any formal semantics beyond being 
rdf:Property, but can be found via SPARQL queries. Then, heuristics can be 
applied based on the frequency of usage, the types of values attached, and the lexical 
analysis of the property name. 

CURIEs for Properties 

For the supported prefixes, i.e. foaf, tag, gr, sioc, rdfs, rdf, owl, skos, dc, dcterms, and 
rev, the standard expansion to full URIs as per [2] is being used. 

Predefined properties “=” and “sameas” 

tags:<hashtag1> tag:equivalentTag tags:<hashtag2> 
users:<user1> owl:sameAs users:<user2> 
data:<http_uri1> owl:sameAs data:<http_uri2> 

The formal semantics of “=” / “sameas” depends on the type of the subject and object 
of the statement. For pairs of tags, it is tag:equivalentTag, for individuals it is 
owl:sameAs, and for http_uris it is also owl:sameAs. For pairs of other types, 
such statements are ignored in the transformation. 

Predefined property “subtag” 

tags:<hashtag1> skos:broader tags:<hashtag2> 
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We use the SKOS [3] properties for hierarchy relations. Note that this is supported for 
pairs of tags only. 

Predefined property “a” 

users:<user1> rdf:type prefix:suffix. 

data:<http_ouri1> rdf:type prefix:suffix 

The predefined property “a” is equivalent to rdf:type and can be meaningfully 
applied only to users and newly minted http URIs as the subject, and classes in the 
supported Web vocabularies, given as CURIEs, as the object. 

2.5   Trust and Filtering 

It is important to be able to control the origin of tweets to be included. For example, 
different users or group of users may disagree on whether particular hashtags are 
equivalent for them. We propose to use existing Twitter techniques for selecting 
subsets of tweets for a particular purpose: In the simplest form, a user will trust only 
his / her own tweets containing statements of equivalence or hierarchical relationships 
for query expansion. Alternatively, one can manage a specific list on Twitter that 
defines a set of users whose tweets should be considered for query expansion or other 
purposes. Such lists can be private or public. 

Even if one decides to trust one’s own statements only, it is possible to find and 
use other users’ statements by simply retweeting them. So if a friend of yours makes 
the statement “<hashtag1> = <hashtag2>” and you find that useful, you can add 
it to your own query expansion and relay it to people following you in one turn by 
retweeting.  

3   Implementation and Evaluation 

A reference implementation of the HyperTwitter syntax is available at 
http://semantictwitter.appspot.com/. The overall goal was to provide a service that is 
immediately useful for each individual user, thus creating an incentive for adopting 
the proposed syntax. At the same time, the RDF content of all public Twitter 
messages is made accessible for further research and novel applications. For more 
details on the implementation and a preliminary evaluation, please check the 
HyperTwitter Technical Report [26]. 

4   Related Work 

HyperTwitter is related to and partly inspired by the following branches of work. 

Meta-models of Tagging and Extensions: While tagging was introduced as an 
informal technique for attaching descriptors to resources in a collaborative setting, 
mainly to support the performance of retrieval, the huge amount of respective tagging 
data soon triggered interest in research to exploit this data for deriving more formal 
knowledge representations; for an overview of related questions, see Gruber [4]. A 
first step was the development of ontologies for sharing tags and tagging data, with 
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Newman's Tag Ontology [5] being an early approach that has gained wide popularity. 
Other researchers proposed extended tag ontologies, mainly for facilitating access to 
the underlying social structures of tagging and for supporting the semantic enrichment 
of tags, e.g. by disambiguating homonymous tags. Two major efforts in this direction 
are SCOT [6] and MOAT [7]. For a comprehensive review of tag ontologies, see [8] 
and [9]. Our approach uses Newman’s tag ontology for representing the tag entities 
found in HyperTwitter statements. This could be mapped easily to equivalent classes 
in additional tag ontologies.  

The two most relevant works (and a direct inspiration) for creating the 
HyperTwitter prototype are Extreme Tagging [10] and Tag4Tags [11]. Both 
basically suggest to expand the domain of tagging activities from tagging a resource 
to tagging tags (in the case of Extreme Tagging), and other types of resources. Such 
can help to use tagging for consolidating personal or public tag usage and for 
authoring knowledge representations, since triples of tags can be understood as triples 
in the RDF model. HyperTwitter applies the idea of Tags4Tags and Extreme Tagging 
to the significant tokens in free-text microblogging, e.g. user IDs and hashtags. 

Syntactical Conventions for Embedding Semantics into Microblogging: Almost 
all microblogging services rely on simple syntactical conventions for marking up 
content in messages, e.g. using the hash sign as a prefix for tags/keywords and the 
“at” sign for user IDs. In the past three years, several proposals have been made to 
define additional syntactic conventions for representing richer structures.  

On the high end of granularity is MicroTurtle (µttl) [12] by Inkster, a 
specification for embedding small RDF graphs into microblogging messages using 
the Turtle syntax. MicroTurtle is very similar to our approach. The main differences 
are that (1) we use a simpler, linear syntax that is closer to tagging than to RDF and 
has convenient shortcuts for tag consolidation, which is likely a key motivation for 
users to use rich structures in messages; (2) we did develop and deploy a reference 
implementation, and (3) we introduced a simple yet effective message for managing 
the inclusion of messages to the semantic representation by “trust” lists or user IDs. 

TwitterData [13] is a proposal by Fast and Kopsa for encoding property-value 
pairs in Twitter messages, e.g. “San Francisco Airport $lat 37.612804 
$long -122.381687”. Other than HyperTwitter, it focuses on property-value pairs 
instead of triples. Also, a mapping to Semantic Web standards has been announced but 
is not yet available. MicroSyntax [14] is a community effort to identify and document 
lightweight syntactical conventions for encoding information in Twitter messages and 
other short user contributions. The initiative also aims at supporting convergence 
among competing syntaxes and at creating reference implementations.  Picoformats 
[15] is an initiative led by Messina to define syntactical conventions for 
communications and for executing simple commands via short text messages, 
originally intended for command-line interfaces, SMS, and other devices. It also refers 
to other conventions, e.g. MicroTurtle or TwitterData. Twitter Nanoformats [16] is 
another specification for embedding lightweight semantics into short messages. For 
example, it suggests the prefixes “L:” for locations, “event:” for events, and “time:” for 
temporal data. Triple tags, also called "machine tags" on Flickr and on other services, 
are a convention for representing property-value pairs with explicit namespacing in 
short messages [17]. A popular usage is geo data, e.g. "geo:long=50.123456". 
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Semantic Microblogging: Very recently, there have been several proposals of lifting 
Twitter content to the Semantic Web technology stack in order to make it accessible 
for SPARQL queries that combine Twitter data with other RDF data on the Web. For 
example, SemanticTweet by Flinter is a straightforward service that automatically 
constructs a FOAF graph from a Twitter user’s social network [18].  

More sophisticated contributions are on one hand the work by Nowack [19] and on 
the other hand the SMOB (Semantic-MicrOBlogging) framework [20]. Nowack’s 
work lifts Twitter content to RDF and makes it accessible to SPARQL. While the 
usage of machine tags (see above) is being discussed, it does not support the 
authoring of explicit triple statements in tweets, limiting the accessible content to user 
IDs, SIOC relations, URIs, and property-value pairs. SMOB allows exposing Twitter 
content in RDF in a similar way but also supports aligning tags or modeling 
relationships using existing vocabularies. The focus in SMOB is on exposing the 
obvious meta-data using standard vocabularies. A main difference of our approach is 
that we additionally foster the introduction of new tags for relationships so that the 
convenience of free tagging can be used for predicates as well. 

Other works: Approaches of maintaining and consolidating tags have been discussed 
by several authors, e.g. by Golov, Weller, and Peters [21]. Their TagCare system 
allows users to collate their tags from multiple tagging systems and to express 
semantic relations for future query expansion and other purposes. 

Another stream of research aims at mining ontologies from tagging data, which can 
also be used for query expansion. A prominent example is the work by Specia and 
Motta [22]. They propose an automatic approach for deriving formal relations 
between tags from the combination of tagging data, existing Web ontologies, and 
other Web resources like Wikipedia. A major difference to our work is that the focus 
is on a fully automated extraction of formal representation, while we provide a syntax 
and application for the contribution of human judgment. 

As far as Twitter query expansion is concerned, there are already first approaches, 
e.g. TipTop [23], a semantic Twitter-based search engine which seems to use mining 
and NLP techniques to extract relevant content for a given search from Twitter. 
However, it does not provide any RDF export of the data and can thus not be 
integrated with other Semantic Web resources or technology. 

5   Discussion and Conclusion 

At the time of writing, the amount of Twitter messages posted reaches 50 million 
tweets per day, which is an average of 600 tweets per second [24]. That means that 
users contribute an unprecedented amount of content, time, and intelligence, which 
may be very rewarding to tap for weaving a dense and current Web of Linked Data. 
Both for maintaining ontologies and facts in knowledge bases, the delayed inclusion 
of user feedback has kept on being a major bottleneck towards powerful intelligent 
knowledge-based systems; for a discussion, see e.g. [25].  Our approach reuses the 
ideas of Extreme Tagging [10] and Tags4Tags [11], i.e. using free tagging for 
modeling new types of relationships, for the challenge of knowledge authoring by 
means of microblogging.  
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Abstract. Social Tagging Systems (STS) empower users to classify and 
organize resources and to improve the retrieval performance over the tagged 
resources. In this paper we argue that the potential of the social process of 
assigning, finding, and relating symbols in collaborative tagging scenarios is 
currently underexploited and can be increased by extending the meta-model and 
using this extension to support the emergence of structured knowledge, e.g. 
semantic knowledge representations. We propose a model that allows tagging 
as well as establishing relations between any pair of resources, not just objects 
and tags. Moreover, we propose to use this extension to enrich and facilitate the 
process of building semantic knowledge representations. We (1) provide a 
formal description for our approach, (2) introduce an architecture to facilitate 
semantic knowledge derivation, and (3) present a preliminary experiment.  

Keywords: Social Web, Semantic Web, tagging, folksonomies, meta-model, 
emergent semantics, Web 3.0, collaborative ontology engineering. 

1   Introduction 

Social tagging systems (STS) have become increasingly popular and useful within the 
Web 2.0; simplicity and immediate benefits for end users are amongst the likely 
rationales behind this broad adoption [1]. STS allow agents, i.e. users, to freely 
associate terms, i.e. tags, to resources; these systems also facilitate the classification 
and organization of such resources. Tags gathered in this way are mainly used to 
improve retrieval performance over the tagged resources [2], and also to promote 
social interaction by enabling the construction of social networks based on the 
common interests that they represent [3].  

Despite major advancements, ontology engineering still faces the challenge to 
properly involve broad audiences and to integrate and reuse existing knowledge [4-7]. 
Although STS have proven to provide significant benefits, deriving semantic 
knowledge representations, e.g. ontologies and taxonomies, from STS is still difficult 
[8-10]; typical problems are rooted in variations amongst tags as well as the 
heterogeneity of systems [3]. On one hand, tags can be ambiguous. For instance sf 
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could mean both San Francisco and Science Fiction. Also, links amongst different but 
related tags (synonyms and spelling and morphological variants) are scant. 
Furthermore, tags introduce heterogeneity of aggregation, i.e. different levels of 
granularity or expertise, which leads to data precision conflicts [2, 11-13]. On the 
other hand, STS do not share a common representation for the tagging activity, 
making it difficult to share and reuse tagging data across them [14].  

In this paper we propose a novel approach aiming to facilitate the emergence of 
richer semantic structures from the information gathered by means of STS. We have 
reused and extended previously proposed meta-models representing STS [1, 15-17] 
improving the use of both the social and the tagging process. Our model explicitly 
supports the representation of relations amongst taggable objects, i.e. resources, tags, 
and agents. For instance, it is possible to represent the relation isCapitalOf between 
the tags Munich and Bavaria as well as adding meaning to numerical tags, e.g. IBM 
wasFoundedIn 1896. The application of our model facilitates deriving baseline 
ontologies, i.e. a draft version containing few but seminal elements of an ontology 
from input contributed by broad user audiences. 

This paper is organized as follows: In Sections 2 and 3 we present our main 
approach, in particular the model and architecture. In Section 4 we describe a 
preliminary experiment and evaluation. In Section 5 and 6 we summarize and discuss 
related work. In Section 7 we conclude our work and point to future extensions.  

2   TagSorting: Ontologies from Social Tagging Systems 

Our approach, named TagSorting, is based on Card Sorting, a knowledge acquisition 
technique that has been used to facilitate the ontology building process, mainly those 
tasks related to the concepts hierarchy. In our case, tags and relations act as cards that 
have to be organized. TagsSorting is built upon the HyperTag model [18] that allows 
establishing relations as tags on any duplet of tags. We aim at (1) obtaining a 
taxonomy and (2) also ad hoc and other useful relations by the application of the Card 
Sorting approach. 

The HyperTag model is built upon existing meta-models representing STS data so 
they can easily interoperate. Those models share the structure (subject, predicate, 
object) to represent tagging, more specifically (agent, tag, resource): they also share 
relations such as associatedTag, taggedBy and taggedResource [1, 14-17, 19, 20], see 
left side of Fig. 1. HyperTag introduces a simple, yet likely very effective, extension 
to the common arrangement in existing meta-models. As illustrated on the right side 
of Fig. 1, our model introduces a wider understanding for Resource and Tag. As in the 
traditional STS structure, the subject remains an agent and the predicate remains a tag 
but the object has been extended in our model: We have widened the range of 
taggable objects from single resources to resources, with agents and tags being also 
considered resources, plus duplets of such resources. With the tagged duplets, we can 
represent a relation between a pair of taggable objects, i.e. (subject, object). The 
HyperTag model ultimately aims to facilitate the process of building ontologies using 
STS as the primary source; in order to achieve this goal, we propose a layered 
architecture supporting a participative ontology building process in an incremental 
and iterative way, see Fig. 22.  
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Fig. 1. Current meta-model and HyperTag meta-model for STS 

In the first stage, the project manager, i.e. a person or a group, defines a project: (i) 
the domain of the target ontology, (ii) the goals of building this ontology, (iii) the 
team participating in the project, (iv) a repository of local and online ontologies  
that will be used for suggestions, mappings, and disambiguations, (v) the set of rules 
to describe tags as Concept, String, Integer, Double, Boolean, Date, or URI, and (vi) 
the set of rules to categorize tags and relations as entities defined in the ontologies  
in the repository. In the second stage, the project manager generates the tags that  
will be used as seed entities, mainly representing concepts and primitive types,  
i.e. numbers, dates, and strings. The seed generation uses regular STS providing  
APIs to access their data, e.g. Delicious (http://delicious.com/) and Connotea 
(http://www.connotea.org/), and takes advantage of methods and statistics in order to 
include those tags that are more representative: the project manager can filter by 
agents, tagging dates, related tags, most used tags, and minimum length of tags.  

 

Fig. 2. TagSorting incremental and iterative process 

The next three stages correspond to the ontology building process and are carried 
out by the team, they can be done in a sequential or parallel way, and thus every 
person can do it in its own way. In the third stage, the participants take seed tags and 
relate them by attaching a tag to a duplet; whenever they feel the need, they can also 
create new tags. Participants are provided with suggestions based on: (i) predefined 
relations commonly used in mapping approaches, (ii) predefined relations selected 
from one or more ontologies in the repository, (iii) online ontology mining by using 
approaches such as SCARLET [21], and (iv) auto-complete from the initially typed 
letters. In the fourth stage the participants describe tags as Concept, String, Integer, 
Double, Boolean, Date, and URI, following a scenario-specific meta-model, while in 
the fifth stage they attach categories to tags and relations, i.e. they tag the tags and 
relations with terms from a predefined vocabulary; these two stages are optional 
because they can be done automatically based on rules defined by the project 
management. The sixth stage is done in parallel and consists in voting for tags and 
relations; anytime a participant uses/adds a tag a new vote is counted, optionally, they 
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can also attach short explanations. The seventh stage is done by the project manager 
and consists of a consolidation process. Initially a consolidation is automatically 
generated taking into account all participants’ taggings and votes; then the project 
manager does a final review and the approved ontology version is released. This 
version can be part of the process for a new version or a new ontology by including it 
into the repository and categorization rules. 

TagSorting annotates agents, tags, relations, and taggable objects by means of the 
HyperTag model, which makes it possible to publish tagging data as RDF and thus 
optionally as Linked Open Data. In this way, it is possible to use SPARQL queries to 
extract useful information, and similarly to LODr, the tagging data becomes part of 
the Semantic Web so semantic search engines, e.g. Watson (http://watson.kmi. 
open.ac.uk), and SPARQL endpoints, e.g. Virtuoso (http://virtuoso.openlinksw.com/) 
can make use of it. 

3   Preliminary Experiment 

We conducted an experiment to find out whether our approach is a feasible way to 
collect meaningful data within a tagging environment in order to derive models in a 
specific domain. We wanted to evaluate (i) whether people are able to think in graphs 
and triplets, (ii) whether participants understand the TagSorting process, and (iii) how 
they use the process to perform specific modeling tasks. The goal of the experiment 
was to manually model the Google Nexus One phone as a product and was explained 
to the participants by means of written instructions and supported by a practical 
example from a different domain. All participants were students from the Universität 
der Bundeswehr in Munich. They received cards for the seed tags, descriptors, 
categories, and some suggested relations taken from the GoodRelations ontology. 
Three participants were from the business management degree program, and five 
from business information systems, all of them with at least basic command of social 
Web platforms such as wikis and tagging systems. Some had basic knowledge in 
modeling UML class and Entity-Relation diagrams. Participants had two weeks to 
achieve the goal, and they were allowed to work individually or by pairs as well as to 
comment, share, and compare their models. 

The seed tags where generated during the second week of February 2010 using 
data from Delicious and the search facility that it offers. The keywords where nexus 
and one and the relevant time-frame was from January 1st to 31st of 2010, the first 
month of Nexus One in market. We obtained a total of 2555 tags and took 25% of 
them (875 tags reported on the first 35 pages of results) and used as seed tags only 
those returning at least one hit on http://www.google.com. The 26 resulting seed tags 
were: android, buy, cellphone, design, flash, gadget, google, hardware, info, iphone, 
mobile, money, network, news, nexus, nexus_one, nexusone, one, opensource, phone, 
phones, product, smartphone, technology, web, and wishlist. From the eight initial 
participants we got five models since some of them decided to merge their models, 
thus we got two individual models and three collaborative models. One of the 
individual models was dismissed since the participant did not attend the intial 
instructions and decided to model the social process behind buying a phone instead 
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modeling the Google Nexus One phone as a product based on his lack of task 
understanding. 

In the four collected models, we identified a total of 94 concepts, 31 strings, 6 
booleans, 6 floats, 8 integers, 2 dates, and 70 relations. The four models mainly 
showed: (i) physical characteristics (buttons and dimensions), additional features 
(camera) and applications; (ii) name variants, similar phones, and applications; (iii) 
hierarchy (smartphone, cellphone, phone), physical characteristics (dimensions), 
additional features (camera and GPS), and applications; and (iv) hierarchy 
information, and applications. All participants agreed that seed tags facilitated the 
modeling task; however two participants felt forced to use all seed tags, which we did 
not intend. All of the 26 seeds where used, 17 in at least two different models as well 
as 4 new tags. For those tags used in at least three models and described at least once 
as concepts, we analyzed the descriptors and classified them as correct, arguably 
correct, and wrong; as an example, we present the first five classifications in Table 1.  

Table 1.  Frequency and classification for more common tags  

Classification 1 Classification 2 Tag Frequency 
Desc. Freq. Analysis Desc. Freq. Analysis 

google 100% Concept 50% Correct String 50% Wrong 
iphone 100% Concept 75% Correct String 25% Wrong 
smartphone 100% Concept 50% Correct Boolean 25% Arguably 

correct 
android 75% Concept 66.6% Correct Boolean 33.3% Arguably 

correct 
cellphone 75% Concept 33.3% Correct Boolean 33.3% Arguably 

correct 

As far as the relations are concerned, similarities were harder to find, mainly 
because of lexical variations. From the four models we identified 70 relations 
corresponding to 54 different relations that could be narrowed down to 45 by means 
of specialized algorithms, i.e. lexical proximity and distance, see Table 22 for a 
summary of lexical variations on relations. We observed that consolidating 
descriptors before relating entities could facilitate consensus; also, we found that 
recommendation and social mechanisms could facilitate the consolidation of relation 
types, i.e. object or datatype, domains, and ranges, as well as relations reuse. 

Table 2. Lexical variations on relations 

Relation Used in # models Variations 
hasAManufacturer 2 hasManufacturer 

hasApp 3 has Applications, hasApps 
hasHeight 2 hasHight 
hasReleasedDate 2 isReleasedOn 
hasVariant 3 hasAVariant, isVariantOf 

The experiment showed that concepts are easier to identify and consolidate than 
relations. Descriptors, i.e. concept, boolean, date, integer, float, and string, were more 
used than categories likely since those require a deeper knowledge of the domain; 



 TagSorting: A Tagging Environment for Collaboratively Building Ontologies 467 

 

descriptors also facilitated distinguishing between object and datatype properties. 
From the collected models it is possible to semi-automatically derive an ontology: 
first we identified entities, i.e. hypertag:tag, and relations, i.e. hypertag:relatedDuplet; 
then we use descriptors, i.e. tags on tags, to define entities as classes or primitive 
types, which is also useful to decide whether a relation is an object or a datatype 
property. This first version of the domain model can be refined by the project 
manager and the final version can evolve by repeating the TagSorting process. 

4   Related Work 

Work related to our approach can be grouped into two main categories: 

Representing Social Tagging Systems. STS have been represented by means of 
meta-models and ontologies. In both cases, approaches involve agents (A), tags (T), 
resources (R), and tagging (TA), which represent an agent assigning a tag to a 
resource; some of the models also add other dimensions such as time and systems on 
which the annotations took place.  

Mika [15] proposed a basic meta-model that represents STS as a graph where A, T, 

and R are the vertices and TA are the arcs. Hotho et al. [1] adds a component (≺) to 

allow sub/super-ordinate relations between tags. Tanasescu & Streibel [20] do not 
distinguish between R and T (RT); they allow tagging tags in order to add meanings, 
thus they consider a direction (D) that represents directional annotations of relations 
between entities (RT).  

Newman [17] proposes a basic ontology where TA is a triplet; he also offers object 
properties between tags to represent similarity: relatedTo and equivalentTo. Knerr’s 
ontology [22] aims to provide a single entry point to different STS: Time refers to the 
tagging date, Domain specifies the STS, Visibility can be private, public, or protected, 
and Type is related to the resource nature, e.g. video, image, and website. Gruber [16] 
shares the basic Newman’s model and includes the system (S) on which annotation 
took place; also agents are allowed to vote [+/−] for tags in order to reduce spam. The 
Meaning-of-a-tag ontology (MOAT) extends Newman’s ontology and provides a way 
for users to attach meanings (M) to their tags; a meaning relies on a resource and is 
part of the tagging (TA). Finally, the semantic cloud of tags ontology (SCOT) 
represents the structure and semantics of tagging data by means of a cloud of tags and 
facilitates importing and exporting amongst different systems (S). 

Consolidating Knowledge in Social Tagging Systems. Consolidation of tagging 
data has been used to facilitate emergent semantics and semantic mapping; it has also 
been used to allow agents to maintain and transport their personal tagging vocabulary.  

Folksontology [23], Tang et al. [9] and Folks2Onto [8] propose semi-automatic 
approaches in order to derive ontologies from STS. Folksontology [23], proposes an 
approach to derive ontologies from STS by means of (i) datasets obtained from STS 
in order to determine pair of related tags, enriching tags with hierarchical relations, 
and agents and tags clusters, and (ii) disambiguation and cleaning techniques based on 
online lexical resources usage as well as concepts and relations, e.g. homonyms and 
synonyms. Tang et al. [9] introduce a learning approach to derive ontologies 
capturing the hierarchical semantic structure from STS. The authors propose a 
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probabilistic model for tags and tagged resources, which is jointly used with some 
divergence measures to quantitatively distinguish relations amongst tags. The 
hierarchical structured is derived from those relations; with this approach is possible 
to identify synonymy as well as hypernym relations. Folks2Onto [8] proposes a 
software-based approach to turn STS into ontologies by means of mappings. It 
supports Technorati (http://technorati.com) and Delicious as STS, and WordNet 
(http://wordnet.princeton.edu) and DublinCore (http://dublincore.org/) as ontologies. 
Folks2Onto first employs a retriever and a trainer in order to establish mappings, 
which will be used for the mapper to generate an RDF representation of the target 
ontology. Tanasescu & Streibel [20], Braum et al. [24], Golov, Weller & Peters [25], 
and Sharif [26] propose specific STS in order to facilitate ontology derivation. 
Tanasescu & Streibel [20] propose Extreme Tagging, which aims to extend STS in 
order to allow the collaborative construction of knowledge bases; this is achieved by 
means of allowing agents to tag resources as well as tags. In this way it is possible to 
obtain hierarchy relations as well as other kinds of semantic associations. Similarly to 
Extreme Tagging, the Mature Project [24] aims to use STS to allow emergent 
semantics and deriving ontologies; in this project, Braun et al. do not extend the basic 
STS meta-model but define an ontology building process supported by an STS-based 
application: The first phase is the emergence of ideas by means of tags introduced by 
agents; the second one is the consolidation of data and the emergence of a common 
vocabulary through the reuse and adaption of tags; in the third phase the tags are 
organized according to a hierarchy and ad hoc relations; the last phase deals with the 
axiomatization and is carried out by domain experts. It captures semantics by adding 
background knowledge. Same as the Mature Project, TagCare [25] also offers a STS 
but the purpose here is allowing agents to maintain and transport their personal 
tagging vocabulary across different platforms. It aims to help agents to apply the same 
tags uniformly in different platforms based on a so-called “personomy”, i.e. a cross-
platform personal tagging vocabulary. In TagCare, agents are allowed to consolidate 
their tagging data as well as to create their own vocabulary hierarchy, synonyms 
relations, and cross-references. Finally, Sharif’s [26] approach aims to use the 
flexibility from STS and the structured model of knowledge from ontologies in order 
to complete the process of knowledge representation on the Web. He proposes to 
improve searching, navigation, and integration and retrieval in STS, and lowering 
entry barriers in ontology building, which is achieved by means of a model, i.e. an 
ontology representing STS, and two sub-models, one for the knowledge acquisition 
and organization and the other one for knowledge discovery. 

5   Discussion 

Several positive effects of STS have been reported in the literature, e.g. by [2, 23, 24]: 
(i) Tags facilitate the navigation over tagged resources without imposing predefined 
categories on users; (ii) the social process on STS allows discovering implicit 
relationships, and similar skills, tasks, or interests; and (iii) collaborative filtering and 
recommendations support the emergence of consensus and the consolidation of meta-
data. Our approach takes advantage of all those mentioned strengths. 
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Our HyperTag conceptual model is built upon the work by Mika [15] and 
byNewman [17] and is compatible with the work by Gruber [16] and by Passant & 
Laublet [19]. It allows tagging tags as described by Tanasescu & Streibel [20], as  
well as defining hierarchical relationships as those available in Bibsonomy 
(http://www.bibsonomy.org/). It is also designed to remain compatible with (i) 
existing approaches to derive formal structures from tagging data such as FLOR [11] 
and SCARLET [21], (ii) normalization and disambiguation techniques such as [27-
29], (iii) the addition of meaning to tags by using URIs [19], and (iv) techniques and 
tools for tag data consolidation amongst platforms [14].  

The TagSorting approach is comparable to others also aiming to build ontologies 
based on social Web platforms such as the Maturing Project [24], STYLid [30], and 
MyOntoloy [31]. The TagSorting architecture aims to facilitate building conceptual 
models including mappings, whereas the other approaches focus only on taxonomies 
and hierarchies. Similarly to the other approaches, TagSorting allows the participation 
of regular users, domain experts, and ontology engineers; it is also suitable for 
building domain ontologies, which are considered dynamic and evolving. Consensus, 
convergence and strategies for identifying concepts also rely on social mechanisms. 
The consolidation of knowledge takes into account privileged users [24, 31], usage 
and popularity [30], as well as online knowledge mining. TagSorting facilitates the 
reuse of knowledge in STS as well as online ontologies by harvesting existing 
knowledge as proposed by [11, 21, 32] while the others reuse mainly their own 
knowledge representations [24, 30] or specific sources such as Wikipedia and 
eClassOWL [31]. 

6   Conclusions and Future Work 

In this paper we (1) analyzed the advantages of using the HyperTag conceptual model 
to represent tagging and relations between an extended set of taggable objects, (2) 
presented and discussed our TagSorting approach to support ontology building within 
a STS environment in a collaborative way, and (3) compared it with similar 
approaches, illustrating the advantages and limitations, (4) reported on a preliminary 
experiment and associated results. 

The HyperTag model and the TagSorting approach rely on STS characteristics, e.g. 
architecture of participation, collaborative environment, and support for the 
emergence of consensus and consolidation of meta-data. HyperTag allows agents to 
establish free relations between any pair of taggable objects, thus facilitating the reuse 
of semi-structure knowledge, i.e. tagging data, in the ontology building process. Our 
model exploits the potential and strengths of STS, keeping the simplicity and offering 
new possibilities to agents by means of the proposed extension of the taggable 
objects. This facilitates capturing and establishing morphological and semantic 
variations for tags [16], building hierarchical and ad hoc relations, building and 
maintaining semantic-social networks based on tagging, and improving the search & 
retrieval, and knowledge reuse by exploiting the tagging structure [33].  

TagSorting facilitates the process of building ontologies based on information 
gathered on STS environments; however a further evaluation is required to improve 
and tune our approach and to overcome some difficulties related to the consolidation 
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and lexical variations in both entities and relations by means of community consensus 
based on use, popularity, and voting mechanisms. Another feasible applications of the 
HyperTag model will also be evaluated, e.g. explicitly interlinking tagging 
communities by combining relations across agents, controlled vocabularies, 
taxonomies or ontologies, and inference rules; for instance, knowing that Lisa is 
mother of Maria, and Maria is married to Nathan, it would be possible to infer that 
Lisa is mother in law of Nathan. Using the HyperTag model and the TagSorting 
architecture in different scenarios, we expect to achieve: (i) consolidation and 
interlinking knowledge and communities amongst STS, (ii) deriving lightweight 
ontologies from STS, and (iii) establishing an STS environment to facilitate ontology 
building.  
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Abstract. QuiKey is an interaction approach that offers interactive fine
grained access to structured information sources in a light weight user
interface. It is designed to be highly interaction efficient for searching,
browsing and authoring semantic knowledge bases as well as incremen-
tally constructing complex queries. Empirical evaluation using a compar-
ative GOMS Analysis and a user study confirm interaction efficiency.

1 Introduction

Many knowledge management systems, especially those which rely on highly
structured information and meta data being entered and maintained by users,
fail because users do not make this additional effort. This may be one of the
reasons why semantic technologies have, so far, not found widespread use in
knowledge management systems, although semantic meta data would undoubt-
edly improve findability, interoperability and, in general, automated processing
of information and knowledge items. QuiKey is a user interface concept that pro-
vides a light-weight, generic tool for searching, browsing and editing structured
information in a fine-granular way. Additionally, and in the same interaction
paradigm, QuiKey allows the construction of simple semantic queries as well as
combining these simple queries to more complex ones in a step-by-step manner.
QuiKey’s main design goal is efficient interaction. It is targeted to cover the fol-
lowing use cases: targeted search of information (e.g. someone’s phone number or
someone’s girlfriend’s e-mail address), fast information entry (e.g. adding a new
contact and linking her to an existing project), text search, formulating simple
queries (e.g. all members of a certain project), set-based browsing [1] (explained
in Section 2.2) and incrementally constructing complex queries (e.g. getting a
list of members of projects financed by the EU that live in Portugal).

This paper describes the interaction design of QuiKey, and its current proto-
typical open source implementation together with a twofold evaluation study to
substantiate its claims.

2 Design

The primary design goal of QuiKey was to make interaction as efficient as possi-
ble. Everything should be done with the least interaction effort necessary. While
interaction efficiency is generally desirable, it is even more crucial for mobile
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devices where typing is usually cumbersome. The secondary design goal was,
to have a minimalistic screen design that is also suitable for constrained screen
space like in mobile devices.

The following principles have guided the interaction design of QuiKey:

Fig. 1. Text Search: A number of items
is shown that match the search string
“love me”

– Everything can be done with the
keyboard alone. While mouse in-
teraction is always possible, it is
never required. This avoids un-
necessary costly switches between
input media (also referred to as
“homing” in user interaction liter-
ature [2]).

– There is only one mode for ev-
erything. Searching, browsing, au-
thoring and querying is all done in
the same consistent way of inter-
action.

– Short feedback cycles to reduce
error-proneness. All parts of a
complex interaction (items, rela-
tions, query operators and such)
are implicitly or explicitly selected
from lists of existing things, and
the structure of the current opera-
tion is reflected visually. Like this,
misspellings or syntax errors are
greatly avoided and if they occur
they are easy to notice.

QuiKey is organized around the notion of parts. A part can be an existing item,
a relation, a new text string or a command. Depending on the types and order of
the parts entered, it is decided what action to take. The following are the main
functionalities of QuiKey. As explained below, they are tightly interwoven.

2.1 Text Search

The simplest functionality that is also usable without any understanding of the
structure of semantic knowledge models, is full text search. While search terms
are entered, a list or ranked results is displayed based on a set of matching rules
explained below. The best hit is preselected, so any item can be addressed by
mere text entry without the need to use any special keys for syntax elements or
selection. Of course, other items can also be selected via arrow keys or mouse.
The following ordered list of ranking principles determines the ranking of text
search results in QuiKey:
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– a perfect match between search string and item text is best
– matching the beginning of an item is better than matching it anywhere else
– matching full words is better than matching a prefix only
– matching prefix is better than matching an arbitrary substring only
– matching the complete, coherent search string is better than matching single

search words separately
– matching several search words in the right order is better than random order

This text search functionality is used throughout QuiKey wherever an item,
relation type or such needs to be identified and it is one of the reasons that
make QuiKey efficient. For example, to bring the item “Michael Jackson” to the
top position out of 43270 named entities, it suffices to type “m jac”.

2.2 Browsing

Starting with an item selected by text search, a user can navigate the knowledge
base through its graph structure hop by hop by hitting the tab key.

When an item is jumped to, all corresponding statements (triples) about
this item are displayed – sorted by relation types. When an item and a re-
lation are selected (e.g. Madonna→has genre)1, all statements matching this
pattern are displayed as in Figure 2. From there, any statement can be se-
lected to jump to the target object of the statement (in our example a par-
ticular album). Like this, a user can browse from entity to entity with the
pattern item→relation→item→relation→item. . . (e.g. Madonna→has album→
Like a Virgin→has genre→Pop music...).

Fig. 2. Browsing: A list of all albums
of madonna is shown after selecting the
item“Madonna”and the relation type“has
album”

Fig. 3. Set-based browsing: A list of all
genres of all albums of madonna is shown

Set Based Browsing. It is also possible to browse from sets of items to related
sets by using the pattern item→relation→relation. . . For example, Madonna→has
album→has genre would give a list of all genres of all albums of Madonna as
in Figure 3.
1 The arrow symbol →is used here to separate input parts, which is done with the tab

key in QuiKey.
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2.3 Queries

Constructing complex, possibly nested, queries over structured or semi-structured
data with a text-based query language (like querying an RDF [3] graph with
SPARQL [4] or formulating ASK Queries in Semantic MediaWiki [5]) is dif-
ficult: every slight syntax error or misspelling makes the whole query fail or
(worse) return unintended results. And there is usually no feedback as to where
the error lies because complex queries are formulated and evaluated as a whole
only. QuiKey tackles these two common problems:

(1) Misspellings and syntax errors. are largely avoided because instead of re-
quiring the user to write a whole query in some complicated syntax, in QuiKey,
simple queries are constructed by browsing interactively, selecting from existing
items and without the need of syntactical characters.
(2) To facilitate modular construction of complex queries. in a step-by-step man-
ner, each query can be saved and referred to as a special query item:

Saving Queries. In QuiKey, like in facetted browsing, the border between
browsing and query construction is blurred. In fact, the two above browsing
examples already form semantic queries. Such simple queries can be persisted
by inserting a name, under which the query should be saved, in the respective
position of the pattern as a placeholder – prefixed by a question mark. For exam-
ple: Madonna→has album→?Madonna’s albums would save a new query item
named“Madonna’s albums” that represents all of madonna’s albums. The place-
holder does not need to be in the last position, e.g., the pattern ?Madonna’s
Genres→is genre of→is album of→Madonna would save a query item rep-
resenting all genres of all albums of Madonna.

Complex Queries. More complex queries can be constructed by combining
existing saved queries with the logical operators and and or (e.g. Madonnas’s
genres→and→Jacko’s genres). Since also complex queries can be saved, more
complex queries can be constructed step by step out of existing ones.

2.4 Authoring

With QuiKey, knowledge bases can be altered in the following different ways:

Adding Items. To add a new text item to the knowledge base, it is enough to
just type the text and press enter.

Adding Statements. To make statements about existing items, the statement
can be entered in a subject→predicate→object pattern, separated by tab-keys.
So, for example, Michael Jackson→has album→This Is It would add this
statement to the knowledge model. Only that the user would not even have to
type in the whole labels because parts that are already known can be chosen
from the suggestions list while typing in auto-completion manner. So, for this
example, it is actually enough to type in m jac→h albu→This Is It.
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Fig. 4. Adding Several Objects: A new item “This Is
It” is about to be created together with the statement
that it is an album of Michael Jackson

Adding Items and State-
ments Together. If not
all three parts in such a
statement are known ob-
jects, the respective items or
relation types are also added
to the knowledge base. So,
in the above example, if
“This Is It” is not a known
item, it would directly get
created, together with the
statement that it is an al-
bum of Michael Jackson. To
avoid accidentally creating

new items instead of reusing existing ones, the respective part is highlighted
in yellow during interaction, i.e. before the action is executed. This can bee seen
in Figure 4.

3 Implementation

QuiKey was initially developed as part of the semantic desktop project nepo-
muk2. For more information on semantic desktop systems in general, see [6]
and 3. While the QuiKey approach could be used with any kind of graph-based
knowledge base, the current implementation uses a back-end and data model
called CDS (Conceptual Data Structures) that has also been developed in the
nepomuk project. The Java based CDS-API also features an in-memory inverted
sub-string index, that serves QuiKey’s text search functionality. The preliminary
set of matching items is then ranked by quikey according to the matching rules
described in Section 2.1. For performance reasons, the search depth of QuiKey’s
matching rules can be adjusted by the user. However, even with all rules enabled,
text searches with up to 4 search words are executed well below one second on
a knowledge base with 43270 items on a 2.4 GHz Intel core duo processor –
with up to 3 search words, results are usually perceived as instantaneous. Since
the expressiveness of neither CDS nor QuiKey’s queries exceeds EL++[7], there
could also be optimized implementations that scale to very large knowledge bases
without slowing down user experience. For more information about CDS, see [8].

QuiKey’s current open source implementation is based on Java/Swing. Today,
QuiKey is deployed to complement iMapping, a visual knowledge workbench [9]
that is also based on CDS and developed in nepomuk. For more information
about iMapping and to get the latest version of both iMapping and QuiKey, see
http://imapping.info/.

2 http://nepomuk.semanticdesktop.org
3 http://semanticdesktop.org

http://imapping.info/
http://nepomuk.semanticdesktop.org
http://semanticdesktop.org
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4 Related Work

4.1 Quicksilver

Quicksilver4 by Nicholas Jitkoff is a kind of advanced application launcher for
the Mac that has gained a lot of popularity due to its versatility and efficiency.
QuiKey is mainly inspired by quicksilver. It is the attempt to adapt and transfer
quicksilver’s highly efficient interaction paradigm to the semantic desktop. How-
ever, QuiKey differs from Quicksilver in several ways: (a) While both allow to
browse structured information models, Quicksilver is for finding and acting upon
certain desktop objects. QuiKey is a generic authoring and query tool for graph-
based knowledge bases. (b) Quicksilver matches the letters of the search string
entered in the exact order only. It does not distinguish separate search words
and will e.g. not match“Ontology Web Language”to “Web Ontology Language”.

4.2 Parallax

Parallax by David Huynh [1] is probably the most convenient user interface to
date to explore large amounts of structured data. Parallax is an experimental
front end to Freebase5, a website that offers a large amount of open structured
data. A video that is also embedded in the parallax home page6 nicely explains
the benefits of semantic search in general and parallax in particular. It features
the notion of set-based browsing, where navigation takes place from one set
of things to another related set of things (e.g. from Michael Jackson’s albums
to their genres). It partly addresses the same use cases as QuiKey (querying
large graph based knowledge bases through navigation), and features a visually
much richer user interface (many navigation options per view, picture content,
thumbnail previews, et c.).

5 Evaluation

The main claim of QuiKey’s interaction design, to be highly interaction efficient,
has been evaluated in two phases: First, in a comparative interaction analysis ac-
cording to the KLM-GOMS method, where QuiKey has been measured against
Semantic MediaWiki and parallax. Second, in a user study, where actual inter-
action times have been measured for QuiKey in order to validate the outcomes
of the GOMS analysis. To that end, a set of tasks has been defined, by means
of which the respective tools could be compared.

5.1 Tasks and Data

The goal that was chosen as a basis for the evaluation, was to construct a con-
junctive query that yields the answer to the question Which musical genres do
4 Original homepage: http://blacktree.com/?quicksilver
5 http://www.freebase.com/
6 http://www.freebase.com/labs/parallax/

http://blacktree.com/?quicksilver
http://www.freebase.com/
http://www.freebase.com/labs/parallax/
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Madonna and Michael Jackson have in common?. This goal fulfills the follow-
ing requirements: (a) It can be decomposed into single steps that cover a wide
range of QuiKey’s functionalities (searching for items, browsing their proper-
ties, constructing simple and complex queries and adding new items). (b) It is
comparable to other tools that offer similar functionality. (c) It is easy to under-
stand because the musical domain is common knowledge. (d) A large amount
of structured data is publicly available. In fact, an export from freebase of the
music domain has been taken (artists, albums, genres etc.). It was filtered down
to yield a data set of 26115 items that was highly interconnected to allow for
complex semantic queries but small enough to run smoothly with the current
CDS back end which was designed to handle personal knowledge management
data fast and in memory rather than large imported data sets.

This goal can be broken down to the following sub-tasks:

1. Find out what albums Madonna has made. (text search, browse)
2. Find out what genres these albums have. (browse set)
3. Save this as a persistent query. (save query)
4. Do the same (1–3) for Michael Jackson.
5. Intersect these two saved queries. (construct complex query)

These sub-tasks have been used for comparison in the GOMS analysis and the
user study.

5.2 GOMS Analysis

KLM-GOMS is a method developed by Card, Moran & Newell [2] to estimate
the time it takes a user to complete simple interactive tasks using a keyboard
and mouse7. This was done for each of the three tools. Once for the most efficient
way the tool could theoretically be used for the task and once for the typically
expected way (e.g. query code was formatted with white space, query names
were more verbose (“Jacko genres” instead of “MJgen”) and search words were
spelt out instead of only to the point necessary.

The tools that were chosen for comparison are Semantic Mediawiki8, [5] and
parallax9, [1]: Semantic MediaWiki with its ASK query language is probably the
most widely used semantic knowledge modeling tool that also allows to construct
complex and persistent queries. Parallax is probably the most convenient user
interface to date to explore large amounts of structured data.

Results. The resulting estimates of interaction time needed are shown in
Table 5.2. Unfortunately, in parallax it appears not to be possible to intersect
existing queries or sets. Saving a current query also seems not to be possible.
However a straight forward way how this would be done in parallax’ interaction
paradigm is apparent and so this way was guessed as an approximation. As can

7 for an overview see http://en.wikipedia.org/wiki/KLM-GOMS
8 http://semantic-mediawiki.org/
9 http://www.freebase.com/labs/parallax/

http://en.wikipedia.org/wiki/KLM-GOMS
http://semantic-mediawiki.org/
http://www.freebase.com/labs/parallax/
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Table 1. KLM-GOMS analysis for the sub tasks in comparison. Typically expected
interaction and theoretically minimal paths of interaction are computed separately.
Overall results for QuiKey are bolded for comparison with Table 2.

SMW parallax QuiKey
task typical minimal typical minimal typical minimal

one-time overhead per query 8.2 8.2 0 0 0 0
elementary query Madonna 13.2 13.0 10.8 10.8 7.5 6.1

elementary query M. Jackson 16.4 16.1 13.1 13.1 8.1 6.4
increment to chain query (x2) 18.3 17.2 7.2 6.6 3.5 2.9

increment to save (x2) 19.4 19.4 8.2 6.5 7.5 5.8
intersection query 21.0 21.0 n/a n/a 10.7 7.6

overall time w/o intersection 113.2 110.4 54.8 50.3 37.5 30.0
overall time incl. intersection 134.2 131.4 n/a n/a 48.2 37.6

be seen in Table 5.2, QuiKey is theoretically more interaction efficient than any
of the two compared tools on any of the tasks. This means that, learnability, in-
teraction styles and error-pronenes aside, it is theoretically possible to complete
these tasks faster in QuiKey than in the other tools. What remains to be shown
is that QuiKey can actually be used in this efficient way by real users:

5.3 User Study

In order to determine whether QuiKey can be used by real users as efficiently
as it is designed to be, we let 16 testers perform the above defined set of tasks.
All testers were familiar with semantic technologies in general. 3 of the testers
were female, 13 male. The age of the testers ranged from 23 to 36. 14 of the 16
testers had never used QuiKey before and only one was already familiar with it.

Each tester went through the following process:

1. Short introduction to QuiKey: basic functionalities and interactions that are
needed for the tasks were explained and demonstrated. Testers were asked
to try out the interactions and explore the model and the tool until they feel
confident in using it. (This took up to 8 minutes.)

2. A screen capture tool was started, that recorded screen content, audio, key
strokes and the users via screen cam.

3. Testers were then asked to carry out the set of tasks. Instructions were given
sequentially one by one, whenever the previous step was completed.

Later, keystrokes and interaction times were determined from the captured video
with a precision of 18 frames per second.

Results. The mean number of keystrokes and interaction times are listed in Ta-
ble 2 along with their confidence intervals10. The last column lists the minimal
interaction times any user had needed to complete the task. Since these values
come from different users they do not add up to the overall times. The overall
10 http://en.wikipedia.org/wiki/Confidence_interval

http://en.wikipedia.org/wiki/Confidence_interval
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Table 2. Mean times and key strokes needed for sub-tasks. (confidence intervals for
p=.05%)

keystrokes measured time
task mean ±CI mean ±CI minimum

elementary query Madonna 10.8 ±1.1 9.2 ±1.2 4.8
elementary query M. Jackson 12.7 ±1.9 8.9 ±1.5 4.3
increment to chain query (x2) 7.6 ±0.4 7.1 ±0.8 3.2

increment to save (x2) 18.7 ±2.6 8.7 ±1.2 2.5
intersection query 20.1 ±2.7 16.0 ±3.1 8.1

cum. interaction time w/o intersection 50.1 ±6.4 31.8
cum. interaction time incl. intersection 66.1 ±9.1 38.9

minimum times instead reflect the time of the overall single fastest user. These
minimum times are included in the table because they prove for each task how
fast it can actually be done. Comparing the bolded values shows that the overall
GOMS estimation of minimal interaction times were very close to the actual
minimal times. This supports the GOMS estimations in general. Mean interac-
tion times were somewhat longer than estimated for typical use. This may well
be due to the fact that most of the testers were first time users. Also, during
user testing it was noticed that search words were often spelt out completely
instead of only to the extent needed (e.g. “Michael Jackson” instead of “m jac”).
This is because users do not check results after every keystroke while typing
known words. However in situations where keyboard interaction is more costly,
like on mobile devices or touchscreens, for motion impaired users, or for long or
unfamiliar words, the use of shorter search strings becomes more relevant.

6 Conclusion

Some of the claims, why the interaction approach of QuiKey is beneficial may be
convincing by argument and some may be hard to prove in a lab study. But the
the fundamental claim of interaction efficiency has been well confirmed through
GOMS analysis and the user study.

Additional functionalities that are subject of future work include

– displaying short explanations about what a pattern means during interaction
interacting, before it is executed, so the user knows what is going to happen
and giving unobtrusive confirmations on actions completed,

– a way to interactively construct complex queries from scratch without the
need to name and save intermediate queries,

– improving matching rules during use and automatically learning shortcuts
for frequently used items,

– more expressive query operators including negation,
– history and undo
– using QuiKey as an additional front-end to Semantic MediaWiki
– developing a mobile version, where some of QuiKey’s minimalist interactions

have a bigger benefit, because typing is more costly.
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Kali-ma: A Semantic Guide to Browsing and
Accessing Functionalities in Plugin-Based Tools
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Abstract. It is typical of plugin-based platforms such as the Eclipse
RCP to be extensible by addition of functionalities. Such systems can un-
doubtedly benefit from having a vast developer community contributing
to their enrichment. However, the proliferation of functionalities plugged
in a system can be detrimental to its usability and bring confusion and
clutter, as users who lack prior knowledge of the available features and
how to access them can be unable to spot those that suit their needs.

We present Kali-ma, a tool that equips Eclipse-based ontology en-
gineering platforms with a GUI that allows users to browse and access
plugin functionalities. The Kali-ma interface is dynamically generated by
matching installed plugins with ontologies that describe their capabilities
in the Semantic Web. It can adapt to selected criteria for classifying tools,
and its approach is portable across systems supporting other domains,
such as software engineering and business process management.

1 Introduction

With ontologies becoming an established technology in the Semantic Web, sev-
eral studies are being conducted on usability and quality aspects of user in-
teraction with ontology tools, in an effort to address user-friendliness as a key
requirement. From an analysis of existing ontology development tools such as
the Protégé31, and their usage by seasoned ontology engineers, experts have
reported a certain degree of intuitiveness, at the cost of complex support for
visualization and operations that go beyond mere ontology editing [3,12].

One factor contributing to these usability-related drawbacks comes from the
plugin-based nature of these ontology development tools, as are those that extend
the Eclipse Rich Client Platform (RCP)2. While on one hand this approach is
desirable for extensible software platforms, on the other hand it may lead to
“creeping featurism”, i.e. the uncontrolled proliferation of features in a software
product. This may cause protracted or even aborted development schedules,
and likely results in products that are overly complicated from the perspective
of users with any level of expertise. Plugin-based platforms developed by large
communities run remarkable risks of becoming feature creep. Third parties may
provide their own additional functionalities, be they simple features e.g. support
1 Protégé, http://protege.stanford.edu/
2 Eclipse IDE and Rich Client Platform, http://www.eclipse.org

P. Cimiano and H.S. Pinto (Eds.): EKAW 2010, LNAI 6317, pp. 483–492, 2010.
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for a certain file format, or full-fledged end-user tools running on top of the
platform. They can do so at any time and remain agnostic as to how other
parties are integrating their own functionalities on the user interface level. Thus,
an instance of such a platform may appear to end-users as a mixture of different
interpretations that each contributor gave of the user interface datamodel.

We provide here a threefold contribution: (i) a Semantic Web approach for
re-organizing functionalities in plugin-based tools; (ii) a tool named Kali-ma
that provides ontology platform users with a dashboard-like user interface for an
overview of immediately accessible plugin-based functionalities; (iii) an evalua-
tion of Kali-ma based on feedback from a sample of a community of practitioners.

With our Semantic Web approach (or Kali-ma approach), users can browse
plugins as explicitly associated with what can be done with them, and select the
one(s) they need based on this association. This method is independent on spe-
cific component containers, thus it can be applied to any plugin-based tool (cf.
Section 3). It uses semantics in order to decouple the reasoning and interaction
capabilities from the domain model, i.e. the representation of knowledge concern-
ing the domain (product lifecycle management, software engineering, business
modeling, ontology lifecycle management etc.) supported by a plugin-based tool.

As a proof-of-concept, we present Kali-ma3, a tool that provides NeOn Toolkit
(NTK)4 users with a dashboard for managing their interaction with functionali-
ties provided through plugins5. Kali-ma is itself a semantic tool, since it applies
the semantic approach mentioned above. It uses an ontology network that de-
scribes the ontology design domain, namely codolight and its extensions, in or-
der to classify plugins in terms of customizable design-related criteria, and make
users benefit from such classification when browsing and accessing the plugins
available in their running instance of the NTK. Plugin descriptions are published
on the Web in the form of OWL ontologies6, which are dynamically aggregated
by Kali-ma at runtime. The approach can be applied to other platforms support-
ing ontology design such as Protégé3, Protégé4 and TopBraid7. Furthermore, it
can be also ported across different domains by replacing its ontological compo-
nent with adequate ontologies for the specific supported domain.

The next section introduces existing semantic approaches for organizing or
interacting with data and software components. Section 3 introduces the cross-
platform and cross-domain approach, while Section 4 describes how this is ap-
plied to the context of ontology engineering in the NeOn Toolkit. Before conclud-
ing and anticipating future work, Section 5 provides an insight on the preliminary
user-based evaluation that led to the current version of the Kali-ma tool.

3 In the rest of the paper, by Kali-ma we refer to the tool, while we explicitly indicate
it when we refer to the Kali-ma approach.

4 An extensible ontology lifecycle management platform,
http://www.neon-toolkit.org

5 The NeOn Toolkit was subsequent to [4] but it is implemented as a plugin-based
tool, hence it suffers from what we want to address with the Kali-ma approach.

6 For simplicity, we do not distinguish between ABox and TBox and just use the term
“ontology” for addressing both the assertional and terminological components.

7 TopBraid, commercially available at http://www.topquadrant.com

http://www.neon-toolkit.org
http://www.topquadrant.com
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2 Related Work

The concept of “semantic user interface” has seen a multitude of different inter-
pretations. The most prominent one is the development of GUIs for browsing the
Semantic Web, annotating data in a local environment with machine-readable
metadata, or filtering the annotated data for user manipulation. The Kali-ma
approach is merely tangential to these aspects, as it concentrates on customizing
the GUI based on semantic properties of the underlying domain model.

In the field of Semantic Desktops, the Haystack project [9] delivered an
RDF-based personal information manager, which uses a declarative ontological
approach to define layout constraints for interface objects. However, Pietriga et
al. argue [8] that declarative approaches, being tightly bound to specific rep-
resentation paradigms, are hardly portable across widget toolkits. In response,
they proposed the Fresnel RDF vocabulary for application-independent data
presentation, possibly the most mature proposal to date. Fresnel-based render-
ing engines are implemented in numerous recent RDF browsers today.

The NEPOMUK project delivered an open-source specification of a cross-
platform, language-independent framework for Social Semantic Desktops [6]. In
its presentation layer, user interfaces are provided on-the-fly for each service on
the NEPOMUK desktop, which is seamlessly bridged with third-party appli-
cations by means of add-ons and plugins. Demonstrators for KDE and Eclipse
RCP are reference implementations of parts of the NEPOMUK specification.

Aside from interaction, the field of software engineering has brought significant
and diverse research work. The Treaty framework [1] provides an infrastructure
for the runtime assembly of OSGi components in an Eclipse RCP environment.
Its use of semantic technologies focuses on an extensible OWL vocabulary of
Java types for identifying interfaces and unit tests for executing and validating
component contracts. Kali-ma relies instead on higher semantic abstraction for
classifying plugins, although work is being done for the construction of dynamic
component pipelining, which grounds semantic plugin descriptions to the level of
Java type checking. As for project lifecycle management, the work presented by
Silva Parreiras et al. in [11] proposes the use of ontologies for model-driven soft-
ware development. Another approach can be found in Collaborative Protégé3, a
Protégé3-based tool supporting collaborative ontology design [10]. It uses an on-
tology that describes collaborative workflows for storing and querying metadata
information during collaborative ontology design processes.

As for existing ontology engineering environments, we refer to the work done
within the NeOn project [4], which carried out usability studies targeting on-
tology editors Swoop, TopBraid, Protégé3 and Protégé4. The resulting analysis
has concluded that these tools lacked support for hastening repeated tasks and
allowing users to customize the user interface by filtering unwanted or overly
complex information. In other words, they proved to be monotonic, in that plu-
gins only add new interface elements (tabs in Protégé, views, perspectives and
menus in TopBraid etc.) that cannot be adequately filtered according to user
needs. Kali-ma’s effort to skim and simplify GUIs is based on these grounds.
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3 A Cross-Platform Software Approach

The Kali-ma approach is based on representing a whole software component of
the host platform as a network of ontologies. These instruct the host platform
as to which of its own components should be taken into consideration when
presenting functionalities to end-users, and how they relate to each other and to
the activities that are performed in managing the lifecycle of a resource.

The size and complexity of this ontological subsystem are affected by three
factors: (i) the desired granularity for representing the engineering domain that
the software platform in question addresses; (ii) the amount of functionalities
and plugins to be classified; (iii) the amount of criteria that engineers may wish
to choose from when classifying available plugins, and the complexity of rules
that encode these criteria. Following this intuition, we can group the required
ontologies into three interconnected components.

The engineering domain model is an ontology that describes the notions
that occur in the design and management of resources involved in the engineer-
ing processes supported by the platform. This component addresses the need
for formalizing design tool descriptions in terms of input/output data (and the
corresponding knowledge types handled), functionalities, interface objects and
interaction patterns. Kali-ma makes a twofold usage of this model: first, plugins
are formally described in terms of it; second, they are automatically classified
based on rules and user preferences. It is at the discretion of knowledge engi-
neers to establish which concepts in this domain model should be developed in
depth and which existing domain or foundational ontologies, if any, should be
reused. In the case of our Kali-ma tool for ontology design, we have opted for the
codolight ontology network, which will be further described in the next sections.

Plugin descriptions are plugin-specific OWL modules, each describing what
types of task a certain plugin can help accomplish, what types of knowledge
representation it can handle, and so on. These modules depend on and reuse
parts of the engineering domain model, namely (at a minimum) the classes and
properties that define the knowledge processed in input and output by software
components, and supported design functionalities. An OWL plugin description
does not necessarily assert what categories a plugin should belong to when clas-
sified: if it does not, it should then instantiate all the required relations that
would allow a DL reasoner to infer additional categories. These ontologies are
located anywhere in the Semantic Web and aggregated at runtime. The means
to aggregate them and maintain pointers to them are arbitrary, but in our proof-
of-concept we use a description registry which is itself encoded in OWL.

Classification criteria and rules instruct software agents, such as OWL man-
agers and DL reasoners, as to which categories should be considered for classi-
fying tools, and what relationships exist between these categories and aspects of
the engineering domain defined above. In general, these criteria and rules should
support any given set of plugin descriptions compliant with the domain model.
A criterion is identified by an OWL object property, and its relation to plugins
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is either directly asserted by reusing a property from the domain model, or in-
ferred from complex rules that combine more such properties. In the latter case,
new defined classes and properties must be part of the classification criteria and
rules component. In our proof-of-concept, we will define three criteria for ontol-
ogy design: one inherited directly from the domain model, one with a flat set of
simple categories defined ex-novo, with no reasoning required, and one with a
complex set of rules from which the appropriate categories are inferred.

The ontologies described above are then treated in a similar fashion as dynam-
ically linked software libraries, but since they are not hardcoded into the software
itself (unless developers choose otherwise), they do not require any static recom-
pilation. In addition, being encoded in OWL, the stated facts make sense in the
outside world and can be semantically interpreted by other human and software
agents, with no need for a priori knowledge of what tools to classify.

The ontological nature of this architectural component eases task-based plugin
discovery, while staying faithful to software architecture principles, with the
advantage of being entirely cross-platform. As such, this component is open not
only to update, but also to replacement with ontologies that serve completely
different purposes, granted that they are aligned with the specifications of the
ontological subsystem. For example, software engineers may want to use the Kali-
ma GUI to manage and interact with their Eclipse IDE and its plugins to perform
tasks like modeling UML diagrams, performing unit tests, or actually writing
code. This can be achieved by replacing ontological subsystem components with
the following: (i) a model that describes the software engineering aspects, a
fine example being Seontology [2]; (ii) descriptions of known Eclipse plugins for
software engineering, based on this model; (iii) a set of rules that provide a
taxonomy of defined classes for software engineering aspects.

When preserving the context of ontology engineering and migrating to another
development environment, our approach still makes sense if the ontological com-
ponent is retained. In our proof-of-concept, the domain model is aligned with
the Protégé workflow ontology [10] and other formal models for ontology de-
sign. Thus, if Kali-ma is ported to this platform and ontological descriptions of
Protégé plugins exist, it is possible to offer the Kali-ma GUI to Protégé users.

4 The Kali-ma Tool

The proof-of-concept to our proposed approach (cf. Section 3) comes as a piece
of software named Kali-ma. Its main feature is to provide the NeOn Toolkit with
an interaction mode that allows end-users to manage ontology project lifecycles
easier and under the guidance of their preferred model for ontology design ca-
pabilities. By default, we offer a choice of three such models, to be described in
Section 4.1. Kali-ma can be directly installed through the NTK update feature8.

The Kali-ma user interface is a floating layer, called dashboard, on top of
the standard NeOn Toolkit window (see Figure 1). By means of the dashboard,
users have an overview of all plugins available within their running instance of
8 Online documentation available at http://stlab.istc.cnr.it/stlab/KaliMa/v1.0

http://stlab.istc.cnr.it/stlab/KaliMa/v1.0
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Fig. 1. The Kali-ma dashboard on top of the NeOn Toolkit window. Sorted by column,
top to bottom then left to right: the CODO organizer ; the helper widget ; widgets
representing the Cicero, gOntt, XDesign Tools, and Watson plugins; the dock with
placeholders for five more plugin widgets; the profile manager ; the NeOn Toolkit switch.

NTK, together with a description of them. The most relevant interaction aspect
is the possibility to access such plugins without knowing or caring about the
interaction path to launch a certain NTK plugin. Kali-ma takes the burden of
hiding such interaction path and driving the user directly towards the interactive
mode of the specific plugin, be it a single window, wizard or composite panel.
This is achieved through widgets that represent installed plugins, an example
being the four middle widgets depicted in Figure 1.

The dashboard also includes several utility widgets. The CODO organizer
shows all available plugins classified by a selectable criterion, so that users can
browse them and select the ones of interest. The profile manager allows the user
to manage custom dashboard configurations, called profiles; such operations in-
clude saving a certain set of widgets and binding it to a certain project. The
helper provides realtime information on the element (plugins, categories etc.)
that the user is interacting with, i.e. as the user selects an element in the dash-
board, the helper provides guidance on what it is and how to use it. The dock
maintains placeholders for widgets that the user needs but does not wish to be
visible at all times, thus allowing dashboard cleanup without having to edit the
corresponding profiles. It is possible to switch between the dashboard view and
the standard NTK interface view by one click at all times.

Kali-ma is a semantic tool, in that it is able to discover, categorize and access
known NTK plugins by leveraging their OWL descriptions: plugin widgets are
dynamically created at each new run of Kali-ma based on such OWL descriptions
posted on the Web by plugin providers. In order to benefit from Kali-ma features,
a plugin needs to have a description of itself on an online registry (whose location
can be customized by the user), which itself is a minimalistic ontology.
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4.1 Ontology Infrastructure and Reasoning

In this proof-of-concept, all parts of the the ontological subsystem proposed for
the Kali-ma approach (cf. Section 3) are instantiated for the domain of networked
ontology design and its application to the NeOn Toolkit software platform.
codolight9 was our choice for the engineering domain model of ontology design.
It is a lightweight networked ontology that addresses the need for formalizing on-
tology design tool descriptions in terms of input/output data (knowledge types),
functionalities, interface objects and interaction patterns. Codolight is composed
of nine modules: kernel, data, projects, workflows, argumentation, solutions, tools,
interaction, and interfaces. An extensive description of these (rather intuitively
labelled) modules can be found in [5]. For computational and social interoper-
ability, codolight is aligned to several ontologies describing the Semantic Web: the
Ontology Metadata Vocabulary [7], DOAP10, the Software Ontology Model11,
Sweet Tools12 and the Collaborative Protégé ontology [10].

To minimize the cost of annotating NeOn Toolkit plugins, we are providing a
Web form for the semi-automatic generation of RDF code that describes plugins
in codolight, hence called the CODO-o-matic service13. The Kali-ma tool is able
to gather plugin descriptions via a description registry, which is a simple ontology
containing mappings between individuals representing plugins and the physical
URIs of the ontologies describing them. These URIs are declared as values for
rdfs:isDefinedBy annotations on OWL individuals representing plugins.

We have identified three significant classification criteria and rules for ontol-
ogy design, and made them selectable through the Kali-ma preferences:

1. Design functionalities, defined ex-novo by plugin providers as instances of the
class codo:DesignFunctionality. This is the simplest criterion for plugin
providers to support.

2. NeOn activities, part of the methodological guidelines defined by the NeOn
Project for building networked ontologies. They are defined in an ontology
that mirrors the glossary of activities in the NeOn Methodology [13]. Support
for them is asserted explicitly by plugin providers and requires no inferencing.
Experienced NTK users are more likely to be familiar with this criterion.

3. Ontology design aspects, six specialized design functionalities defined in the
designaspects ontology as equivalent classes: a NTK plugin is classified as
supporting one of these aspects by logical inferencing on the defined axioms.

Classification by the third criterion is the one that requires inferencing. Design
aspects allow us to classify design tools into categories that are defined by the
type of knowledge that is accepted in input, or produced in output. For example,
the class of tools that allow to perform some reuse or reengineering of existing
knowledge resources are defined as follows (in Manchester OWL Syntax):
9 Codolight, http://www.ontologydesignpatterns.org/cpont/codo/codolight.owl

10 Description Of A Project, http://trac.usefulinc.com/doap
11 Software Ontology Model, http://www.i.uzh.ch/ddis/evo/
12 Sweet Tools, http://www.mkbergman.com/new-version-sweet-tools-sem-web/
13 CODO-o-matic, currently available at http://150.146.88.63:8080/codomatic

http://www.ontologydesignpatterns.org/cpont/codo/codolight.owl
http://trac.usefulinc.com/doap
http://www.i�.uzh.ch/ddis/evo/
http://www.mkbergman.com/new-version-sweet-tools-sem-web/
http://150.146.88.63:8080/codomatic
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Class: ReuseReengineeringTool

EquivalentTo:

(hasAspect value ReuseReengineering),

EquivalentTo:

(codtools:implements some

(specialization:specializes value ReuseReengineering)),

EquivalentTo:

(codtools:hasInputType some ({coddata:DataStructureKType ,

coddata:LinguisticKType , coddata:OntologyAxiomKType ,

coddata:NetworkedOntologyKType , coddata:OntologyKType ,

coddata:OntologyElementKType , [...] }))
and

(codtools:hasOutputType some (coddata:OntologyMappingKType,

coddata:NetworkedOntologyKType , coddata:OntologyElementKType ,

coddata:OntologyAxiomKType , coddata:OntologyKType , [...] }))

Per this formula, something is classified as a reuse or reengineering tool iff:

1. it is said to have that aspect as a value; or
2. it is said to implement a functionality that on its turn is said to be a spe-

cialization of the ReuseReengineering aspect; or
3. it has one or more values from a given list as input knowledge types, and

one or more values from a given list as output knowledge types14.

The third definition is of course the most important, since the first one is there
to associate the aspect with the tool, and the second is there in case the aspect
is conveyed by a functionality already associated with ReuseReengineering.

5 Evaluation

We have conducted a preliminary user evaluation, in order to understand the
perception of the Kali-ma approach with respect to user needs emerged in [4]
and tune implementation choices to improve usability. The users involved were 12
representatives of a community of practitioners, recruited for a three-day training
course on ontology design with the NeOn Toolkit, and using Kali-ma during the
second day. All users belonged to organizations approaching the use of Semantic
Web technologies and facing the problem of designing ontologies. They can be
classified as: software developers (2), software developers with some knowledge
on Web ontologies (5), and information management officers (5). Participants
filled a questionnaire15 consisting of 47 items, mostly on a Likert scale16, 12 of
14 The rationale behind this rule is that the tool takes as input a certain knowledge

resource, and includes in its output either the same knowledge resource (thus reusing
it), or another type of knowledge resource (thus transforming, or reengineering it.)

15 Available at
http://stlab.istc.cnr.it/documents/kalima/kalima_questionnaire.docx

16 The five-level scale ranged from 1 (“Strongly disagree”) to 5 (“Strongly agree”).

http://stlab.istc.cnr.it/documents/kalima/kalima_questionnaire.docx
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which aimed at evaluating usability and friendliness of Kali-ma interaction (e.g.
“The Kali-ma interface includes elements I don’t want to have around all the
time.”). Other items aimed at understanding user background (e.g. frequency of
usage of ontology editors), familiarity and preferences for UI types, and collecting
feedback for improvement. We proceeded to analyze the results as follows.

The 12 questions related to Kali-ma interaction had variable Likert polarity, in
that agreement indicated positive judgement in some cases and negative judge-
ment in others. We therefore normalized the scale polarity so that agreement
always indicated positive feedback, in order to make responses comparable. The
five Likert levels were then mapped to three groups: negative, neutral, and posi-
tive, in order to have a brief yet comprehensive indication of the results. We then
computed the average number of “checks”17 for each score and each question.
These scores were compared to the expected values for a neutral distribution of
scores, i.e. where the result indicates no positive or negative tendency. The ac-
tual distribution of the evaluation result deviated from the neutral distribution
by 14,8% towards the positive score, which makes the result promising.

A deeper analysis of the scores and suggestions by the single groups estab-
lished that most non-positive scores came mainly from software developers, while
the group of information management officers (who represent our main target)
gave mainly positive scores. Negative scores seem to depend partly on the famil-
iarity of software engineers with the standard Eclipse-based interface, implying
that they found the Kali-ma interaction method to be unusual in that con-
text. This speculation was confirmed by informal discussions with testers after
the evaluation session. Most suggestions were on how to improve interaction by
adding: (i) realtime guidance, (ii) customization features and (iii) nicer graphic
solutions. The current Kali-ma release includes solutions that address such as-
pects, namely: (i) the helper widget; (ii) customizable classification criteria; (iii)
diverse icons and colors for distinguishing widgets based on their categories.

6 Conclusion

We have presented a semantic software approach for re-organizing and accessing
functionalities in plugin-based tools. We have also developed and presented Kali-
ma, an implementation of this approach for an ontology engineering platform.

Ongoing development is focused on further exploiting OWL plugin descrip-
tions for pipelining functionalities by “design-by-contract” principles. Based on
compatibility between output and input knowledge types handled by plugins,
Kali-ma will allow their widgets to be concatenated into complex operations to
be performed from within the widget UI itself. An implementation that relies
on Java type-checking and the Eclipse RCP extension mechanism is already in
place, and we are now working on lifting compatibility detection to high-level
semantics. We also plan additional task-based user evaluation, where separate
user groups are assigned tasks to perform with and without the aid of Kali-ma, in
order to measure a possible improvement of the time needed to complete them.
17 A check indicates that the user marked a Likert level that maps to a certain score.
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Abstract. MEDICO aims to develop an intelligent, robust, and scal-
able semantic search engine for medical images. The search engine of the
MEDICO demonstrator RadSem is based on formal ontologies and des-
ignated for different kinds of users such as medical doctors or patients.
An explanation facility integrated into RadSem justifies search results
by showing a connection between query and result. The constructed ex-
planations are depicted as semantic networks containing various medical
concepts and labels. This paper addresses the tailoring of justifications
to different kinds of users regarding such quality aspects as understand-
ability or amount of information. A user experiment shows that under
certain conditions the quality of justifications can be pre-estimated by
considering the usage frequency of medical terms in natural language.1

Keywords: explanation, understandability, semantic search.

1 Introduction

The research project MEDICO aims (among other things) at developing an
intelligent semantic search engine for medical documents and addresses different
kinds of users, such as medical doctors, medical IT professionals or patients.
The ultimate goal of the project [1] is to realize a cross-lingual and modality-
independent search for medical documents, such as medical images or clinical
findings Representational constructs of formal ontologies are used to annotate
and retrieve medical documents. Currently, the MEDICO demonstrator RadSem
[2] employs the Foundational Model of Anatomy (FMA) [3] and the International
Classification of Diseases, Version 10 (ICD-10)2.

1 This research work was supported in part by the research program THESEUS in
the MEDICO project, funded by the German Federal Ministry of Economics and
Technology (01MQ07016). Responsibility for this publication lies with the authors.
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Since semantic search results are often hard to understand and not necessarily
self-explanatory, explanations are helpful to support users. Medical IT profes-
sionals, for instance, may want to test the search engine. Here, explanations are
interesting when the system presents unexpected results. It may turn out that
the implementation or the used ontologies are incorrect. Hence, explanations can
help to correct a system or improve it. By contrast, patients are not interested
in the exact implementation of the search algorithm. Instead, they may want to
learn something about the medical domain or to refine their search request.

For addressing these issues, we developed and integrated an explanation facil-
ity into RadSem that is used to justify search results by constructing a connection
between search and annotation concepts. Justifications are depicted as semantic
networks in an attempt to make search results more plausible for users. Find-
ing a connection the facility also exploits the mentioned ontologies. Thus, the
explanation contains several medical concepts and labels. As medical laypeo-
ple cannot associate any label with corresponding concepts a justification may
not be understandable for all of them. By contrast, medical experts may prefer
explanations that fit their professional language.

Understandable explanations are not necessarily useful explanations in case
they are too general. The information content of the explanation must be able
to satisfy the explanation need of the user whereas the explanation itself should
not contain too much information [4].

In this paper, we describe our approach to construct tailored explanations
regarding understandability for medical experts and laypeople. We propose a
method which helps the explainer to assess the quality of alternative justifica-
tions in order to choose the best. A user experiment shows that under certain
conditions the quality of justifications can be pre-estimated by considering the
usage frequency of medical terms in natural language. The long-term goal of our
work is to develop methods that help to derive general and specific user models
that can be used in explanation components to construct suitable justifications.

The paper is structured as follows. The next section gives a short overview
about relevant research on explanation generation. Section 3 describes briefly the
semantic search engine RadSem and presents our work of constructing explana-
tions. Section 4 contains our research about understandability of medical terms.
Section 5 describes the user experiment and discusses our current approach that
can be used for tailoring explanations to different user groups. We conclude the
paper with a brief summary and outlook.

2 Related Work

Explanation facilities were important components of Expert Systems (ES) sup-
porting the user’s needs and decisions. Swartout and Moore formulated five
desiderata for ES explanations that also apply for knowledge-based systems,
among them Fidelity and Understandability [5]. Fidelity means that the expla-
nation must be an accurate representation of what the ES really does. Hence,
explanations have to build on the same knowledge the system uses for reason-
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ing. Understandability comprises various factors such as User-Sensitivity and
Feedback. User-Sensitivity addresses the user’s goals and preferences but also his
knowledge with respect to the system and the corresponding domain. Feedback
is very important because users do not necessarily understand a given explana-
tion. The system should offer certain kinds of dialogue so that users can inform
themselves on parts they do not understand.

Wick and Thompson [6] developed the Reconstructive Explainer (REX),
which implements the concept of reconstructive explanations for ES. REX trans-
forms a trace, i. e., a line of reasoning, into a plausible explanation story, i. e., a
line of explanation. The degree of coupling between the trace and the explana-
tion is controlled by a filter that can be set to one of four states regulating the
transparency of the filter. The more information of the trace is let through the
filter, the more closely the line of explanation follows the line of reasoning. We
took up the theme of (re-)constructing explanations in our current work.

3 Explanation Component of RadSem

MEDICO uses Semantic Web standards as representation formalism for domain
knowledge and annotations. Medical ontologies such as the Foundational Model
of Anatomy ontology (FMA) and terminologies such as the International Clas-
sification of Diseases, Version 10 (ICD-10) make up the MEDICO Ontology
Hierarchy [7] covering various aspects of clinical data management and medical
background knowledge. Biomedical ontologies and terminologies are useful for
indexing medical data as studies show [8,9].

RadSem is a semantic annotation and retrieval prototype developed for
MEDICO. It provides a simple search interface with an auto-completion mecha-
nism that helps selecting appropriate ontological search terms. RadSem employs
the structure of FMA and ICD-10 for searching the annotations of medical doc-
uments. For example, when searching for ‘Hand’ a radiograph may be returned
annotated with the concept ‘Distal Phalanx of Index finger’. In this case, Rad-
Sem leverages the part-of hierarchy of the FMA to find the image. Self-evidently,
the subclass-of hierarchies are also used to find adjacent concepts and respective
images. As FMA and ICD-10 are available in several languages annotating and
searching are offered even across language boundaries.

For justifying retrieval results the explanation component reveals a connection
between search and annotation concepts [10]. Since RadSem does not offer a trace
the explanation component performs some kind of reconstructive explanation
(Section 2). In this case, a search concept corresponds to the input and an
annotation concept corresponds to output in the line of explanation, whereas the
story in between is constructed by the explanation facility using the ontologies
FMA and ICD-10 as knowledge base. Both ontologies are transformed into a
semantic network, i. e., a mathematical graph. Thus, constructing the line of
explanation for semantic search in MEDICO can be reduced to a shortest path
problem. We chose Dijkstra’s Algorithm [11] to solve this problem assuming an
equal distribution of edge path costs, i. e., each property has the same cost.
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Explanations (like any kind of knowledge) have two different aspects: form
and content [12]. With respect to the Understandability desideratum we chose
semantic networks as they are an understandable alternative to text [13] repre-
senting qualitative connections between concepts.

However, the component has two general problems. The first issue is with the
generation itself. Dijkstra’s Algorithm, by design, determines only one shortest
path. Hence, potential alternative explanations are not found which may be bet-
ter in a certain context with respect to different user groups. In addition, the
path contains a certain number of concepts and thus, the amount of information
is fixed. Potentially, the explanation path contains too much or too few informa-
tion depending on path length. The second issue concerns the understandability
of justifications. In particular the FMA provides several synonyms for labelling
a concept. Currently, the explanation facility uses the preferred label to repre-
sent a certain concept in the explanation path. Most probably, not all users can
associate the preferred label with a corresponding concept.

In the following section we present a theoretical framework to solve the sec-
ond problem. For a given explanation path the framework is used for selecting
appropriate labels regarding different user groups.

4 Understandability of Medical Terms

We developed a simple approach to improve understandability of semantic search
results which is based on a past user experiment as presented in [10]. It emanates
from the hypothesis that the degree of knowledge about medical terms correlates
with the usage frequency in daily language [14]. The more often a (medical) term
is used in natural language the more users ‘know’ that (medical) term, and, thus,
the better understandable it is. In order to handle the usage frequency of terms
in daily language a useful statistical measure are frequency classes. Let C be a
text corpus and let f(t) denote the frequency of a term t ∈ C. The frequency class
c(t) of a term t ∈ C is !log2(f(t∗)/f(t))", where t∗ denotes the most frequently
used term in C [15]. In many English corpora, t∗ denotes the term ‘the’ which
corresponds to frequency class 0. Thus, a more uncommonly used term has a
higher frequency class. In the following, we refer to any frequency class c(t) = i
as ci, whereas the maximum frequency class is denoted with cmax.

For evaluating the personal estimation of medical knowledge only German
terms of FMA and ICD-10 consisting of one word were selected. For each fre-
quency class cth, . . . , cmax we selected a random set of terms of the same size.
We considered only frequency classes at certain threshold cth because all terms
below are generally known. All selected terms were randomly subdivided into
four tests each containing a varying number of frequency classes. Every test per-
son had to estimate their knowledge about each term of exactly one test on a
scale from 1 to 5 indicating their Personal Knowledge Estimation (PKE).

Two kinds of users participated in the experiment: medical experts and laypeo-
ple. Regarding laypeople, the experiment result confirms the hypothesis above.
In contrast, the average PKE per term of medical experts is generally very high
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so that a trend could not be observed. However, the result of the experiment
reveals an interesting problem concerning the flection of words in the German
language. The term ‘Zecken’ (ticks) has a significantly lower frequency class as
the base word ‘Zecke’ (tick) and thus, is more often used.

The main objective of the past experiment was not to verify a correlation
between users’ degree of knowledge and frequency classes. In fact, the intention
was primarily to denote intervals of frequency classes as a means of prognosis
whether user groups probably know a term or require supporting information.
As medical experts are quite familiar with medical terms of the used ontologies
we focus on medical laypeople in the following and consider experts again in
discussion of Section 5. For that purpose, we defined a general function p(ci)
that predicts the familiarity of terms belonging to the frequency class ci. The
function is based on 3 intervals of frequency classes representing a generalisation
of the PKE scale. Handling the flection problem, we introduced the function
cmin(t) which determines first the stem of the term and then all inflected forms
of the stem. The result of cmin(t) is the minimum frequency class of all inflected
forms. If n, m ∈ N0 and if n < m, the function p(ci) is defined as follows:

p(cε) =

⎧⎨
⎩

well known, iff c0 ≤ cε < cn

in need of support, iff cn ≤ cε < cm

completely unknown, iff cm ≤ cε ≤ cmax

With respect to the experiment results, the parameters for medical laypeople are
n = 15 and m = 21. In this case, the term ‘Hand’ (hand) is a well known term,
in contrast to the term ‘Pemphigus’ (pemphigus) which is probably a completely
unknown term for most people.

In the experiment setting we only considered one-word terms. However, labels
of the FMA comprise normally more than one word, such as ‘Distale Phalange
des Zeigefingers’ (Distal phalanx of index finger). A simple assumption is that an
average value of all words can be used to determine the familiarity of the whole
concept label. But in this case, we face certain problems. First, stop words namely
‘des’ (of), have a very low frequency class which probably distort the average
value. Second, medical terms consisting of several words may contain known and
unknown words. In these cases it is not clear if all words influence the level of
familiarity in the same way, for instance, ‘Phalange’ (phalanx) and ‘Zeigefinger’
(index finger). In a preliminary experiment we found out that only one word in
a compound can influence the understandability significantly. Considering only
the maximum frequency class in this context is not useful although it has a
very strong impact. However, the problem is less serious the lower the distance
between the highest and lowest frequency class is. Third, if a label contains multi-
word expressions single words are not suitable to predict the level of familiarity.
Consider the label ‘The Lord of the Rings’. Probably all people know the single
words but not all the corresponding concept. This is especially a problem in the
English Language, but less problematic in the German Language.

For the described problems we implemented a function that predicts the
level of familiarity of a label l consisting of several words or multi-word
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expressions. The function prms(l, cφ, σc) is used by our explanation component
to select the most understandable label if a prediction is possible. The function
has two threshold parameters. cφ is used to filter stop words. σc ensures that the
maximum distance between frequency classes is not too big. The steps are as
follows: (1) Detect all independent words and multi-word expressions of label l.
The result is a set of terms Wt = [wt1, . . . , wto]. (2) Remove all words wq ∈Wt if
wq < cφ. The remaining set is Ws = [ws1, . . . , wsp]. (3) Calculate the root mean
square mean x = 1

p (cmin(ts1) + . . . + cmin(tsp)). (4) Determine the standard de-

viation σ =
√

1
p

∑p
j=1(cmin(tsj)− x)2. (5) If σ > σc return result unpredictable

else return p(x).
We used the root mean square rmsc(l, cφ) here to calculate the central ten-

dency of a set of frequency classes in order to put emphasis on high frequency
classes. Other average values such as median, geometric or harmonic mean may
also be of interest. However, the function maxc(l) is used in the following section
to determine the maximum frequency class of all terms contained in l. In this
case, a stop word threshold is not necessary.

5 User Experiment and Discussions

In the previous sections we described how we improved the quality of explana-
tions by selecting understandable labels for ontological concepts. As mentioned
before, besides understandability the amount of information also effects the qual-
ity of an explanation. As German is the mother tongue of the test persons and
the FMA does not provide German labels for all concepts, we just consider the
ICD-10 for the experiment. Corresponding experiments with the FMA are part
of our future work.

The user experiment presented here has two goals. The first goal addresses
the amount of information or the number of concepts in an explanation. Here,
the question is, whether users favour the complete path between search and
annotation concept or a shorter variant. This is not only a user-specific problem.
For instance, in mobile applications the information presentation is limited so
it must be shortened somehow. In the following we refer to concepts between
search and annotation concept as bridging concepts. The second goal of the
experiment aims to select an appropriate bridging concept. Our hypothesis is
that we can adapt the approaches in Section 4 to determine which concept is the
best bridging concept. As mentioned before, a concept label should not contain
too common or too specific information. We think that a concept label should be
a known label close to the in need of support limit regarding medical laypeople.

The experiment setting represents real explanation scenarios in RadSem re-
garding documents that are annotated with disease concepts of ICD-10. Hence,
the test cases must fulfil two fundamental characteristics. First, the search con-
cept must be at least in need of support because we assume that most RadSem
users search only for familiar information. Second, the potential, retrieved doc-
ument is annotated with at least one concept which is in need of support. Here,
we focus on justifications for single annotation concepts and not for integrated
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justifications of all annotations. If users know the annotation concept there is not
necessarily an explanation need. Finally, the search must be explainable. Thus,
the explanation path must contain at least one intermediate concept.

In the experiment we considered paths with a length of four which is also the
maximum path length regarding ICD-10. Although an explanation path can be
much longer with respect to FMA, the proposed length covers most explanation
cases of RadSem. The reason here is that RadSem uses a depth limit for its
search algorithm to prevent a possible precision loss [16]. Hence, explanation
paths much longer than four occur rarely. An exemplary test case is presented in
Figure 1. The first concept corresponds to the search concept (magnifier symbol)
and the last to the annotated concept (bitmap symbol). In the following we refer
to the first concept as A, to the second as B, etc, and to the corresponding labels
as lA, lB, etc.

Fig. 1. Explanation Test Case (on the left). The explanation paths run from the search
concept to the annotation (and, thus, found) concept via one or two bridging concepts.

For the experiment, we generated 50 distinct and random explanation paths
including labels. We considered only labels with length 5 to 85 characters. The
lower limit is intended to avoid abbreviations, the upper limit to avoid annoy-
ing labels which would probably falsify the test. We implemented the following
conditions to generate possible explanation paths:

1. maxC(lD) ≤ cmax

2. maxC(lB) < cmax or maxC(lC) < cmax

3. maxc(lA) + δ1 < maxc(lD)
4. maxc(lA) < +maxc(lB) + δ2 < maxc(lD) or maxc(lA) < +maxc(lC) + δ2 <

maxc(lD)
5. δ1 < δ2

All five conditions must be fulfilled for path generation. The first two conditions
ensure that only labels are used where a frequency class is available in order to
obviate the compound problematic. In the current setting we chose δ1 = 2.5 and
δ2 = 4.5.
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In the experiment, two variants of each selected explanation path Z are gener-
ated (Figure 1): variant X and Y . They are derived by either removing concept
C or B, and by connecting B to D or connecting A to C respectively. Thus, a
variant set contains X and Y and the full path Z. We constructed three test
variants containing 50 explanation cases. Each test variant contains exactly 1
element of each variant set. Hence, a test variant contains a random number of
path variants X , Y and Z.

In order to determine whether the explanation path is presented in a real
explanation request the test persons have to state whether they know the first
and the last concept. On a scale ranging from good, rather good, middle, rather
bad to bad, we derived whether the test person would have requested the corre-
sponding explanation. Only if a test person chooses middle or better for the first
and middle or worse for the last concept, the case is used for the evaluation.

For obtaining the experiment goals the test persons have to rate the explana-
tion. Here, we use the same scale as presented above. The rating indicates which
path variants are preferred most. If test persons prefer exactly one bridging con-
cept, the path variants X and Y together must be compared to Z. Finally, we
compare the ratings of the path variants X and Y to the average frequency
class of the bridging concept label. We assume a too low or a too high average
frequency class to influence the explanation rating.

Finally, users can comment on the explanation cases. The intention was
twofold: On the one hand, to reveal weak points in the explanation generation,
and on the other hand to explain possible outliers in the experiment results.

In total, 30 test persons participated in the experiment. Each test variant was
done as often as any other one and thus, the evaluation is based on 1500 rated
explanation paths. We focused only on medical laypeople as medical experts
should know most terms of ICD-10 (cf. Section 4). For that reason, we ensured
that all tests persons did not have a profound medical qualification or knowledge.

To verify our hypotheses we evaluated the experiment as follows. For each path
variant in each test variant we built the arithmetic mean of all corresponding
ratings. We considered only those ratings in the calculation where test persons
had an explanation need. For each variant set we chose the best rated variant
and counted its frequency obtaining the following result: X = 62%, Y = 26%,
Z = 12%. Comparing X and Y to Z the test persons seem to prefer exactly one
bridging concept.

Now the question is which path variant is probably the best one with respect
to medical laypeople. In other words, the explainer needs a method to compare
the quality of both variants X and Y . In case lB is known and lC is unknown
path variant X is most likely the best one. However, consider a case in which
both labels lB and lC are in need of support. It is suspected that the broader
concept according to the ontology hierarchies is the better bridging concept. But
a broader concept does not necessarily entail a lower average frequency class of
its label, so that lC may be better understandable than lB. Hence, several cases
must be considered to select the best path variant for medical laypeople. For
this purpose, we use the frequency class border cn between known and in need
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of support labels as additional decision criterion. The following listing describes
all cases where prms(lB, cφ, σc) = prms(lC , cφ, σc). In all other cases we choose
the more understandable label and if there is no prediction possible due to σc

we choose path variant Z.

1. If quadc(lB , σc) ≤ quadc(lC , σc) < cborder use lC .
2. If quadc(lC , σc) < quadc(lB, σc) < cborder use lB.
3. If cborder ≤ quadc(lB, σc) ≤ quadc(lC , σc) use lB.
4. If cborder ≤ quadc(lC , σc) < quadc(lB, σc) use lC .

The application of this method has the following result. In case cn = 15 and
σc = 4.5 there are 31 cases in which the level of familiarity can be pre-estimated.
Here, the success of the proposed method is 77% in contrast to a random prospect
of success of 50%.

So far, we considered only medical laypeople. Regarding medical experts, the
shortening seems less complicated. As mentioned before, medical experts are
familiar with almost all terms in the FMA and ICD-10. Hence, we propose to
choose label lC because it is the narrower concept in the ontology which probably
more useful for medical experts. As said before this has not been evaluated yet.

In our experiment we describe a very specific setting as we considered only
a maximum path length of 4. However, the experiment showed that a bridging
concept is a useful mean to reduce the complexity of an explanation. In addition,
it was not intended to determine the best possible explanation. Even a human
teacher in school who knows his students cannot do that. Only a dialogue with
explanatory character can help to solve the whole explanation need of users [17],
and a bridging concept provides a suitable start for such an explanation dialogue.

6 Summary and Outlook

In this paper we presented the explanation facility of the MEDICO Demonstrator
RadSem. It uses a kind of reconstructive explanations to justify semantic search
results of RadSem. The justifications are constructed with two ontologies (FMA,
ICD-10) and the shortest path algorithm of Dijkstra.

In order to improve the quality of constructed explanations we described a
simple approach that enables the explanation component to shorten explanations
for different kinds of users regarding understandability. The shortening method
is based on the hypothesis that understandability can be pre-estimated by con-
sidering the usage frequency of medical terms in natural language. The method
provides first hints for constructing suitable and understandable explanations
which may also be used to derive more expressive user models.

The presented justification may not be the best for all targeted user groups.
For this reason, users should be able to ask for a different justification using
alternative paths, which need not necessarily be shortest paths. Furthermore, we
plan to integrate further interaction and exploration functionality for realising
more sophisticated dialogues between user and explanation component.
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Abstract. A scenario in ontology development and its use is hypothesis testing,
such as finding new subconcepts based on the data linked to the ontology. During
such experimentation, knowledge tends to be vague and the associated data is
often incomplete, which OWL ontologies normally do not consider explicitly. To
fill this gap, we use OWL 2 and their application infrastructures together with
rough sets. Although OWL 2 QL is insufficient to represent most of rough set’s
semantics, the mapping layer of its Ontology-Based Data Access framework that
links concepts in the ontology to queries over the data source suffice to ascertain
if a concept is rough, which subsequently can be modelled more precisely in an
OWL 2 DL ontology. We summarise the trade-offs and validate it with the HGT
ontology and its 17GB genomics database and with sepsis, which demonstrates
it is an encouraging step toward comprehensive and usable rough ontologies.

1 Introduction

It has been noted that scientist want to use ontologies together with data, such as hy-
pothesizing that some subclass or relation exists and subsequently to validate this either
in the laboratory or against the instances already represented in the knowledge base [1].
For such a putative new concept, one would want to be able to find those instances with
the right combination of object and data properties, i.e., taking a ‘guessed’ collection
of attributes that is subsequently experimentally validated against the data (e.g., [2]).
Such guessing includes dealing with incomplete or otherwise vague data and informa-
tion. Ideally, for all relevant individuals belonging to the putative concept, each value
of the chosen properties is distinct, but this may not be the case due to the limited data
or insufficiency of the selected properties so that some individuals are indistinguish-
able from each other and therewith instantiating a rough concept that represents the
intensional aspects of the rough set. Despite the vagueness, it still can be useful in the
ontology engineering process to include such a rough concept in the ontology

Hence, a rough ontology can be useful. To support such usage of ontologies, one
needs a language with which one can represent, at least, rough concepts as the inten-
sional representation of the corresponding rough set and a way to persistently relate the
instance data to the rough concepts. Various extensions of Description Logics (DL) and
OWL languages have been proposed for rough ontologies [3,4,5,6,7,8], which diverge
in commitment as to which aspects of rough sets are included in the ontology language
and they concern theory instead of demonstrating successful use of the rough ontology
in ontology engineering. As it turns out, there is no perfect DL language, reasoner, and
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ontology development tool that does it all with respect to the semantics of rough sets,
nor will there be if one adheres to the hard requirement of staying within the decidable
fragment of first order logic, let alone within the tractable zone. However, some results
can be obtained already: in addition to representing most of rough sets’ semantics with
the recently standardised OWL 2 DL, the linking to data and, moreover, ascertaining if
a concept is really a rough concept can be achieved within the framework of Ontology-
Based Data Access (OBDA) [9] by exploiting the mapping layer. To demonstrate it is
not merely theoretically possible to have rough concepts and vague instances in one’s
ontologies, but that it is indeed practically possible, we take the use cases about horizon-
tal gene transfer (HGT) with a hypothesized (rough) concept Promiscuous Bacterium,
and demonstrate how this can be modelled more precisely in an OWL 2 DL ontology
(but not used with the data) and deployed in an OBDA system using a simpler ontology
(roughly in OWL 2 QL) so that the instances from the 17GB large HGT-DB database
can be retrieved using a structured process of automation and manual intervention.

The remainder of the paper is structured as follows. We summarise the theoretical
assessment on the feasibility of rough ontologies in Section 2. Experimental results with
rough concepts and with vague instances will be presented in Section 3 and we close
with conclusions in section 4.

2 Rough Concepts and Rough Ontology Languages

To be able to have a correspondence of a rough set with a rough concept in a rough on-
tology and to represent its essential characteristics, we first outline the basics of rough
sets following the standard “Pawlak rough set model” [10] and then summarize require-
ments and trade-offs to include such roughness features in DL-based OWL ontologies.

2.1 Rough Sets

The Pawlak rough set model is depicted informally in Fig. 1 and formally, it is as fol-
lows. I = (U, A) is called an information system, where U is a non-empty finite set of
objects and A a finite non-empty set of attributes and such that for every a ∈ A, we
have the function a : U �→ Va where va is the set of values that attribute a can have.
For any subset of attributes P ⊆ A, one can define the equivalence relation IND(P )
as IND(P ) = {(x, y) ∈ U × U | ∀a ∈ P, a(x) = a(y)} so that IND(P ) generates
a partition of U , which is denoted with U/IND(P ). If (x, y) ∈ IND(P ), then x and
y are p-indistinguishable with respect to the attributes in P . From the objects in uni-
verse U , we want to represent set X such that X ⊆ U using the attribute set P where
P ⊆ A. X may not be represented in a crisp way—the set may include and/or exclude
objects which are indistinguishable on the basis of the attributes in P—but it can be
approximated by using lower approximation, PX = {x | [x]P ⊆ X}, and upper ap-
proximation, PX = {x | [x]P ∩X �= ∅}, where [x]P denotes the equivalence classes
of the p-indistinguishability relation. The lower approximation is the set of objects that
are positively classified as being members of set X , i.e., it is the union of all equivalence
classes in [x]P . The upper approximation is the set of objects that are possibly in X ; its
complement, U −PX , is the negative region with sets of objects that are definitely not
in X (i.e., ¬X). Then, “with every rough set we associate two crisp sets, called lower
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and upper approximation” [10], which is commonly denoted as a tuple X = 〈X, X〉.
The difference between the lower and upper approximation, BP X = PX − PX , is
the boundary region of which its objects neither can be classified as to be member of
X nor that they are not in X ; if BP X = ∅ then X is, in fact, a crisp set with respect
to P and when BP X �= ∅ then X is rough w.r.t. P . The accuracy of approximation,
αP X , provides a measure of how well the rough set approximates the target set with
respect to P , e.g., αP X = |PX|

|PX| . Clearly, if αP X = 1, then the boundary region BP X

is empty and thus X is crisp. Useful for reasoning is that PX ⊆ X ⊆ PX .

Set X
Lower
approximation

            Upper 
approximation

Universe U         Granule 
with object(s)

Fig. 1. A rough set and associated notions (Source: based on [10])

2.2 Prospects for Rough OWL Ontologies

Due to space limitations, only the outcome of the analysis will be summarised here; a
more comprehensive assessment and argumentation is described in [11].

OWL ontologies use a richer language [12] than the simple I = (U, A) of rough
sets, in particular concerning how to represent ‘attributes’ of a concept C ∈ C (with
object properties R ∈ R or data properties D ∈ D) and object properties’ properties.
Another difference is that we need a model-theoretic semantics for lower and upper
approximation, C and C, and rough concept, “$C”, and impose that the attributes used
to compute C and C are represented in the ontology.

The semantics of the approximations is straightforward, with E denoting the reflex-
ive, symmetric and transitive indistinguishability (i.e., equivalence) relation: C = {x |
∀y : (x, y) ∈ E → y ∈ C} and C = {x | ∃y : (x, y) ∈ E ∧ y ∈ C}. Regarding
rough sets’ tuple notation, X = 〈X, X〉, there can be an analougous one for concepts,
$C = 〈C, C〉, but this cannot be represented as such in the ontology. A solution to this
is to ‘flatten out’ the tuple by relating C and C to $C with newly introduced object
properties, say, lapr and uapr (i.e., quantifying over sets, not objects that are member
of the respective sets). This enables one to make explicit the knowledge about how the
three concepts relate to each other: $C is identified by the combination of its C and C,
which is analogous to a weak entity type in EER, i.e., for each $C, there is exactly one
C and one C, and vv. Last, for rough set’s A, the set of ‘attributes’ in OWL amounts to
R∪D, and each pi ∈ P to compute the rough concepts must have $C as its domain.

Overall, we now have a more precise notion of $C cf. the tuple notation in [6], use
both R and D for the ‘attributes’ of the concepts (cf. R only in [5,8]), include the
properties of the indistinguishability relation (cf. their omission in [7] or a similarity
relation [3]), and adhere to proper declaration of C, C, and $C in that they all have the
same collection of properties fromR∪D (cf. different sets of attributes in [8]).
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Nevertheless, there are still three aspects to sort out for practical rough ontologies:
the necessity to represent the indistinguishability relation E, the identity of a rough
concept by its lower and upper approximation by means of identification constraints
involving OWL object properties, and linking the ontology to (large amounts of) in-
stances to ascertain if a putative rough concept is indeed rough or not. Currently, there
is no single DL or OWL language that can handle all three features, or even two of
the three. Narrowing the gap between ‘offer and demand’ by inventing a new language
is impractical: real identification of $C requires second order logic, or, as approxima-
tion, identification constraints for each rough concept, which is likely to increase the
computational complexity even further. Therefore, we shall push the envelope of ex-
tant languages and tools and make concessions regarding semantics and performance
in order to gain better insight into if development of a new language and corresponding
tools are worth the effort and if so, which aspect should be tackled first, and to assess
the amount of uptake by ontologists to experiment with rough concepts. For practical
reasons, then, we narrow down the ontology languages to the DL-based OWL species,
because they are W3C standardised languages, there are ontology development tools
for them, they have several automated reasoners, and they are the DL of choice among
the (bio-)ontologists. E’s reflexivity, symmetry and transitivity, can be represented with
OWL 2 DL [12]. Currently, $C can only be added as a “RoughC” with its relations to
the approximations so that it serves as human communication, i.e., there is no computa-
tional significance other than deducing C � C � C based on the declared knowledge
in the TBox. Then, given it is the interplay with the actual instances that is crucial for
roughness, we need also a system that can handle large amounts of data, which currently
locks one into DL-Lite/OWL 2 QL in the OBDA framework with QUONTO [9] that can
represent even less of rough set’s semantics (and of the subject domain) than OWL 2
DL. This issue can be counterbalanced partially by exploiting the mapping layer, al-
though this is not ideal because it is not as transparent and maintainable as representing
the subject domain semantics in the ontology, but we can assess our rough concepts and
instances.

3 Experimentation with a Rough Ontology and Vague Instances

Given the aforementioned trade-offs, we will demonstrate how one can have either an
ontology with rough concepts represented fairly comprehensively regarding their se-
mantics (Experiment 2 and 3) or have it with more limited semantics but linked to the
data and be able to perform the actual hypothesis testing against the data (Experiment
1). To be fair to the latest technologies for expressive OWL species, we also experiment
with a more expressive ontology with little data by revisiting the sepsis experiment of
[8] in Experiment 3.

3.1 Materials and Methods

Methodology. Different strategies for both experimentation and use of rough ontolo-
gies in operational ontology-driven information systems are possible. Because the link
to data is crucial for rough ontologies, we commence with the OBDA approach and
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subsequently move to a more expressive language. The methodological steps for the
first two experiments are as follows:

1. Develop a basic ontology in OWL 2 QL or DL-LiteA stored as an OWL file;
2. Obtain the relational database in Oracle, DB2, MySQL, or PostgreSQL;
3. Set up the OBDA system;
4. Declare the mappings between the classes and properties in the OWL ontology and

SQL queries over the database in the OBDA system;
5. Find all rough concepts with respect to the data through posing ontology-mediated

queries (in SPARQL or EQL-Lite), evaluating the result set, and adding the con-
cepts to the ontology;

6. Migrate this ontology to an expressive OWL species, such as OWL 2 DL: (i) de-
clare the semantics from the WHERE clause in the SQL query of the mapping layer
as object and data properties in the ontology; (ii) add upper and lower approxima-
tions of each rough concept; (iii) add the indistinguishability object property with
its properties (reflexive, symmetric, transitive); (iv) add the axioms relating the ap-
proximations to the rough concepts and vv.;

7. When the rough reasoning services are implemented, run the reasoner with the
enhanced ontology to check satisfiability and consistency.

For step 6 in experiment 2, the following considerations are adhered to. Recollecting
the relevant part of OWL 2’s direct semantics [12]: take a vocabulary V with, among
others, VC denoting the set of classes, and its corresponding class interpretation func-
tion ·C that assigns to each class C ∈ VC a subset (C)C ⊆ ΔI , and VOP the set of
object properties where ·OP is the object property interpretation function that assigns to
each object property OP ∈ VOP a subset (OP )OP ⊆ ΔI×ΔI . We add rough concept,
upper, and lower approximation such that $C,C,C ∈ VC , add the indistinguishability re-
lation Ind over ΔI×ΔI such thatInd∈ VOP and the ontology contains the assertions:
ReflexiveObjectProperty(a:Ind),SymmetricObjectProperty(a:Ind), and
TransitiveObjectProperty(a:Ind), and assign the semantics to the classes:

(C)I = {x ∈ ΔI | ∃y ∈ ΔI , (x, y) ∈ Ind ∧ y ∈ CI} (1)

(C)I = {x ∈ ΔI | ∀y ∈ ΔI , (x, y) ∈ Ind→ y ∈ CI} (2)

($C)I = (〈C,C〉)I = 〈(C)I , (C)I〉 (3)

which amounts to the assertions for any C and C in OWL 2 DL functional syntax,
EquivalentClasses(C ObjectSomeValuesFrom(a:Ind a:C)) and
EquivalentClasses(C ObjectAllValuesFrom(a:Ind a:C))

Recollect that (3) is approximated in an ontology by adding the two properties, uapr,
lapr∈ VOP that each have $C as domain, and cardinality exactly 1: ObjectProperty-
Domain(a:upar a:�C), ObjectPropertyDomain(a:lapr a:�C), ObjectExact-
Cardinality(1 a:uapr a:C), and ObjectExactCardinality(1 a:lapr a:C).
This is added to the ontology for each rough concept and its approximations.

Materials. Linking data from one or more data sources to an ontology is carried out
with the OBDA system based on the theory and tools described in [9]. In short, the
semantic layer was realised with Protégé 3.3.1 and the OBDA plugin for Protégé, with
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which one develops and inspects the OWL ontology and declares the mappings between
the classes and properties in the ontology and SQL queries over the data source (persis-
tently stored in an .obda file). The application layer is the OBDA plugin for Protégé as
well, which allows the user to pose the SPARQL user-queries over the ontology and in-
spect the query answer. The automated reasoner that takes care of unfolding and rewrit-
ing the SPARQL user-query into the SQL query over the data sources is QUONTO. The
data layer consists of a single Oracle 10g database based on the HGT-DB database [14]
that stores data about horizontal gene transfer and was kindly made available for testing
purposes by its developers.

The ontology language for this particular implementation of the OBDA system is the
OWL-ized DL language DL-LiteA [9]. From an ontologist perspective, the DL-LiteA on-
tology for OBDA, and in particular the HGT ‘application ontology’, has typical charac-
teristics of a logic-based simple conceptual data model, which has 31 classes, 32 object
properties, 61 data properties, and 108 subclass axioms that deal with organisms and
their properties (such as name, amount of genes, and chromosomes) and genes with
their properties (such as its function, location, and its statistics).

For the OWL2 DL representation of the HGT ontology and rough concepts, Protégé
4.0 was used with Fact++. The domain knowledge for Experiment 3 is taken from [8]
and also required OWL 2 DL. Protégé 4.0 with Pellet 2.0 and FaCT++, and Racer Pro
Preview 2.0 were used and the experiments were carried out on a Macbook Pro with
Mac OS X v 10.5.8 with 2.93 GHz Intel core 2 Duo and 4 GB memory.

The supplementary files—ontologies, mappings, queries, and data—are available on-
line through http://obda.inf.unibz.it/obdahgtdb/obdahgtdb.html.

3.2 Results

The setting for the first and second experiment about HGT is as follows. A geneticist
has an idea about what a “promiscuous bacterium” is because some bacteria transfer and
receive much more genes from other bacteria than others do. It is not fully understood
who they are and why this is the case, hence the first step is to analyse the data using
properties that indicate a certain promiscuity so as to find bacteria with comparatively
many anomalous (foreign) DNA in their chromosome.

Experiment 1 (Promiscuous bacteria in OBDA) . We specify a first attempt for
representing the notion of PromiscuousBacterium in the ontology as a subtype of Organ-
ism, so that it must have more than 5 so-called FlexibleHGTgeneClusters (a set of over-
lapping, adjacent or nearby genes on the chromosome that are horizontally transferred)
and the Percentage of genes on the chromosome that are predicted to be horizontally ac-
quired as > 10. Given the limitations of the language and to not have the intended mean-
ing of PromiscuousBacterium (as in (9), below) partially in the ontology and partially
in the mapping layer, we chose to put all properties in the OBDA mapping layer; that
is, we have PromiscuousBacterium � Organism in the OWL ontology, and then made
a mapping between PromiscuousBacterium in the ontology and an SQL query over the
relational database (see Fig. 2): the head of the mapping with the class in the ontology
and those attributes in the database with which we identify a promiscuous bacterium, is
shown with the line PromiscuousBacterium(getPromBact($abbrev,$ccount,
$percentage)) under mapping M:0 and the mapping body, i.e., SQL query over the

http://obda.inf.unibz.it/obdahgtdb/obdahgtdb.html
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Fig. 2. Mappings for PromiscuousBacterium and its subclass PromBactPrime in the OBDA plugin

database, below it. Querying the database through the ontology with a SPARQL query
using the OBDA Plugin for Protégé and answered using QUONTO, 98 objects are re-
trieved where Dehalococcoides CBDB1 (dehaloc) and Thermotoga maritima (tmar)
are truly indistinguishable bacteria, i.e. they have the same values for all the selected
and constrained attributes. A few others are very close to being so, such as Pelodictyon
luteolum DSM273 (plut) and Synechocystis PCC6803 (synecho3) who have both 6
clusters and 10.1% and 10.2%, respectively, which, practically, still lie within the error-
margin of genomics data and its statistics; see online material for the full result set.
Thus, by virtue of dehaloc and tmar, PromiscuousBacterium is a rough concept.

To improve the accuracy and examine if we can turn a subconcept of Promiscuous-
Bacterium into a crisp one, a new data property about the number of predicted genes
that are horizontally transferred—NrPredHGTgenes with integer values, set to >150—
is added and the second attribute set at >10 gene clusters, which thus revises the as-
sumption of what a promiscuous bacterium really is, i.e., we have a “PromBactPrime”
in the ontology such that PromBactPrime � PromiscuousBacterium. The head and body
of the mapping are depicted under M:1 in Fig. 2. The query answer has only 89 objects
and this change eliminated the indistinguishability of dehaloc and tmar, hence Prom-
BactPrime is a crisp concept with respect to the data stored in the database. ♦

Experiment 2 (Promiscuous bacteria in OWL 2 DL) . In contrast to the OBDA set-
ting in Experiment 1, it is possible to represent the subject domain semantics of promis-
cuous bacteria in the OWL 2 DL ontology itself instead of in the mapping layer. The
PromiscuousBacterium is a subclass of Organism in the HGT ontology with an ad-
ditional object- and a data property, so that it must have more than 5 flexible hgt-gene
clusters (FlexibleHGTgeneCluster) and the percentage of genes on the chromosome that
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are predicted to be horizontally acquired, Percentage, greater than 10. In compact DL
notation, we then have:

PromiscuousBacterium ≡ Organism � ∃ Percentage.real>10 �
≥ 6 hasHGTCluster.FlexibleHGTGeneCluster

(4)

In addition, we have to add the assertions regarding the indistinguishability relation Ind
(see Section 3.1 for relational properties) and that Promiscuous Bacterium has exactly
one lower and one upper approximation, PromBactLapr and PromBactUapr, as follows:

PromiscuousBacterium � = 1 lapr.PromBactLapr (5)

PromiscuousBacterium � = 1 uapr.PromBactUapr (6)

PromBactLapr ≡ ∀ Ind.PromBact (7)

PromBactUapr ≡ ∃ Ind.PromBact (8)

Given that we already know from Experiment 1 that PromiscuousBacterium is indeed
a rough concept and that the proposed refinement, i.e., PromBactPrime, is not, the ad-
ditional crisp concept requires only the full definition without relating it to a lower and
upper approximation:

PromBactPrime ≡ PromiscuousBacterium � ∃ Percentage.real>10 �
≥ 11 hasHGTCluster.FlexibleHGTGeneCluster�
∃ NrPredHGTgenes.integer>150

(9)

Querying or instance classification with this OWL 2 DL version and the HGT data,
however, is currently not feasible. ♦

Experiment 3 (Revisiting septic patients) . Patients may be septic or are certainly sep-
tic, according to the so-called Bone criteria and Bone criteria together with three out
of another five criteria, respectively. For instance, the Bone criteria (from [8]) can be
encoded in OWL as being an EquivalentClass to BoneSeptic, as follows:

(hasDiagnosis some Infection and
hasSymptom some (Hypoperfusion or Hypotension or OrganDysfunction)
and (((temperature some int[> 38] or temperature some int[<36])

and (respiratoryRate some int[>20] or paco2count some int[<32]))
or ((temperature some int[>38] or temperature some int[<36]) and

heartRate some int[>90])
or ((temperature some int[>38] or temperature some int[<36]) and
(leukocyteCount some int[<4000] or leukocyteCount some int[>12000]))
or ((respiratoryRate some int[>20] or paco2count some int[<32]) and

heartRate some int[>90])
or ((respiratoryRate some int[>20] or paco2count some int[<32]) and
(leukocyteCount some int[<4000] or leukocyteCount some int[>12000]))
or (heartRate some int[>90] and (leukocyteCount some int[<4000] or
leukocyteCount some int[>12000]))))

The respective encodings in Protégé 4.0 and RacerPro 2.0 preview are available online
as supplementary material, as well as data of 17 ‘patients’ such that there are indistin-
guishable patients and the boundary region is not empty. Protégé 4.0 with Pellet 2.0
did not work at all. Protégé 4.0 with FaCT++ works well with a few dummy concepts
and a few instances, but the esoteric definitions for septic appeared to be more chal-
lenging: it crashed with an encoding including Ind and, with or without Ind, upon
saving and reopening the .owl file, it had reordered the braces in the definition in such
a way as to change its meaning so that it does not classify all 17 individuals correctly.
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These observations are probably due to the fact that the software used is still in the
early stages. RacerPro 2.0 Preview never crashed during exerimentation and did return
the correct classifications within about 2 hours (the slow response time is likely due to
the heavy use of data properties with the concrete domains; Volker Haarslev, personal
communication). While the latter is an encouraging result because it works with the real
definitions and a small data set, the automated reasoning clearly does not scale to [8]’s
thousands of patients. ♦

3.3 Discussion

While a rough ontology such as the amended HGT ontology in OWL 2 DL did provide
a more comprehensive and transparent way of representing the declarative knowledge
of putative and actual rough concepts, it was only with the less expressive OWL 2 QL-
based OBDA-enabled system that it could be experimentally validated against the data
and that it was certain that there was no need to add approximations for PromBactPrime
in the ontology. Taken together, the ontologies, OBDA, and ontology development tools
with their respective reasoners provide a means to represent the steps of successive de-
vaguening during experimentation, they make the selected properties explicit, and, if
desired, one can keep both $PromiscuousBacterium and PromBactPrime in the ontolo-
gies without generating inconsistencies. The two-step process with OBDA and OWL 2
DL might seem cumbersome, but is an advance with respect to traceability compared
to separately querying the database with undocumented one-off queries and adding the
obtained knowledge to the OWL 2 DL ontology.

The feasibility to extend languages or tools to reflect the representation of the rough-
ness semantics and the experimentation in ontology engineering using a reasoner, is
theoretically, and thus also practically, limited. As last resort, one can add a RoughC
� � and let all rough concepts in the subject domain be subsumed by RoughC so that
the modeller informally can keep track of the rough concepts in the ontology. For OWL
2 DL, one can also define an extension as outlined in Section 3.1, which is similar to
that of [6]’s RDLAC . However, there is little to gain in automated reasoning due to
scalability issues as illustrated in the experiments. The added value of such extensions
may be questioned and the following two avenues will yield more usefulness from a
knowledge engineering perspective.

The first direction where improvements may be achieved, is to partition the data
source and import only data into the ABox of one or a few objects at a time, carry out
the instance classification, export the results, merge the results after each classification
step, and then assess the results; however, one-off scripting is not ideal. Alternatively,
a sophisticated modularization of both the ontology and the data(base) so as to execute
the reasoning only on small sections of the ontology and database (in the direction of,
e.g., [15]) might be an option in the near future. The second option concerns usability:
although rough ontologies work as proof-of-concept, the procedure to carry it out is
not user-friendly. One may be able to turn into a feature the interaction between the
more precise representation in OWL 2 DL and the linking to data with OWL 2 QL (or a
similar tractable language) by upgrading it to a named scientific workflow. This guides
the developer to carry out in a structured, traceable, and repeatable manner the tasks to
experiment with ontologies, the associated data, and the rough concepts.
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4 Conclusions

Extending OWL ontologies with the core notions of rough sets revealed both theoretical
and practical challenges. Given rough sets’ semantics, there is no, nor will there be, a
DL-based OWL species that can represent all these aspects precisely, although expres-
sive languages, such as OWL 2 DL, come close and some tools, such as RacerPro, can
handle complex rough concept descriptions with a small amount of data. However, it
is the interaction with large amounts of data that makes any extension with roughness
interesting and necessary to find rough concepts, which is possible with the Ontology-
Based Data Access framework. Validation of the theoretical assessment was carried out
through experimentation with rough concepts and vague instances using the HGT case
study and sepsis. Current and future work pertains to looking further into modulariza-
tion to achieve a platform for hypothesis-driven usage of rough ontologies that will reap
the greatest benefits to meet the users’ requirements.

Acknowledgements. I thank Umberto Straccia, Ferdinando Bobillo, and Mariano
Rodrı́guez-Muro for feedback during the experimentation.

References

1. Keet, C.M., et al.: A survey of requirements for automated reasoning services for bio-
ontologies in OWL. In: Proc. of OWLED 2007, CEUR-WS, vol. 258 (2007)

2. Marshall, M.S., et al.: Using semantic web tools to integrate experimental measurement data
on our own terms. In: Meersman, R., Tari, Z., Herrero, P. (eds.) OTM 2006 Workshops.
LNCS, vol. 4277, pp. 679–688. Springer, Heidelberg (2006)

3. Bobillo, F., Straccia, U.: Supporting fuzzy rough sets in fuzzy description logics. In: Sossai, C.,
Chemello, G. (eds.) ECSQARU 2009. LNCS, vol. 5590, pp. 676–687. Springer, Heidelberg
(2009)

4. Fanizzi, N., et al.: Representing uncertain concepts in rough description logics via contextual
indiscernibility relations. In: Proc. of URSW 2008, CEUR-WS, vol. 423 (2008)

5. Ishizu, S., et al.: Rough ontology: extension of ontologies by rough sets. In: Smith, M.J.,
Salvendy, G. (eds.) HCII 2007. LNCS, vol. 4557, pp. 456–462. Springer, Heidelberg (2007)

6. Jiang, Y., Wang, J., Tang, S., Xiao, B.: Reasoning with rough description logics: An approx-
imate concepts approach. Inform. Sciences 179, 600–612 (2009)

7. Liau, C.J.: On rough terminological logics. In: Proceedings of the 4th International Workshop
on Rough Sets, Fuzzy Sets and Machine Discovery (RSFD 1996), pp. 47–54 (1996)

8. Schlobach, S., Klein, M., Peelen, L.: Description logics with approximate definitions—
precise modeling of vague concepts. In: Proc. of IJCAI 2007, pp. 557–562. AAAI Press,
Menlo Park (2007)

9. Calvanese, D., et al.: Ontologies and databases: The DL-Lite approach. In: Tessaris, S., Fran-
coni, E., Eiter, T., Gutierrez, C., Handschuh, S., Rousset, M.-C., Schmidt, R.A. (eds.) Rea-
soning Web 2009. LNCS, vol. 5689, pp. 255–356. Springer, Heidelberg (2009)

10. Pawlak, Z., Skowron, A.: Rudiments of rough sets. Inform. Sciences 177(1), 3–27 (2007)
11. Keet, C.M.: On the feasibility of description logic knowledge bases with rough concepts

and vague instances. In: Proc. of DL 2010, CEUR-WS, Waterloo, Canada, pp. 314–324
(2010)



Ontology Engineering with Rough Concepts and Instances 513

12. Motik, B., Patel-Schneider, P.F., Cuenca-Grau, B.: OWL 2 web ontology language: Direct
semantics. W3c recommendation, W3C (October 27, 2009)

13. Motik, B., et al.: OWL 2 Web Ontology Language Profiles. W3c recommendation, W3C
(October 27, 2009), http://www.w3.org/TR/owl2-profiles/
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Abstract. This paper presents a tool, TyDI, and methods experimented in the 
building of a termino-ontology, i.e. a lexicalized ontology aimed at fine-grained 
indexation for semantic search applications. TyDI provides facilities for 
knowledge engineers and domain experts to efficiently collaborate to validate, 
organize and conceptualize corpus extracted terms. A use case on 
biotechnology patent search demonstrates TyDI’s potential. 

Keywords: Knowledge engineering, knowledge acquisition from texts, life 
sciences. 

1   Introduction 

The recent development of semantic search engines in specific domains reveals a new 
need for ontologies that support automatic dense and fine-grained indexing in specific 
domains. The main limit of the approach is the low availability of adequate indexing 
resources – linguistic and semantic in specific domains. The work described in this 
paper takes place in the context of developing semantic search engines in the 
agronomy domain, for which we use the generic WebAlvis information retrieval 
system [1]. In this context, we consider the ontology structure as a  hierarchy of 
concepts and the indexing of the text as the annotation of local and independent text 
phrases by concept labels. The lexical variability and the ambiguity of the terms that 
denote concepts are processed in the lexical level that bridges the formal conceptual 
level to the text [2]. The state of the art in section 2 reveals a strong need for termino-
ontology acquisition assistants. Section 3 presents TyDI’s main functionalities and the 
methods it allows for the cooperative design of ontologies from texts. Finally, a use 
case in the biotechnology patents domain shows how TyDI supports the collaboration 
between a domain expert and a knowledge engineer through a user-friendly interface.  

2   Context 

2.1   Requirements 

Domain-specific semantic information retrieval systems require a termino-ontology. 
A termino-ontology is defined as an ontology comprising a hierarchy of concepts and 
the most complete set of terminological and lexical manifestations of each concept. 
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The lack of resources is particularly manifest for building scientific and technical 
information systems. Available terminologies and thesauri generally do not provide 
formal is_a links and most ontologies in the agronomy domain (e.g. Gene Ontology 
[3], the Open Biological and Biomedical Ontologies [4]) are hardly usable for fine-
grained indexing because of the domain inadequacy or the lack of lexicalization. 
Corpus-based extraction of terms is recognized as a rich source of knowledge for 
termino-ontology design, preserving the explicit links between the text, the lexical 
and the conceptual level [5]. Term extractors propose term candidates from the text 
that fulfill linguistic patterns or word co-occurrence criteria. Their application ensures 
a large coverage of the domain, resulting in lists that can reach several thousands of 
term candidates. Despite the recent advances in term extraction and ontology 
learning, such lists still need manual curation and structuring in order to be usable in 
semantic IR. The efficiency of this work relies on a tool that must allow the selection 
and the structuring of terms and concepts in a user-friendly way. Ergonomics is 
particularly crucial for direct use by the expert, so that s/he would focus on domain 
knowledge acquisition rather than on specific linguistic and formal modeling issues. 

2.2   State of the Art 

Ontology acquisition from texts has been widely studied in the last decade, resulting 
in a number of tools that assist the ontology engineer in the various steps of ontology 
design from term selection to semantic modeling. 

Ontology learning frameworks provide integrated pipelines for automatically 
computing concepts, relations between concepts and inference rules from text 
analysis, either linguistic or statistical. Several tools have been proposed, among 
which Text2Onto [6], Asium [7], OntoLearn [8] and OntoLT [9].These automatic 
approaches make useful suggestions that have to be validated and integrated into the 
knowledge model. Although some of them like as Asium and Text2Onto provide a 
user validation interface, they do not address the modeling issue with the flexibility of 
ontology editors. 

Closer to our requirements, term validation interfaces and ontology editors assist 
the manual design of domain specific terminologies and ontologies respectively. The 
validation of sets of term candidates is often tackled as the simple task of selecting 
and rejecting words and phrases extracted from a corpus, supported by spreadsheet-
like software.  It shortly reveals its limits and inappropriateness, especially for term 
context analysis in the source corpus and cooperative design. The web application 
TermExtractor [10] stands as an exception as the validation can be compiled from a 
vote by different users. Unfortunately the validation interface cannot be used as 
standalone without the associated term extraction tool. At the end of the spectrum, 
ontology editors like Protégé [11], OboEdit [12] - in the biomedical community- 
KAON [13] assist ontology creation, edition, browsing, reuse and merging in 
languages based on formal semantics such as OWL. If they offer user-friendly 
interfaces for managing concepts and roles, they remain difficult to adopt quickly for 
simple hierarchy modeling by a domain expert.  Finally none of these tools provides 
facilities for defining concept lexicalization from term candidates extracted from 
corpus. 
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The most complete tool with respect to our needs is undoubtedly Terminae [5] that 
provides an explicit link between the lexical and terminological levels and the 
conceptual level. It provides a high level of traceability, necessary for the 
maintenance of the resource. Its limit towards our requirements is the formal 
distinction between the lexical and conceptual knowledge as materialized by distinct 
actions and windows in the interface. While this feature makes sense when the 
ontology design is achieved by knowledge engineers, it turns to act as a hindrance for 
the domain expert, who has a topic-centered approach of knowledge modeling and 
needs to transparently handle knowledge from different types at the same time. 

3   Cooperative Ontology Building from Text 

This section details TyDI elementary functions and describes how these functions are 
combined in methodological steps taking into consideration the cooperative 
relationship between domain experts and a knowledge engineer. 

3.1   TyDI 

User cooperation and ontology design traceability relies on a client-server architecture 
based on the NetBeans technology and a PosgreSQL RDBMS for storage. This 
architecture ensures robustness and flexibility. The input of the TyDI system is a set 
of term candidates; it supports the YaTeA [14] term extractor format and CSV files.  
TyDI interface also offers advanced and intuitive navigation and control over the 
termino-ontology. A TyDI documentation and screenshot  are available from [15]. 

Term candidates are displayed with their linguistic information. The user can 
specify the columns to be displayed and their order. The content of the term grid is 
computed by filters specified by the user. The context of each term in the source 
corpus and its properties can be viewed in specific frames. Distinct frames are 
dedicated to local structuring and to global modeling. Additional functionalities worth 
mentioning are the external search facilities (e.g. Google, Wikipedia); display of the 
sub-terms of a given term; exploitation of the term morpho-syntactic variations as 
computed by the FastR tool [16]; grouped actions via multi-row selection; OWL, 
OBO and tsv (tab separated values) export. 

Term filters include numeric criteria (word count and number of occurrences), 
used for selecting either short, generally generic terms or long, more specific and 
generally less frequent terms. The user can select terms with shallow criteria (surface 
form patterns) or linguistic criteria (surface form, lemma, head, expansion and 
syntactic category). For instance, one can define filters that displays all terms sharing 
the same head or all sub-terms syntactically embedded in a given term. These criteria 
can be combined with Boolean operators. For example, the filter “head term = tree” 
combined sub-terms filter yields the list: tree, mature tree, mature avocado, mature 
avocado tree, medium-sized mature avocado tree among which the expert will easily 
invalidate incomplete term candidates (mature avocado) and too specific term 
candidates (medium-sized mature avocado tree).  
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The filter and sorting functionalities are also useful to build the terminology 
structure. TyDI facilitates the examination of close terms along various axes. For 
instance Head and Expansion columns highlight semantic relations reflected by the 
term composition: distributional semantic relations (e.g. insect resistance / bacteria 
resistance, stationary phase / stationary stage), multidimensional traits (e.g. plant 
resistance = resistance of the plant vs. insect resistance = resistance to the insects) 
and hyperonymy (e.g. mature tree / mature avocado tree). These functionalities also 
help defining synonymy equivalence classes through unconventional term usages, 
abbreviations, acronyms and rhetoric figures such as metonymy (e.g. gene activation 
vs. expression activation) or ellipsis (e.g. terminator sequence vs. terminator). TyDI 
allows to qualify specific types of synonymy, i.e. acronymy, typographic variation, 
quasi-synonymy and translation. 

 A specific frame is used for local modeling of the lexical representation of 
ontology concepts with terms. Defining a new concept consists in creating a concept 
label from the term grid or in selecting the label from an existing term synonym class. 
A dedicated frame provides facilities for structuring the concept hierarchy, for 
navigating through the ontology and for performing major revisions.  

TyDI supports collaborative work by allowing concurrent validations of each term. 
It maintains in a distinct property the validation status according to each user. The 
validation status includes a label and a comment where the user can record 
justifications and questions. The validation status of other users may be visible or 
hidden depending on the specific application needs; TyDI thus supports open, blind or 
double-blind validation schemes. Validation statuses also offer filter and sorting 
criteria, so one can retrieve terms for which a consensus or a controversy exists. 

3.2   Strategies for Building Ontologies from Text 

TyDI is independent from methodological strategies of information processing and 
knowledge modeling: bottom-up, top-down or topic-centered as distinguished in [17]. 
In fact they are not exclusive and complement each other in the same project as 
shown in the use case (section 4).  

The bottom-up strategy consists in gathering large sets from the whole set of terms 
extracted from a corpus. Terms are validated in a systematic way by sorting them by 
shallow properties like the surface form, the number of occurrences or the word 
count. The most frequent terms, if specific enough, are analyzed in order to scope the 
main themes. This strategy proves useful for a first approach of the data and for 
reckoning the data contents.  

The top-down strategy aims at structuring the ontology by relating existing sub-
trees. It starts from ontology overview, and then moves on toward details, by breaking 
down the model into layers, filling the ontology from high level concepts to more 
specific concepts. With this approach, modelers have a global insight of the model, 
allowing them to locate gaps in the model. This strategy is a preliminary step to team 
work where each participant has specific expertise and is responsible for a particular 
area of the model. 

The topic-centered strategy is more focused: the aim is not to cover a large part of 
the data, but to focus on local model parts. It starts from a specific term and performs 
a search in order to assemble a maximum of similar terms within new related classes. 
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The filtering used here is more sophisticated than in the bottom-up strategy, since 
composition terms analysis and morpho-syntactic variation are extensively used. This 
strategy is preferred by domain experts who concentrate on a precise issue, usually 
delaying the strict observation of modeling principles. 

The two former strategies prove both useful for modeling at the leaf level (bottom-
up approach) and at more abstract levels (top-down approach), while the latter (topic-
centered) is convenient for locally populating ontology labels and synonym classes.   

3.3   A Cooperative Process 

TyDI is intended for both domain experts and knowledge engineers who collaborate 
relying on complementary skills. Thus TyDI is designed for concurrent cooperative 
work. Our main hypothesis is that the domain expert shall play an active role in 
knowledge modeling through a direct use of the tool. We believe that a strong 
involvement of the domain expert is both efficient and gratifying. We also assume 
this involvement is feasible with the help of appropriate methodologies of cooperation 
between the expert and a knowledge engineer, and the use of an appropriate tool as an 
interface between them. We discuss here the respective contribution of the expert and 
the engineer and how TyDI can act as the medium tool. These general principles will 
be illustrated in the use case in section 4. 

In this context, the design of a termino-ontology requires that both the expert and 
the knowledge engineer acquire some knowledge of the objective and constraints of 
the other party.  The knowledge engineer (KE) enforces the target application and 
processing tools constraints. S/he also trains the expert to use TyDI functionalities at 
different acquisition phases. By learning how to use the tool, the expert is allowed to 
grasp the practical consequences of these constraints, as well as some of the 
underlying principles of terminology and formal modeling. S/he validates domain 
terms using his/her background knowledge and context facilities of TyDI while the 
KE relies on linguistic clues, composition related functionalities and document 
context to check the well-formedness of validated terms.  

During the construction of synonym equivalence classes, the expert proposes 
preferred terms and synonyms, while the KE discusses the preference according to the 
term frequency and linguistic constraints such as length. S/he also checks that 
synonymy and hyperonymy relations are strict enough and do not denote weak 
relatedness with respect to the application requirements. S/he may suggest additional 
synonyms by analyzing similar terms and term context in the corpus. 

The specific cases of ellipses, metonymies and metaphoric usage are debated in 
order to distinguish hyperonyms, synonyms and non-related variants. The debate is 
ideally collegial and requires references and inspiration from external resources of the 
application domain. During this interaction the KE acquires the domain basic notions 
empowering him to be more autonomous so the expert can concentrate on more 
complex issues. Finally the KE role is also to help expert in choosing the best strategy 
for ontology design (see section 3.2). For instance, when the expert goes too deep in 
specific topics and looses the view of the global direction, the KE may suggest 
alternative strategies such as top-down structuring of the existing knowledge chunks.  
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4   Use Case: Ontology Building from Biotechnology Patents 

We present here a practical experiment of collaborative ontology design supported by 
TyDI. The target application is the semantic search of patents in the biomass 
exploitation domain for the VegA project [18]. The patent belongs to the ECLA 
patent class A01H: New plants or processes for obtaining them; plant reproduction 
by tissue culture techniques, referred to as New Plant domain in the following. That 
work was set up to meet the actual needs of intellectual property engineers and 
biology experts in technology watch and evaluation of freedom to operate. The IR 
application is now operational and publicly available [19]. The patent collection 
consists of the 21,039 OEB patent documents in English as available from esp@cenet 
web service. The title, abstract and claims sections were used for the term extraction 
and then indexed by the termino-ontology. YaTeA software extracted 65,529 terms 
imported into TyDI. A plant biology expert and a knowledge engineer collaborated to 
the New Plant termino-ontology building. They interacted remotely by using TyDI 
interface to visualize the results of their actions in real time, and by email and phone 
for planning. The design consisted of four phases:  (1) shallow term filtering, (2) 
topic-based exploration of the terms, (3) term validation, classification and local 
modeling, and (4) global modeling and concept formalization. According to section 
3.2, the two first phases belong to the bottom-up strategy, the third part is 
representative of the topic-centered strategy and the fourth one is an example of the 
top-down strategy.  

4.1   Shallow, Non Semantic List Filtering 

Given that the term candidates were automatically extracted, the list contained 
incorrect and irrelevant terms. The first stage consisted in cleaning the terms list by 
shallow filtering and was mostly performed by the KE. She attempted both to delete 
most incorrect forms and to group inflexions and derivations into synonyms classes. 
Since the list contained many morphological variants (e.g. public controversies, 
public controversy, Public controversy) that were missed by the lemmatization step, 
the engineer wrote explicit rules to merge them automatically, the merged terms were 
still visible on the TyDI interface for traceability purposes. After merging, the number 
of terms decreased by about 11% (7,403 terms). The most frequent incorrect forms, 
were identified by sorting the terms of the surface form column by alphabetical order 
that highlights badly segmented terms starting with special characters ( %,[,“ ). Other 
numerous irrelevant terms were identified thanks to the surface form filter: rhetorical 
terms and terms relative to the genre of documents (in addition, claim, main 
objectives), terms containing irrelevant adjectives or demonstratives (previous study, 
this disease), over-general and ambiguous terms (intensity, product, concentration). 

A lot of hapax, often resulting from incorrect segmentation or POS tagging were 
found out by sorting terms by their occurrence frequency and tagged as invalid. 

4.2   Topic-Based Terms Exploration 

The goal here was to identify important domain themes. To filter the terms, the expert 
and KE used shallow clues such as frequency and length of terms. Frequency sort 
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highlights representative terms of recurrent themes in the corpus (ex. DNA sequence: 
542 occ., transgenic plant: 664 occ.). They also sorted terms by number of words, 
giving priority to short (monolexical) terms to identify general items (e.g. polymer, 
breeding, phenotype, disease) or, on the contrary, giving priority to longer 
multilexical terms to identify domain specific items (e.g. herbicide resistant 
acetohydroxyacid synthase). In parallel, the interaction with the KE became more 
fluent as the expert familiarized with TyDI, learnt its main functionalities as well as 
the terminology and formal ontology fields. Concurrently, the KE discovered the 
main biological notions.   

4.3   Terms Validation, Terms Classification and Local Modeling 

In this phase, the expert selected a seed term as representative of one relevant theme 
(e.g. maize cell), then he browses through terms by following different types of 
semantic roles in order to cover thoroughly the theme of the elected theme. The user 
combined different filtering criteria at the surface level (e.g. regular expression 
match) or at the linguistic level (same head, same expansion). This kind of unbounded 
navigation allowed the expert to discover alternative semantic axes (maize cell vs. 
maize culture), or semantically close elided terms (maize plant cell). 

Since, a lot of terms turned out to be semantically close, the expert benefited from 
the filter display to gather them within classes. To check the meaning of an 
ambiguous term, he displayed its context and queried search engines from TyDI 
interface. We observed that when checking for valid terms candidates, the expert is 
naturally impelled to group and structure the terms within semantic classes and 
subclasses, and thus to conceptualize them into a local model in a continuous schema. 
Even though this blurs the formal frontier between the lexical and the conceptual 
levels, for efficiency reasons the distinction should not be enforced at the operational 
level in the user interface. The expert handled both: terms linked by synonymy 
relationship (virus resistance, viral resistance and resistance to virus) choosing a 
class representative (virus resistance) and classes linked by is_a relationship 
(geminivirus resistance, potyvirus resistance is_a virus resistance). 

Thanks to the multi-window view, the expert was able to quickly populate existing 
synonyms and hyperonyms classes and to create new ones by looking for other terms 
displayed within the grid. Moreover the expert distinguished different synonymy sub-
cases corresponding to linguistic variation types: typographic variants (indole butyric 
acid and indolebutyric acid) and acronyms (IBA). Other synonyms resulted from 
previous machine processing (e.g. OCR error: Brassica oleracea, Brassica oieracea). 

4.4   Global Modeling and Concepts Formalization 

At this stage, the respective roles of expert and knowledge engineer became well-
defined: conceptualization and modeling of term classes belonged mostly to the 
domain expert, whereas the KE made sure generality relations were strict and 
consistent with formal knowledge modeling rules, and also helped the expert resolve 
consistency problems. The term classes produced during the previous stage were used 
as a basis for ontology design. Each class representative was reevaluated as denoting 
an ontology concept, while outclass terms were systematically considered as potential 
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candidates for denoting new concepts. Supported by the engineer, the expert 
massively gathered synonyms that were spread across the terminology (e.g. Brassica 
iuncea and Brassica iuncea plant with their synonyms). As already observed in 
previous modeling experiences, the restriction to only is-a relations sometimes led the 
expert to gather related concepts in informal concept bags instead of formalizing them 
into different hierarchies, e.g. resistance to infection, to disease, to pathogen. The 
formalization of such bags depends on the application requirement. In fact, in the 
A01H domain the distinction between the three types of resistance is considered as 
irrelevant for semantic document searching. Alternatively, he gathered concepts 
related to different issues because of the similarity of their labels, e.g. solar energy 
and metabolizable energy denote respectively the source of the energy and the 
capability of the plant to metabolize it. The KE systematically reviewed the topics 
investigated by the expert in order to overcome these problems. 

During that stage, the expert proceeded by creating several general concepts, then 
by populating the ontology with more specific concepts and enriching more in depth 
issues in which the expert is particularly versed. In order to correct the bias of the 
single expert view and the potential lack of representativeness of the training corpus, 
an expert of the biomass domain handed to the domain expert an additional list of 
topics representative of the documents. He also relied on relevant external 
information resources, i.e. Mesh and Agrovoc for structuring the highest levels of the 
ontology, choosing relevant concept labels. 

4.5   Ontology Building Results 

The design of the New Plant termino-ontology took 6 weeks, which is very short 
compared to our comparable previous semantic search application developments with 
Yatea using a spreadsheet and Protégé instead of TyDI. 21,960 (37%) terms were 
validated and 10,603 (18%) terms were deleted. 5,967 (10%) terms belong to 2680 
synonym classes which are linked to the same number of hierarchical concepts. 

The development of an instance of WebAlvis allowed us to evaluate the quality of 
a sample of the termino-ontology through an IR application. The evaluation results 
are available from [15]. This evaluation showed the high quality of the resource with 
regard to formal and lexical criteria, thus validating our methodology.  

5   Conclusion 

The improvement of semantic information retrieval systems, especially in highly 
specific domains, depends on the quality of the knowledge representing resources 
developed. Specific domain knowledge acquisition from corpus is a work in progress 
and requires appropriate methodologies and enhanced tools. 

We specified that fine-grained document analysis applications (Information 
Retrieval, Information Extraction) require formal ontologies with rich lexicalization. 
This kind of resource is hardly available and its acquisition is very time-consuming. 

We proposed a methodology for building lexicalized ontologies where the domain 
experts are strongly involved, to the point they also contribute to the modeling of the 
resource. We demonstrated that this involvement can be efficient with the help of an 
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appropriate methodology and a specialized tool to help knowledge engineers and 
domain experts to work collaboratively. We presented the TyDI software through the 
use case of a patent retrieval application for the biotechnology domain. We are 
currently improving TyDI based on feedback collected during this experiment. 
Immediate future developments will focus on handling polysemy and integrating 
available ontologies and terminologies. Long terms improvements include ontology 
learning features (distributional semantics, Hearst-like patterns) and better 
collaboration support (history management, locks, conflict resolution functions). 

We are involved in several projects in different domains that will provide more use 
cases, giving the opportunity to improve both TyDI and our methodology. 
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Abstract. In software organizations, usual ways to capture the experience pro-
ject team members acquire are based on methods such as project postmortem 
analysis, post-project revisions and others alike. Their main drawback is that the 
experience capture is done (if ever) after project completion, which leads to the 
risk of losing it if, as usually occurs, team members are finally not available. 
This paper introduces ReBEC (Reflection-Based Experience Capture), an ap-
proach that enables organizations to integrate the experience capture activities 
into daily software project tasks. We also present the case study of the imple-
mentation of this approach in a software organization. The study results show 
that ReBEC allows an earlier capture of knowledge and experience compared to 
existing approaches, and identify sources of knowledge as well as lessons 
learned and proposals of best practices. 

Keywords: Knowledge management, software engineering, experience capture. 

1   Introduction 

The knowledge and experience that team members acquire as they carry out a soft-
ware project conforms a valuable asset for organizations that aim to improve their 
software practices and processes for future projects [1]. For this to happen, software 
organizations should assure that the knowledge gained in a project is not lost, and it 
must be first captured and then, stored and managed for reutilization [2] [3]. Common 
approaches for capturing that knowledge and experiences are based on techniques 
such as semi-structured interviews [4], [5] or by applying methods such as project 
postmortem analysis [6], post-project revisions [7] and legacy sessions [8], among 
others. The main drawback of these approaches is that the capturing process usually 
takes place at a later time then of the occurrence of the experience itself and it is re-
quired that the people who own the experience be available to participate in this  
capturing process, which in general is not possible. 

In this paper we present an approach to capture software project experience that 
differs from the above mentioned methods mainly in two aspects: the way the experi-
ence is captured, and the moment in the project life cycle this capture takes place. 

This remainder of this article is organized as follows. In section 2 we present a gen-
eral overview of the existing approaches for capturing software project experiences 
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along with their main weaknesses. In section 3 the concept to reflective practice is 
introduced as a key element in the design of our approach. Section 4 is devoted to 
present a general overview of ReBEC, with a description of the phases it is structured, 
and to introduce the “reflective guides”, the proposed knowledge management tool 
used to capture experience. In section 5 we present the case study we conducted in a 
software organization to study the application of our approach. In section 6 we discuss 
the conclusion of the study. Finally, in section 7 we present the conclusions of the 
article and describe the future works and research lines. 

2   Related Works and Criticisms 

Several methods have been proposed for capturing of knowledge and experiences that 
project team members acquire as they carry out a software project. 

The project post-mortem analysis [6] comprises three phases: preparation, data col-
lection, and analysis. In the preparation phase all the documentation generated during 
the project is reviewed in order to determine the goals for the postmortem analysis. 
The data collection phase is the moment in which the relevant project experience is 
gathered and, once the important topics have been identified, they are prioritized 
before proceeding with the analysis phase. During this last phase, a feedback session 
is conducted in order to analyze the data collected and to find the causes for positive 
and negative experiences. 

The legacy sessions [8] refers to the working sessions where project team members 
identify innovations and improvements that they have performed in their projects and 
that are potentially valuable for future users. A legacy session consists of four parts. 
The first part consists of a brainstorming session to identify potential legacies (ap-
prenticeships that have the potential of being re-used by the members of the project 
team or by other members of the organization). In the second part, the participants 
synthesize the results of the former phase categorizing them as “processes”, “prod-
ucts” or “people”, and an element is chosen for subsequent discussion. The third 
phase is the detailed discussions of the chosen element for, in the fourth phase, create 
a summary of the revision done. 

The post-project reviews [7] are a way to provide a formal mechanism to transfer 
experience from a project team to an organizational memory once the project has 
finished and while these experiences are still fresh in the minds of the participants. 
The captured experience is stored in a repository of learned lessons whose purpose is 
to facilitate the organization, maintenance and spread of the captured knowledge. 

All the above described methods are characterized by the fact that the capture of 
experience is done later in time with regard to the actual occurrence of the experience, 
generally after finishing the project or by the time it has reached a relevant milestone. 

The main problem with these approaches is that they arrive very late in the life of a 
project, if they are ever done, because when a project is finished, team members are 
almost immediately reassigned to a new one, taking with them their individual  
knowledge, and there is no time for such reviews [9], [10], [11], [12], [13]. 

Thus, to separate in time the experience and its subsequent capture involves some 
risks. Experience might be lost if team members are no longer available because they 
have been assigned another project or they have abandoned the organization. 
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Based on these considerations, a new approach is needed as long as: 1) it previ-
ously establishes the specific types of knowledge and experiences that are interesting 
to capture and 2) the capture of the knowledge and experience happens while the 
project is under execution. 

Another topic that is central to our approach is the concept of “reflection”. Raelin 
defines reflection as the practice of periodically stepping back to ponder the meaning 
to self about what has recently transpired. Reflection illuminates what has been ex-
perienced by self, providing a basis for future action [14]. Reflection is considered to 
be an essential part of a learning process and reflective practice is the method by 
which reflection is made a conscious and structured activity. Reflection should be 
built into every activity, project or work piece in order to maximize learning from 
everyday activity [15]. Schön introduced the reflective practitioner perspective in 
which professional rethink and examine their work during and after accomplishing the 
creative process [16]. 

According to Hazzan and Tomayko, an analysis of the software engineering field, 
and the kind of work that software engineers usually perform, supports applying the 
reflective practitioner perspective to software engineering [17]. 

One traditional tool used in reflection activities is the reflective journal. A reflec-
tive journal records a learning item that took place as a result of reflecting on experi-
ences and situations [15]. 

3   Proposed Approach for Experience Capture 

Based on the considerations detailed in the previous section, we have defined a differ-
ent viewpoint for capturing the knowledge and the experience that is acquired during 
software projects execution. This new viewpoint is characterized by a) incorporating 
the perspective of the reflective practice and the use of reflective diaries in the activi-
ties of software projects, b) take into account the problems pointed out in section 2 
related to the traditional forms of post-mortem analysis and similar methods and c) 
integrating the experience capture process with the activities of software projects and 
software processes improvement efforts. 

3.1   General Overview 

Our approach is structured in four phases, as shown in Figure 1. From the set of the 
software practices and processes in use in the organization, in the Capture Objectives 
Definition phase a set of knowledge and experience capture objectives are establish 
for those software practices and processes that the organizations wants to improve. 
Based on these objectives, in the next phase the reflective guides are created. These 
guides contain a series of questions or sentences whose purpose is to guide and facili-
tate the analysis and reflection over the realization of the project tasks by the mem-
bers of the project team. 

Once these guides have been elaborated, the next step consists of assigning those 
guides to the members of the project teams who, during the execution period of their 
project tasks, use the guides to register their reflections and impressions, the difficul-
ties found, unexpected events and similar considerations in relation to the way they 
those tasks are actually performed. 
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Fig. 1. Graphical representation of the proposed approach 

Once the project tasks are finished and the questions or sentences have been an-
swered, the guides are collected for analysis and for identifying new knowledge and 
experiences captured in the answers. This last activity provides, for the next phase, 
the inputs of new knowledge and personal experience in order to carry out the process 
of identifying and taking out the lessons learned during the execution of the project 
activities and the identification of the proposal of best practices that, later, will be 
incorporated to a Repository of Learned Lessons and Best Practices.  

These new captured experiences and knowledge will impact the manner in which 
project activities will be carried out in the future. They will become a basis for incor-
porating improvements to current practices and processes in use. This sequence of 
activities can be repeated in an iterative way to incrementally manage the creation of 
knowledge and the organizational learning based on experience, integrating the 
knowledge and experience management activities with software projects and software 
process improvement initiatives. 

3.2   The Experience Capture Objectives Definition Phase 

The purpose of this phase is to define the objectives of knowledge and experience 
capture for the target practices, techniques or software processes. To define these 
objectives we propose to use the well-known Bloom’s taxonomy of educational ob-
jectives [18]. The way to express the capture objectives is to formulate questions and 
sentences that, taking into account the cognitive processes associated with the differ-
ent levels of Bloom´s taxonomy, point to those aspects of the practices or processes 
from which we will try to capture experience. Asking questions is nothing new. The 
difference here is that these questions are asked “before” the team members perform 
their project activities and not “after” those activities has been performed. In this way, 
respondents know in advance the questions he/she will have to answer later, and find 
them in a better position to reflect on and to give a more detailed answer. 

To elaborate these reflective questions or sentences, it is necessary to take into ac-
count: a) the concepts related to the practices, techniques or software processes in 
relation to which the experience is going to be captured and b) certain keywords usu-
ally associated with each level of Bloom´s taxonomy, that express corresponding 
cognitive operations. Lists of key words can be found in [18]. 
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3.3   The Reflective Guides Elaboration Phase 

One the experience capture objectives are defined, the next step is to elaborate the 
reflective guides. As we define them, these guides are a knowledge management tool 
whose purpose is to guide the reflection done by project team members about those 
project aspects from which it is desired to gather experiences, according to the experi-
ence capture objectives previously defined. We consider the reflective guide as a 
special kind of reflective diary that incorporates questions and statements elaborated 
in the previous step, and whose purpose is to guide the analysis and the reflection of 
team members with regard to those project activities that were assigned to them, and 
to focus their attention on those aspects of their activities from which we want to 
gather experience. For each question or statement, team members will be able to pro-
vide an answer with those reflections, comments and problems encountered during 
the execution of his/her project tasks. 

3.4   The Reflection and Experience Capture Phase 

Once the reflective guides have been elaborated, they are handed in to the members of 
the project team who are responsible to carry out the project activities respective of 
which the objectives to capture experience were formulated. This delivery is done in a 
brief meeting in which team members are given an explanation about the purpose and 
content of the guides, and how they are supposed to use them as part of their project 
activities. During this phase then, team members should use the guides as an aid to 
analyze and to reflect on the execution of their project activities, and to record their 
reflections and experiences as a way to answer the reflective questions or statements. 

3.5   The Experience Identification and Analysis Phase 

Once the project activities related to the reflective guides have finished and the team 
members have answered the questions, the guides are collected back for their analy-
sis. This analysis consists in extracting from the answers those passages that might be 
considered “lessons learned” during the realization of project activities, and those 
passages that have the potential of becoming proposals for “best practices”. The 
learned lessons and the proposals of best practices obtained will be incorporated into a 
repository to make them accessible to the rest of the organization (see Fig. 1). 

3.6   The Repository of Lessons Learned and Best Practices 

This repository, in our proposal, has a tree-like structure, based on the software engi-
neering knowledge areas provided by the Guide to the Software Engineering Body of 
Knowledge [19]. Each leaf of the tree points to the actual lessons learned and/or best 
practices related to their corresponding knowledge area. Any team member in a new 
project will be able to access the repository and find the lessons learned and best  
practices relevant for the projects activities he or she is carrying out. 

To ensure these knowledge assets are used in new software projects, when the re-
flective guides are assigned to team members they will include references to the les-
sons learned and best practices in the repository related to the project activities they 
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are going to perform. In Figure 1, this is represented by the arrow that goes from the 
Repository to the “software project activities”. 

Going through several iterations over the same project activities, those lessons 
learned and best practices can be continuously refined and, when they became stable, 
the knowledge and experiences they represent can be formally integrated into the 
organizational software process specification. In Figure 1, this is represented by the 
arrow that goes from the Repository to “Software practices and process in use”. 

4   Empirical Study 

To illustrate our approach and the use of reflective guides, we present here the study 
conducted from April to July of 2009 at the Software Factory (ORTsf), an academic 
unit within the Software Engineering department of the Universidad ORT Uruguay. 

4.1   Research Questions and Projects Selected for the Study 

The two research questions for the study were stated as follows: 1) How to capture the 
knowledge and experience that team members acquire during software projects, in a 
way that such capture is done earlier than with existing approaches; 2) What kind of 
knowledge and experience can be captured by using the reflective guides. 

The strategy chosen was a case study [20]. The conditions of the context are par-
ticularly important to be considered because we aim to study the proposed approach 
as embedded into the daily working activities of the members of a real software  
project team working in real software development. 

Three independent software development projects were considered in this study, as 
shown in Table 1. The project teams were integrated by 3 to 5 students of the last 
course of Systems Engineering career at the University. In each team, typical roles in 
software projects, like project manager, requirements engineer, architect, developer 
and tester, were distributed among its members. A working condition for the teams 
was to work together on-site (in the facilities of the University) for at least 10 hours 
weekly, in order to promote team cohesion and also to have a similar working ambi-
ence to that of a software organization. The remaining 20 expected weekly hours in 
the project, the students had the freedom to work at the University or in any other 
alternative place at their choice. Each project had a “real” customer, namely, an or-
ganization, independent of the University, to which the products was targeted. This 
characteristic of the chosen projects makes the work of the project groups similar to 
that in software development organizations: several projects being developed simulta-
neously, not uniform development practices through the different projects, and  
different deadlines, handing in dates and commitments with the respective customers. 

Table 1. Projects selected for the empirial study 

Name Description Persons 
COODESOR Management system for a dentistry medical organization 4 
GESA Management system for the Uruguayan accreditation organism 3 
SCPI Investment projects follow up and control system 5 
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4.2   Reflective Guides Content and Elaboration 

The first step in defining the contents of the reflective guides, is to define which prac-
tices and processes they will focus on. In ORTsf there is historical data regarding the 
software practices that are usually assessed as “inefficient” when performed by pro-
ject teams. Based on this data, we use ReBEC to capture experiences aimed to im-
prove the processes of defining metrics for project management. 

We used this software engineering activity as a base for the definition of the aims 
of capturing the experience and for elaborating the reflective guides for the case 
study. The questions and statements included in the guides were elaborated by the 
first author in cooperation with a member of the ORTsf staff who, based on working 
experiences with other former project teams, has good knowledge about the specific 
aspects of the chosen practices that are important to take into account. 

4.3   Data Collection and Analysis 

The reflective guides were elaborated and given to the project managers of the com-
peting teams, who used them during their project activities and returned them back 
with all questions answered. What follows are extracts of those answers for some of 
the reflective questions. The full guides with the complete answers can be obtained 
from the first author. 

Question 3 and extracts of answers are presented in Table 2. 

Table 2. Answers to question 3 (Level 4, Analysis, of Bloom’s taxonomy) 

Q. 3: According to your experience, how could you overcome the difficulties for  
identifying metrics useful for your project? 
COODESOR: … today the difficulty we have is identifying some metric that is missing from 
our point of view … to overcome this I will be reading the literature on the issue and I also 
want to meet with the Manager role tutor to learn how we are situated related to metrics. 
GESA: … we used documentation from previous projects, meetings with role tutors for 
project management tasks and meetings with the group tutor. 
SCPI: With the help of the project’s tutor, of the reviewer and the SQA role tutor … the 
information available in the Software Factory web site was very useful … 

Question 5 and extract of answers are presented in Table 3. 

Table 3. Answers to question 5 (Level 6, Evaluation, of Bloom’s taxonomy) 

Q. 5: Report, in a few lines, the lessons learned during the metrics planning process. 
COODESOR: … what I can say is that, given that I work in a maintenance project, I have 
observed the differences between a maintenance project and a development project … 
GESA: … the metrics used in other projects cannot always be reused, each project must be 
evaluated by itself and individual metrics defined for that project. What we hear in class or 
read in books may not always be applicable to the project we are carrying out. 
SCPI: … we realized that just the “theoretical” framework is not enough, because metrics 
need to be adapted to the project’s reality. 
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Finally, question 7 and extract of answers are presented in Table 4. 

Table 4. Answers to question 7 (Level 5, Synthesis, of Bloom’s taxonomy) 

Q. 7: Of those metrics-related management activities you carried out, which ones you 
consider your performance was adequate and which should be improved? 
COODESOR: …having a talk with the team to make them understand the significance of 
time records…define the metrics to be used at the very beginning of the project, something 
that I did not do because of lack of experience and, establishing them after X time after the 
project had begun it is harder to collect the information needed for metrics to represent 
reality … the metrics to use have been well selected … avoiding collecting metrics that do 
not contribute too much and that consume more time from the project. 
GESA: I consider that the activity records of the group members were correctly carried out. 
I would improve the iteration estimation task … 
SCPI: … we still cannot say what we did right or wrong … later on, when we use the col-
lected data, we may actually know the errors we made in planning. 

To answer the research questions asked in sub-section 5.1, we proceeded to per-
form a qualitative analysis of the answers given by the people taking part. This analy-
sis comes from abstracting away those elements that are considered to be important or 
pertinent to answer the research questions [21]. In our case, these elements were cho-
sen from those answers that present chunks of experience acquired during project 
activities. To refer to these sections of the answers, in the following we will use the 
convention (Project Name, Question number from which the answer was extracted). 

With regard to the first research question, the analysis of the answers indicates that 
they refer to accurate aspects derived from the experience of having executed the 
project activities, elaborated during the period in which the definition of the project 
management metrics activities were performed. One of the criticisms formulated to 
the existing approaches for capturing experience is that the process of capturing usu-
ally happens once the project is finished. With the reflective guides, this capturing 
process occurred while projects unfold, because team members were asked to use the 
reflective guides and to elaborate the answers as part of their project tasks. 

With regard to the second research question, the analysis of the answers allows us 
to identify sources of knowledge, learned lessons and proposals of best practices. 

Regarding the identification of the source of knowledge, the answers allow us to 
identify sources of explicit as well as of tacit knowledge. Expressions such as 
“…meetings with role tutors… and with the group tutor…” (GESA,3), “…with the 
help of the project tutor, the reviewer and the SQA role tutor…” (SCPI,3) enable 
identification of tacit knowledge sources. Similarly, expressions such as “…we used 
documentation from previous projects…” (GESA,3), “…the information available in  
ORTsf web site was very useful…” (SCPI,3) indicate sources of explicit knowledge. 

The knowledge and experience captured in the guides enable us the identification 
of lessons learned, derived also from carrying out the project tasks. Expressions such 
as “…something I did not do because of lack of experience and that were more diffi-
cult to collect a long time after the project had begun…” (COODESOR,7), “…metrics 
need to be adapted to the project’s reality…” (SCPI,5) show learned lessons during 
the project activities. 
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With regard to the identification of proposals of best practices, expressions such as 
“…having a team meeting to make them realize the significance of keeping time re-
cords…” (COODESOR,7), “…establishing the metrics to be used at the very begin-
ning of the project…” (COODESOR,7) may be considered recommendations to fol-
low that, adequately developed, will allow the formulation of best practices. 

5   Conclusions and Further Work 

In this article we presented ReBEC, a new approach for capturing experiences in 
software projects, by using a knowledge management tool we named “reflective 
guides”. Different from the pre-existing approaches discussed in section 2, the pro-
posed method is based on a previous establishment of the specific types of knowledge 
and experiences that are interesting for capture, and on the capture of this knowledge 
and experience as projects unfold, instead of waiting to capture them once the project 
is over. In this way, problems and inconveniences that arise from postponing the cap-
ture of experience after the project ends, as discussed in section 2, are solved. 

We also presented an empirical study for an implementation of the proposed ap-
proach in a software organization, with the purpose of showing that the reflective 
guides constitute an adequate tool for the capture of knowledge and experience that 
members acquire during the realization of a software project. The reflective guides 
were used by the project managers of the selected projects as an aid to facilitate the 
reflection on their respective project activities, and as guidelines to capture the 
knowledge and experience they acquired while doing their project activities. The 
qualitative analysis of the answers allowed us to gather, at least, three kinds of knowl-
edge artifacts: sources of knowledge in the organization, lessons learned during the 
execution of project activities, and proposals of best practices. 

Based on these positive results, in ORTsf we are planning to extend the use of the 
reflective guides to capture experiences from other software engineering activities. 

One aspect that requires additional work is the possibility of enrichment of the an-
swers to the reflective questions, in order to allow team members to add more details 
or enhanced descriptions of their experience. At first sight, this can be done by intro-
ducing the role of a facilitator to help team members in improving their abilities to 
reflect and to write better answers. 

Another question that also deserves further research relates to the time consumed 
by team members in answering the reflective guides and the other activities of Re-
BEC, such as reflective guides preparation and the analysis of the answers given, and 
how it compares with the times required to carry out the other methods presented in 
section 2. We consider that it is necessary not only to have quantitative data about this 
timing. Qualitative data is also needed in order to take into consideration the quality 
and richness of the results obtained with ReBEC, compared to others methods. 
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Abstract. Refinements generated for a knowledge base often involve
the learning of new knowledge to be added to or replace existing parts
of a knowledge base. However, the justifiability of the refinement in the
context of the domain (domain acceptability) is often overlooked. The
work reported in this paper describes an approach to the generation
of domain acceptable refinements for incomplete and incorrect ontology
individuals through reasoning by analogy using existing domain knowl-
edge. To illustrate this approach, individuals for refinement are identified
during the application of a knowledge-based system, EIRA; when EIRA
fails in its task, areas of its domain ontology are identified as requiring
refinement. Refinements are subsequently generated by identifying and
reasoning with similar individuals from the domain ontology. To evaluate
this approach EIRA has been applied to the Intensive Care Unit (ICU)
domain. An evaluation (by a domain expert) of the refinements gener-
ated by EIRA has indicated that this approach successfully produces
domain acceptable refinements.

Keywords: Ontology Refinement, Analogical Reasoning, Medicine.

1 Introduction and Related Work

Bundy [3] suggests that ontologies (like any defined knowledge base) evolve over
time; a model can only capture a finite description of the world, decisions made
in the modelling of the domain can be “overturned by experimental evidence
or changes in specification”. Previous approaches to (semi-automatic) ontology
construction (also considered as ontology learning [16]) generally rely on a large
text corpus to automatically extract concepts and relationships, for example,
Text2Onto [5]. The validation and verification of ontologies is also a widely
covered research topic (for a summary see [14]). The competency of an ontology is
often evaluated using several distinct approaches: the first by testing the ontology
against a list of competency questions which it should be able to answer, and
the second by checking aspects of structural consistency using tools such as
ODEClean [8]. For an ontology, incompleteness and incorrectness can exist at
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both the structural level (TBox) and the instance (individual) level (ABox). The
field of ontology evolution can provide some support for ontology refinement
(e.g. [12]) and attempts have recently been made at automating the process
[15]. However, the majority of previous work (ontology learning, validation, and
evolution) has focused on the refinement (or creation) of the taxonomic structure
of an ontology, and removing inconsistencies in ontologies (e.g. [9],[10]); the
validity of values associated with individuals in an ontology has been largely
neglected.

The approach presented in this paper generates refinements for individuals in
an ontology (rather than the TBox) and differs from previous time consuming
and knowledge intensive approaches by using existing domain knowledge con-
tained in analogous individuals. Gentner [7] describes reasoning by analogy as
“a kind of reasoning that applies between specific exemplars or cases, in which
what is known about one exemplar is used to infer new information about an-
other exemplar”. The use of reasoning by analogy in ontology engineering is
mainly confined to reuse processes such as mapping, and merging of ontologies,
and has largely not been explored in ontology refinement; one notable excep-
tion is the LEARNER system [4] which generates refinements for incomplete
ontologies. The approach described in this work extends previous work by gen-
erating refinements (automatically) for both incomplete and incorrect ontology
individuals.

The rest of this paper is organised as follows; section 2 discusses the approach
implemented in EIRA to generate ontology refinements and its application to
the Intensive Care Unit (ICU) domain; section 3 details an evaluation of the
refinements generated; section 4 discusses conclusions and future work.

2 Reasoning by Analogy to Generate Refinements

2.1 EIRA

EIRA, an existing knowledge-based system has previously been applied in the
ICU domain to produce explanations for anomalous patient responses to treat-
ment1. Figure 1 provides an overview of EIRA (the following numbers in brack-
ets correspond to numbers in the figure). EIRA’s explanation generation process
starts when an ICU clinician enters an anomaly into EIRA (1). EIRA can also
detect (if possible) additional anomalies at the same time as the clinician de-
tected anomaly (2). The explanations produced by EIRA are generated by the
application of strategies with (medical) domain knowledge represented in several
ontologies (3)(4). A number of explanations for the anomaly are then presented
to the ICU clinician (5). To identify the strategies (algorithms) implemented in
EIRA, interviews were held with ICU clinicians during which they were asked to
provide explanations for a number of pre-identified anomalous patient responses
to treatment. These interviews and explanations were subsequently analysed and
high level strategies used by the clinicians were extracted and implemented in
EIRA.
1 For further details see [11].
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Fig. 1. Overview of EIRA

2.2 Generating Ontology Refinements

EIRA has been recently extended to reason by analogy to generate ontology
refinements. For each explanation produced by EIRA, the clinician using the
tool can respond by dismissing it, fully agreeing with it, or specifying that the
explanation requires further (clinical) investigation. If the clinician dismisses
the explanation, EIRA analyses the reasoning processes that generated the ex-
planation2. An incorrect explanation indicates that either the strategies used by
EIRA to produce the explanation were inappropriate or parts of EIRA’s knowl-
edge base are incorrect. The work described focuses on the refinement of EIRA’s
knowledge base; approaches to refine incorrect or insufficient rules (as strategies
can be considered to be rules) have previously been explored in the theory re-
vision literature (e.g.[6]). Of course, the knowledge base in EIRA may not only
contain incorrect knowledge, it may also be incomplete, which prevents expla-
nations from being generated. Incomplete knowledge may be identified when a
query of the knowledge base fails to return any results. To refine the knowl-
edge base (for both incorrect and incomplete individuals) it is proposed that
knowledge about concepts and individuals which are similar to the erroneous
concept(s) is used to suggest refinements. The following definition of similarity

2 It is assumed that the ICU clinician provides a gold standard to commence the
generation of a refinement, however, a consensus between multiple clinicians will be
required before the refinement is actually implemented in the knowledge base.
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has been applied: two individuals can be considered similar if they are both
instances of the same class (or immediate super-class).

The process of generating a refinement starts when either EIRA has detected
missing information in the knowledge base or a clinician has stated that an
explanation is incorrect. In both cases the SPARQL [2] queries used by EIRA
are examined to identify the areas of the knowledge base potentially requiring
refinement3. For each SPARQL query, the following high-level steps are followed:

1. Determine the type (class) of the individual containing a missing or incorrect
property value(s) (the subject of the SPARQL triple).

2. Examine other individuals of the same (or similar) type.
3. Identify from these, individuals which have at least one value for the property

(the predicate) used in the SPARQL triple.
4. Suggest refinements to the knowledge base which involve the property values

of the other individuals.

To allow the domain expert/s to consider the impact of a proposed refinement to
the ontology, EIRA identifies (using the Explanation Ontology, described later)
previously correct explanations generated from the parts of the domain ontology
for which a refinement has now been generated. A domain expert is asked to con-
sider the impact of the refinement which may result in the following responses:
1) decline the current refinement as the associated change to a previous expla-
nation is not acceptable, 2) accept the refinement because it does not change
previous explanations, and 3) re-analyse a (previously correct) explanation as it
is now considered to be incorrect in light of the proposed refinement.

Generating Refinements for Incomplete Individuals. To identify incom-
plete parts of EIRA’s knowledge base, the results from SPARQL queries used
in EIRA are examined; when a SPARQL query fails to return any results, the
parts of the ontology queried require further investigation.

A SPARQL query can fail to return any results when either the information
in the ontology does not match the components of the query, or information is
missing from the knowledge base. When a SPARQL query fails, it is examined
further by dividing the query into (triple) patterns, investigating each pattern in
turn. The following types of triple patterns are used in EIRA’s algorithms (the
examples are taken from the ICU domain)4:

– A - RDF-Term, RDF-Term, Variable, e.g.
<http://www.owl-ontologies.com/unnamed.owl#Hypoadrenal Crisis>
<http://www.owl-ontologies.com/unnamed.owl#additionalSymptoms>
?additionalSymptom.

3 SPARQL is a W3C recommended query language for RDF (Resource Description
Framework [1].), and is used to query ontologies.

4 It is acknowledged that other types of triple patterns (e.g. Variable, Variable, Vari-
able) could theoretically occur in a SPARQL query, however, they are not currently
used in the implementation of EIRA.
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– B - Variable, RDF-Term, RDF-Term, e.g.
?symptom
<http://www.owl-ontologies.com/unnamed.owl#clinicalFeatures>
<http://www.owl-ontologies.com/unnamed.owl#DecreaseHeartRate>.

– C - Variable, RDF-Term, Variable, e.g.
?condition,
<http://www.owl-ontologies.com/unnamed.owl#additionalSymptoms>
?symptom.

Triple pattern of type A is the simplest to investigate. In the example given,
if the triple pattern did not return any results, it can be determined that ‘Hy-
poadrenal Crisis’ has no associated additional symptoms in the ontology. In this
example, additional symptoms for ‘Hypoadrenal Crisis’, can be suggested by us-
ing individuals which are similar to ‘Hypoadrenal Crisis’. To enable this the class
(or super-class) of the subject in the triple (T) being examined is determined
and other individuals of this class are identified. For each individual identified,
if an object (property value) is associated via the same predicate (property) as
in T, then the object is suggested as a refinement for the original triple. The
algorithm only examines the class and super-class of the individual as moving
further up the class hierarchy reduces the likelihood that suggestions acceptable
to a domain expert will be found. Following the above example, the ontology is
queried to determine the type (class) of ‘Hypoadrenal Crisis’, which in this case
is ‘Adrenal Disorder’. Other individuals with type ‘Adrenal Disorder’ are then
retrieved from the ontology (e.g. ‘Phaeocromocytoma’), if none are found then
the super-class of the type (‘Adrenal Disorder’) is examined (e.g. ‘Metabolic
Disorder’). When another, similar, individual is identified it is examined to de-
termine if the ‘additionalSymptoms’ property relates it to another individual.
For example, it can be determined that ‘Phaeocromocytoma’ is associated with
‘HighHeartRate’ and ‘Anxiety’ via the ‘additionalSymptoms’ property. A re-
finement for the ‘Hypoadrenal Crisis’ class may then be suggested in which
‘HighHeartRate’ and ‘Anxiety’ are associated with ‘Hypoadrenal Crisis’ via the
‘additionalSymptoms’ property.

For triple pattern types B and C, if no results are returned by the query
these triple patterns are not investigated further unless the triple patterns exist
as part of a sequence of triple patterns. For example, if triple pattern B in
the example given does not return any results, then it can be inferred that no
individuals exist in the ontology with a value for the ‘clinicalFeatures’ property of
‘DecreaseHeartRate’ and hence it is not an appropriate scenario for refinement.
Similarly, if triples of pattern type C fail, then it is not possible to make a
suggestion as no other individuals exist in the ontology to compare against. The
only situation where it may be possible to make suggestions for values using type
B or C triples is when they occur as part of a sequence of triple patterns within
the same query (i.e. the SPARQL query examines several parts of the knowledge
base), in these scenarios information can be used from the other triple patterns
in the query. For example, the following SPARQL query contains two triple
patterns (the first of type B and the second of type A):
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SPARQL query: SELECT ?symptom WHERE ?symptom
<http://www.owl-ontologies.com/unnamed.owl#clinicalFeatures>
<http://www.owl-ontologies.com/unnamed.owl#IncreaseHeartRate>.
<http://www.owl-ontologies.com/unnamed.owl#Phaeocromocytoma>
<http://www.owl-ontologies.com/unnamed.owl#additionalSymptoms> ?symptom

The first triple pattern (TP1) would not be examined as its subject is an un-
known concept (i.e. a variable, ‘?symptom’). The algorithm would then proceed
to examine the second triple pattern (TP2); if it does return results and fur-
ther, if the variables in both triple patterns have the same variable name (i.e.
‘?symptom’), then TP2 can be used to enable a further examination of TP1.
This is achieved by substituting ‘?symptom’ in TP1 with each value for ‘?symp-
tom’ from the results of TP2. For example, once it has been determined that
‘Phaeocromocytoma’ has the ‘additionalSymptom’, ‘HighHeartRate’, it is pos-
sible to examine TP1 by replacing ‘?symptom’ with ‘HighHeartRate’.

Generating Refinements for Incorrect Individuals. For each explanation
generated by EIRA, which the domain expert classifies as incorrect, the associ-
ated SPARQL queries are identified from an Explanation Ontology. The Expla-
nation Ontology models (domain-independently) the explanations generated by
EIRA. Figure 2 provides a visualisation of the Explanation Ontology.

Fig. 2. Explanation Ontology Schema

The identified SPARQL queries are then segmented into triple patterns and
examined further (as discussed in the previous section). The following types of
refinements can be suggested by EIRA: replace the property value, remove the
property value associated with an individual, and change the property associat-
ing the individual and property value. EIRA systematically determines if refine-
ments can be generated for each type of refinement. For example, if the ontology
(incorrectly) contains the ‘expectedEffect’ property relating the individual, ‘Ve-
rapamil’, with the property value, ‘IncreaseHR’ (i.e. verapamil is expected to
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increase a patient’s heart rate), then the following refinements may be suggested
by EIRA:

1. Replace property value, e.g. replace ‘IncreaseHR’ with another value, for ex-
ample, ‘DecreaseHR’.

2. Remove the property value associated with an individual, e.g. remove the
property value, ‘IncreaseHR’, associated with ‘Verapamil’ via the ‘expectedEffect’
property.

3. Change the property associating the individual (subject) and property
value (object), e.g. relate ‘Verapamil’ and ‘IncreaseHR’ via another property, for
example, the ‘conditionalDrugEffect’ property

The first type of refinement involves the examination of similar individuals to
suggest a replacement value (object) which the property (predicate) should re-
late the (triple’s) subject to. To enable this, EIRA determines if the class (or
super-class) of the subject in the triple (T) contains other individuals. For each
individual (I) identified, the value (V) related to I by the same property as T
is noted. If V is associated with at least 25%5 of the individuals examined then
V is recommended as a refinement for T. Following the above example, if ‘Ver-
apamil’ (the subject) and ‘Propranolol’ are individuals of the same super-class
and it is observed that the property ‘expectedEffect’ relates ‘Propranolol’ to ‘De-
creaseHR’, then the refinement suggested is to set ‘DecreaseHR’ as the value of
the ‘expectedEffect’ property for ‘Verapamil’; that is, expectedEffect(Verapamil,
IncreaseHR) becomes, expectedEffect(Verapamil, DecreaseHR).

The second type of refinement removes the erroneous property value, and
so the subject is no longer related to the object via the property. To achieve
this EIRA examines each triple (T) in the SPARQL query and retrieves other
individuals of the same class (or super class if no instances exist) as the subject
in T. If greater than 50% of the individuals do not have the same property as T
then it is suggested that the property associated with T is removed.

The third type of refinement replaces the property which associates the sub-
ject and object. To suggest a replacement property, individuals of the same class
(or super-class) as the subject in the triple (T) are examined by EIRA. For
each individual retrieved, the property which associates the individual with the
object in T are noted (if the association occurs). If an identified property oc-
curs in more than 50% of individuals examined then the property is suggested
as a refinement for T. Following the previous example, if ‘Verapamil’ (the sub-
ject) and ‘Propranolol’ are individuals of the same super-class and it is observed
that ‘Propranolol’ is related to the ‘IncreaseHR’ individual via the ‘condition-
alDrugEffect’ property, then the algorithm suggests that the ‘expectedEffect’
property relating ‘Verapamil’ and ‘IncreaseHR’ is effectively replaced with the
‘conditionalDrugEffect’ property. In this case, the refinement of the knowledge
base would involve: expectedEffect(Verapamil, IncreaseHR) being replaced by
conditionalDrugEffect(Verapamil, IncreaseHR).

5 The threshold levels applied in the three types of refinements have been agreed with
an ICU clinician as sensible levels for this domain.
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3 Evaluation

To evaluate whether the use of reasoning by analogy in EIRA (to suggest re-
finements to incomplete and incorrect ontology individuals) produced acceptable
results, refinements generated by EIRA were presented to an ICU clinician for
evaluation. To generate the refinements, test cases were created, each consisting
of a medical treatment and anomalous response (as identified by an ICU clinician
[11]), this information was entered into EIRA and on each occasion EIRA failed
to produce an explanation, or produced an incorrect explanation, the subsequent
ontology refinements generated by EIRA were noted.

3.1 Evaluating Refinements Generated for Incomplete Individuals

The test cases did not query all parts of the knowledge base (as the queries are
based on the anomalies entered) and hence refinements were not generated for all
the properties in the domain ontology. To produce a complete set of refinements,
examples of missing property values (not previously identified by the test cases)
were manually identified from the knowledge base and details entered into EIRA.

EIRA produced (manually and automatically as described above) 46 refine-
ments which were presented to the clinician. The clinician was asked to state
whether each refinement was clinically acceptable. For 7 out of the 46 possible
refinements a mistake had been made and refinements had been generated for
properties which should contain property values unique to the individual (e.g
the name of a drug) and these were removed6. A further 2 refinements were
not commented on by the clinician as he felt he lacked the required clinical
knowledge.

For the remaining 37 refinements which the clinician did comment on, a total
of 23 refinements (62.2%) were accepted by the ICU clinician and 14 refinements
(37.8%) were classified as not acceptable; for these 14 refinements, the clinician
stated that the property values suggested were not acceptable. In addition, for 7
cases, the clinician did not agree that the two compared individuals were similar
(the majority of these cases had generated refinements judged as unacceptable).
For these later cases it is suggested that the taxonomy (TBox) of the ICU domain
ontology requires further refinement.

3.2 Evaluating Refinements Generated for Incorrect Individuals

Incorrect explanations generated by EIRA (as identified previously by an ICU
clinician in [11]) were selected from the Explanation Ontology and refinements
subsequently generated. A total of 72 explanations (instances) were contained in
the Explanation Ontology. 11 of these explanations had previously been evalu-
ated by an ICU clinician as incorrect (the remaining 61 were evaluated as correct

6 These refinements are not considered as incorrect in the evaluation as the clinician
agreed that it is completely meaningless to generate refinements for these properties.
EIRA has subsequently been updated.
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or required further clinical investigation). For 7 of the 11 incorrect explanations,
the ICU clinician had previously suggested why the explanation was incorrect
(i.e. suggested a refinement to the knowledge base) in interviews described in
[11].

The evaluation of the refinements generated for an incorrect knowledge base
consisted of two stages: the first identifies if the refinements made by the ICU
clinician (for 7 of the incorrect explanations) could be reproduced by EIRA,
and the second determines if refinements generated by EIRA for the remaining
4 ‘unexplained’ incorrect explanations were acceptable to a domain expert. In
the first stage of the evaluation, EIRA reproduced 4 out of the 7 refinements
suggested by the ICU clinician; the refinements EIRA produced for the remain-
ing 3 explanations (which did not match the previous clinician’s refinements)
were subsequently evaluated by an ICU clinician. In the second stage of the
evaluation, refinements were generated by EIRA for the remaining 4 (out of 11)
incorrect explanations for which the ICU clinician did not previously suggest
any refinements. A total of 19 refinements were generated by EIRA and viewed
by an ICU clinician. For two (out of the 19 refinements) generated by EIRA, the
clinician again felt he lacked the required clinical knowledge to evaluate the re-
finements. Out of the remaining 17 refinements, the clinician agreed that 10 out
of the 17 (58.8%) refinements were acceptable. If the refinements from both sets
of evaluation are considered, the overall acceptance of the refinements generated
by EIRA for an incorrect knowledge base is 61.9%.

4 Conclusions and Future Work

The results indicate that (ABox) ontology refinements, acceptable to a domain
expert for both an incomplete and incorrect ontology, can be generated by rea-
soning by analogy. Further, this approach has the following advantages: existing
domain knowledge contained in ontology individuals is used, thereby avoiding
the requirement for additional domain datasets (which are often unavailable)
and/or time consuming to acquire; this work indicates that domain acceptable
refinements can be generated when the TBox of an ontology is organised from
the same perspective as the properties for which the property values are being
transferred; and finally the use of SPARQL queries and domain expert feedback
allows for relatively easy identification of ABox elements requiring refinement.

Plans for future work include: the implementation of more complex definitions
of similarity in EIRA as the ICU clinician disagreed at several points that the
identified individuals were similar, Ricklefs et al [13] provide a comparison of
such ontology similarity metrics; an extended evaluation, firstly by asking fur-
ther ICU clinicians to evaluate EIRA’s refinements, both individually and as a
group to form a consensus evaluation, and secondly, an evaluation to determine
whether the refinements accepted by the domain expert improve the number of
satisfactory explanations generated by EIRA; finally, an exploration of the use
of reasoning by analogy in EIRA to generate new domain knowledge.
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Abstract. Ontology Summarization has been found useful to facilitate ontology 
engineering tasks in a number of different ways. Recently, it has been recog-
nised as a means to facilitate ontology understanding and then support tasks 
like ontology reuse in ontology construction. Among the works in literature, not 
only distinctive methods are used to summarize ontology, also different meas-
ures are deployed to evaluate the summarization results. Without a set of com-
mon evaluation measures in place, it is not possible to compare the performance 
and therefore judge the effectiveness of those summarization methods. In this 
paper, we investigate the applicability of the evaluation measures from ontol-
ogy evaluation and summary evaluation domain for ontology summary evalua-
tion. Based on those measures, we evaluate the performances of the existing 
user-driven ontology summarization approaches. 

Keywords: Ontology Summarization, Evaluation, Semantic Web. 

1   Introduction 

Ontology Summarization, in recent years, has been recognised as an important tool, 
driven by users, to facilitate ontology understanding and help users quickly make 
sense of an ontology in order to support tasks like ontology reuse [1][2][3]. It has 
provided the basis for a number of user-centric technologies, such as the novel inter-
active frameworks for ontology visualization and navigation KC-Viz1 and the online 
ontologies sharing and reusing system Cupboard2. Though there are a number of 
works in literature for ontology summarization, their evaluations are rather isolated 
from one another and there lacks a comparative view among the ontology summariza-
tion approaches. In fact, there lacks a systematic overview of what evaluation  
measures are there available and applicable for ontology summary evaluation.  

As stated in [4], a key factor that makes a particular discipline or approach scien-
tific is the ability to evaluate and compare the ideas within the area. For ontology 
summarization, evaluation measures can be very different depending on what drives 
or motivates the ontology summarization. For example, for task-driven ontology 
summarization, the evaluation can be task-specific and objective in that the criterion 

                                                           
1 http://neon-toolkit.org/wiki/KC-Viz 
2 http://kmi-web06.open.ac.uk:8081/cupboard/ 
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can be based on whether the ontology summary satisfies the requirements of the spe-
cific task as the original ontology does while gaining the expected benefits such as 
reduced ontology size. Whereas for user-driven ontology summarization, the ultimate 
goal is to serve the user with the help of ontology engineering tools, and therefore the 
evaluation can be subjective as well as objective. In this paper, we focus on the 
evaluation of user-driven ontology summarization, which has not been systematically 
addressed in literature. The main contributions of this paper consist in the following 
two aspects, one is to provide a systematic view of the evaluation measures for ontol-
ogy summary with focus on user-driven ontology summarization, and the other is to 
evaluate two user-driven ontology summarization systems in a comparative way using 
evaluation measures investigated here. 

This paper is organized as follows. In section 2, we provide an introduction to  
ontology summarization and a review of the ontology summarization works in litera-
ture in a categorical view. Following this, we focus on the introduction of user-driven 
ontology summarization works. Section 3 presents an investigation of evaluation meas-
ures and their applicability in ontology summary evaluation. In Section 4, we give our 
evaluation results in a comparative way of the two user-driven ontology summarization 
approaches. Section 5 concludes the paper with discussions. 

2. Ontology Summarization 

2.1   Ontology Summarization Overview 

Motivated by the definition of text summarization in natural language processing, the 
authors in [2] provided a definition for ontology summarization as “the process of 
distilling knowledge from ontology to produce an abridged version for a particular 
user (or users) and task (or tasks)”. According to this definition, the information con-
tent of a summary depends on either user’s needs or/and task’s requirements. This is 
one way of classifying the ontology summarization works in literature. In following, 
we provide a categorical view of the ontology summarization approaches. 

Driving force. Ontology summarization is mostly driven by certain needs of users or 
tasks that are observable to ontology engineers. Task-driven ontology summarization 
works include winnowing ontology from very large size to the size only necessary to 
meet the needs of querying tasks [5], downsizing Abox to improve the scalability of 
ontology reasoning tasks [6]. User-driven ontology summarization focuses on the 
needs of users to understand and make sense of ontology quickly in large-scale ontol-
ogy spaces, such as the work in [1][2][3] which will be the focus of this paper and 
will be given more details in Section 2.2. 

Working unit of summarization. Driven by different motivations, ontology summa-
rization can operate at different levels and on different constitutional components of 
ontology. For example, in [6], the summarization object is ABox with aims to im-
prove the scalability of reasoning tasks for ontologies containing large ABoxes. The 
work in [2][3] operates on RDF sentence in order to have summaries which contain 
both terms (concepts and properties) and relations among the terms. Whereas in [1], 
summaries contain only concepts with the belief that they are more effective in just 
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helping user to know what this ontology is about than further details like how the on-
tology is structured which may have an adverse impact of confusing inexperienced 
users, and also with the observation that further navigation of more details of the 
whole ontology from key concepts is feasible and practical. 

Extractive or abstractive. For text in natural language, summarization can be extrac-
tive in that summaries are produced by selecting a subset of the elements in the origi-
nal document, or abstractive by rephrasing the information content of the original 
document [7]. Although summaries produced by humans are typically not extractive, 
most of the scientific researches on summarization, notably text summarization, are 
on extractive summarization because abstractive summarization is much harder to 
implement due to problems of semantic representation, inference and natural lan-
guage generation. Though some problems in text summarization like semantic repre-
sentation, inference are no longer difficult to solve in ontology summarization, most 
of the ontology summarization works in literature are also extractive because, unlike 
text which is natural language that can be expressed in many different ways, ontology 
is a formalized representation of knowledge having a much simpler but stricter syntax 
and semantics. Also, Ontology is already a carefully selected, by domain experts, 
bunch of concepts as well as their relations, properties and facts.  

2.2   User-Driven Ontology Summarization 

Contrary to task-driven ontology summarization, the ultimate goal for user-driven 
ontology summarization is to satisfy user’s needs, which can be a very subjective 
matter. Therefore, it is not so easy to define a clear boundary of whether one sum-
mary is getting the job done or done better than another unless some clearly specified 
and commonly agreed criteria are laid. Therefore in following sections, we focus on 
the introduction of user-driven ontology summarization techniques, which will lead to 
the systematic investigation of ontology summary evaluation measures. 

We have referred to three pieces of works, and the only three to the best of our 
knowledge, for user-driven ontology summarization aiming to facilitate ontology  
understanding. The work in [1] extracts key concepts as the best representatives of 
ontology and hence as ontology summary. In [1], a number of criteria were jointly 
considered, and correspondingly a number of algorithms were developed and linearly 
combined, to identify key concepts of an ontology. The criteria include: name sim-
plicity which favors concepts that are labeled with simple names while penalizing 
compounds; basic level which measures how “central” a concept is in the taxonomy 
of the ontology; density highlights concepts which are richly characterized with prop-
erties and taxonomic relationships; coverage aims to ensure that no important part of 
the ontology is neglected; and popularity indentifies concepts that are commonly 
used. The summarization results, i.e. key concepts, were evaluated against human 
assessors’ summaries, referred to as “ground truth”. A good agreement has been 
found between algorithm-generated summaries with “ground truth”.  

There are other two works in [2] and [3] which also look into ontology summariza-
tion to facilitate user quickly make sense of what an ontology is about, but do not 
have the intention to support further exploitation of the ontology once user gets inter-
ested. Different from the work in [1], in [2] and [3], the authors take RDF sentence as 
the basic unit for summarization and extract the most salient/important sentences as 
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summarization results. By constructing an RDF sentence graph with RDF sentences 
as vertices and links among them as edges, the authors calculate, for each vertex, a 
“centrality” value that determines the relative importance of a vertex within the graph. 
This work is largely motivated by the work of a graph-based text summarization [7]. 
Therefore, when it comes to evaluation, a lot of lessons have been learnt from  
the evaluation of text summarisation, which will be introduced with more details in 
Section 3.2.  

3   Ontology Summary Evaluation 

With those works around to do ontology summarization aiming to facilitate ontology 
understanding, it is more important than intriguing to compare their performances 
using similar, if not the same, evaluation measures in order to assist users in deciding 
the suitability of each approach to their own purpose. When approaching ontology 
summary evaluation, experiences have been gained from the two topics ontology 
summarization tries to cover or combine, apparently one is ontology evaluation, and 
the other is summary evaluation. 

3.1   Ontology Evaluation 

Ontology evaluation has been continuously researched since the beginning of ontol-
ogy-supported engineering and the semantic web. However, there has not been a  
published work on ontology summary evaluation. There are similarities and dissimi-
larities between these two topics and therefore some, if not all, of the ontology 
evaluation approaches may be applicable for ontology summary evaluation. The on-
tology evaluation has been surveyed in work [4] and [8] and concisely summarized in 
[9]. Basically, the evaluation can be done automatically or manually and the evalua-
tion can be carried out at different evaluation levels, which refer to the aspects of the 
ontology that are evaluated. A majority of the work in literature focus on the follow-
ing three levels. 1) Application-driven ontology evaluation, in which the quality of 
an ontology is directly proportional to the performance of an application that uses it, 
2) Gold Standard based ontology evaluation, where the quality of the ontology is 
expressed by its similarity to a manually built Gold Standard ontology, 3) Corpus 
coverage ontology evaluation, in which the quality of the ontology is represented by 
its appropriateness to cover the topic of a corpus.  

Since ontology summarization aims to capture the most important parts of ontol-
ogy while maintaining the focus of the conceptualized knowledge domain, theoreti-
cally, the above three types of evaluation schemes could be applied to ontology  
summary evaluation in a similar way as to ontology evaluation. However, as pointed 
out in [9], it has been recognized that they all have various levels of barriers to over-
come when fulfilling ontology evaluation tasks. When it comes to ontology summary 
evaluation, these barriers actually become less prominent attributed fundamentally to 
the fact that the comparison now is not between two ontologies which most probably 
contain many different lexicons as well as concepts structured in many different 
ways, but between the original ontology and a subset of it. For example, in Applica-
tion-driven ontology evaluation, problems lie in (a) the difficulty of assessing the 
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quality of the supported task (e.g. search) and (b) creating a “clean ” experimental 
environment where no other factors but the ontology influences the performance of 
the application [9]. When this type of evaluation is applied to ontology summary 
evaluation, these problems are no longer problems if the ontology summarization 
process is guided by the application, such as in [5] where the summarization is guided 
by the queries received from any dependent applications. When the guiding applica-
tions are then used to evaluate the resulted summary to check, for example, whether it 
can answer all the queries as the original ontology does, whether it can reduce the 
query-answering time etc. It tends to be straightforward and much easier than evaluat-
ing the original ontology. In Gold Standard based ontology evaluation, one of the 
difficulties encountered is that comparing two ontologies is rather difficult. According 
to [10], one of the few works on measuring the similarity between ontologies, ontolo-
gies can be compared at two different levels: lexical and conceptual. Lexical compari-
son assesses the similarity between the lexicons (set of labels denoting concepts) of 
the two ontologies. At the conceptual level the taxonomic structures and the relations 
in the ontologies are compared. These problems become easier in ontology summary 
evaluation, as seen in [1][2], because the comparison now is between candidate sum-
maries with “gold standard” summary of the same ontology, also known as human 
assessors’ “ground truth”. Not only the size of ontology summary is a lot smaller than 
original ontology, also they are all confined to conceptual knowledge of the same 
domain. The same applies to the Corpus coverage ontology evaluation, though it 
has not been practiced in literatures for ontology summary evaluation. In the case of 
ontology summary evaluation, the topic coverage check is between candidate summa-
ries and the original ontology and among candidate summaries without concerning 
how well the original ontology covers the topic in general and therefore much easier 
to implement. The applicability of ontology evaluation schemes for ontology  
summary evaluation and their practices in related work are listed in Table 1. 

Table 1. Ontology evaluation schemes for ontology summary evaluation 

Ontology evaluation Schemes Applicable for ontology  
summary evaluation 

Practiced in 

Application-driven Yes [5] 

Gold Standard based Yes [1][2] 

Corpus coverage Yes N/A 

3.2   Summary Evaluation 

Just as experiences can be and has been gained from text summarization to do ontol-
ogy summarization, lessons can be learned from the evaluation of text summarization 
to do the evaluation of ontology summarization. This happens in the work of [2] where 
graph-based text summarization techniques were applied in ontology summarization. 
The authors evaluated the summary quality as well as the effectiveness of ontology 
summarization techniques using measures similar to the evaluation of text summariza-
tion. According to [11], many evaluation measures proposed for text summarization 
can be classified into three categories: Recall-based, Sentence-rank-based and Con-
tent-based. In general, one measure will produce one score for each summary  
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produced by one technique. If summaries produced by one technique consistently pro-
duces higher scores by all measures than those produced by other techniques and thus 
has a higher average score, it is reasonable to believe that the summarization technique 
that produces the summaries with higher scores is a better technique.  

Recall-based measures rely on human assessors to extract “ground truth” summa-
ries first and then compare machine-generated summaries with them by counting the 
number of sentences they have in common. Therefore, the more sentences a summary 
has recalled from the “ground truth”, the higher the evaluation score will be. Though 
intuitive and simple, recall-based evaluation measures fall short in a number of as-
pects. Firstly, they introduce a bias because human assessors are used and, in extract-
ing sentences of a document, the agreement among assessors is typically quite low 
[12]. Secondly, a small change in the summary output (by replacing one sentence 
with another equally good one which happens not to match majority “ground truths”) 
could change the evaluation score dramatically. This measure is practised in [1] be-
tween machine-generated summaries with “ground truth”. Sentence-rank-based 
evaluation measures also rely on human assessors to produce “ground truth”. How-
ever, instead of producing summaries that simply contain the most representative sen-
tences of a document, each assessor is asked to rank the sentences of a document in 
the order of their importance in the summary. All machine-generated summaries also 
contain the rankings of the sentences. Kendall’s tau statistic [13] can then be used to 
quantify a summary’s agreement with a particular “ground truth”. This tau measure is 
used in [2] to compare the performances of different “centrality”-based summariza-
tion methods among themselves and with “ground truth”. Content-based measures, 
as the name indicates, calculate the similarity of the summary content to the full 
document content. The content similarity can be simply realized by finding the “term 
frequency” vectors of summaries and those of documents, and then calculating inner 
product value of two vectors which will result in a score indicating how similar the 
two vectors are [11]. In practise, “ground truth” can also be used as an alternative to 
the full document, though not a necessity as in the two measures mentioned above. 
That is to say, if “ground truth” is available, the similarity comparison can be carried 
out against the “ground truth” instead of the full document. This is what was practised 
in [2], where “vocabulary overlap” is used instead of “term frequency” to measure the 
similarity between machine-generated summaries with “ground truth”. In this context, 
recall-based measures can be loosely regarded as a special case of content-based 
measures. The applicability of ontology evaluation schemes for ontology summariza-
tion evaluation and their practices in related work are listed in Table 2. 

Table 2. Summary evaluation scheme for ontology summary evaluation 

Summary evaluation 
schemes 

Applicable for ontology 
summary evaluation 

Practiced in 

Recall-based Yes [1] 

Sentence rank based Yes [2] 

Content-based Yes [1][2] 
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4   User-Driven Ontology Summary Evaluation: A Comparative 
Discussion 

So far, the few works as explained in Section 2.2, which are user-driven and have 
focus on ontology summarization to facilitate ontology understanding remain unre-
lated and have not been evaluated on a common ground. Therefore, it is hard for 
readers to infer how well each system performs in a comparative way. As described in 
Section 3 that, among the only few, the works in [1] and [2] deploy measures compli-
ant with those from both ontology evaluation and summary evaluation to evaluate 
their summarization results. In specific, they both deploy Gold Standard based and 
Content-based evaluation measures. To be specific, they both rely on human asses-
sors’ “ground truth” contents, with which the summarization results are compared by 
content. Given this commonality, in this section, we will present the evaluation of the 
two works in a comparative way by setting up a common ground for comparison. Not 
only will it serve as a test case for our claims that ontology summarization, like any 
other scientific work, can and should be evaluated by similar, or the same, measures, 
also it provides an indicative view of how state-of-the-art user-driven ontology sum-
marization approaches perform and hence allows users to decide the suitability of 
each approach to their own purpose. The evaluation in [3] is excluded here because it 
could not rely on human assessors’ “ground truth” information and hence lack the 
common ground with the other two approaches. 

In the work of [2], the basic unit of summarization is RDF sentence, which is, in a 
nutshell, an integrated information unit that can be a single RDF statement without 
any blank node or a set of RDF statements connected by blank nodes. Using RDF 
sentence as basic distilling unit instead of terms (namely concepts), the authors 
claimed that it would provide extra knowledge of how the terms are related in the 
ontology and therefore provide a more comprehensive understanding of the ontology. 
However, in their work, not all, but only “generic” RDF sentences are considered in 
ontology summary while excluding “special” sentences. The “generic” there referred 
to RDF sentences which are mapped from axioms of atomic class and property 
whereas the “special” referred to sentences containing axioms specifying equivalence 
between class restrictions for example. However, in the work of [1], the basic work-
ing unit for summarization is concepts only. This is due to the fact that this work was 
mainly driven by a foreseen use case scenario, that is to facilitate the graph-based 
visualisation and navigation for large-scale ontologies. For ontology visualisation 
tools, concepts are the most fundamental component and play the most important role 
which interlinked with each other with the links among them being either properties 
or axioms of classes, such as isA relations. When ignoring the links between atomic 
classes and ignoring the atomic properties in the results of [2], we obtain a set of re-
sult which contains concepts only as the results in [1]. The results in these two works 
can therefore be evaluated comparatively by jointly applying Gold Standard based 
and Content-based measures.    

In our evaluation, we use two test onotlogies biosphere3, financial4 which have 
been used in [1] as test ontologies because they have much larger vocabularies than 

                                                           
3 http://sweet.jpl.nasa.gov/ontology/bioshpere.owl 
4 http://www.larflast.bas.bg/ontology 
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those used in [2], and contain no properties that are subject to extraction by the sum-
marization approaches in [2] hence enhancing the comparability of these two works. 
Using approaches in [2] with their online services5, we obtain the most salient RDF 
sentences, from which we extract the first 20 concepts as key concepts in their order 
of appearance in the summarised RDF sentences by ignoring the links among them. 
We then calculate the number of key concepts that agree with “ground truth”, i.e. 
“gold standard”, that is the majority, over 50%, opinion of the human assessors to 
reduce the versatile subjectivity of individual assessors. Eight assessors with good 
experience in ontology engineering were asked to extract 20 concepts they considered 
the most representatives for each ontology. The statistics of the test ontologies, the 
number of key concepts agreed by more than 50% of human assessors and the number 
of key concepts extracted by those two summarization approaches are listed in Table 
3. Table 4 and Table 5 list the 20 key concepts extracted by the two summarization 
approaches respectively with key concepts that agree with respective “ground truth” 
highlighted using italic font. The “ground truth” of biosphere ontology include Ani-
mal, Bird, Fungi, Insect, Mammal, MarineAnimal, Microbiota, Plant, Reptile, Vegeta-
tion, and that of financial ontology include Bank, Bond, Broker, Capital, Contract, 
Dealer, Financial_Market, Order, Stock. 

Table 3. Statistics of ontology and ontology summarization results 

Ontology No. of 
concepts 

No. of concepts 
in “ground 

truth” 

No. of key concepts 
extracted by  

approach in [1] 

No. of key concepts 
extracted by  

approach in [2] 
biosphere 87 10 8 6 
financial 188 9 6 6 

Table 4. Key concepts extracted by summarization approach in [1] 

Ontology Key Concepts 
biosphere Animal, Bacteria, Bird, Crown, Fish, Fungi, FungyTaxonomy, Human, Litter, 

LivingThing, Mammal, MarineAnimal, Marine- Plant, Microbiota,  
MicrobiotaTaxonomy, Mold, Mushroom, Plant, Vegetation, Yeast 

financial Agent, Bond, Capital, Card, Cost, Dealer, Financial_Asset, Fi-  
nancial_Instrument, Financial_Market, Money, Order, Organization,  
Payment, Price, Quality, Security, Stock, Supplier, Transaction, Value 

 

We can see from the results that, with respect to the total number of concepts in the 
test ontologies which are 87 and 188 respectively, there is a quite high correlation 
between the results from these two approaches. This means that though they work on 
different units of ontology and different methodologies are used to do ontology sum-
marization, the results in terms of concepts are close. This is due to the fact that calcu-
lating the “centrality” of RDF sentences in [2] having similar effects with calculating 
basic level, density and coverage in [1] because they all work on the topology and 
taxonomy aspects of ontology. By comparing them in details, we can tell the influ-
ence of each approach on the final results. The results from [1] approach contain more  
 

                                                           
5 http://iws.seu.edu.cn/services/falcon-f/ontosum/ 
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Table 5. Key concepts extracted by summarization approaches in [2] 

Ontology Key Concepts 
biosphere Plant, LivingThing, Vegetation, Microbiota, Animal, MicrobiotaTaxonomy, 

Fungi, FungiTaxonomy, MarinePlant, Mammal, Fish, Canopy, Macroalgae, 
Macroalgae, Anemone, Mushroom, Protist, BlueGreenAlgae, Foraminifer, 
VegetationCover 

financial Financial_instrument, financial_asset, security, bond, asset, agent,  
financial_agent, organization, capital, finicial_ mean, debt_instrument,  
market, financial_market, municipal_bond, market_agent, stock, contract, 
supplier, corporate_bond, government_bond 

simple names, i.e. non-compound names, and more popular names than those from 
[2] approach. This is not surprising because the latter approach works only on ontol-
ogy structures whereas the earlier one works not only on ontology structures, but also 
on name simplicity and lexical popularity.  

5   Discussions and Conclusions 

This paper provides an overview of state-of-the-art ontology summarization ap-
proaches in a categorical view first, and then focuses on the introduction of user-driven 
ontology summarization approaches. With aims to evaluate user-driven ontology 
summarization approaches on a common ground, in this paper, we systematically in-
vestigate evaluation measures from both ontology evaluation and summary evaluation 
domains and inspect their applicability for ontology summary evaluation. After spot-
ting the commonality between the evaluation measures used by the existing ontology 
summarization approaches. We provide our evaluation results on two of the user-
driven ontology summarization approaches by looking at them together in a compara-
tive way. This evaluation confirms the comparability of those ever-isolated approaches 
given a common ground and a same set of evaluation measures, and also provides an 
indicative view of how well each approach performs in comparison with each other.  

User-driven ontology summarization has provided the basis for a number of user-
centric technologies, such as KC-Viz and Cupboard, and also for experiments in Cau-
tious Knowledge Sharing [14], where ontology providers only advertise ontologies 
through automatically generated summaries, rather than in their entirety. It has also 
been used to index ontologies repositories using key concepts only, as opposed to 
indexing ontologies using the totality of their concepts [14]. The results showed a 
slight degradation in performance but apparently with a significant decrease in the 
index size. This will simplify the deployment of semantic repositories in scenarios 
such as those envisaged by the SmartProducts project6, where we aim to deploy se-
mantic technologies in domestic devices with very limited RAM and computational 
power. Therefore, evaluations of ontology summary are of paramount importance to 
the development of effective summarization approaches to ensure their performances 
in different scenarios. 

                                                           
6 http://www.smartproducts-project.eu/ 
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Abstract. The Web presents an opportunity to openly collaborate and
share visualizations of semantic web data. Many desktop tools for visu-
ally exploring ontologies exist; however, few researchers have investigated
how visualizations could be used in an online environment to enhance the
semantic web. In this paper, we present our experience with developing a
visualization service for the semantic web. We discuss the advantages and
challenges with moving to a web-based platform, as well as the features
of the service through several case studies. We reflect on this experience
and provide recommendations for future work and data integrations.

1 Introduction

Over the past decade, many ontology visualization tools have been developed
to help users understand, create, and manipulate ontologies [8]. Visualization of
ontologies is often considered to be a benefit as we can rely on powerful human
cognitive and perceptual abilities not possible with pure textual representations.

Tools and repositories for semantic web resources and ontologies have been
migrating from desktop environments to the interactive Web. Yet online visual
tools for interacting, understanding, and browsing these information repositories
and ontologies is sorely lacking. For example, Swoogle1, contains over 10,000
ontologies in its index. However, the tools available for browsing, exploring and
interacting with these ontologies are still primarily relegated to the desktop.

Much of the research focus for ontology visualization has been on how to better
support navigation of the ontology graph within desktop tools. Little research
has looked at how visualization could potentially play a larger role in supporting
collaboration and adoption of semantic web technology. The web browser has
become the universal interface, allowing researchers and application developers
to reach a far larger audience than previously thought possible [3]. The Internet
makes it easy to share results and collaborate over vast distances. There is no
need to download special tools, and with the advent of Web 2.0, the Web has
grown into an interactive environment.

In this paper, we present a web-based visualization service, called FlexViz.
We discuss advantages and challenges with developing web-based visualizations,
features of our service, and several example case studies.

1 http://swoogle.umbc.edu
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2 Web-Based Visualization

The Web is gradually becoming a platform for visualization. Internet-based vi-
sualizations like tag clouds are now a standard navigational component of many
websites. The NameVoyager [10], which lets users interactively explore historical
name data, drew 500,000 visits within two weeks of its launch. Many Eyes, a
project from IBM, has combined visualization with social computing2. Users of
the site can upload new data sets and apply different visualizations to the data to
facilitate analysis. The visualizations and data are shared, allowing other users
to apply new views, discuss particular visualizations, and rate views.

Despite this trend, few researchers (see [7] for exception) have explored the
utility of web-based visualizations of semantic web data. The Web, as a platform
for exploring and interacting with structured information, is very attractive.
Below we explore some of these potential advantages.

Reach a larger audience: One of the greatest features of the Web is instant
usability. Downloads of special software are unnecessary, the browser has become
the universal interface. The accessibility of online applications greatly enhance
their adoption potential. Part of the success and popularity of the NameVoyager
application was due to its public nature. Anyone can use the application, which
has instant ramifications for all aspects of the site. The Web opens an application
up to the “accidental user”.

Social data analysis: Web-based visualization changes the focus of visualiza-
tion from task-oriented problem solving to social data analysis [10]. Users can
engage deeply with online visualizations and web applications, opening the topic
area to in-depth social analysis [6]. Again, “accidental users”, bring different per-
spectives and different backgrounds, which may change how the application is
used. For example, the various mash-ups that have been created with Google
Maps [5].

Reduce task complexity: Integration with existing web applications poten-
tially reduces task complexity. As in the previously mentioned Swoogle browsing
example, with a web-based visualization, the steps requiring a user to download
and load the ontology into an editor are removed.

Tracking user behavior: Tracking in desktop environments can be difficult, as
the information must be collected on the client and then forwarded to a server.
However, the deployment of visualizations on the Web, particularly as hosted
services, make collecting this information seamless and straightforward. An ap-
plication can collect rich statistical information about their users’ behaviors.
This data can later be used to help improve the tool and service as well as test
the adoption of new features.

Even with these advantages, few web-based ontology visualizations currently
exist. Moreover, the existing visualizations, like AmiGO3, lack interactivity and

2 http://manyeyes.alphaworks.ibm.com
3 http://amigo.geneontology.org

http://manyeyes.alphaworks.ibm.com
http://amigo.geneontology.org
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are not tightly integrated with the surrounding application. Benjamins et al.
state that one of the six essential challenges for the semantic web is visualization
support [1]. Addressing this challenge is difficult. There are several technical
hurdles that must be overcome. Below we discuss several of these technical issues.

Performance: Ontologies can be very large and complex. For example, SNOMED
CT, an extremely comprehensive medical terminology, contains approximately
300,000 terms and over 1 million relationships4. Many existing visualization tools
rely on the ontology being completely stored in memory, which is not feasible for
large ontologies like SNOMED CT. Web-based technologies for creating visualiza-
tions often have limited rendering performance and severe memory constraints.

Screen real estate: Even relatively small ontologies, can be difficult to visual-
ize. Often, ontologies are visualized as a node-link diagram, which is susceptible
to labeling issues and a cluttered display [8]. Managing these issues in a desktop
environment is a design challenge, but on the Web, there are further constraints.
Web browsers often use between 100 to 200 pixels for tabs, menus, and naviga-
tion controls. This severely limits the available canvas for a visualization.

Integration: Seamless integration with existing web applications is key to the
successful adoption of a web-based visualization. This can be potentially difficult.
With newer, less widely adopted technologies, users of the tool may be forced
to download plugins as with Microsoft’s Silverlight technology. Also, multiple
technologies may need to be integrated to allow the existing web infrastructure
to communicate with the visual elements.

Development environment: The choice of a development environment for
supporting the visualization is difficult. A variety of potential technologies exist;
SVG, Java applets, Flash, Silverlight, Firefox canvas object, etc. Each technology
has advantages and disadvantages and depending on the nature of the applica-
tion, the choice in technology may change.

Although there are advantages to supporting more web-based visualizations
of semantic web services, there are also many challenges that must be faced. In
the next section, we discuss the development and design philoposhy of FlexViz.

3 Developing FlexViz

Following a similar design philosophy as adopted by many Web 2.0 services, we
wished to make FlexViz easily extensible, thus allowing the Web community to
apply new data sources as they see fit. The first version of FlexViz was released
in January 2008. Since then, there have been three major releases5.

3.1 Features

The feature requirements for FlexViz were based on our years of experience
developing tools for ontologies and structured data sources. Below, we provide
an overview of some of the FlexViz functionality.
4 http://www.nlm.nih.gov/snomed
5

FlexViz source code: https://sourceforge.net/projects/flexviz/

http://www.nlm.nih.gov/snomed
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Layouts: FlexViz supports many different graph layouts. These include verti-
cal/horizontal tree layouts, circle layouts, spring layouts, and grid-based layouts.
Layouts provide a way to automatically position nodes for legibility. New layouts
can be easily integrated and applied.

Filtering: FlexViz allows a developer to specify different types of nodes and
arcs. The complexity of the represented graph can be reduced by applying filters
to specific node and arc types. Additionally, specific nodes can be filtered via
a right-click menu. The menu allows the user to hide a particular node or the
children of that node. User-driven filter helps address some of the performance
concerns with web-based visualizations.

Navigation: To help support scalability, besides simple filtering, FlexViz sup-
ports step-wise node expansion. The initial view for a graph is restricted to the
local neighborhood of the in-focus node. That is, only the focal node along with
its immediate neighbors based on un-filtered arc types is displayed. Nodes that
can be expanded further are shown with a plus icon. For simple graphs, double-
clicking these nodes expands the node to display its local neighborhood based
on the in-memory graph representation. However, for larger data repositories,
the double-click event potentially invokes a web service call to retrieve the local
neighborhood for the selected node. This call takes place asynchronously, re-
trieving the relevant information and eventually updating the graph. The data
is cached for fast retrieval on repeated calls.

Interaction: Nodes can be dragged and re-positioned as the user desires. The
graph also supports panning and zooming. The contents of the graph can be
re-positioned by toggling either the “fit to screen” or “expand graph” options.
The “fit to screen” button will re-position all nodes and arcs to be displayed
within the viewable canvas area of the graph. Depending on the size of the
graph, overlapping can occur. The user can either manually move nodes or use
the “expand graph” option to make items visible. These options help to address
the canvas real estate issue.

Search: The label associated with a node can be searched for within the in-
memory representation of the graph. Term completion for this search is also
available. The matching node is highlighted and the graph view pans to display
the node. The search interface can also be extended for specific applications to
support asynchronous searching (see Section 4.1 for discussion).

Exporting: FlexViz views can also be exported, either as XML or as a static
graphic. For specific applications, this feature can be extended to facilitate data-
specific extraction (see Section 4.1 for discussion).

The above features are some of the basic features support provided by
FlexViz. The functionality can be easily extended depending on the require-
ments of the given domain and task. In the next section, we explore three example
extensions and integrations of the FlexViz toolkit, demonstrating the flexibility
available.
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4 Visualizing Semantic Web Data

The FlexViz toolkit provides a generic library to create web-based graph rep-
resentations. However, the usefulness of the toolkit derives from the applications
that extend it. In this section, we discuss three such extensions: BioPortal in-
tegration, FOAF support, and Bio-Mixer. The extended application stack for
FlexViz is shown in Fig. 1.

Fig. 1. FlexViz application stack. The top layer consists of application specific com-
munication services, like REST calls to BioPortal. The second layer consists of specific
application instances of FlexViz. The third tier is the transformation layer, where
application specific data like RDF or OWL is transformed into the FlexViz model.
The fourth and fifth tiers are the generic FlexViz toolkit libraries.

4.1 BioPortal

BioPortal has been developed as part of the National Center of Biomedical On-
tology (NCBO. BioPortal provides a repository of biomedical related ontologies
and resources. Ontology exploration is supported via searching or selection of a
particular ontology. Ontology concepts can be explored through a class browser,
similar to the class browser found in Protégé. Users of BioPortal may explore the
existing ontologies to understand and learn a new ontology; it is also a critical
step for ontology evaluation, sharing, mapping, and resource management.

The ontology view is essentially an indented list of the ontology classes, which
forces the ontology’s representation into a tree structure rather than a graph.
As a result, the tree only displays inheritance relationships and not property
relations. Furthermore, classes in an ontology potentially have multiple parents,
which in a tree cannot be adequately represented. The class must be duplicated
for each parent, which has been shown to be confusing to users [4].

To help address these deficiencies, we worked with the BioPortal development
team to provide FlexViz as an ontology browsing service. The BioPortal spe-
cific extension of FlexViz is stored on our own servers, and seamlessly integrated
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Fig. 2. Visualizing the Mouse Adult Gross Anatomy within BioPortal. (A) shows the
class tree browser, while (B) shows the FlexViz graph rendering. The term anatomic
region is the current focal term, and this is synchronized between the two views.

into BioPortal (see Fig. 2)6. All communication with BioPortal occurs through
the REST services provided by BioPortal for accessing ontology-related data.
All expansion, search, and focus operations result in a service call to BioPortal.

Several ontology specific extensions were incorporated into the BioPortal
FlexViz application. We included an extension to the concept node context
menu called “Link to concept”. Similar to the “Link” feature in Google Maps
or YouTube, this feature allows a user to share a particular visualization with
another person via a specific URL or through auto-generated HTML that sup-
ports an embedded view. Both approaches allow users to share, link, or embed
specific visualizations into their web pages and blogs. We incorporated this fea-
ture to facilitate collaboration and provide a light-weight mechanism to deploy
instances of FlexViz wherever users deem appropriate.

Natively, a FlexViz view can be extracted as an image, which is useful for sci-
entists using BioPortal when they wish to embed a particular ontology snapshot
into a research paper or document. However, we are also working on supporting
OWL and RDF extraction. This feature would support users with the task of
extracting a portion of an ontology.

Figure 2 shows an example of the FlexViz integration in BioPortal. The
figure shows a visualization from part of the Mouse Adult Gross Anatomy, where
anatomic region is the focal term. The tree representation displayed in Fig. 2(A)
is an extension of the base user interface implementation of FlexViz. This

6 Source code: https://bmir-gforge.stanford.edu/gf/project/flexviz/

https://bmir-gforge.stanford.edu/gf/project/flexviz/
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Fig. 3. Concept, navigation, ontology, and start-up events over an eight month period

extension helps to support synchronization between the tree and graph view as
well as allow us to gather statistics about user browsing behavior.

Since July of 2009, we have been logging the usage of FlexViz. Figure 3,
shows the number of concept, navigation, ontology, and start-up events that have
been executed with FlexViz over an eight month period. Concept events are
captured when a user request requires information about a particular concept,
while navigation events are interaction events that do not require specific data
to be loaded, for example, when a graph layout is applied. Ontology events are
captured when a new ontology is selected and loaded and finally, start-up events
occur when the visualization is first loaded.

4.2 FOAF

The Friend of a Friend (FOAF) project is attempting to create a web of machine-
processable descriptions of people, the relationships between them, and the
things they do [2]. With the growing number of social networking sites like Face-
book, Twitter, Twine, and MySpace, Internet users must re-create their public
profiles and the links to their friends over and over within each service. FOAF
provides a standard, structured means to deal with this problem.

A FOAF profile consists of a RDF file describing a particular individual and
the description of their friends. A user can make their profile available online,
and potentially the profile could be shared between existing social networking
services. Collections of profiles and the interconnections between people and their
friends form a graph structure. Provided the friends listed in the foaf:knows
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Fig. 4. Screenshot of the FOAF Browser canvas

property also have pointers to their own FOAF profiles, the graph structure
can be walked by requesting the given RDF FOAF file through HTTP. In this
example of FlexViz, we extend the toolkit to make use of this explicit profile
graph structure. The extended version, called the FOAF Browser, helps users
browse existing FOAF profiles and the interconnections between them.

We integrated with FOAF to help demonstrate the flexibility of our service,
as FOAF is one of the most well known examples of the semantic web. Similar to
the BioPortal integration, we created extensions to FlexViz at the Communi-
cation, Application, and Transformation layers (see Fig. 1). The communication
extension uses HTTP to download the RDF files associated with a given FOAF
profile, while the application extension consists of user interface extensions spe-
cific to FOAF, and finally the FOAF data is parsed and transformed into the
FlexViz model in the transformation extension.

Figure 4 shows an example of the FOAF Browser rendering a single FOAF
profile. The FOAF Browser uses the foaf:depiction property to render a
graphical representation of the given person. If this information is not available,
a default graphic is used. The nodes (people) in the graph are labeled using
the foaf:name property, and all profile property information is available when
a user moves their mouse over a given node. Provided a known person has
a foaf:seeAlso property specified, double-clicking the node results in a new
HTTP request to download the corresponding FOAF profile. As a result, the
graph is expanded to display the new information.

We re-used the “Link to” idea from the BioPortal integration, thus facilitating
users with integrating a visual representation of their FOAF profile into their
own web pages. We also extended the filters available for pruning a graph to
support specific FOAF properties. Finally, we extended the interaction features
of the FlexViz graph to support a zoom effect when a node is brushed by the
mouse pointer. Moving the mouse over a node results in that node growing in
size in order to make the FOAF user’s picture easier to see.
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4.3 Bio-Mixer

Bio-Mixer7 is a web-based mashup environment for supporting the exploration
and re-mixing of biomedical ontologies. Ontology terms and mappings can be
explored in interactive views such as timelines, lists and graphs. The graph view
extends the BioPortal specific implementation of FlexViz (see Fig. 5)8.

Fig. 5. Screenshot of the graph widget from Bio-Mixer. Two concept neighborhoods
are displayed from two different ontologies.

Although Bio-Mixer uses the Bioportal FlexViz implementation, this use
case is significantly different. Bio-Mixer demonstrates how customizable the look-
and-feel and application behaviors are for FlexViz. For example, Bio-Mixer
integrates multiples types of visualizations and supports synchronized interaction
between them. To support this, Bio-Mixer uses the public methods in FlexViz

for attaching listeners to various graph events. Bio-Mixer also uses completely
different styling to seamlessly integrate FlexViz.

5 Discussion

The three case studies presented in the previous section illustrate the flexibility
of the FlexViz service for semantic web applications. The design and generality
of the toolkit took several iterations and many new ideas are still being explored.
Below, in reference to the FlexViz service, we discuss the advantages of web-
based visualizations that we previously introduced.
7 http://bio-mixer.appspot.com/
8 Source code: http://code.google.com/p/bio-mixer/

http://bio-mixer.appspot.com/
http://code.google.com/p/bio-mixer/
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Reach a larger audience: Integration with BioPortal is allowing biomedical
ontologies and FlexViz to reach a much larger audience. As more ontology
repositories become available online, visualizations like FlexViz will need to
be available to help users browse and understand the contents of the available
ontologies. As was shown in Section 4.1, there has been a growing adoption of
the FlexViz tool over a reasonably short period of time.

Social data analysis: This requires wide-spread adoption, which we are still
evaluating. However, early usage is promising. The “Link to” feature will help
facilitate this process for users as both users of FOAF and BioPortal can easily
share their visualizations.

Reduce task complexity: To evaluate this, extensive user testing and iter-
ative design is required. In our initial design, we tried to leverage other tools
built for the Web that tend to use standard user interface controls that users
may be familiar with. We developed FlexViz to reduce the complexity with
certain types of tasks, like comparing and evaluating ontologies on the Web, and
understanding FOAF profile relationships.

Tracking user behavior: We log data from the BioPortal FlexViz integration
to help us understand how users are using the visualization. This will help guide
us as we make further improvements to the tool.

With respect to the challenges of web-based visualizations mentioned earlier,
we have attempted to address performance by supporting incremental naviga-
tion and search-based navigation. This helps to reduce the amount of data that
must be asynchronously requested from our application-specific end-points. User
tracking will also help us more easily tailor what is displayed based on previous
user navigation patterns. Technology integration is getting easier as technologies
for the Web improve. Choosing Flex as our development technology has helped to
reduce integration overhead. For example, the BioPortal application integrates
with FlexViz via an iframe with a URL pointer to our server. We have de-
veloped the BioPortal extension to have a similar look and feel as the native
BioPortal so that users will not realize they are interacting with a different tool.
However, FlexViz can be re-styled on demand for any particular application, as
shown by the BioMixer integration. Like integration, development environments
for web-based technologies are improving. The Google Web Toolkit along with
various AJAX toolkits are making it easier for developers to create interactive
web applications.

6 Conclusion

There are many advantages to developing more interactive visualization tools
for the semantic web. Existing work consists primarily of static images or text
representations. In our research, it took several iterations and experimentation
with various technologies to create a generic toolkit that can readily be extended
to a variety of semantic web resources. In the future we plan to continually en-
hance the performance and functionality of FlexViz. We also plan to perform
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more comprehensive evaluation of the FlexViz tool and use the feedback to
help improve our design. We propose that online visualizations can greatly en-
hance user tasks on the semantic web as well as help to promote semantic web
technologies. The Web offers researchers the opportunity to provide tools that
help users explore new information spaces, collaborate, and take part in social
data analysis [10].
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Abstract. Semantic tools such as triple stores, reasoners and query en-
gines tend to be designed for large-scale applications. However, with the
rise of sensor networks, smart-phones and smart-appliances, new scenar-
ios appear where small devices with restricted resources have to handle
limited amounts of data. It is therefore important to assess how ex-
isting semantic tools behave on such small devices, and how much data
they can reasonably handle. There exist benchmarks for comparing triple
stores and query engines, but these benchmarks are targeting large-scale
applications and would not be applicable in the considered scenarios.
In this paper, we describe a set of small to medium scale benchmarks
explicitly targeting applications on small devices. We describe the re-
sult of applying these benchmarks on three different tools (Jena, Sesame
and Mulgara) on the smallest existing netbook (the Asus EEE PC 700),
showing how they can be used to test and compare semantic tools in
resource-limited environments.

1 Introduction

With the rise of sensor networks, smart-phones and smart-appliances, new sce-
narios appear where a number of small devices with restricted resources each
have to handle limited amounts of data. In particular, the SmartProducts pro-
ject [1] is dedicated to the development of “smart products” (namely, cars,
airplanes and kitchen appliances) which embed “proactive knowledge” to help
customers, designers, and workers in communicating and collaborating with
them. Concretely, Smart Products rely on a platform using small computing
devices (such as gumstix1) which process, exploit, and expose knowledge related
to the product they are attached to through the use of semantic technologies.

While building such a platform, an obvious issue concerns the performance of
semantic technologies on the considered hardware. Indeed, existing tools are usu-
ally designed for large scale applications and data, deployed on high performance
servers, and possibly taking benefit from distributed computing approaches. A
few initiatives have emerged that aim at providing tools dedicated to small de-
vices2, but these are not yet mature enough to be employed in the considered
� Part of this research has been funded under the EC 7th Framework Programme in

the context of the SmartProducts project (231204).
1 http://www.gumstix.com/
2 See e.g., MobileRDF (http://www.hedenus.de/rdf/) and microJena

(http://poseidon.elet.polimi.it/ca/?page_id=59)

P. Cimiano and H.S. Pinto (Eds.): EKAW 2010, LNAI 6317, pp. 565–575, 2010.
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scenarios. On the other hand, it is unclear whether popular systems such as
Jena3 or Sesame4 could actually be used, how they would perform, and how
they would compare on resource-limited hardware. Of course, it can always be
argued that semantic processing can be applied remotely, on a server, so that
the small device only has to act as an interface to semantic data, without having
to handle it directly. In such cases however, mechanisms have to be put in place
to ensure the availability of this data in all the different environments in which
the device might be used, while maintaining appropriate levels of security and
privacy. For this reason, one of the main rational underlying this work is to gain
the ability to answer the question, “How much semantic data can we store and
process on small devices?”, so that we can also evaluate, in a given application,
how much of the data have to be processes externally.

Several benchmarks have been devised to assess and compare the performance
of semantic tools (see e.g., [2,3]). However, here again, the current focus on
large-scale applications makes these benchmarks inadequate to answer the above
question. They indeed assume the availability of sufficient resources to run the
considered tools on the large amounts of test data they contain. In addition, as
they work at large scale, these benchmarks tend to focus only on two criteria to
evaluate performance: the size of the data and the response time. When working
at a smaller scale, other characteristics than size (e.g., the distribution of entities
in classes, properties and individuals) can have a significant impact on the tools’
performance. More importantly, to test the ability of a particular tool to run
on a small device, other performance criteria need to be considered, which are
often assumed to be available in sufficient quantities in large-scale benchmarks
(namely, memory and disk space).

For these reasons, we created a set of “smaller-scale” benchmarks for tools
implementing semantic technologies. In practice, each of these benchmarks cor-
responds to a set of ontologies (i.e., semantic documents) varying in size and with
common characteristics (in terms of complexity and distribution of entities). We
also use a set of eight generic queries of varying complexities to be executed on
each of the ontologies in each of the benchmarks. Therefore, running each bench-
mark individually allows us to analyze the behavior of the considered tools in
specific situations (according to particular data characteristics) and comparing
the results of different benchmarks helps in understanding the impact of param-
eters other than the size of the ontology on various performance measures.

We experimented with running the created benchmarks on three popular
tools—Jena, Sesame and Mulgara—with different configurations, on a very lim-
ited netbook (the Asus EEE PC 700, also called 2G Surf). This netbook has
specifications in similar ranges to the kind of devices that are envisaged in the
SmartProducts project. Hence, measuring response time, memory consumption
and disk space while running our benchmarks on this device allows us to evaluate
the ability and limitations of each of the tested tools if employed in concrete,
small-scale scenarios.

3 http://jena.sourceforge.net/
4 http://openrdf.org

http://jena.sourceforge.net/
http://openrdf.org
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2 Benchmarks for Small to Medium Scale Semantic
Applications

In this section, we propose a new set of benchmarks for small to medium scale
applications. Each benchmark is made of two components: 1- a set of ontolo-
gies (semantic documents) of varying sizes; and 2- a set of queries of varying
complexities (common to all the benchmarks).

2.1 Ontology Sets

The sets of ontologies to be used for testing semantic tools have been built fol-
lowing two main requirements. First and most obviously, they had to cover ontol-
ogy sizes from very small (just a few triples) to medium-scale ones (hundreds of
thousands of triples). As expected, and shown in the next section, medium-scale
ontologies represent the limit of what the best performing tools can handle on
small devices. Second, these sets of ontologies should take into account the fact
that, especially at small-scale, size is not the only parameter that might affect
the performance of semantic tools. It is therefore important that, within each
set, the ontologies vary in size, but stay relatively homogeneous with respect to
these other characteristics. In this way, each set can be used to test the behav-
ior of semantic tools on a particular type of ontologies (e.g., simple ontologies
containing a large number of individuals), while comparing the results obtained
with different ontology sets allows us to assess the impact of certain ontology
characteristics on the performance of the considered tools. In addition, we also
consider that relying on real-life ontologies (i.e., ontologies not automatically
generated or composed for the purpose of the benchmark) would lead to more
exploitable results.

In order to fulfill these requirements, we took advantage of the Watson Seman-
tic Web search engine5 to retrieve sets of real life ontologies6 of small to medium
sizes. We first devised a script to build sets of ontologies from Watson grouping
together ontologies having similar characteristics, therefore building homogenous
sets with respect to these characteristics. The parameters employed for building
these groups are the ratio Number of Properties

Number of Classes , the ratio Number of Individuals
Number of Classes

and the complexity of the ontological description, as expressed by the underlying
description logic (e.g., ALH). The 2 first parameters were allowed a derivation
of more or less 50% from the average in the group (ontologies rarely have exactly
the same values for these characteristics). As a result of this automatic process,
we obtained 99 different sets of ontologies. We then manually selected amongst
these sets the ones to be used for our benchmarks, considering only the sets
containing appropriate ranges of sizes (see summary of the selected benchmark
ontology sets in Table 1).

5 http://watson.kmi.open.ac.uk
6 Here we use to word ontology to refer to any semantic document containing RDF

descriptions, including documents containing individuals.

http://watson.kmi.open.ac.uk
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Table 1. Summary of the 10 benchmark ontology sets. The name of each set is given
according to its number in the original automatic process. Size is in number of triples.

Name Ontos Size range Ratio prop./class Ratio ind./class DL Expressivity

12 9 9-2742 0.65-1.0 1.0-2.0 ALO
37 7 27-3688 0.21-0.48 0.07-0.14 ALH
39 79 2-8502 no class no class -
43 56 17-3696 0.66-2.0 4.5-20.5 -
53 21 3208-658808 no property no individual EL
54 11 1514-153298 no property no individual ELR+
56 20 8-3657 no class no class -
58 35 7-4959 1.41-4.0 no individual AL
66 17 1-2759 no property no class -
93 11 43-5132 1.0-2.0 13.0-22.09 -

2.2 Queries

Since our benchmarks are derived from various, automatically selected ontolo-
gies, we needed a set of queries generic enough to give results on most of these
datasets. We therefore devised eight queries of varying complexities, which are
based on the vocabularies of the RDFS, OWL, and DAML+OIL languages:

1. Select all labels. This is a basic query which returns all rdfs:label datatype
values.

2. Select all comments. This query returns all rdfs:comment values. Usually
these values are longer than rdfs:label, but more scarce.

3. Select all labels and comments. This query checks the ability of the tool to
deal with OPTIONAL clauses.

4. Select all RDFS classes. This is a basic query which returns RDF resources of
type rdfs:Class. Its results can be different depending on whether reasoning
is applied and whether the tool is aware of the subClassOf relation between
RDFS and OWL classes.

5. Select all classes. This query explicitly searches also for OWL and DAML
classes in addition to RDFS classes. The query constructs a union of several
clauses.

6. Select all instances of all classes. This query contains the clauses of the
previous query augmented with joint patterns. The set of results for this
query varies depending on whether reasoning is applied: reasoning produces
more answers to the query because each instance belonging to a subclass is
inferred to belong to a superclass as well.

7. Select all properties applied to instances of all classes. This query adds an
additional joint pattern to the previous one.

8. Select all properties by their domain. This query centers on properties and is
also supposed to return different sets of results depending on the reasoning
mechanism enabled.

The SPARQL queries corresponding to the descriptions above are also available
at http://watson.kmi.open.ac.uk/small-scale-benchmarks.

http://watson.kmi.open.ac.uk/small-scale-benchmarks
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3 Applying the Benchmarks

In our experiments, we focused on two goals: 1- Testing the behaviour of popular
semantic data storage tools on a resource-constrained device; and 2- comparing
the performance ranking of the same tools when processing small and to medium
scale datasets.

As a hardware platform to conduct the experiments we selected the Asus EEE
PC 2G Surf netbook (the oldest version of Asus EEE netbooks) with 900 MHz
CPU, 512 MB RAM and Puppy Linux7 installed. This provides a good refer-
ence platform as it has similar specifications to common embedded computing
devices8, as well as to top-of-the-range smart-phones9 while being reasonably
convenient to use.

We have selected three of the popular semantic data store tools, which pro-
vide Java API interface: Jena, Sesame 2, and Mulgara10. We did not test some
other storage tools specifically designed for handling large scale datasets such
as Virtuoso or 4store because of their high initial resource requirements (e.g.,
Virtuoso installation requires 62MB of disk space). Because Jena and Sesame
provide ontological reasoning capabilities, we tested these tools in two modes:
without reasoning and with RDFS reasoning to estimate the additional resource
usage caused by inferencing. The following test system configurations were used:

– Jena TDB v0.8.2.
– Jena TDB v0.8.2 with the Jena native RDFS reasoner.
– Sesame v2.2.4 with the RDF Native SAIL repository.
– Sesame v2.2.4 with the RDFS Native SAIL repository (i.e., with reasoning).
– Mulgara v2.1.6 (Lite).

Each test consisted of the following steps:

1. Creating an empty data store.
2. Loading an ontology into the data store.
3. Running queries 1-8.
4. Measuring the disk space taken by the data store.
5. Cleaning the data store (physically deleting the corresponding files).

For each step we measured the time cost and the size of the Java heap space
used by the virtual machine. Because of the resource limitations of the chosen
netbook, we have restricted the maximum heap size to 400 MB.

3.1 Results

Table 2 gives a summary of all the results obtained after running the 5 different
tool configurations described above on our 10 benchmark ontology sets. We can
7 http://www.puppylinux.com/
8 For example, the SmartProduct project employs Overo Air gumstix with 600 MHz

CPU and 256 MB RAM.
9 For example, the Apple iPhone 3GS has a 600Mhz CPU and 256 MB of RAM, and

the Sony Ericsson XPeria X10 has 1GHz CPU and 1GB of memory.
10 http://www.mulgara.org/
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Table 2. Average measures for the different tools using the different benchmark sets

Benchmark 12 37 39 43 53 54 56 58 66 93
Jena No Reasoning

# of ontologies treated 9 7 78 56 19 11 20 35 17 11
% of overall size processed 100% 100% 80% 100% 43% 100% 100% 100% 100% 100%
Avg. load time/triple (ms) 54 26 48 12 1 2 37 32 271 13
Avg. memory/triple (KB) 267 86 265 80 1 1 180 199 1023 32
Avg. disk space/triple (KB) 9 2 14 3 0.17 0.19 4 5 27 0.93
Avg. time query/Ktriple (ms) 2460 969 1722 604 232 149 1448 1155 8067 442
Avg. # of query results 22 114 0.87 13 3318 2874 7 12 0.97 80
Avg. time/K query result (ms) 6089 4564 601 1297 335272 147 6456 1480 1998 2913
Jena RDFS Reasoning

# of ontologies treated 9 6 78 56 2 1 20 34 17 11
% of overall size processed 100% 39% 80% 100% 0% 0% 100% 44% 100% 100%
Avg. load time/triple (ms) 65 32 50 12 2 6 38 33 254 13
Avg. memory/triple (KB) 284 106 282 85 2 5 191 216 1035 34
Avg. disk space/triple (KB) 7 2 14 3 0.17 0.19 4 5 27 0.93
Avg. time query/Ktriple (ms) 13317 10363 10717 4110 15078 28307 10732 37353 44078 2710
Avg. # of query results 75 113 240 357 551 297 99 130 87 216
Avg. time/K query result (ms) 17403 64531 5606 3144 955122 1381216 13461 79262 23116 6481
Sesame No Reasoning

# of ontologies treated 9 7 78 56 21 11 14 7 17 11
% of overall size processed 100% 100% 80% 100% 100% 100% 9% 1% 100% 100%
Avg. load time/triple (ms) 12 6 7 3 1 1 9 17 38 3
Avg. memory/triple (KB) 32 12 29 10 0.16 0.23 28 62 115 5
Avg. disk space/triple (KB) 0.51 0.24 0.53 0.21 0.1 0.12 0.47 1 1 0.15
Avg. time query/Ktriple (ms) 2334 987 1235 336 43 60 1738 3955 9816 408
Avg. # of query results 22 114 0.87 53 8329 2874 2 1 1 80
Avg. time/K query result (ms) 3899 2905 710 1877 117 272 1984 4587 750 1844
Sesame RDFS Reasoning

# of ontologies treated 9 7 78 56 21 11 14 7 17 11
% of overall size processed 100% 100% 80% 100% 100% 100% 9% 1% 100% 100%
Avg. load time/triple (ms) 16 10 8 4 3 4 11 25 50 5
Avg. memory/triple (KB) 55 17 50 17 0.23 0.34 46 107 160 8
Avg. disk space/triple (KB) 1 0.45 0.96 0.4 0.14 0.18 0.96 2 3 0.25
Avg. time query/Ktriple (ms) 2942 1156 1578 401 122 152 2100 5670 14277 511
Avg. # of query results 58 153 29 102 10617 3882 22 16 53 154
Avg. time/K query result (ms) 3389 3172 1272 610 99367 31836 1405 2685 1585 1322
Mulgara

# of ontologies treated 9 7 78 56 19 11 20 35 17 11
% of overall size processed 100% 100% 80% 100% 43% 100% 100% 100% 100% 100%
Avg. load time/triple (ms) 141 54 132 49 2 2 105 110 595 27
Avg. memory/triple (KB) 139 49 141 41 0.43 0.62 96 101 522 17
Avg. disk space/triple (KB) 3778 1650 6090 2175 32 43 5757 7261 43412 1451
Avg. time query/Ktriple (ms) 9909 5875 5340 2651 1291 1399 4896 4719 27589 2704
Avg. # of query results 22 114 0.87 53 3318 2874 7 12 0.97 80
Avg. time/K query result (ms) 14916 9056 2942 16256 885 1390 3780 6655 4713 5466

distinguish 2 sets of measures in this table: measures related to the performance
of the tools (e.g., loading time) and measures related to their robustness (i.e.,
their ability to process large numbers of heterogeneous, real-life ontologies). In-
deed, concerning robustness, each benchmark was run automatically for each
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tool, processing the ontologies in the corresponding set in an order of size. When
a tool crashed on a particular ontology, unless an obvious error could be cor-
rected, the test on the corresponding benchmark was interrupted. As can be
seen from Table 2, the different tools tend to break on different benchmarks
(with benchmark 39 being commonly problematic to all of them). In addition,
while the application of RDFS inferences does not seem to affect the ability of
Sesame to process ontologies (it consistently breaks on the same ontologies, and
no other), Jena tends to be a lot less robust when reasoning is applied, espe-
cially on medium size ontologies, most likely due to the increase in its need for
resources. All together, Mulgara and Jena without reasoning appear to be the
most robust tools with 8 out of 10 benchmarks being covered at 100% (here, per-
centage is expressed with respect to the sum of all the triples in all the ontologies
of the benchmark). The fact that they can process exactly the same number of
ontologies can be explained by the fact that Mulgara uses Jena as a parser.

Regarding performance measures, we give more details below on the behavior
of each tool configuration concerning loading time, memory consumption, disk
space and query response time. However, generally, it appears quite clearly that
Sesame (without reasoning) tends to outperform the other tools at small-scale.
As we will see, this is less true at medium-scale, and other benchmarks have
shown that, at large-scale, the difference between Sesame and Jena tends to be
inverted [3]. This can be explained by the fact that Jena and Mulgara generally
allocate larger amounts of resources straight from the start, while an “empty
Sesame” is very lightweight. In other terms, it seems that the “fixed cost” asso-
ciated with processing ontologies with Sesame is significantly lower than the one
of Jena and Mulgara, whereas the “variable cost” appears to be higher. While
this turns out to be a disadvantage at large-scale, it certainly makes Sesame a
stronger candidate in the scenarios we consider here, i.e., small-scale, resource-
limited applications.

Loading time refers to the time (expressed in milliseconds) taken by each tool
to parse the file containing the ontology, create the internal data structures
necessary to process this ontology, and store the information contained in the
ontology in these internal structures. Naturally, this measure depends a lot on

Fig. 1. Loading time with respect to size of the ontologies in benchmark 39
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the storage device employed, but the way each tool represents the ontologies
internally also has a significant impact. Indeed, as can be seen from Table 2,
loading ontologies takes significantly less time for Sesame than for any other
of the tested tool. Mulgara, on the other hand, creates many indexes for the
data, which clearly impacts negatively on this measure. It can be noticed that
applying RDFS reasoning with Sesame influences loading time, with supposedly
some inferences being drawn already when initializing the ontology model, while
it is not the case for Jena. Figure 1 shows a typical evolution of loading time with
respect to the size of the ontology (using benchmark 39). Here we can see that
Sesame was able to load more than 5000 triples in less than 5 seconds without
reasoning, compared to around 12 seconds with reasoning. Mulgara took almost
16 seconds. It is interesting to see also how Jena loads ontologies apparently
independently from the use of RDFS reasoning.

Having compared the results obtained for different benchmarks, we can ob-
serve that the tools behave consistently with respect to loading time indepen-
dently from variables other than size. Sesame with reasoning, however, performs
better than Mulgara for small ontologies only, and ends up taking longer for on-
tologies above a few thousand triples. Also, loading time appears to be slightly
higher for ontologies with the same number of triples but more expressive de-
scription logics. This could be explained by a higher density of description for
classes in these cases.

Memory consumption is described in Table 2 by providing the average mem-
ory space required (in kilo-bytes) per triple in each ontology. As for loading time,
this is measured right after having loaded the ontology from the file, evaluating
the amount of memory required to make the model accessible. Here, Sesame
appears again to be the best performing tool at small scale, both when applying
reasoning and not. While using reasoning in Sesame add an increment to mem-
ory consumption, for Jena reasoning does not have a significant impact on the
memory consumption at loading time. Regarding memory consumption, Mul-
gara seems to be generally less demanding than Jena (both with reasoning and
without). While differences appear on average between benchmarks of different
sizes, within benchmarks, no correlation is visible between the size of the ontolo-
gies and the memory consumption (due to the use of persistent storage on disk),
except for Jena which shows a slight, linear increase of memory consumption
with size.

Disk space is also measured at loading time, calculating the overall size at
the location on the local disk where each of the tools keep their stores. Here
again, Sesame stands out as being the least demanding when reasoning is not
applied, but also, to a smaller extent when reasoning is applied. Since Jena does
not store the results of inferences, there are very little differences in terms of re-
quired disk space when applying RDFS reasoning and when not. While Jena and
Sesame perform comparably, Mulgara can be seen as being extremely demand-
ing in terms of disk space. Indeed, contrary to Sesame, which almost does not
require any disk space at all when running without any ontology loaded, Mulgara
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Fig. 2. Disk space consumption at loading time with respect to size of the ontologies
in benchmark 54

Fig. 3. Query response time (sum on all the 8 queries) with respect to size of the
ontologies in benchmark 43

allocates a lot of space for storage structures such as indexes at starting time (in
our experiments, around 150MB), which makes it a very weak candidate in sce-
narios where small-scale ontologies are processed on devices with limited storage
space. As shown in the graph Figure 2 looking at benchmark 54, disk space seems
to increase linearly with the size of the ontology for Jena and Sesame. Mulgara
is absent from the graph (as it was orders of magnitude higher than the others),
but here as well, disk space consumption increases linearly, with a slightly lower
factor than Sesame and Jena. In the example Figure 2, for more that 15 000
triples, Sesame takes between 15 MB and 20 MB of disk space depending on
whether reasoning is applied, and Jena takes almost 30 MB.

Query time is measured when executing the 8 queries defined in Section 2.2.
While analyzing the results for each individual query could help identifying some
fine-grained behavior, we focus here on the global performance of the tools and
consider the overall time to execute the 8 queries. Looking at the average results
presented in Table 2, Sesame and Jena appear to be performing well, in similar
ranges, when reasoning is not applied. However, as already noticed before, these
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two tools apply different strategies concerning inferencing. Indeed, Sesame ap-
plies and stores results of inferences when loading the ontology (making loading
time higher), while Jena applies reasoning at query time. This difference appears
very clearly in the results concerning query times. In accordance with its “pre-
inferencing” strategy, Sesame provides results with inferences in times very close
to the ones without inferencing. For Jena, however, applying reasoning leads to a
very significant increase in query time. This difference in behavior is visible in the
graph Figure 3, showing the sum of the times required to execute our 8 queries
in relation to the size of the ontologies in benchmark 43. As can be seen, even
if it does not include any reasoning facility, Mulgara performs relatively badly
compared to Jena and Sesame. Indeed, while Jena without reasoning, as well
as Sesame both with and without reasoning are able to execute queries in near
real-time even on such a small device as our netbook, Mulgara and Jena with
reasoning would need up to 38 and 50 seconds respectively to provide results for
an ontology of less than 4 000 triples.

Another interesting observation concerns the differences in the results of the
queries. Indeed, looking at Table 2, the three tool configurations which do not
apply reasoning obtain reasonably consistent results on our set of queries (on the
benchmarks where they all managed to process the same number of ontologies),
meaning that they interpret SPARQL queries in very similar ways. However,
while analyzing the number of results obtained by the two tools applying rea-
soning, significant differences appear. The explanation to this phenomenon is
that, in addition to having different strategies on when to apply reasoning, these
tools implement RDFS inferences differently, with Jena generally obtaining more
results (i.e., entailing more new statements). Additional investigations would be
required to find out whether this is the result of different interpretations of the
semantics of RDFS, of incomplete results from Sesame, or of incorrect results
from Jena.

4 Conclusion

In this paper, we have established a set of small to medium scale benchmarks to
test the performance of semantic tools on small devices with limited resources.
Using these benchmarks and through extensive tests we have shown that tools
such as Sesame, and to a smaller extent Jena, were able to cope reasonably well
with small-scale ontologies on a very resource limited netbook. These results
provided new insights into the behaviour of semantic data management tools
in comparison with large-scale benchmarking tests of the same tools. Of course,
the benchmarks we developed can be used to test any other semantic tool on
any other platform, providing the availability of the necessary underlying infras-
tructure on such a platform. While the results obtained are encouraging, they
also validate our intuition that existing semantic technologies are developed with
large-scale applications in mind and that more work is needed to develop seman-
tic software infrastructures dedicated to small-scale applications running with
limited hardware resources.
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Abstract. In this paper we discuss how the inclusion of semantic functionalities 
in a Learning Objects Repository allows a better characterization of the learning 
materials enclosed and improves their retrieval through the adoption of some 
query expansion strategies. Thus, we started to regard the use of ontologies to 
automatically suggest additional concepts when users are filling some metadata 
fields and add new terms to the ones initially provided when users specify the 
keywords with interest in a query. Dealing with different domain areas and 
having considered impractical the development of many different ontologies, 
we adopted some strategies for reusing ontologies in order to have the 
knowledge necessary in our institutional repository. In this paper we make a 
review of the area of knowledge reuse and discuss our approach.  

Keywords: Semantic Web, ontology selection, ontology reuse. 

1   Introduction 

Formal ontologies have been seen as a way to state content specific understandings 
for many knowledge-sharing tasks, in the form of conceptualizations of the world of 
interest.  

In a study from 2007 [1], the participants were asked about what motivated them to 
use ontologies. The answers showed that the two main reasons were the need to share 
a common understanding of the structure of information among people or software 
agents (69.9 percent), and the requirement to enable the reuse of domain knowledge 
(56.3 percent). 

However, the creation of ontologies leads to some costs, not only time, and it is 
often not considered a simple process, even if many methodologies have emerged. 
The creation of ontologies cannot be done automatically and requires, to a 
considerable degree, human input. Furthermore, unlike what happened in Software 
Engineering, ontology creation and other Semantic Web methodologies are not fully 
matured. Actually, the same study already referred before found that 60 percent of the 
users do not apply any methodology for developing ontologies. 
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Ontology reuse has been seen as a viable alternative to having ontologies with 
reduced expenses. But, reusing ontologies is not a simple process. It starts by finding 
the possible candidates, and then it is necessary to rank them, and select one or more 
in accordance to those characteristics that were considered important. It could be 
argued that it is simpler to develop one from scratch but it is not always possible to 
find an expert and a knowledge engineer that can dedicate the required time to that. 
Furthermore, it brings new costs in finding, selecting and revision tasks, in which 
significant automation is not possible, except, to some extent, for the discovery of 
ontologies.  

Nonetheless, due to the incapability of developing ontologies from scratch for a 
large number of different domains to use in an institutional repository, the reuse of 
ontologies has emerged as a feasible solution. 

The rest of the paper is organized as follow. In section 2 we briefly discuss the 
foundations of knowledge reuse in general and ontology reuse in particular. In the 
third section we present the TREE (Teaching Resources for Engineering Education) 
repository, explain the reasons for considering the reuse of ontologies and the adopted 
strategies for finding and selecting the appropriate ontologies. Finally, the last section 
discusses the empirical evaluation carried out, states some conclusions and the 
planned work for the next months. 

2   Knowledge Reuse 

Knowledge processes frequently entail the creation or reuse of knowledge, and the 
methods appropriate for one, may not be convenient for the other [2].  

According to Alavi et al., knowledge reuse is the process by which an entity is 
capable of finding and applying shared knowledge [3]. The reuse of knowledge 
components probably started to be considered as an important subject when the 
Knowledge Sharing Effort, sponsored by some American organizations aiming to 
support the sharing of knowledge among systems, suggested the connection of 
reusable units to build knowledge-based systems in 1991 [4].  

Markus identified three main players in the process of reusing knowledge [5]:  

• Knowledge producer—the knowledge creator, who registers explicit knowledge or 
transforms tacit knowledge into explicit, 

• Knowledge intermediary— the agent that adapts knowledge for reuse, with many 
roles, including sharing it, 

• Knowledge consumer—the person or system that recovers the suitable knowledge 
piece and makes use of it. 

The same questions that emerged from knowledge reuse, appeared, to some extent, in 
the attempts to reuse ontologies. Indeed, reusability is (or should be) an underlying 
property of ontologies. They are often seen as a way to allow “knowledge sharing and 
reuse" [4], as the concepts represented in an ontology become explicit, reliable and 
convenient to share and, then, to reuse.  

As ontologies have been more and more used in many domains, several ontologies 
have been made available on the Web, with different scope and quality. One of the 
motivations to make ontologies available is that an increase in their use and revision can 
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boost their quality. Also, the applications that use them become (more) interoperable 
and are provided with a deeper, machine-processable understanding of the underlying 
domain. 

Therefore, ontology reuse started to be considered, following the trend started in 
knowledge, in general, and even before that, the tendency in the software engineering 
field.  

Pinto recognizes two purposes for reusing ontologies [6]: 

• Ontology merging - By merging different ontologies, another one is built with the 
combined concerned parts; 

• Ontology integration - Different ontologies are used to build a new one, but with 
modifications and extensions. 

The more the knowledge is available, the greater the likelihood of being reused. Thus, 
there are some tools that make easier finding ontologies suitable for some purpose. 
They do play a role in ontology reuse situations, acting as knowledge intermediaries. 
These tools are: 

• Ontology registry – It is an application used to register ontologies, maintaining 
some description fields, statistics about their contents, and a link to each registered 
ontology. A registry does not provide a central storage for ontologies, but a 
searchable list of them.  

• Ontology repository – It maintains a local copy of ontologies, and their different 
versions, if they exist. This kind of tools usually only provide browse 
functionalities. 

• Ontology search engine – It does not require an active action from ontology 
developers. This kind of tools automatically searches for and indexes the 
ontologies they discover. Some examples are Swoogle [7], Watson [8], Sindice [9] 
and Falcons (http://iws.seu.edu.cn/services/falcons/objectsearch/index.jsp). They 
vary in the metadata provided for each ontology, but there is not any standard for 
ontology metadata and exchange. 

These kinds of tools facilitate the findability of suitable ontologies, but they differ in 
the way they describe ontologies and in the provided metadata, usually without any 
information about domain of interest, creation date or authorship, for instance.  

Currently, there are more than 10.000 online ontologies (http://swoogle. 
umbc.edu/), which do not mean that finding the suitable ontologies have become 
much easier. The problem has become to select the best ontology from many 
available. Related to this topic is the ranking of ontologies. Search engines usually 
rank the found ontologies using one or more of the following approaches: 

• Popularity – Ontologies are ranked in accordance with the number of times they are 
referred to in other ontologies. That method is followed by Swoogle 
(http://swoogle.umbc.edu), with some drawbacks, although consistent with the idea that 
the most used in other ontologies should had been considered suitable by many people;  

• Ontological structure – By applying metrics that estimate how elaborate is the 
knowledge structure of an ontology structure, the “goodness” of an ontology can 
be estimated. Some of the approaches use the relation between the number of 
classes and properties [10], the centrality of a class in the whole hierarchy 
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(Centrality measure [11]) or estimates how richness is a concept defined (Density 
measure [11]);  

• Concept coverage –It is related to how well a concept is covered in an ontology. 
The matches between the query term and the labels in an ontology are regarded, 
and weighted in accordance to how perfect in the matching, usually just carried out 
at lexical level. 

3   TREE Repository 

As part of the project CASPOE (PTDC/EIA/65387/2006 – Semantic and Pragmatic 
Characterisation of Learning Objects), a three-year project funded by the Portuguese 
Foundation for Science and Technology, we have been developing a prototype for an 
institutional learning object repository, named TREE (Teaching Resources for 
Engineering Education), which uses ontologies and extracted keywords to represent 
the semantics of learning resources [4, 5], digital objects that could be used to achieve 
an educational purpose. It has been populated with some materials from courses 
taught at ISEP, a higher education institution.  

Although TREE is a repository for resources that might be used in engineering 
courses, it is a heterogeneous document repository as it covers different knowledge 
areas, such as Law, Linguistics, Environmental Sciences and Mathematical and 
Computer Sciences. At this moment it is on an Intranet only accessible by students, 
teachers and staff people. 

We use Fedora (Flexible Extensible Digital Object Repository Architecture - 
http://www.fedora-commons.org/) repository system with some add-ons.  

An important factor for the adoption of Fedora was the possibilities offered for the 
construction of new metadata profiles different from the base version provided. We 
have adopted metadata standards associated with the practice of teaching and 
learning, such as IEEE Learning Object Metadata [12], which consider not just 
metadata fields related to authorship, identification and brief descriptions of content.  

Fez (http://fez.library.uq.edu.au/wiki/Main_Page) is used as a Web interface to 
Fedora; it is an open-source software for creating and maintaining a highly flexible 
web interface to the Fedora software. 

The documents included in the repository are divided into communities related to 
different scientific areas. Each community has one or more collections assigned to 
diverse knowledge sub-areas, related to different courses in our institution.  

Users can find resources browsing through the communities and collections 
hierarchical structure, searching through the tags assigned to resources or metadata 
fields. Under the latter hypothesis, users can search documents through the 
specification of keywords.  

Ontologies are used for the purpose of having the core concepts of a domain well-
related in order to improve the performance of information retrieval in the TREE 
repository. The information in the ontologies should answer what concepts are related 
to another given one. Thus, the reasons for the adoption of ontologies in the TREE 
repository are twofold: 

• Allow a detailed description of the resources; 
• Improve the results by applying a query expansion method.  
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When a document is submitted to the TREE repository, some metadata fields are 
automatically or semi-automatically filled. One of those is the keyword metadata (a 
subelement of the General element in the IEEE LOM standard), which can have 
multiple values. 

The ontologies are used to find additional concepts related to those extracted. 
Then, the user can accept the desired ones. It is worthwhile to note that this process 
was found necessary when realized that users are really very concise when filling 
forms, with detrimental results in subsequent searches. 

We developed a module to expand the query terms provided by the TREE users. 
Each time a query is submitted, every term in it is expanded to related ones. The 
expansion uses ontologies, considering subsumption or supersumption relations (up to 
two levels), equivalence and other relations, and instance data, but allowing the users 
to agree or not with the use of the additional terms. 

3.1   Ontology Reuse in the TREE Repository 

Figure 1 generically delineates the architecture of the semi-automated module for 
ontology reuse. It takes two inputs: a list of domain concepts and the online 
ontologies found through semantic search engines using the given concepts. 

Among many tools that facilitate the discovery of ontologies we selected Swoogle 
for its easy integration in the repository and the summary supplied with the results. 
Swoogle applies the algorithm OntoRank, which is quite analogous to PageRank, 
which is used by Google search engine.  

At our institution each course has a description in English, which is mandatory, 
with some predefined fields to be supplied; one of them is related to the course 
contents. It is simple to extract the relevant concepts for each course considering that 
specific field. Nevertheless, those responsible for courses can specify others and 
disregard or correct some of the extracted ones. That enumeration of the important 
terms corresponds to one of the recommended steps to follow when developing an 
ontology.  

For each desired concept, we apply a singularisation algorithm, and ‘Distributed 
Databases’ is changed into ‘Distributed Database’, for instance. That approach 
augments the number of perfect correspondences later. Then, using those concepts we 
compose a query that is submitted to Swoogle REST based service, which returns a 
RDF/XML document containing a short summary for each of them, which is used to 
predict relevancy. 

Having C1, C2, … CN as the singularized concepts for a course, we harmonize 
them, namely replacing white spaces with dashes. Then we first try queries with all 
the concepts, after disregarding those not covered by any online ontology. Thus, we 
might have a query with N terms, and then the system tries N-1 terms, and so on. 
Having all concepts covered (by at least a predefined number of ontologies) or having 
tried each concept alone, the process is finished. Often ontologies with only one 
single concept are not related to the domain of interest.  Also, a query using only one 
search string might result in excessive results to be analysed. For instance, a query 
with ‘table’ as search string provides 935 results. 
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Fig. 1. Architecture of the semi-automated ontology reuse module 

For the ontology retrieval we consider labels of instances, classes and properties in 
ontologies lexically matching the query terms. As some other relevant concepts could 
remain unnoticed, some related projects try a more conceptual matching [13] [14] and 
expand the initial concepts using WordNet [15], an electronic lexical database created 
by the Cognitive Science Laboratory of Princeton University.  However, we found 
that approach more useful when applied in a later step, discussed in section 3.2.2.    

There are three possibilities when trying to find adequate ontologies:  

• One or more ontologies are found with all the desired concepts;  
• The system returns different ontologies with most of the concepts, but the set of 

ontologies covers all of terms; 
• It is impossible to find an ontology with one or more of the concepts. When this 

happens, we try to find relevant synonyms in the field under analysis and we repeat 
the process again.  

Before carrying out the process of ontology selection, the ontologies whose URIs 
correspond to dead links are disregarded and the others are checked to verify if they 
are syntactically correct, and then they are ranked.  

Once the found ontologies are fully analysed, the chosen ones are stored and 
manipulated using Jena (http://jena.sourceforge.net) and Sesame (http://sourceforge. 
net/projects/sesame/) frameworks. 
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3.1.1   Ontology Ranking and Selection 
With the growing demand for reuse ontologies, there has been a need for criteria and 
standards to find out their quality. Once a system is reusing ontologies, their quality 
might affect the quality of the resulting ontologies, and the desirable functioning of 
the system. Deficiencies in modeling might remain unknown for a long time until 
unpredictable or poor query results catch the attention of someone.  

Applying evaluation methods to estimate the quality of ontologies and rate them, 
the likelihood of that problem can be reduced, but not entirely eliminated. 

However, evaluating a single ontology is different from evaluating a set of 
ontologies to decide on the one(s) to reuse, as an intensive evaluation of all candidates 
is not feasible. 

Although more specific for evaluation of a single ontology at a time, some of the 
more automatic approaches for ontology evaluation are: 

• Use a certain ontology and realize its performance in a real environment with 
interest, allowing a functional evaluation. When evaluating a number of ontologies, 
the best is the one that provides the optimal fulfillment for an application. 
However, this technique is not often a feasible way to test and evaluate ontologies. 

• Use a Gold Standard ontology. The most similar to this one is considered the most 
suitable one and should be adopted. Some drawbacks of this approach are the lack 
of availability of the optimum ontology to compare with others, and the 
comparison itself, namely how to perform it. 

• Realize the coverage of the domain concepts. The ontology that includes most of 
the concepts is the one to be used, but that analysis is usually based on matching at 
lexical level, as stated before.  

We evaluate and rank the discovered ontologies considering three different aspects, 
each one leading to a different number. These considered characteristics are: their 
concepts coverage (considering the distance between the provided terms and those in 
the ontology), popularity (ontoRank value provided by Swoogle) and knowledge 
richness (the number of classes and properties, considered all triples). 

During the concepts coverage analysis, some extraneous matching can occur 
between the terms provided and those in the ontology when carried out at lexical 
level, but applying a similarity metric that possibility can be avoided to certain 
extend, but not completely.  

After computing the Levenshtein metric to estimate the distance between strings, 
only the terms that match some class, property or instance label greater than a defined 
threshold, are regarded.  

For any given ontology, we calculate the ratio between the sum of similarities of 
occurrences and the number of occurrences for each domain concept.  

Once a list of possible appropriate ontologies is ranked, an ontology engineer 
analyses it and manually selects the most suitable ones, occasionally with the 
assistance of an expert from that area, namely when two or more ontologies have very 
similar ranking values. In that case, competency questions might be considered to 
decide on the most appropriate ontology. They have also proved valuable to detect  
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missing parts of knowledge. For example, considering the database domain, an 
ontology extract might have to address the following competency questions:  

• Which are the Normal Forms? 
• Which are the subsets of SQL statements? 

A final ontology is obtained from the merging from one or more ontologies, and 
then assigned to a collection in the TREE repository. 

3.1.2   Additional Strategies Adopted to Find Online Ontologies 
When no ontology is found covering a certain concept provided, and yet relying on the 
information provided by the search engine Swoogle, we verify if the ontologies already 
found for others have some variations of them. For instance, finding ontologies with the 
term ‘relational_model’ for the Database field is unsuccessful. But analyzing the 
ontologies already found, we can discover a similar one: ‘relational_data_model’, 
as explained before.   

It is worth to note that many semantic search engines do not satisfactorily consider 
wildcards, although accepting them. Thus, our first attempt to submit queries using 
wildcards like ‘relational*model’, for example, was unsuccessful.  

In addition, we try word substitution through WordNet, after some ontologies have 
possibly been found. WordNet is structured semantically, containing nouns, verbs, 
adjectives and adverbs. Words that are synonymous are grouped together in synsets - 
synonym sets. Polysemous words in WordNet are included in more than one synset 
and each synset leads a different sense. For instance, the concept ‘data modelling’, 
which appears in a database course description, is not contained in any online 
ontology. Considering sister terms, hypernyms (words from ancestor synsets) and 
hyponyms (words from descendant synsets), there many possible substitutions for 
‘modelling’ from different synsets, such as ‘modeling’, ‘molding’, ‘moulding’, 
‘model’, ‘pattern’, and so on. When we have already found some ontologies for the 
other concepts supplied, we check if one of them applies the terms provided by 
WordNet, as a class, a property or instance, and in this case we consider that new 
concept as a substitute for the one initially specified. 

When no ontology was already found using the terms provided by WordNet, we 
exploit Scarlet java API (http://scarlet.open.ac.uk/) to verify if there are some 
relations between the probable substitutes supplied by WordNet and the other terms 
provided, choosing then the one with most relations found or found in the same 
ontologies. Scarlet (SemantiC relAtion discoveRy by harvesting onLinE onTologies) 
is “a technique for discovering relations between two concepts by harvesting the 
Semantic Web” [14], whose usage was first envisaged for ontology matching. We 
regard all type of relations, more than one ontology and inheritance depth equals to 5.  

When all other attempts have proved unsuccessful to find ontologies related to a 
concept, we ask for a set of documents containing that concept, which is used for 
ontology extraction, with some parts subsequently incorporated into the ontology 
already obtained earlier, after some revision. However, this last approach is 
significantly more time-spending than the others. 
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4   Conclusions 

In this paper we presented a case study about ontology reuse. Based on the literature 
review and this particular case study, we have identified some issues that should be 
attended in order for the reuse of ontologies to increasingly become a reality.  

Even though the TREE repository was designed for engineering resources, the 
adopted approaches can be used for other areas as well. 

The basic version of the repository was evaluated using resources from four 
different courses, whose responsible people complemented the concepts gathered 
from the course description. 

The initial results were very encouraging. The empirical evaluation revealed the 
practical usefulness of the discussed approaches and the users were generally satisfied 
with the efficiency of the information retrieval. However those responsible for 
courses were not so pleased with the time spent in all the activities, but a full 
automation of the whole process of discovering, selecting and revising ontologies is 
impossible. Also, some performance issues were highlighted but, as most of the 
process is carried offline, that point is not a main concern for the upcoming months. 

Some detected errors have been corrected and we plan to further evaluate the 
whole system via quantitative measurements in the next months. 

Finally, our approach to reuse ontology has some similarities with the one 
described in [13], but we have achieved more automation in some steps, namely we 
do not ask for user feedback before using WordNet for finding suitable substitutions 
for domain concepts, relying on information available on the Semantic Web. 
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