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Proceedings of the CENTERIS 2010 –– 
Conference on ENTERprise Information Systems 

Preface 

CENTERIS––Conference on ENTERprise Information Systems––is an international 
conference addressing the largely multidisciplinary field embraced by enterprise in-
formation systems (EIS) from its social, organizational and technological perspectives. 

Focused on aligning technology, organizations and people, the CENTERIS 2010 
edition, was held in Viana do Castelo, Portugal. This was the place where, from  
October 20 to 22, 2010, under the leitmotiv of Enterprise Information Systems, aca-
demics, scientists, information technologies/information systems professionals, man-
agers and solution providers from all over the world had the opportunity to share 
experiences, bring new ideas, debate issues, and introduce the latest developments 
from the social, organizational and technological perspectives of this domain. 

More than 150 manuscripts were submitted to CENTERIS 2010, coming from the 
five continents. There were 92 selected papers for presentation and inclusion in the 
conference proceedings, representing 221 authors from academia, research institu-
tions and industry. 

This book of proceedings is organized in eleven sections, distributed by two  
volumes. Volume I includes the following five sections: Knowledge Society; EIS 
Design, Implementation and Impact; EIS Adoption; EIS Applications and IT/IS Man-
agement. The second volume comprises six sections: EIS Architectures; Business 
Aspects; Collaboration, Networked and Virtual Organizations; Social Aspects; IS in 
Education and Technical Aspects and Emerging Technologies. 

These proceedings are intended for use by academics and practitioners that want 
to be aware of what is currently in the EIS agenda, from research to everyday busi-
ness practice. We believe that the high quality and interest of the contributions re-
ceived in CENTERIS 2010 makes this an important publication in the EIS field. 

It is expected that this conference proceedings will effectively transmit to the read-
ers the enriching and exciting communication, exchange of views and debate pro-
moted within this truly global group of recognized individuals, as experienced by all 
who attended CENTERIS 2010. 

Finally, on behalf of the organization, we would like to express our gratitude to all 
the authors for their visions and excellent contributions to the conference, as well as 
to the scientific committee members, who acceded to share their insights, prompt 
collaboration and constructive comments in the review process. We are also grateful  



VI Preface 

to all who acceded to contribute to CENTERIS, some of them with high-quality 
manuscripts that unfortunately, due to several constraints could not see their work 
accepted for presentation and publication. 

Please enjoy your reading! 

October 2010 João Varajão
Maria Manuela Cruz-Cunha

Goran D. Putnik
António Trigo
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Vı́tor José Domingues Mendonça,
João Eduardo Quintela Alves Sousa Varajão, and
Paula Cristina Ribeiro Coutinho Oliveira

Distributed Informal Information Systems for Innovation: An Empirical
Study of the Role of Social Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208

Vasco Vasconcelos and Pedro Campos



Table of Contents – Part II XIII

Vector Consensus: Decision Making for Collaborative Innovation
Communities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218

Josep Monguet, Marco Ferruzca, Alfredo Gutiérrez,
Yadira Alatriste, Claudia Mart́ınez, Carlos Cordoba,
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EX-ANTE and EX-POST Model Development and Monitoring of the
Portuguese Air Force Effort Regime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
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Lúıs Ferreira, Goran D. Putnik, and Maria Manuela Cruz-Cunha

Multicriteria Decision Making on Natural Resources Planning . . . . . . . . . 241
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Abstract. Cloud Computing is finding its way into the architecture of current 
IT landscapes. The present paper depicts the challenges of the required changes 
of Enterprise Data Centers from on-promise solutions towards on-demand sys-
tems. Cloud standardization in the context of the Open Cloud Manifesto is  
discussed as well as a reference model basing upon semantic composition and 
federation (Federated ERP Systems). It is described how Enterprise Tomogra-
phy can support the governance process and Integration Lifecycle Management 
of an Enterprise Cloud by comparing different system states. Finally, an outlook 
on an approach involving environmental aspects (Green Clouds) is given. 

Keywords: Enterprise Tomography, Cloud Computing, Federated ERP Systems, 
Green Clouds. 

1   Introduction 

Enterprise Cloud Computing becomes more and more prevalent in the IT and 
Business Application Industry. The quality of Integration, i.e. the extent of vertical 
and horizontal Business Process Integration and its efficient Management is to be 
seen as a key IT asset in Enterprise Data Centers. The scientific approach now is to 
overcome most of the disadvantages of legacy on-premise solutions. Therefore, 
existing different research streams, requirements and semantic perspectives need to be 
converted into one central ubiquitous, optimized and standardized architectural 
approach. The goal is to perform on-demand and cross-enterprise business processes 
in the context of Very Large Business Applications (VLBAs). Also in this context 
cloud standardization is one of the biggest challenges of the Open Cloud Manifesto. 
This paper discusses and outlines, how a semantic composition and federation based 
reference model (Federated ERP-System) can be established for Enterprise Cloud 
Computing and set up for business operation. Furthermore, it is debated, how 
enterprises can develop and maintain enterprise software solutions in the Cloud 
Community in an evolutionary, self-organized way complying Cloud Standards. In 
this context a metric driven Semantic Service Discovery and the Enterprise 
Tomograph can be seen as an entry-point to an organic, gradable marketplace of 
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processes exposed by cloud based Service Grids and Data Grids in graded levels of 
granularity and semantic abstractions.  

Regarding Enterprise Cloud Computing, conflictual requirements and design 
principles need to be resolved. A convergence of the polymorphic streams towards a 
shared, cloud-based platform can be observed. The main motivation in utilizing 
Enterprise Cloud Computing for a customer is the reduction of TCO in different 
aspects: Pooling of resources and services regarding consumption peaks or 
simplification of legacy infrastructure from on-premise solutions towards an on-
demand solution. From the perspective of an Enterprise Cloud Provider 
virtualization with multi-tenancy functionality proves as suboptimal. There is a 
higher degree of sharing and reuse possible. This leads to federated service-based 
cloud software which can grow organically. The scientific challenge is to provide a 
controllable reference model which serves as a common standard, where standards 
overcome the typical vendor-lock-in phenomenon and are prerequisite for 
acceptance.  

 

Fig. 1. Topology of an Enterprise Cloud Computing Farm based on FERP and Enterprise  
Tomography 

In general, Federated ERP Systems (FERP Systems) based on web-services are 
heterogeneous software systems processing business data complying integration rules, 
so different customers have different views, i.e. access points to the FERP. Since the 
typical software ownership (provider-consumer) is transformed from 1:n to m:n ([4],  
[5]) and the complexity of such information eco-systems is increasing in the course of 
the life cycle, the superordinate target in the context of Enterprise Cloud Computing 
is to provide methodologies and mechanisms for streamlining and controlling the  
integration in federated ERP systems. The organic growth of interlinked Enterprise 
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Services Networks needs to follow compliance rules. Therefore semantic deviation-
analysis of enterprise service consumption, Monitoring, Tracking becomes essential 
in distributed consumer-provider networks along the life cycle.  

 

 

Fig. 2. Enterprise Tomography driven Governance of FERP in a Cloud Farm 

The Enterprise Tomography approach enables the monitoring of the complete life 
cycle of a federated Enterprise Software. With Enterprise Tomography it is possible 
to make consumption patterns comparable. This comparison is based on a common 
interlingua represented as lightweight hierarchical ontologies and is achieved by 
applying the Delta Operator which determine the differences between  system-status 
A and system-status B in a cloud. To be more precise, the comparison and evolution-
tracking of integrated business process scenarios in a cloud represented as interlinked 
enterprise services ensembles is possible. The Enterprise Tomography approach 
provides the possibility to visualize differences with help of tomograms which 
aggregate indicators, metrics and serve as a decision basis in the governance process 
and Integration Lifecycle Management of an Enterprise Cloud [2].  

Figure 1 illustrates an overview of the topology of a Cloud Farm. Different aspects 
and fundamental pillars of the FERP reference model are shown. The procedure, how 
Enterprise Cloud Evolution can be controlled is outlined in Figure 2. 

2   Federated ERP in a Cloud 

In reality, on-premise Standard Enterprise Software is widely used within the 
enterprise community. Standard means, there are common business process patterns 
which are highly configurable and extensible according to the business requirements. 
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Typically, this methodology results in similar composed, configured and enhanced 
Enterprise Software Systems deployed to many Enterprise Data Centers. Similarity 
means redundancy, which can be eliminated with the FERP approach.  

According to Figure 2, in the cloud-based Federated ERP approach we have one 
single software instance active for all participating enterprises. Each enterprise is 
encapsulated in a Cloud Tenant according to the Separation of Concerns Paradigm. 
Each Tenant is provided a view on the single software and data instance. Basically, 
the software and data instance is a network of shared Business Objects that are 
projected on columnar In-Memory databases [12]. The In-Memory Databases can be 
regarded as intelligent Caches [9]. In-Memory Columnar Databases significantly 
reduces the redundancy in the data volume and provides instantaneous access to non-
materialized aggregates and business object collections. Aggregates are being 
calculated on the fly and are exposed as services via endpoints of Data Grids. It is 
possible to keep the Business Object Network consistent according to the ACID 
transactional OLTP methodology. Columnar In-Memory Database Models provide 
extensibility by nature.  

Non-frequent used Business Objects are physically stored in a distributed fashion. 
A read access of a Business Object means data retrieval of distinct fragments for 
reconstruction of the original Business Object. A Business Object is regarded as a tree 
serialized to a document. This document is fragmented. The fragments are coded and 
distributed within the Data Grids. A document can be seen as a sequence of numbers 
which defines a mathematical polynomial. According to the fundamental theorem of 
algebra, this document can be uniquely reconstructed, if there are only n distinct 
fragments (out of a redundant coded set) available. While retrieving, inconsistent 
fragments can be ignored and substituted by distinct consistent fragment retrieved 
from remote Data Grids [8].  

In the FERP approach technical references to Business Objects are the payload of 
messages. E.g. if company A wants to send company B an invoice (Business Object) 
only the reference of the Invoice is sent as a payload. The invoice is in this case a 
shared and ubiquitous accessible Business Object. Company A has an individual 
view-based access to the Invoice via the reference only. The same applies to company 
B. Receiving the message, company B will change the status of the invoice to the 
value 'paid' as soon as the real payment is executed.  

Columnar Databases are based on Inverted Indexing known in classical 
Information Retrieval. In (Plattner 2009) it is shown that this algorithmic approach is 
well-suited for parallel multi-core hardware. Systolic Arrays are in the position to 
accelerate string position/value matching even further with the rate of clock frequency 
speed [6].  

View-based access via references to Business Objects has the big advantage, that 
no mapping and technical transformation of the Business Objects is required. 
Business Objects needs not to be moved within the memory. There is no need for 
asynchronous processing and updating anymore. This leads to tremendous scalability 
which is a prerequisite for cloud computing. Having instantaneous services in places, 
completely new quasi real-time applications will be possible in future.   

In addition, the FERP reference model leads to a more data-consistent behavior. 
The cloud software can become much leaner in comparison to classical stacked on-
premise enterprise software solutions are therefore less error-prone. A closed-loop 
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feedback development process ensures a promptly iterative correction cycle. This 
leads to quality insurance.  

3   Governance of Integration Lifecycle Management 

The Federated ERP model can be regarded as a central shared and ubiquitous accessi-
ble network based approach. An error in the enterprise cloud software can lead to 
dramatic consequences and might have serious business impact. 

An Enterprise client can extend its own business processes or even create and 
compose its individual business process schemas. The individual part of functionality 
can be shared with related tenants. So FERP leaves the classical Software Vendor / 
Software Client ownership model. In FERP approach each individual Tenant can be 
simultaneously in the role of a service consumer as well as a logical service provider. 
The services are exposed via a Semantic Service Discovery [9]. The essential point 
here is, that each service, composite service or business process is potentially pro-
vided with a set of alternatives distinguished by Quality of Service (QoS) and metrics.  

 

 

Fig. 3. Controlled Cross-Datacenter VLBA residing in an Enterprise Cloud 

To be more general, the FERP approach can be seen as a definition of a governed 
service marketplace. Each individual participant can contribute materialized cloud 
content as shared services and shared (sub)-processes. Each participant can virtually 
compose his own ERP. In fact he gets a view on a service of an one software and data 
instance.  

With Enterprise Tomography it is possible to make similar data contexts compara-
ble. The comparison is based on a common Interlingua represented as lightweight 
ontologies. With a Delta Operator it is realizable to determine dynamically the  
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differences between Service offering A and Service offering B.  The Enterprise Tomo-
graph provides the possibility to visualize semantic differences with help of  
tomograms. A comparison between two service offerings is possible as well as a com-
parison of a service offerings between two points in time. E.g. in a project a consulting 
team implements business processes and therefore changes Customizing or the alters 
the composition of an Enterprise Service Ensemble. This delta is of common interest, 
e.g. as an indicator for the quality of security evolvement in the last period of time. 
Another use-case is to determine the delta after a functional upgrade in the cloud. The 
delta is calculated between the previous reference version and the active version of 
Enterprise Service Ensemble. The delta in this case is the equivalent of new or changed 
functionality. This delta, represented as a hierarchical ontology tree, is a good basis for 
evaluation of new functionality. Test and training teams therefore can focus on 
new/changed functionality only. This results automatically in cost containment. 

One more interesting use case for Enterprise Tomography is to calculate the data 
footprint of a selected business transaction or a business process in a cloud. Between 
two points in time the update on database is calculated with help of the Delta Opera-
tor. Based on the business data delta, the IT experts are in the position to assess the 
correctness of the behavior of the executed business transactions more efficiently. 
This is a highly efficient diagnostics approach for root cause analysis for given error 
symptoms.  Based on the delta, the Undo Operator resets the business transaction. 
This business transaction can executed again with same preconditions and data con-
texts. In this way repetitive testing of business processes is enabled.  

The Enterprise Tomography approach allows the construction of an early warning 
system based on semantic metrics and indicators. If the distance - computed by the 
delta operator - exceeds a threshold, actions (= cloud based services) can be executed 
to control the usage of dedicated Enterprise Services. For example, the Enterprise 
Tomograph can execute process mining. When the quota exceeds a threshold, the 
Enterprise Tenant needs to be invoiced for funding the cloud infrastructure he has 
used. This is a simple example to implement self-organized feedback control system 
based on the generic Enterprise Tomography approach.  

Each participant can contribute service based software as materialized cloud con-
tent. This naturally leads to high redundancy in offerings of business processes. The 
Enterprise Tomograph can evaluate the services and business processes according real 
consumption patterns. Business processes with low traffic on the cloud infrastructure 
are regarded as non-value added processes and will be disabled. The decision of dis-
ablement is based on dynamic calculated results of the Enterprise Tomograph. The 
most useful services - or more general - the services with the highest Quality of Ser-
vices will survive the market competition. This example illustrates how Enterprise 
Tomography approach can control the Integration Lifecycle Management of Enter-
prise Clouds and increase the overall quality in an Enterprise Cloud according to free 
definable metrics while fulfilling requirements in a prioritized manner.  

In Figure 3 an advanced VLBA (FERP) across Data Centers of distinct owner (En-
terprises) is displayed. The Enterprise Cloud encompasses federated clouds which 
exposes services and infrastructures. The lifecycle of the cross-federated VLBA is 
managed by the Enterprise Tomograph. Crawling of cloud entities, i.e. of business 
data, log files, data, metadata, operational data, master data, configuration data, ser-
vice repositories and infrastructure content is executed on a permanent basis. Changes 
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in ontologies can be calculated via delta determination of the Enterprise Tomograph. 
Deviation analysis and metric based rule infringement detection leads to immediate 
adaptive actions and events.  

 

 

Fig. 4. Hybrid Scenarios regarding on-premise and on-demand solutions 

The more business relevant partial architectural transformation from real world 
data centers to virtual data centers is shown in Figure 4. A subset of static infrastruc-
tures can be converted in virtual infrastructures. This allows a better sharing and as-
signment of resources. This enables an adaptive pooling of virtual resources. From 
user perspective, the transformation is non-transparent. Keeping Hybrid Scenarios in 
sync according to Business Process Integration requires definition of dedicated com-
pliance rules which can be enforced with the Enterprise Tomography approach. 

4   Green Clouds 

Scientific purpose of the research field Green Clouds is analyzing enterprise software 
within cloud environments for the reduction of company-made environmental pollu-
tion. Solutions are worked out, to harmonize legal compliance, environmental  
compliance, cost indicators, complexity, and the degree of integrating environmental 
information systems. Centralized cloud solutions are used to avoid isolated views on 
enterprises. This can result in a federated ERP system enhanced by environmental 
aspects. The approach is showing similarities to an enhanced Balanced Scorecard 
model. 
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Enterprise Tomography approach can be advantageous to identify environmental 
indicators from ontology based network structures or reference models. A further 
domain of enterprise tomography is the integration management of environmental 
information systems (Integration Lifecycle Management). Integration of isolated 
solutions in virtual cloud environments is in the center of interest. 

5   Related Works 

The approach Enterprise Tomography driven Governance of Federated ERP in a 
Cloud is complementary to the research areas Application Lifecycle Management of 
VLBAs and governance of Semantic SOA respectively. In Semantic SOA there are 
dedicated procedures in alignment of semantic entities and semantic services [11]. 
The Enterprise Tomography approach generically unifies a set of ontology matching 
approaches and is primarily based on algorithms for genetic engineering known in 
Bio-Informatics [1], [3], [7], [13]. The mathematical model of a family of matching 
algorithms for large data sets in genetic engineering is transformed to semantic 
matching and delta determination. The delta indicators can be interpreted as generic 
software metrics in a specific domain called semantic view. The software metrics are 
the decision basis in the governance procedure. Regarding metrics, service provision-
ing and consumption (dependency graph), business data as well as meta-data is taken 
into consideration. 

6   Conclusions 

In previous chapters we have outlined the Federated EPR approach in the context  
of Enterprise Cloud Computing. It was discussed how FERP can increase scalability 
in a cloud. In addition we adumbrated the Integration Lifecycle Management of a 
Federated ERP network in a Cloud. With help of closed-loops the evolution of a 
shared Federated ERP system can be controlled according to cloud metrics, which are 
indicators calculated by the Enterprise Tomograph. The Enterprise Tomograph acts  
as a generic Delta-calculating search engine, which permanently crawls and observes 
the materialized cloud content. The search engine of the Enterprise Tomograph can be 
executed in delta mode as well as in full mode. With help of extractors for the 
Enterprise Tomograph we can have polymorphic search operator or delta operator 
which delivers the indicators as decision basis in the governance procedure.  
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Abstract. Service orientation and service-oriented architecture (SOA)

are a successful philosophy, even the leading edge of current software

development. Although many SOA systems have the same leading idea

(they are composed as virtual peer to peer networks), practical imple-

mentations of SOA can be quite different. The implementation depends

on several factors. The main factor is the logical size of the developed

system measured by the number of services forming it and also by the

relations between them. The technical properties of SOA and its capa-

bilities depends substantially also on the way the SOA is designed and

developed. It is whether the design and development are the top-down

or the bottom-up ones. It, in turn, depends on the fact whether agility

of implemented business processes and partly the agility of system de-

velopment are required and how open the resulting system should be.

The need for agile business processes induces the use of coarse-grained

user-oriented messages and often excludes the application of OASIS SOA

Reference Model. It is more or less a necessity, may be except SOA for

large enterprises.

Keywords: SOA reference model, software confederations, agile

processes.

1 Introduction

Service-oriented architecture (SOA) is for us any architecture constructing soft-
ware systems as virtual peer-to peer systems of autonomous software components
[1,2]. The components can behave like services in common sense. SOA is consid-
ered to be a mature technology, compare the hype curve published by Gartner
Group in August 2009. A closer look shows, however, that the concept of SOA
is still under development and that there are open questions.

For example the standard SOA Reference Model developed by OASIS group
several years ago [3] is in many cases intended to be replaced by the standard
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Open Group Reference Architecture (OGRA, [4]). It should help in the gov-
erning of the development of SOA. OGRA supports features of the bottom-up
development of SOA systems.

We can conclude that the basic ideas of SOA development are not fixed yet.
It is to high degree the consequence of the fact, that the properties of SOA must
the adjusted to the particular requirements on the properties of the resulting
system. The requirements can imply many technical details like the granularity
of the interfaces of services, user orientation of messages, integration of (batch)
legacy subsystems, etc. Let us discuss the matter in details.

2 Business and Management Conditions of SOA

The properties of SOA depend heavily on the characteristics of its users and on
the degree of the involvement of human beings in the processes supported by
SOA.

If the users (project sponsors) have limited investments, the reuse (integra-
tion) of legacies could be a preferable, if not necessary, solution. A reason for it
can be the retaining of the knowledge of employees or the simplifying of their
training. It is often the case in small-to-medium enterprises (SME).

Limited investments available in SME almost exclude the expensive SOA de-
velopment strategies like the ones proposed by OASIS not to speak about painful
organizational changes required by them. It imposes furthermore limits on the
use of the tools like ESB.

Limited resources (short terms, available people, training needs) further imply
the necessity of gradual development (iterative – especially agile – development,
or incremental development preferable in SOA). The big-bang development (all
from scratch at once) or even the big-bang-like customization is then excluded.

If agile business processes are required or if the management of SME requires
process owners to be responsible for their actions, it is highly desirable to have
service interfaces coarse grained and to use message formats based on (related
to) end-user knowledge domains. The bonuses are:

– Such a form of communication implies coarse-grained messages. It therefore
reduces the burden of communication lines.

– It simplifies
• the use of agile business processes,
• outsourcing and insourcing,
• the information hiding at a higher level that the one known from object-

oriented methodologies as such an interface hides the whole internal
structure of the software components implementing services1.

1 Coarse-grained module interfaces are also proposed by Microsoft – see Distributed

System Patterns http://msdn.microsoft.com/en-us/library/ff648311.aspx. This pa-

per, however, lists mainly the technical issues and advantages. It does not mention

more sophisticated advantages discussed elsewhere in this paper. Examples are easier

user involvement, flexibility, and scalability, advanced prototyping, and the integra-

tion of legacy systems.

A deeper discussion can be found in [5,6].
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– log records can be easily used in
• further testing (e.g. the generation of test cases),
• in the analysis of business process and in the development of business

intelligence (e.g. tuning of business processes,
• effective variant of service prototyping, simulation and “hand control”;

replacement of the services not existing yet, being temporarily inacces-
sible, or the failed ones [5],

• as a data provider for service governance and service quality control.

Information hiding is a very important software design principle proposed by
Parnas in his famous papers [7,8,9,10]. Similar idea can be found in the object-
oriented world [11]. It is important that it is advantageous if the formats (syntax)
and semantics of messages is similar to the syntax and semantics of user knowl-
edge domain languages. It does not have the form of (remote) procedure call.
XML can (but need not) be used here.

Note that the agility of business or development processes is especially needed
if we are unable to define the process fully in advance. The agility is also necessary
if the process must on-line respond to changing business conditions (failures,
delays, urgent requirements, etc.).

Various SOA can be of a different size. The size (complexity) of SOA can be
measured by the number of integrated services and by the number of various
message formats. The SOA with many fine-grained messages and many small
application services are obviously more complex than SOA with several services.
It is observed that such systems are more difficult to develop and maintain.

Various variants of SOA have different impact on the interests and prospects
of people. The adverse reactions of people can threaten the success of the de-
velopment of SOA. In some cases the resistance of people can have even an
institutional form.

3 Widely Used Variants for SOA Models and Their
Implications

Let us now discuss some typical instances of SOA. There is a “continuum” of
SOA variants. Let us talk about the most important or the most popular ones.

3.1 OASIS SOA Reference Model

The basic document, the standard “SOA Reference Model” [3], contains a very
general and high level list of the topics that ought to be taken into account by
developers. The model is very detailed. It consists of nine layers. The experience
with it indicates that it is useful in the cases when the developed system is de-
veloped practically from scratch with the features of big-bang development. The
resulting system consists of very many services and is quite expensive (see e.g.
[12]). The model prefers rather the top-down development and it therefore does
not support enough the integration of legacy and third-party systems (compare
[13], where it is stated that SOA is not an integration).
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The model requires skilled well-educated managers understanding user busi-
ness needs as well as the technical aspects of the SOA.

The model requires many specialized experts. The development based on the
model must be the task of a specialized (large) software firms (software vendors).
It means that the model is not preferable for small or middle firms at user as
well as at the developer side.

3.2 Open Group Reference Model (OGRM)

Open Group has introduced its SOA reference model [4] quite recently. It can be
characterized as a layered model typically using Enterprise Service Bus (ESB,
[14]) as communication mean between services. The architecture has nine layers
like the OASIS model. The difference is that legacy and third-party systems as
well as existing databases are allowed and expected to be integrated into the
system. We can therefore expect that number of software artifacts necessary to
build a system following the model need not be too high.

The use of ESB brings some restrictions to inter-service communication:
The XML-based message formats are unified (different message formats
must be converted to the canonical one). It is expected that WS-* standards
(http://www.w3.org/standards/webofservices/) will be used.

It is expected that OGRM will be usable for small to medium enterprises and
for multistep development process near to incremental development.

It is open whether OGRM is not too influenced by OASIS SOA Reference
Model as it could be contraproductive for SME (the resulting system is too
complex and implies the culture typical for large enterprises).

3.3 Software Confederations

Software Confederations [15,1,16] are inspired by soft real-time control systems
and by structured design. The confederations are formed by a moderate num-
ber of large highly autonomous software services with coarse-grained interfaces.
Structure of software confederation should mirror the structure of the organi-
zation or organizational unit that should be supported by the target system.
It is, the organization is not forced to change its structure to be conformant
with this type of SOA but SOA can be adapted to the structure. Moreover, the
systems currently supporting activities of the organization (legacy systems) can
be included into the new system.

Interfaces of individual services in the confederations should be inspired by
the interfaces of their real-world counterparts. The reason for such inspiration
is that the existing interfaces are typically used for a long time. We can expect
that such interfaces fully cover the needs of users and are already optimized. If
they are used for years or even decades without significant changes, then it is
likely that they will not need change for further at least few years. The use of
such interfaces may lead to the stable and simply maintainable resulting system.

It is moreover recommended that the language used in communication be-
tween the services is understandable to human users and it is advantageous if
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the syntax is simply understood by them. It is known that people concerning dif-
ferent problem domains use in their work different languages or language dialects.
Hence it is likely to be desirable that different service interfaces use different di-
alects. This feature is disadvantageous for unification and standardization. This
issue can be, however, well solved.

Software confederations can be formed by various number of services – it is
possible to create a useful confederation having only a few services (what is good
for small or medium enterprises), or can have tens or hundreds of services (it is
required for large enterprises applying OASIS model. The services can, however,
form hierarchical structure of unlimited depth.

The structure of the confederation can be seen as flat (each service can poten-
tially communicate directly with any other). At the other hand the structure can
be hierarchical – groups of services can use special architecture services described
below to behave as composite services. The communication between services is
restricted by the used message formats (only the services understanding the
formats useful for given problem domain can efficiently communicate).

Other security and logical connectivity restrictions are derived from the use of
other special architecture services (front-end gates) that equip other services with
specialized interfaces available to dedicated groups of users. For communication
within software confederations holds that the communication partners are known
and they therefore can use agreed form of communication.

Another difference from the currently popular SOA types is that it is ex-
pected that the services can be provided or performed by human beings. It is
the communication is asynchronous [16] to bridge different speed of individual
services.

Another specific feature is the ability to combine efficiently interactive and
batch services [17,16]. It simplifies development and maintenance costs as well
as the chance for smooth integration of different legacy systems.

4 Simple SOA

We call the SOA consisting of not too great number (typically up to several
tens) of services simple SOA or lightweight SOA for short. The criterion is that
it is feasible that all the communication partners agree message formats ad
hoc on everybody-with-everybody schema. The first systems using simple SOA
were control (real time) systems. Real time systems are the systems fulfilling
the requirement that their responses come within some time interval. There
are two variants of the systems. Hard real time systems (HRT) must always
respond within the given interval, soft real time system just answer in a limited
mean time. The properties of HRT have typically hardware control system, e.g.
machine tool control systems or avionics. Soft real-time systems are typical for
the systems having the features of mass services, e.g. manufacturing control
systems.
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4.1 SOA in Hard Real-Time Systems

Complex technology control systems often have service-oriented architecture.
The involvement of people in such control processes is very limited. The number
of services is often not too high. The system need not (cannot) be changed sub-
stantially during system maintenance. Agility of processes is usually not needed.
The inner message formats need not be legible for public (not experts). Fine-
grained interfaces based on remote procedure call (RPC) can, and often should,
be used. The message formats can be agreed ad hoc. Middleware can be specific
for given system. The development has often the big-bang form. The most im-
portant is the fact that human involvement into processes is almost missing. It
is clear that such SOA are simple in the above sense. It need not be the case of
soft real time.

4.2 SOA in Soft Real-Time System and in Small-to-Medium
Enterprises

First SOA in current common sense were used in soft real-time systems, for
example in manufacturing systems like Flexible Manufacturing System [15] or
some parts of computer integrated manufacturing (CIM [18,19]). It appeared,
that such SOA is also used in ERP of small-to-medium enterprises (SME). They
have the properties of soft real-time systems.

The business processes in such simple SOA cannot be as a rule completely
defined in advance as there are not enough data and the complete process defini-
tion would be too expensive. The main snag, however, is that important business
data are in principle missing as they, e.g., depend on actual market conditions.
The conditions are changing and they cannot be fully predicted. As stated above,
the user-oriented coarse-grained messages are under such conditions necessary
and the agility of (business or manufacturing) processes is highly desirable. The
messages used in SOA should be user oriented.

Some manufacturing systems are quite separated from the management of
business processes. This can be also true for some parts of ERP of small enter-
prises as well.

There is a strong need of SME to reuse/integrate legacy systems and to enable
outsourcing. The reorganizations of SME need not be desirable. The big-bang
attitude is therefore rarely possible. OASIS model can hardly be used as it
is too expensive, disables the use of legacy systems, and strongly prefers the
top-down development in big-bang setting. There are technical solutions using
organizational services acting as architecture building tools enabling an agile
variant of integration process [20,6].

The simple SOA can, if developed carefully, provide systems that do not
threaten the positions of employees, whose involvement is important for the
process of developed system, and retains their experience. It may seem to be a
simple task, it is, however, not. If the developers are not careful enough, they can
push back people without whom the implementation of the system (definition of
requirements inclusive) and loss important knowledge of leading employees (M.
Chytil, private communication).
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4.3 SOA in Large Enterprises

Large enterprises usually have enough resources to apply OASIS reference model.
We can assume that the enterprise has resources to form necessary committees
(centre of competence, service governance committee, etc.) to cover all the nine
layers of the OASIS model.

The following challenges must be properly solved for OASIS model [13]:

– The complexity of the system.
– Big expenditures.
– Necessity of organizational changes.
– Changes of business processes.
– Application of SOA-related tools like ESB.
– Big-Bang top-down development.

The advantage is that the development process is well-tuned and that the OASIS
standard [3] assumes the existence of a strong central authority able to effectively
control the development process.

It is also important to apply some features proposed by the standards of
the Open Group [21,4] especially the user-oriented coarse-grained interfaces of
services and integration of legacy systems.

There are challenges specific for large enterprises. People can easily form in-
formal groups to pursue their interests that need not be the optimal for the
entire enterprise. Some barriers can be formed by internal regulations or can be
related to enterprise culture. Note that the regulations can be pursued by the
informal groups in order to enforce their “local” interests.

There are cases of the “application” of the antipattern “Standardization Paral-
ysis” [22], i.e. improper application of (immature) standards. It is, many software
standards are used without proper analysis whether the standards are adequate
for intended purpose and mature enough.

4.4 SOA in e-Government, e-Health, and in Similar Systems

There are different variants of e-government-like systems: municipal systems,
health-care systems (e-health), and so on. The common features of the systems
are:

– From the outer look the systems integrate a moderate number of (complex)
services being often information systems of individual offices/majorities.
Such SOA systems are therefore almost simple SOA systems in the above
sense.

– The services forming the systems tend to encapsulate (wrap) rather large
and complex subsystems.

– Many aspects of the construction of the systems are regulated (hindered) by
legislative or cultural barriers and prejudices. It is for example the case of
strict bans on the use or even on the keeping sensitive data. It may be the
consequence of particular interests of some groups in society, for example of
some educational institutions [23] and medicament producers.
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– The government and society in general are unaware of substantial losses and
threats caused by the data use bans.

– The systems are used by citizens and organizations (by public) having occa-
sionally contradictory interests.

– There is in fact almost no strong central authority with respect to the system
design and development. It is due the political pressure and group interests
excluding any unique will. It is one of the main reasons why the use of some
tools like ESB is in this case difficult if not impossible.

– Benefits or losses related to the use of the systems are not clear.
– The processes in the systems should be controllable by citizens and super-

vised by trusted bodies but the access to some data and processes must be
regulated. The rules of regulation are changing, often unclear and complex.

The requirement that the systems and their processes must be accessible by
the public implies that the messages inside such systems should coarse-grained
and user-oriented – in some sense similar to the messages in Simple SOA. It is
important that the current practice forbidding the use of personal or sensitive
data for the production of insensitive information [23] is very expensive as it bans
the access to information necessary for the desirable social processes, epidemy
prevention, and to information needed for governance and research.

Actual regulation leads to (virtual) shredding of large collections of important
data. It is the reason why many people in good will want to evade the ban.

One can suspect that the missing forecast of current economical crisis is, at
least partly, a consequence of this practice. This practice has some grotesque
consequences. In Czech Republic a system hopefully making the production of
narcotic at least harder was forbidden. The reason was that the system used but
not disclosed sensitive data (release of medicaments).

Yet more pity is that the system could substantially reduce errors in medi-
cations having quite often fatal consequences. In Czech Republic it can reduce
unnecessary health care expenses with savings equivalent to half billion USD a
year. The return of investments would be less than 6 months.

5 Conclusions

We believe that there is too much tendency to consider all SOA to be almost
equal. Another tendency is to assume that a system has SOA only if it complies
with a very specific variant of SOA. It was probably the case of “SOA is death”.
In our treatment all virtual peer-to peer systems with asynchronous communi-
cation have SOA. But such systems can be very different. They have various
structures, different capabilities, and different utilizations.

Some systems must integrate legacy systems and they must be therefore built
in the bottom up manner. The bottom up development can be modified so that
it admits agile integration of large services during the development of SOA [20].

The need for user involvement, outsourcing, and governance implies that the
user-oriented coarse-grained messages must be almost always used. It follows
that the top-down SOA development can be a good solution for SOA of large
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enterprises only. To be more specific, it can be a good solution for large organi-
zations with strong central authority and somehow homogenous structure. Even
in this case the elements of bottom-up development can be useful. It is typically
the case of global decentralized enterprises. All these questions will be topic of
a future study.
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Abstract. Competition in the today’s global economy is intensifying the use of 
the new paradigm of mass customization. Such a paradigm is characterized by 
the need to deal with a very large variety of products determined by a substan-
tial increase in customer specific product requirements. Implementing this 
paradigm requires agility and effectiveness in the customer-producer interaction 
and also in the order-production-delivery cycle. Web-based product configura-
tors can provide an opportunity for improved interaction between producer and 
customer, and for a more formal, agile and effective process of both product 
and customer orders specification. In this paper, we propose architecture and 
describe the functionalities of a web based system for interactive product and 
customer order configuration. The proposed system can be also of value for 
supporting product data management and the production and delivery functions.  

Keywords: XML, Web Service, Mass Customization, Product Order  
Configurator. 

1   Introduction 

Industrial companies are nowadays faced with a continuous challenge for keeping up 
with growing competition and new requirements from customers. Globalization 
means a large number of business competitors and requires company’s ability for 
maintaining customer satisfaction and competitiveness through wider product variety 
and good customer service market response which naturally requires production 
agility. Therefore, there is a need for improved processes in several dimensions. 
Production costs minimization is a requirement but is not enough in competition. 
Minimizing waste and increasing product variety and operations efficiency and agility 
is critical. Aiming at this, several methodologies and techniques focused on 
production processes and associated back-office systems have been adopted. These 
include Six Sigma [1], cellular and product oriented organization [2] and JIT 
techniques [3]. However the success achieved at the front-office side is much lower, 
particularly at the customer and partner interaction processes. Front-office activities, 
like sales and customer support, have not received the required attention by a vast 
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amount of companies. By improving front-office activities, these companies can 
achieve financial and operational benefits by providing information reliability and 
readiness, and reducing specification mistakes, waste and unnecessary manual 
activities, due to, for example:  

• Incorrect or error-prone information 
• Duplicated efforts 
• Manual process handling 
• Bureaucracy, paper based communication and 
• Rigid processes 

The transformation of prospect quotations into customer orders and these into work or 
production orders and production schedules are frequently associated with manual 
processes. Additionally, publishing information about company products and 
associated configurations is often outsourced to external companies responsible for 
the creation of catalogues and online publishing. 

The challenges for process optimization are even higher for large companies. 
Multinational holdings integrating several small business units, as a result of merging 
operations, frequently have difficulties integrating front-office processes. 

Besides optimizing the integration of front-office and back-office processes, the 
companies need to adopt a strategy of differentiation. The competitive market dictates 
that having the lowest prices is no longer enough. The companies have to adapt their 
products to the specific need of customers. Modern consumers are particularly 
exigent, demanding higher levels of quality, functionality and correspondence to their 
specific needs. Traditionally, the inclusion of product options and variants had more 
to do with charging “extras” and gaining financial profits than with offering the 
customer a richer buying experience. 

Nowadays there is a growing demand for individualization, a tendency frequently 
called the “experience economy” [4]. The need to fulfil individual needs of customers 
while maintaining prices as low as possible is a permanent challenge for modern 
enterprises. Companies are forced to create product families with a growing number 
of variants, adopting a strategy of differentiation based on variety [5]. 

The concept of Mass Customization was defined as “producing goods and services 
to meet individual customers' needs with near mass production efficiency” [6]. Besides 
offering differentiation opportunities and cost optimization, mass customization allows 
for a richer interaction with customers, maximizing customer retention. 

An effective and efficient mass customization strategy is based on the use of 
product modules, variants and options. Modular products are built from different 
combinations of the same component modules. This is a sound, economic and 
effective strategy for generating a large variety of products towards mass 
customization. This strategy can be combined with the product variant concept for 
increasing product variety. In this concept different products are generated using 
variants of product features, such as different engines or seats in the same basic car 
model. Additionally the adoption of product options can further enhance product 
variety and customized production response agility with minor production efforts and 
complexity. All these alternatives to product customization, together with others based 
on parameter specification, such as dimension, colour and materials, can easily be 
specified by customers through product configuration tools. These tools must provide 
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agility in product specification and information processing and a high level of 
integration with existing information systems, particularly at product design, order 
engineering and production management levels. These requirements imply efficient 
management of information flows, from customer interaction to production.  

Industrial companies can efficiently focus on customers only if they use information 
intensively [7]. As referred by Piller [5], in mass customization, the individual wishes 
and needs of each customer have to be transformed into the specification of unique 
products. The author considers that costs associated with product customization can be 
determined by quantifying the efforts associated with specifying customers’ needs, 
individual product configuration, transfer of user preferences to the production stages, 
additional complexity at production management and interactions with suppliers and 
product distribution. 

Companies adopting classical approaches, where products are mass-produced or 
manufactured to order, need to optimize their information processing strategies in 
order to evolve to a mass customization model. 

Internet technologies offer privileged means for the implementation of interaction 
channels between client and producers on the mass customization scenario. The 
advantages can be summarized in two main categories: 

a) Improved communication: the client interacts with the producer using a simple 
and efficient communication channel. 

b) Expanded business models. 

Using web-based interactive product configurators the customer is able to specify the 
product that closely matches his or her individual needs, thus enriching the producers’ 
knowledge about market trends. 

Outsourcing the time-consuming product configuration process to the customer 
enables the producer to sell products with reduced financial margins in a way that 
would be impossible using traditional channels with face-to-face interaction. 

In this paper, we propose an architecture and describe the functionalities of a web 
service based system for interactive product and customer order configuration. The 
proposed system can be also of value for supporting product data management and the 
production and delivery functions.  

After this introduction, in section 2 a brief literature review on product 
configuration techniques, strategies tools is presented. In section 3 the web based 
configurator features and manufacturing process environment are discussed. The 
system architecture is discussed and presented in section 4. In section 5 we present a 
conclusion and put forward further work intention.  

2   Literature Review 

Several product configuration techniques and methodologies have been proposed 
during recent years. Some of the techniques have been effectively implemented in 
information systems operating in industrial sectors. 

One of the earliest product configuration systems proposed was XCON [8]. This 
system uses a rule-based engine that supports product configuration. The system was 
used by Digital Company to validate and guide the assembly of customer orders. XCON 
was responsible for the configuration of hardware components (processors, memory, 
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cabinets, power supplies, hard disks, printers, etc.) and software, simultaneously 
checking marketing restrictions, prerequisites and technical validity.  

XCON was fed with a vast set of rules that define how products were structured, 
their associated restrictions and assembly policies. With this knowledge XCON was 
able to support interactive selection of generic components, check their completeness, 
add required parts, if necessary, check software compatibility and prerequisites, check 
standard compliance, marketing or engineering restrictions and connect to a automate 
quotation system. It was considered a critical business tool for helping the company to 
face the continuous challenges imposed by the technological developments and 
growing technical product complexity. 

The main problem with rule based configuration engines is the high cost associated 
with maintaining their knowledge base [9] and the inclusion of product structure, 
constraints and policies in a interweaved manner [10]. 

A natural evolution from rule-base systems are logic-based configurators. These 
systems use logical models to represent the knowledge needed to solve configuration 
problems. The PROSE system proposed by McGuinness [11] uses logical operations 
and semantic rules to represent and manage configuration information. It is based on 
the CLASSIC language.  

An alternative system was proposed by Heinrich and Jungst [12], adopting a 
resource based paradigm. Components are represented as abstract modules. Starting 
from the desired functionality, components that partially fulfil its requirements are 
aggregated. The complete set of components will fulfil the required functionality 
completely. 

Researchers Mittal and Falkenhainer [13] proposed representing a configuration 
problem using a constraint-based approach. Configurations are obtained from a set of 
variables, a domain of possible values for each variable and an associated constraint 
set. This model is known as a CSP – constraint satisfaction problem. Mailharro [14] 
proposes a CSP approach using an integrated object model, supporting classification 
methods, inheritance and algorithms to maintain configuration consistency. 

Other authors propose alternative approaches. Mittal and Frayman [15] classify the 
configuration problem as a case based reasoning (CBR) problem. Basically, the 
technique consists on using the knowledge associated with previous cases, based on 
similarity criteria [16-18]. A “case” is just a set of existing configurations. When 
trying to solve a configuration problem, the system tries to find an identical case 
among the configurations that have been stored, adapting it to the new requirements. 
CBR configuration is mostly useful when the knowledge is incomplete [19]. Reusing 
product configuration knowledge and constraints is not supported. This can be a limit-
ing factor when working with a vast and complex product catalog. 

The OOKP - “one of a kind” is proposed by other authors as an interesting alternative 
to the previous methods [20]. Product variations and configuration parameters are 
modelled using AND-OR trees. Tree nodes contain the parameters associated with the 
rules. The configuration is built and optimized using a genetic algorithm that considered 
customer preferences and efficiency parameters. Zhou [21] performed identical work, 
incorporating configuration restrictions in the genetic algorithm (for example, inclusion 
and exclusion relations) trying to achieve a higher level of optimization. An identical 
strategy has been adopted by other researchers [22, 23]. 
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Solving the configuration problem is one part of product configurator’s requirements. 
Another important part is interacting with the customer, particularly when the customer 
has a reduced knowledge about the configuration details. 

Luo [9] proposed the implementation of a matrix mapping technical customer 
requirements with technical product attributes, thus allowing for automatic selection 
of the most adequate configurations. Using this matrix the customer can delegate on 
the system the product selection and configuration process. 

To help the customer choose the most adequate product configuration, 
recommendation systems are frequently used. There are several studies describing 
theses systems [24-26]. A vast number of internet portals available today help their 
customers while choosing or configuring their products using other customers’ 
recommendations. These recommendations are frequently used for cross-selling 
(namely through Amazon.com and Pixmania.com sites). 

A good recommendation system will help hiding technical details from the most 
inexperienced users, helping them configure their selections. The recommendation 
process can be implemented with an intelligent software agent that learns from 
customer product configuration processes and helps them choose the best options.  

The majority of recommendation systems are hybrid and combine recommend-
dations based on content (product parameters and customer relationship history) and 
collaborative methods (analyzing customer and product relations). Collaborative 
methods are popular since they allow using the knowledge captured during the 
interaction with other customers in distinct business contexts. 

There are several recommendation techniques based on collaborative methods: 
graph theory [27], linear regression [28], semantic analysis [29] and case-based 
reasoning [30].  

Although being very useful, recommendation techniques have several limitations, 
namely: 

• Lack of knowledge about new products. 
• Influenced by incorrect or manipulated recommendations published by 

other customers. 

These problems suggest not using the collaboration techniques exclusively. Therefore, a 
better approach consists on complementing them with content-based recommendation 
methods. 

3   Features of the Web Service Based System for Product 
Configuration 

The implementation of a Web service based system for product configuration will 
allow creation of a central channel for the distribution of information about complex 
and simple products, supporting customers and business partners. This communica-
tion channel can be used to automatically feed distinct point of sale (POS) systems, 
including websites, interactive product configurators for physical points of sale, and 
promotional interactive media (DVDs, CDs, etc.). 

Additionally, the system will connect these POS systems with management back-
ends, including CRM and production management systems. 
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Several benefits can be realized in from customer to production, in several 
dimensions. In the customer dimension we identify the following ones: 1) interactive 
product selection and configuration; 2) better fulfilment of individual needs; 3) better 
product information, continuously updated and 4) better order support. At the 
reseller’s side they are: 1) configuration opportunities for tailored products; 2) 
permanent access to updated product and pricing information; 3) no need to import 
product configuration information as it can be dynamically obtained from web 
services; 4) better support for electronic interaction, minimizing paper-based 
processes and 5) better B2B integration with producer. At the producer´s sales 
dimension the benefits are: 1) a wider range of products offered; 2) better 
understanding of customers’ needs and preferences and 3) increased business 
opportunities, including support for niche markets. At order processing it is likely to 
be obtained: 1) a reduction in order specification mistakes and 2) delegation of the 
order configuration process to the system and customer. On product design and order 
engineering there are greater opportunities for design, based on modules, variants and 
options offered, as well as on the parameters specification based on controlled 
diversity of materials, product features and manufacturing agility. 

The system will also help the implementation of agile production methods and 
approaches, like lean manufacturing. This approach is derived from TPS – Toyota 
production system, developed by Toyota after World War II. It aims to eliminate 
waste, targeting for eliminating any activities that do not create value for the end 
customer. The method has two pillar concepts: automation and JIT – just in time. JIT 
was introduced by Taiichi Ohno, chief engineer at Toyota in the 1950s, as a method 
for the fulfilment of customers’ needs with a minimum of delays, while reducing in-
process inventory. With JIT, inventory is seen as incurring cost and waste, instead of 
stored value. Nothing should be produced, transported or bought before the exact 
time. It all comes to having “the right material, at the right time, at the right place, and 
in the exact amount”.  

The make-to-order philosophy that JIT implies minimizes risks of having unsold 
products. Web based product configurators improve agility while capturing sales 
orders and converting them into production orders, thus helping to implement JIT.  

Agile manufacturing was designed to make businesses more flexible, requiring a 
more dynamic process for production operations, setup and lead-time reduction and a 
greater efficiency while managing product information. An agile company needs to 
determine customer needs quickly and continuously repositioning itself against its 
competitors. This means that it also needs to design products quickly based on cus-
tomers’ individual needs.  

The main component of the product configuration system is a web service layer 
that connects with the company’s information systems (data import) and feeds exter-
nal systems (data export). This layer will expose configuration engine functionality, 
facilitating the order capture process and its conversion to production orders. It will 
be a valuable tool to support the implementation of methodologies that require agile 
product and order information processing.  

The web service based product configuration system will help capture customers’ 
needs and preferences continuously, thus contributing to the agile processes. 
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4   System Architecture 

The product configuration system (WBPC - Web Based Product Configurator) 
includes two main components: 

• Integration module (responsible for integration with existing information 
systems), and. 

• Service module (web service layer that interacts with external systems, 
client and server applications). 

Integration will be built using connection modules called connectors. Several connec-
tors will be available for reading and writing information from/ into external systems. 
Each read connector is responsible for reading the information available in a backend 
system and transform this information into XML. The write connectors receive XML 
data and convert it to a format that is adequate for the associated system. XML Sche-
mas (XSD) will be used to help validate the information and check its completeness 
and integrity, as illustrated in Figure 1. 

 

Fig. 1. Integration process 

The data broker component is the central data processing module and controls how 
data import and export is managed. It includes two sub-components: data validator 
and data transformer. The data broker is isolated from the details of each external 
system, accepting only XML information. Data validator maps the information re-
ceived by the broker to the corresponding XML Schema. Any validation errors cause 
the rejection of the underlying data.  

The data transformer module is responsible for making the imported information 
compatible with the structure the service broker expects to receive. It uses XSLT Style 
Sheets (XSL Transformation), applying them to the previously validated XML data, 
and forwarding the transformation results to the web service layer. 

The data broker component can be replaced by a third party middleware solution, 
like TIBCO (www.tibco.com) or BizTalk Server (www.microsoft.com/biztalk). These 
solutions will help modelling business rules at the integration level. 
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The web services layer is responsible for the implementation of functionalities that 
support product configuration and information publishing, including four main com-
ponents, as shown in Figure 2. 

 

Fig. 2. System architecture 

1. BS – Back-office services, including: BS-PC (product configuration services), 
BS-PCB (product catalog builder), BS-FI (financial information management) 
and BS-MSG (messaging engine for notifications and logging). 

2. FS – Front-office services, including: FS-PC (product configuration services), 
FS-S (product search), FS-B (product catalog browser), FS-O (order processing) 
and FS-C (information channel publishing, i.e., information channels that 
aggregate one or more product categories). 

3. DP – Data publisher, including: web queries (that allow external systems to 
import information and reporting data, and also scalar or tabular results are 
available), and XML/XSLT (web queries that return XML results, which 
supports result transformation using XSLT stylesheets to adequate information 
for external systems). 

4. Data Cluster - Data storage (relational model, with redundancy). 

Using XSD (XML Schemas), external systems can validate the data structure that they 
receive in XML format. This validation would be performed by integration connectors 
preferably. The following diagram represented in Figure 3 illustrates how an order 
would be validated before inserting it in the ERP external system. 

During product planning the modules and product constraints are defined. The out-
puts control how products can be built, according to constraints and business policies.  
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Fig. 3. Integration connectors 

A set of pre-approved configurations can be published, although it is not mandatory. 
Later the list of configurations can be extended with configurations captured from 
user interaction. 

Client applications’ only requirement is the ability to call web methods using 
HTTP and SOAP, and process the returning data (XML formatted). 

The diagram, in Figure 4, represents a business scenario where three external ap-
plications consume the services published by WBPC: 

1. Client back-office application: windows forms application used to administer the 
system, performing typical activities, by using configuration engine (component 
management, properties management, constraint definition and management, 
and typical requirements management, also includes product configuration 
building and catalog building, configuration of data broker modules, security 
administration, business information management and reporting. 

2. Client Front-office application: client application that the customer or business 
partner uses to interact with the system. Including, platforms: web, windows, 
Linux, mobile, etc. Several typical activities for product configuration, order 
submission, product catalog browse, and product search. 

3. External Application: external information system, which uses data publisher to 
import data into local databases or other systems and typical activities include: 
import orders into ERP system, product data import into external applications, 
reporting and statistical processing. 
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Fig. 4. Business scenario 

5   Conclusion 

It is our conviction that the proposed system will be a valuable tool to support the 
adoption of mass customization with minimum impact on existing information 
systems. The companies will obviously need to adopt agile production methods in 
order to quickly respond to customers’ orders and configurations.  

Promoting increased individualized interaction with customers and business part-
ners will allow companies to obtain higher levels of customer retention. 

Integrating web service based product configuration systems with their backend 
systems, including production and enterprise resource planning, will allow for greater 
cost savings and more agile processes. This level of integration will contribute to an 
efficient make-to-order strategy minimizing inventory costs. Adopting integration 
mechanisms, like a middleware layer, will support a richer level of integration with 
external information systems, minimizing information processing costs. 

An effective mass customization strategy will only be possible if the company 
builds a successful information flow, covering the configuration process, product 
knowledge base, marketing and production restrictions and business rules and  
constraints. 

Adopting recommendation techniques will help customers without significant 
knowledge about product details to express their needs and obtain a configuration that 
fulfils them. This way personalized interaction and individualization will not be ex-
clusive for effective clients (who have sufficient knowledge about the products) and 
business partners, supporting new clients that know a lot about their needs and fre-
quently know very little about product details and associated constraints. 
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The adoption of web standards widely used and supported will facilitate the evolu-
tion of the model and an easier implementation in different scenarios. The impact on 
existing information systems and IT environment will be minimal if the system archi-
tecture includes specialized connectors that exclusively know the details on how the 
information is stored in associated systems. 

A modular approach to the configuration system will support the adoption of dif-
ferent configuration engines, depending on the product complexities and associated 
constraints. 

Using adequate authentication and authorization mechanisms, the producer will 
support web service consumption from a wide range of heterogeneous clients, sup-
porting the development of multi-channel configuration platforms. 
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Abstract. The forest products supply chains encompass a multitude of agents 
with independent business processes and information systems. The network of 
interrelationships and information flows among the agents is often neglected 
when designing information systems. Common procedures and automatic data 
exchanges can enhance collaboration as well as improve IT alignment with 
business needs across multiple organizations in the supply chain. This article 
proposes an Enterprise Architecture methodological approach for designing an 
integrated modular Forest Products Supply Chain Management System. Indi-
vidual system requirements and data flows are driven from the Process  
Architecture Framework. Results of its application to the forest production, 
wood logistics and plant supply processes within Portuguese pulpwood, bio-
mass and lumber-based supply chains are presented. Results show that this ap-
proach can effectively specify individual systems requirements driven from the 
processes representations built in collaboration with the agents. It further shows 
that a data service-oriented architecture can be derived, ensuring business  
information integrity and systems integration. 

Keywords: enterprise architecture, processes, integration, forest management. 

1   Introduction 

The forest products supply chains (FPSC) can be seen as large networks of activities 
and agents throughout which the tree products are gradually transformed into con-
sumer products. Forest owners and forest practitioners perform long-term forest op-
erations planning in order to grow mature trees suitable for different utilizations. Yet 
they have also to either plan  short-term harvesting and transportation operations, 
targeting specific transformation centers, or outsource these activities to entrepre-
neurs, sawmills or pulp and paper companies as part of forestland rental or harvesting 
agreements. The latter perform wood procurement medium-term planning in order to 
fulfill their monthly production plans. The subsequent stage involves a serious of 
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transformation activities (e.g. bucking, sawing, pressing, and drying) whose by-
products are also exchanged among the transformation facilities and sold in interme-
diate markets. The consumer products are traded by merchants and distributed to 
specific markets. The distribution and transportation activities are usually conducted 
by independent service providers. The concurrent supply chain agents (involved in the 
same activities) usually do not interact, contrary to the frequent data exchanges and 
process triggering among different-staged agents. Recent integrated supply chain 
approaches did model the pulpwood flows and the information exchange (D'Amours, 
Ronnqvist et al. 2008)). Yet fragmented activity modeling approaches and informa-
tion systems prevail (Ronnqvist, 2003). (Reynolds, Twery et al. 2007) presented an 
overview of Forest Management Decision Support Systems in use in North America, 
Europe, and Asia and underlined the importance of end-user involvement and integra-
tion for successful development of these systems. Often systems were tailored to meet 
single agents’ business requirements or were developed in the context of research 
projects that did not need to take into account robustness and scalability for  
continuous use.  

Enterprise Architecture (EA) methodology approaches have been successfully ap-
plied to design scalable information systems and integrated multi-activity forest-based 
systems. It is based on processes’ modeling and information characterization (Schek-
kerman 2009) conducted in Process Architecture workshops with end-users (or supply 
chain agents). These workshops are instrumental for  identifying system requirements 
to support business processes, ensuring the alignment between business requirements 
and the Information Technology (IT) function (Sousa and Pereira 2005). (Ribeiro, 
Borges et al. 2005) demonstrated the EA potential for specifying the Integrated Forest 
Management System strategic module for a major pulp and paper industry in Portugal 
(Grupo Portucel Soporcel). (Marques, Borges et al. 2009)) extended this approach to 
develop an information  system for the entire pulpwood supply chain, also in the con-
text of an integrated Portuguese pulp and paper company.  

In this article we propose and test an extension of the  EA methodology (Spewak 
and Hill 1992) to involve several agents in the specification of the information system 
needed to support each supply chain activity. The collaboration between supply chain 
agents that are involved in different chain segments enables the identification of data 
exchanges, interoperability and integration requirements of an integrated FPSC Man-
agement System. The first component of the proposed approach - Process Architec-
ture (PA) focuses on forest production, logistics, and plant supply processes as well as 
on the business information of the Portuguese pulpwood, biomass and lumber-based 
supply chains. It further takes into account the SCOR - Supply Chain Operations 
Reference Model, proposed by the Supply Chain Council (The Supply Chain Council 
2008), in order to develop Process Architecture Framework. Implementation guide-
lines, best practices and correspondent optimization models are identified for each 
process. The business information is structured into information entities in the course 
of the Information Architecture (IA). The third EA component, Application Architec-
ture (AA) is built from previous EA artifacts (Marques, Borges et al. 2009). Namely, 
it identifies single supply chain activities sub-systems requirements, their data ser-
vices and the overall interoperability and integration requirements. The fourth EA 
component, the Technological Architecture (TA) proposes the most adequate  
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technologies to support each supply chain activity. The proposed approach extends 
the research conducted by (Ribeiro, Borges et al. 2005) and (Marques, Borges et al. 
2009) as it simultaneously addresses the needs of several agents of the three major 
Portuguese forest products supply chains – pulpwood, biomass and lumber-based 
products. The common Process Architecture Framework and FPSC Management 
System requirements were validated by the agents involved in the case study.  

2   Material and Methods 

2.1   The Case Study 

The pulp & paper and lumber & derivates production, with annual sales of 1623x103
€€  

and 1131x103
€€  respectively, are key economic sub-sectors of the forest cluster and 

represent 14% of the GNP, 12% of exports and 9% of the industrial employment 
(INE, 2007).The seven existing operating units consume annually 5593x103m3 of 
pulpwood (mainly from Eucalyptus globulus Labill) to produce 1833,2x103m3 of 
eucalyptus pulp. Two of these units also consume about 731x103m3 of Pinus pinas-
terAit. to produce 188,5 x103m3 of pulp (CELPA, 2008). Most pulp production targets 
the European market, although about 45% is internally consumed in two integrated 
paper production units. These units also absorb the total recycled fiber pulp produc-
tion (327,9 x103ton). The industry is highly concentrated into two major economical 
groups, with self-owned forestland, thus controlling all the supply chain activities. 
Together, they are the major Portuguese private forest owners. The harvesting and 
transportation operations in self-owned of rented forestland are conducted by small-
scale service providers. Alternatively, the industry relies on market wood delivery 
contracts established with local wood suppliers, who independently handle wood 
procurement, exploitation and transportation. International market supplies, usually 
carried by boat to the port nearest to the industrial units, allow the industry to over-
come national wood shortages. 

Contrary, there is a proliferation of traditional, small-scaled, disintegrated lumber 
transformation units, consisting of more than 250 sawmills and 12 panels production 
units, distributed mainly in the Center and North regions. These primary transforma-
tion units consume mainly Pinus pinaster, Populus sp., Eucalyptus sp. and other re-
sidual softwoods, provided exclusively by local wood suppliers (entrepreneurs). 
These are crucial business intermediates as they establish multiple contracts with 
small-scaled private forest owners, conduct harvesting and transportation operations 
and deliver pre-defined monthly qualified amounts at the transformation units. There 
is little if any direct contact between the mills and the forest owners. These entrepre-
neurs also sustain the woodchips (sawmills by-products) supply to the panels units. 
Wood importation, negotiated directly by the individual transformation units, is gain-
ing importance, especially from Spain, Brazil and USA. The lumber and panels  
support more than 4500 carpentry and furniture small-scale units, responsible for 
secondary transformation and consumer products commercialization (AIMMP, 2007). 

The recent increase of the biomass sub-sector economical importance justifies its 
inclusion in this study. In fact, there are currently 6 biomass centrals operating in 
Portugal, and 4 new units planned until the end of 2010. The majority is located at 
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pulp and paper facilities. Together they produce 133,6MW from about 1,4x106ton of 
forestry residues with origin in self-owned forestlands or internal market, usually 
chipped at the harvesting sites (Celpa, 2009). Up to now, the forest residues were 
managed independently in small-scale and trail operations conducted mainly by the 
pulp and paper industries. Its increasing demand fosters the systematic forest residues 
collection and chipping, preferably integrated with the traditional harvesting  
operations.  

2.2   Methods 

The EA approach aims at modeling the three main FPSC, namely  their common 
forest production, logistics and plant supply processes. The nuclear EA team includes 
forest practitioners, logistic experts and IT technicians. They work in straight collabo-
ration with a consultants committee, consisting of forest production experts and repre-
sentants of each of FPSC and service providers. An average of 8 experts met in three 
half-day interactive process architecture workshops. The forest products procurement 
network was firstly characterized. It identified all product sources and destinations 
and possible product flows among them. Secondly, the hierarchical Process Architec-
ture Framework was progressively defined, as the EA team and consultant experts 
designed to common, innovative processes. The process element was the elementary 
object. Similar to SCOR Supply Chain Operations Reference Model (The Supply 
Chain Council 2008), the first and second levels grouped the process elements into 
process types and categories, respectively. The FPSC overall model represented the 
process elements, their higher level types and categories and the main information 
flows among them. Each process element was divided into tasks (fourth level), whose 
input and output information were characterized. These are generic and referential 
tasks, upon which recommendations, guidelines and system requirements were 
driven. This level of detail does not allow a flowchart representation. It is suitable up 
to the fifth process level, were the task is detailed into organization-specific activities 
and sub-activities.  

The process elements input and output information are instrumental for identifying 
the 22 information entities (IE) of the Information Architecture, in the course of EA 
team brainstorm meetings. Each IE should have a business responsible for its man-
agement and for performing operations such as acquisition, classification, quality 
control, presentation, distribution and assessment. It was characterized by a single 
identifier defined from a business perspective, description and a set of attributes 
(Marques, Borges et al. 2009). 

Both process elements and IE were analyzed according to alignment rules (Sousa, 
Pereira et al. 2005) within a CRUD matrix (Create, Read, Update, Delete). The 
CRUD matrix manipulation enables FPSC management system modular components 
identification (sub-systems). Its functional requirements, data repositories, graphical 
user interfaces and data services were also described by the EA team in the Applica-
tions Architecture report. It further included the overall system integration  
requirements driven from the sub-systems data services and the supply chain agents’ 
interoperability schemas. The FPSC management system technological requirements 
and development guidelines were discussed in the Technological Architecture report. 
All EA reports were validated by the consultants committee.  
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3   Results and Discussion 

There are significant differences in production and logistics of eucalypt, pine logs and 
forest residues emerging from the forest products procurement network (Fig. 1). Both 
species can came from importation or national market. Currently, the self-owned 
forests are mainly for eucalypt supply and forest residues. All the products are trans-
ported by truck from the forest areas to the destinations. The forest residues transpor-
tation requires closed-trailer trucks. The eucalyptus logs railway transportation is 
frequent from the terminals to the pulp and paper production units.  

 

Fig. 1. The Forest products procurement network represents the supply, demand, temporary 
storing locations, and transportation flows for Eucalyptus globulus, Pinus pinaster logs and 
forest residues, considering the forest production, wood logistics and plant supply processes of 
the pulp & paper, lumber & derivates and biomass supply chains 

The forest management (self-owned forestland) supply point is addressed by the 
process elements included in the Forest Production process type (FPSC Process Ar-
chitecture Framework, Fig. 2). The forestland management category (1.1.) includes 
Forest properties registration (1.1.1.), forestland monitoring and protection against 
biotic and abiotic hazards (1.1.2.), forest inventory periodic inventory (1.1.3.) and 
new forestland properties acquisition or rental (1.1.4). The forest operations hierarchi-
cal planning process elements are included in Forest planning (1.2.). The operations 
follow-up and annual properties surveys by the forest owners or forest practitioners 
are grouped into the On-land operations management (1.3.). Specifically for inte-
grated pulp and paper companies, this type includes the internal forest roads manage-
ment (1.4.), which schedules the roads maintenance operations regarding foreseen 
harvest operations.  
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Fig. 2. The FPSC Process Architecture Framework groups the process elements into process 
categories, displayed into 3 main process types: 1. Forest production, 2. Wood logistics and 3. 
Plant Supply 

The terminal temporary storing, truck and railway transportation flows correspond 
to the 2. Wood Logistics process type, mainly performed by the service providers, 
although the terminals usually belong to the transformation industries. Specifically, 
the fleet management (2.1.), transportation planning (2.2.) and transportation monitor-
ing (2.3.) aim the transversal transportation management, while wood terminal plan-
ning (2.4.), wood reception (2.5.) and terminal follow-up (2.6.) control terminals 
functioning.  

The product supply (logs, forest residues) at the transformation units and biomass 
centrals is commonly addressed by the third Process Type. Thus, the process category 
Forest products supply planning (3.1.) includes the overall supply hierarchical plan-
ning and the logs deliveries from the national (wood suppliers) and international mar-
kets. The plant wood reception (3.2.1.) presents similarities with the 2.5.1. process 
element. Its related tasks, identified in the process description (Table 1), perform 
trucks unloading and load evaluation based on the anticipation of the next incoming 
truck, estimated from the arrivals/departures forecasts available from the In-transit 
control (2.3.2.) process. 

All the input and output information flows associated to the Forest Production 
process elements was grouped into 15 information entities (IEs), namely: Forest 
Property (E2), Management Unit (E1), Harvesting Unit (E3), Forest road (E15), For-
est inventory (E20), Forest hazard (E19), Forest Operation (E4), Forest Plan (E21),  
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Table 1. Description of the Plant wood reception (3.2.1.) process element 

Input information Task Output information 
 Arrival/departure 
estimates 
 Transportation 
document 

3.2.1.1. Anticipate next incoming truck 
 Estimate arrival date 
 Provide destination 
 Notify unloading team and 
equipment (if needed) 
 If there is a delay,  

 Unloading 
notification 

 3.2.1.2. Verify truck load 
 Load quality evaluation 
 Wood weight 

 Load entrance 
registration 

 3.2.1.3. Truck unload   

 Truck daily 
schedule 

3.2.1.4. Record truck exiting  
 Truck exiting date 
 Update next trip origin (if 
needed) 

 Load entrance 
registration  
update 

 Trucks queue at 
plant entrance 

3.2.1.5. Manage truck queuing 
  Prioritize and display truck  
entrance sequence 

 Next entering 
truck 

Work order (E12), Service Provider (E13), Equipment (E14), Crew (E16), Forest 
Product (E7) and Wood pile (E17). The Management Unit and Forest Operation are 
manipulated (“Read”) by all of these processes. The first is managed (“Create”, 
“Read”, “Update”, “Delete”) by the Forest properties Registration process (1.1.1.) 
whenever a new property is acquired or a forest hazard, like a forest fire, obliges to 
new forestland segmentation. Each management unit, usually with a geographical 
representation, is homogeneous in terms of its characterization and foreseen and exe-
cuted forest operations, although it can include many different forest properties. The 
forest operations are planned by management unit (within the forest plans), according 
to the silviculture models adopted. The on-land operations management processes 
(1.3.) “Create”, “Update” and “Delete” the executed Forest Operations, and associate 
it to a Management Unit. Some of these IEs are also “Read” by the subsequent supply 
chain processes. Nevertheless, Logistics processes manage the Transportation Vehicle 
(E10), Logistic Plan (E22), Freight (E9), Terminal (E6) and Wood load (E18). The 
freight is the main IE of the transportation monitoring process (2.3.). It is “Created” at 
the origin (harvest unit or terminal), when a new transportation document is issued 
and “Deleted” (or sent to historic records) when the truck is unloaded. It includes the 
time estimates in each origin and destination, which can be periodically updated based 
on the vehicle real-time positioning. Finally, the Supply Plans (E8) and Wood Sup-
plier (E11) are managed by Plant Supply processes. The Industrial Units are handled 
by these processes but its information is managed by external systems. 

The confrontment between the process elements and EIs within the CRUD matrix 
and the application of IT alignment rules suggested FPSC management system parti-
tioning into 12 modular components (Fig. 3). The Forest Patrimony Management (S2) 
and Forest Inventory (S4) sub-systems, adequate for forest owners and forest  
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practitioners, foresee remote equipments for properties delimitation and on-land data 
collection. The vast area coverage of the Forest monitoring mobile devices (S3) and 
the required Operations Central justifies its adoption only by large-scale forest owners 
(such as the integrated pulp and paper companies) or forest-owners associations. 
These are also the main users of the Forest planning and operations management sub-
systems (S1) and (S5). Forest plans can be integrated with supply plans (S12), in the 
case of integrated pulp and paper companies, although the simplified versions of the 
small-scaled forest owners usually do not account for market demands. The transpor-
tation planning sub-system (S6) includes the freights and service providers’ selection 
and adjudication, conducted by the Pulp and Paper production units and individual 
wood providers, as well as the detailed truck scheduling performed by the service 
provider. The later manages a self-owned or associated vehicle fleet (S7). Similarly, 
the Transportation follow-up sub-system (S9) provide information on  vehicle posi-
tioning, which is used for monitoring purposes by the service provider and for load 
reception anticipation in the terminals and production units. The wood stock control 
sub-system (S8), encompassing truck load/unload, wood reception and stock control 
at the terminals, assures wood flows quantitative control across the logistic network, 
according to integrated pulp and paper companies requirements. The transformation 
units, including sawmills and biomass centers, perform annual supply planning, based 
on the targeting production estimates (S12). This is the input for the Wood Supply 
management Sub-system (S11) responsible for all national and international wood 
market acquisition activities. The wood load verifications at the plant entrance are 
similar to terminal reception, which justifies a common module for both processes. 
Although the terminals, owned by integrated companies, are usually managed  
independently (S10). 

 

Fig. 3. FPSC management system application architecture diagram, representing the 12  
modular components (sub-systems) identified from the CRUD matrix analysis 
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4   Final Remarks 

The EA approach emphasized the overall FPSC management system integration  
requirements. Preliminary results show the possibility of normalizing macro-scale 
business processes for several FPSC agents. The proposed Process Architecture 
Framework constitutes a best-practices reference guide, leading to individual agent 
efficiency improvements and enhancing its collaboration with the other supply chain 
counterparts. It can be mapped into individual agent specific procedures. Data ser-
vices provided by each sub-system were clearly identified. Detailed sub-system func-
tional specifications have been produced and validated by the agents. This enables 
easier and contextualized system developments, thus reducing the overall IT costs.   
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Abstract. The aim of this paper is to present an approach for a model that sup-
ports IT governance and management through the alignment of business with 
Information Technology – IT using Enterprise Architecture concepts, consider-
ing efficiency, effectiveness and security. Firstly, a theoretical review will be 
done emphasizing the assumptions that support IBM`s Component Business 
Model, such as specialization, governance and strategy. Then, an approach is 
presented for the organization’s decomposition, considering IT and business 
alignment. Moreover, the performance levels concept is introduced to the 
CBM®. Finally, a governance and management model for components to be 
applied in case study is presented.  

Keywords: specialization, component business model, IT strategy, IT  
subsystems. 

1   Introduction 

There are many studies and reports that orient organizations to network as a way to 
face the current economic environment [1], [17]. Networks assume that organizations 
must focus on what they do best, learning therefore to specialize their services [1].  

Service specialization brings with it supply chain unit cooperation and contributes at 
the same time to the organization’s optimization. For the design of the organization from 
this new point of view, IBM has developed the Component Business Model (CBM®). 

This model assumes that the organization’s services can be arranged into business 
building blocks, self-controlled and self-managed. However, the decomposition strat-
egy of building blocks, in addition to the governance and management mechanisms, 
are open to many approaches in this model [3]. 

This paper presents an approach to an organization’s decomposition that applies 
the knowledge of CBM® and performance levels as a way to make enterprise archi-
tecture for achieving IT governance and management viable. 

Justification for this paper comes from the current economic environment that is 
propitious for new models that favor service specialization in organizations. This 
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approach collaborates so that the manager has a strategic view of the organization and 
learns how to control and manage it in a network environment.  

2   Specialization Era 

In 1911, [4] systematically compiled information about “how” to execute work. He 
generated a series of practical principles based on the separation of physical and men-
tal work through task fragmentation. This fragmentation was determined through 
analysis of time and movements in factory activities [5] and [6]. 

Henry Ford, Taylor’s contemporary, contributed to the mass production concept 
where the key-concept was in the simplicity of assembly. Ford totally assimilated 
Taylor’s concepts and applied to them the mechanic production system [6] [7] [8]. 

In mechanic production systems, the machines and the worker are specialized in 
executing only one activity. This specialization reduced human exertion in assembly, 
increased productivity, diminished production costs and has increased product quality, 
directly contributing to mass consumption.  

The current specialization context suggests that organizations focus on what they 
do best as a way of obtaining organizational performance [9], [1], [10]. This paper 
will developed around this specialization. 

For [1], specialization promotes the strategic segmentation of suppliers and clients, 
aiming at supply-chain customization and increasing benefits to final-chain clients.  

According to [11] specialization goes along two parallel paths: internal and exter-
nal specializations.  

Currently, many companies are devoting themselves to the external specialization 
phase, called industry networked. In this phase, companies focus on their specific 
specialization domains and begin to work as a part of one big “ecosystem” or flexible 
networks boosted/stimulated by collaboration, universal connectivity and standardiza-
tion, i.e. iPod from Apple Computer [3]. 

Internal specialization proposes a new ideal optimization process that organizes the 
company as a cooperative business module network. In this phase, the organization 
works as a set of discrete building blocks or components that interact with all of the 
company’s other elements as well as with other companies. 

The building blocks are also a method for designing information systems [12]. The 
business building blocks and the information systems building blocks have a default 
structure that enables the integration of both, proportioning the creation of an enter-
prise architecture fundamental element.  

IBM has developed a model to represent business building blocks called the Com-
ponent Business Model – CBM®. It proposes a service specialization mechanism in 
specific business components [3].  

As in specialization theory, components are characterized as internal and external. 
Internally, components aim at the optimization of the organization. Externally,  
components assist organizations to identify competences that they cannot create by 
themselves. 

Components must be self-managed, self-controlled and at the same time they must 
work together so as to reach the business objectives. 
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Usually, this model has been introduced into organizations aiming to facilitate  
strategic planning. The benefits from the components map in those organizations 
mainly refer to the identification of: services with redundancy; critical services for 
business; non-existent services; and external components.  

3   Governance and Strategy 

It is worth recalling that CBM® components must be self-controlled and  
self-managed, however they should obey only one governance.  

Governance is a system through which societies are controlled and monitored. The 
governance system allows the mission, the vision and the strategy to be transformed 
considering the desired goals and results.  

Corporative governance encourages the release of great amounts of information by 
organizations [13]. This fact aids in the development of IT governance which aims to 
certify if the IT investments are aggregating value to the company’s businesses. [14] 
affirms that IT governance to assure IT alignment with the organization.  

IT alignment with business is what assures the organization that IT investments 
will be used to aggregate business value. This alignment may be obtained through 
business strategy and IT strategy communication in addition to IT’s contribution to an 
organization’s business unit strategic planning [15].  

The strategy can be a business one or corporative. Business strategy defines the or-
ganization’s main goals. Those goals are translated by corporative strategy that has 
the mission of implementing them. In this way, IT strategy emerges as a means for IT 
alignment with business. The next step defines the fundamentals that characterize the 
IT corporative strategy.  

According to [14], IT strategy must be well defined in relation to its internal and 
external domains.  

The way IT infra-structure must be configured and managed is defined in the inter-
nal domain, considering IT architecture components, processes and IT abilities. IT 
architecture guides the choice of service portfolios, hardware, software and communi-
cation configurations and data architecture that define technical infra-structure. IT 
processes determine the main IT infra-structure work processes and maintenance of 
support systems. IT abilities deliberate on acquisition, training and developing per-
sonal capabilities and knowledge required for effective IT infra-structure management 
and operation.  

In external domains, it is necessary to define which position IT intends to establish, 
and this involves decisions regarding the scope of IT, as well as IT competences and 
governance. IT’s scope deals with specific information technology, such as place and 
networks that support the organization’s strategic initiatives. Competences establish 
IT strategy attributes like activity cost and the operation’s flexibility level. Moreover, 
IT governance selects and uses strategic mechanisms for obtaining the required IT 
competence requirements obtaining.  

[14] considers that internal and external domains have the same importance, al-
though the traditional thought regarding IT strategy falls back on the internal domain. 
The internal domain features IT business that must work under a specific structure. 
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Some authors have defended that IT is functionally divided into Direct, Develop-
ment and Delivery [16], [17], [18], [19], [20]. Those functionalities interact with each 
other and with the business, allowing IT alignment with business [18]. 

Direct, when implemented, brings IT closer to business. This happens through IT 
collaboration with strategic planning, with business units’ projects and with manage-
ment practices of business demands.  

Development contributes to project portfolio organization through the use of best 
practices for project management. It also helps in project prioritization, keeps files on 
all projects and provides estimations for projects and project proposals. 

Delivery intermediates Development actions that may have an affect service. In 
adapting Best practices, Delivery may be more agile in the construction of solu-
tions/when constructing solutions.   

Each functionality has distinct features that are aligned with models of management, 
processes, organizational structures, people, technology and knowledge.  

4   Mapping IT and Business Components 

Using the information presented previously, this section will develop a basic IT and 
business components map based on the following Component Business Model - 
CBM® assumptions: Performance Levels; IT Alignment with Business; and IT  
Subsystems. 

According to [21], CBM® brings together models, methods and techniques that 
were created to organize, comprehend asses and finally transform an organization. 

Each CBM® block can be decomposed into other blocks that are unique and inte-
grated into a group of components [19]. One advantage of block decomposition is in 
gaining more detailed information regarding the service functionalities of an organi-
zation. So as to the construction of a basic IT components map, a map of the organi-
zation’s basic components was initially proposed. This fact is justified by preference 
for a Top-Down view which analyzes the organization’s context before analyzing the 
object of interest.  

Initially, on the basic components map of the organization, only one essential 
macro competence was considered that would concentrate all of the organization’s 
essential competences. At the same time, it would be represented by one component 
or block, called an organization component. One of this block’s unique objectives was 
to embody in CBM® a basic structure that would assist in comprehending the organi-
zation as a whole and that could be applied to future components originating from this 
decomposition.  

To facilitate an analysis of the organization’s basic component, a structure called 
[22] performance levels was incorporated, more precisely the BTrends version, which 
is called the Performance Pyramid. This vision uses business processes as an integra-
tion link between the many elements that form the organization [23], [24], [25].  

In BPTrends point of view , an organization is divided into Enterprise, Process and 
Implementation levels. Such an application is compatible with [11] proposed  
dimensions: business purpose, activities, resources, governance and business services. 
This compatibility is useful because it allows the use of dimensions through a more 
mature/developed approach.  
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Performance levels are also known as organizational integration models, once the 
organization reaches efficacy and efficiency when all performance levels are geared  
in the same direction. In order for this to happen, a network measurement  is neces-
sary, which detains  the indicators, strategies and processes [22]. This characteristic of 
the model allows its use in IT governance and consequently in IT alignment with 
business. 

4.1   IT Alignment and Business 

The second step for creating a basic IT components map is the decomposition of the 
organizational component. Decomposing one block makes a new components map 
that has distinct competences, but separated from the previous competence.  

To achieve this decomposition, models that propose IT alignment with business 
were researched in literature. So, the model selected was the IT strategic alignment 
model – SAM (Strategic Alignment Model) by [26].  

SAM has as a premise dynamic IT planning that includes the organization’s inter-
nal and external environments’ evolution. So, SAM suggests that the organization 
should be divided into business and IT, considering the organization’s basic function-
alities or essential competences.  

For each functionality, a component was established. So business functionalities 
acquired a business component and the IT functionalities acquired an IT component. 
It is worth saying that both IT and business components used a performance levels 
concept similar to the organization component.  

When CBM® is used, the traditional chart is not relevant for rating components, 
once the interest is in internal (internal specialization) and external (external speciali-
zation) services offered/supplied by the organization.  

 Identifying these two components with distinct and segregated functions contrib-
uted to achieving new decompositions. The first decomposed component was the 
Business Component. For this decomposition it was necessary to know certain kind of 
business’ functionalities. 

From [27], a generic components map for manufacturing companies was also cho-
sen. In this map, the essential business company competences are Manage, Project, 
Buy, Make and Sell. 

4.2   IT Subsystems 

For IT component decomposition, the essential IT components Direct, Develop and 
Delivery were chosen. These three IT subsystems interact amongst each other and with 
the whole organization, allowing IT alignment with business [16], [17], [18], [19]. 

In order to define IT essential competences, the main IT features that create IT 
value were extracted from [18]. They are planning and high level control (Direct); 
solution maker (Develop); operation and services maintenance (Delivery). IT compo-
nent decomposition in three essential competences forms the first version of the IT 
Block Components Map.  

The business and IT components’ relationships form a network, having as a refer-
ence the set of offered and demanded services. In this way, the components  
relationship is established for offer and consumption relations.  
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The IT block basic components map has an array structure formed by columns that 
represents the essential IT competences and by lines that show accountability level. 
The accountability level classifies or reorganizes components in Direct, Control or 
Execution [11]. Notice that not only on the level of accountability but also in the IT 
subsystems the word Direct is utilized. For IT, Direct means a specific IT functional-
ity, while Direct on the accountability levels represents planning or strategic plans for 
the higher hierarchy component.  

4.3   Governance and Management Cycle`s Steps 

After establishing the organization’s basic components map and IT block basic com-
ponents map, an analysis of which components aggregate more value to IT and  
business is done.  

Next, architecture is designed from the Governance and Management Cycle 
(GMC) that is to be applied continuously at each component and in the component 
map as a whole. This cycle supports the governance and management dimension of 
each organization’s components. 

The GMC represents the governance and management aspects which involve as-
sessment of the business results, strategy clarification and business model improve-
ment through decision making procedures. This cycle must consider corporative  
governance necessities, business processes and information technology [20]. 

 

Fig. 1. Reflections of the Governance Management Cycle (GMC) 

An important aspect is that each map component is self-controlled and self-
managed, having its own Governance and Management Cycle, and at the same time is 
contained within a bigger cycle of its corresponding component map (Figure 1). 

As GMC stresses, IT governance and management work  simultaneously with stra-
tegic architecture and business architecture, both aimed at  organizational alignment. 
In order to operationalize the GMC, eight main steps that explain  how it works have 
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been highlighted [28]: i) Stage 1 – Strategy; ii) Stage 2 – Guides and Management 
Best Practices and Environmental Management; iii) Stage 3 – Enterprise Architecture 
As Is (Control and Monitoring); iv) Stage 4 – Diagnosis; v) Stage 5 – Enterprise Ar-
chitecture To Be; vi) Stage 6 – Migration Project; vii) Stage 7 – Project Implantation; 
viii) Stage 8 – Enterprise Architecture As Is (Execution) [28]. 

• Stage 1 - Strategy - the strategy is formulated on an enterprise level, where the 
context is analyzed so as to find new opportunities, trends or a suitable solutions 
for a particular situation; 

• Stage 2 - Guides and Management- considers the guidelines and collections of 
good practices that may help with the strategy; 

• Stage 3 - Enterprise Architecture As Is (control and monitoring) – shows how 
business architecture, process architecture and IT architecture is working for the 
performance of the enterprise?. This work is evaluated by key performance indica-
tors that could be shown in dashboards;  

• Stage 4 - Diagnosis - defines gaps in architectures (business, process and IT  
architecture) with Strategy;  

• Stage 5 - Enterprise Architecture To Be – designs the future enterprise architecture 
considering Strategy and Diagnosis.  

• Stage 6 -  Migration Project- is the enterprise architecture’s `s projects;  
• Stage 7 - Project Implantation - the project is implemented considering the  

enterprise`s context. 
• Stage 8 - Enterprise Architecture As Is (execution) - the new enterprise architecture 

starts operating.  

4.4   GMC Implementation Scenery – Case Study 

In order to understand better CGG’s main steps, it will be introduced a corporative 
architecture project in a consultancy attached to University of Brasilia’s Administra-
tion Department, AD&M Consultoria Empresarial. It is a relevant Project once 
through it there were the first practical results that helped on CGG eight steps’ devel-
opment. This consultancy works on Brazil’s federal capital for 17 years and supports 
small and medium companies in areas as marketing, financial, business processes and 
human resources. The Project is presented considering CGG eight steps.  

Stage 1 – In 2006 there was a strategic planning in which was presented a report 
showing that the services provided to clients did not solve the problems in a long 
term. From this finding it was decided the consultancy should aim the high perform-
ance of its projects.  

So as to integrate those interests to organization’s strategy, it was created the stra-
tegic goal “Services Improving” which has two performance markers: agreeing  
methodologies and methodologies improving.  

Stage 2 – The first step of the “Services Improving” Project made an exploratory 
search to identify the Best consultancy practices. So non-structured interviews were 
made with a well reputed consultancy group in Brazil: 

•  The IDS- SHEER Brazil (process expertise) ex president and founder of 
Symnetics Brazil (strategy expertise); 
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• The president of Grupo IDEA (finances expertise); 
• The president of IPTG – Instituto de Pesquisa e Tecnologia Gerencial  

(strategy, marketing research and processes expertise); 
• The head-consulter of CDT/UnB – Technologic Development Center of 

Universidade de Brasília (technology expertise); 
• The professor and consulter of Fundação Dom Cabral (strategic  

managing expertise). 

Besides, clients and the consultancy board were interviewed.  
Those interviews’ results revealed that a high performance consultancy must: i) 

have investigation steps or survey information, problems identification or finding, 
study of viable alternatives, solutions propositions and, in some cases, the suggested 
solutions accompaniment and assistance; ii) clients expect to see their investment in a 
few months (three to five months for a large companies and twelve months for small 
ones); iii) negotiation is made through consultancy partners for having holistic view 
and business knowledge; iv) negotiation can be made by juniors only if the company 
has a consistent diagnosis methodology; v) since the negotiation process, it is  
accorded what would measure the project’s performance.  

Stage 3 – After the stage 2, the primary activities of value chain and the business 
processes were selected for reformulation because they were responsible for the prob-
lems. In Stage 3 has begun the current processes` description. 

Stage 4 – Based on stage 3 and 4 information, a gap analysis was made, in which the 
main weak point were identified. They are:  

• High non automated processes number, interfering on the customer  
service efficiency;  

• High error numbers in the project time rating due to the lack of an  
efficient diagnosis;  

• High modified scope number, again due to the lack of an efficient  
diagnosis;  

• Difficulty of measuring the costumers services quality;  

Stage 5 – To establish the new consultancy model, the Project chose for elaborating a 
framework that represents the new organization’s competences and the new projects 
attached to them (Figure 2). This framework’s support tool was Igrafx. In each frame-
work’s shape there are from activities flowchart to information technology interface.  

Stage 6 and 7– The change for this architecture had two key concerns: the new proc-
esses` assessment and the change of workers’ skills. For each process there was a 
prototype, even for the new processes or project methodologies. In this case a partner-
ship was created between Consultancy and Clients, with no costs because it was an 
experimental project.  

After the processes mapping, there was a gap analysis of consultancy collabora-
tors’ skills. The gap analysis allowed the capacity training to be developed. It is worth 
to say that the team which has developed the “Services Improving” Project was 
formed mainly by the collaborators of remade processes. These actions contribute for 
the non resistance of migration and implementation projects.  
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Fig. 2. High Performance Consultancy Projects’ framework 

Stage 8 - The framework implementation in consultancy has created a new  
function in consultancy, the architecture analysis. Today, the Board, the projects 
Office and the selling team take part of this competence and the framework’s modi-
fication is authorized by performance and processes indicators. 

5   Conclusion 

This work emphasizes the importance of service specialization in organizations. From 
this consideration, the IBM model called Component Business Model (CBM®) was 
introduced. This model suggests that organizations can be decomposed into compo-
nents that offer and demand services. Those components should be self-controlled and 
self-managed, although obeying central governance.  

Governance’s success depends on the quality of information from the organization. 
This fact has contributed to developing IT governance as a way of assuring that IT 
investments will generate value in the business.   

IT strategy must be revised so as to fulfill this mission, taking into consideration 
the elements that allow IT alignment with business. As such, the main IT functional-
ities were introduced- Direct, Develop and Delivery.  

From those considerations, the Component Business Model was revised, incorpo-
rating the performance levels concepts and establishing a criteria for IT alignment 
with business. Finally, an approach was introduced for the organization’s decomposi-
tion that created an IT basic components map and a governance and management 
model, which was tested in a case study.  
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Finally, the GMC – Governance and Management Cycle was presented and intro-
duced with a case study. The GMC represents the governance and management as-
pects, assessment of business results, strategy clarification and business model im-
provement through decision making procedures. The GMC cycle considers corpora-
tive governance necessities, business processes and information technology. 
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Abstract. The relationship between Information Technology and Business is 
something that has been growing over the years, materialized through invest-
ment increasing. IT investments typically have a negative connotation, as such 
companies have been seeking alternative models like Outsourcing, Managed 
Services or Cloud Computing. The aim of this paper is to inform a framework 
that aims to reconcile the benefits of IT Management Benefits who can give a 
different view of IT investments. On the other hand the advantage of having an 
Enterprise Architecture is to provide a guideline to the different projects. 

Keywords: Investments, Benefits Management, Enterprise Architecture,  
Business, IT. 

1   Introduction 

Information Technology (IT) are today as an absolutely critical element for the econ-
omy and society in general. Is impossible ignores the dependence that businesses and 
anonymous user have towards IT. The heads of businesses when questioned no longer 
put into question the importance that IT has for the business, regardless of industry. In 
Accenture survey [3], result to the question: “Do you agree with these statements 
regarding IT’s contribution to a high- performance business?”. The result is positive 
in IT point of view, 82% of respondents think a high performance in the IT contrib-
utes directly to the business performance  

This relationship was accentuated by virtue of globalization and increased competi-
tiveness, IT must be able to respond to this new market dynamics. IT is also identified 
as a key element for economic recovery for many companies, as proved by a survey 
conducted by Accenture [1] "72 per cent of business and IT executives have stated 
that their organizations now place more importance on the IT functions of their com-
panies than they did before the financial crisis” 

1.1   Investment versus Productivity 

All preponderance that IT has on business is reflected in a steadily increasing invest-
ment. A study made by Accenture [4] that projects planned investments in IT, from 
2008 to 2012. It appears that despite the time restraint there is a growing investment. 
This concluded that managers in IT are an ally to recovery.  
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When it is mentioned the term IT investment becomes almost impossible not to 
relate to productivity. The issue is not new, was first raised in the middle 80’s, where 
investments have not yet assumed the proportions that they currently have. Robert 
Solow, Nobel Prize in Economics in 1987 said ironically: "Can you see the computer 
age everywhere but not in the Productivity Statistics", this statement came to be 
known as the productivity paradox. Despite the claim to have more than twenty 
years, the problem remains, and others authors continues to reflect on the theme, 
especially Diana Farrell and Michael Porter.  

The interest of Diana Farrell [2] went so far to investigate whether the fact that the 
indicators productivity and IT investment had risen at the same time during the 90's, 
were actually structurally related or was it just a statistic coincidence. In this study it 
is concluded that the increase in productivity is due primarily to an increase in com-
petitiveness, which forced managers to innovate in management methods used. 

After all IT is important, but they are the primary source of competitiveness, then 
the essence of the new economy associated with higher productivity growth, is in the 
cycle: (Competition → Innovation → Productivity Growth) and not in IT itself only 
"Firms Must Understand That it alone is almost never a true differentiator."  

The thought that is not enough to invest in IT to increase productivity levels is also 
supported by Michael Porter [6], which reflect on the Strategies and the Internet, has 
highlight that companies must continue to invest in their traditional  strengths as the 
stake in unique products with a strong knowledge of them, strong customer relation-
ships. In this context the Internet has to be seen as a means and not the purpose of 
strengthening the advantages mentioned.  

1.2   Benefits Management 

IT investments continue to remain doubts as to the expected return, according to the 
authors quoted above it is concluded that IT must be seen as a means and not an end. 
It is known from the outset that there is no single formula and each case is unique. So 
John Ward identifies a model of benefits management where companies can inspire 
and adapt to its reality. According to the author benefits management is a process of 
organization and management that allows the potential benefits arising from the use 
of information technology in organizations are achieved.  

Different assessments made by the author with a group of company’s leads to the 
conclusion that the IT projects that were supposed to bring benefits to business, do not 
always meet expectations, some of the reasons are identified in Table 1.  

Table 1. Survey of IS investment appraisal 

 YES NO 
Is IT investment appraisal seen as important by business managers? 55% 45% 

Do you have am effective investment appraisal process? 22% 78% 

Are business managers adequately involved in IT investment 
appraisal? 

30% 70% 

Does the appraisal process consider the implications of business 
changes? 

10% 90% 

Do people making decisions understand the business cases? 25% 75% 

What % of projects deliver the benefits that justified the investment 27% 73% 
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Becomes urgent to create a process for evaluating investments, which can address 
the interests of business managers and responsible for IT. Through a program under-
taken by the Information System Research Center (ISRC) belonging to the Cranfield 
School Management, consolidated in the years 2004 and 2007. The model developed 
to John Ward and colleagues was implemented in organizations located in Europe, 
USA and China, which aims to reverse this trend. 

2   Framework Based on Benefits Management and Enterprise 
Architecture 

It is intended that this article has the added value of presenting a framework centered 
on the combination of components management benefits for investments in IT and 
Enterprise Architecture.  

By combining these two components are the necessary conditions to achieve a 
strategy in the always difficult relationship between Information Technology and 
Business.  

This method of managing such benefits will be developed in detail later in the arti-
cle. The import retain for now is a new way materialized in the development of pro-
jects that are undertaken in the company if the management of benefits we seek to 
achieve greater alignment with business and higher rates of productivity, Enterprise 
Architecture is bring the thread needed to compile each project, ensuring that the 
technical solution of each is as defined policies by Enterprise Architecture.  

As will be detailed in the component Enterprise Architecture, Information Systems 
business has changed, companies have sought new solutions to their technology archi-
tectures, while a very recent past is not predominant calls traditional architectures in 
which companies had teams IT, equipment, etc. Other trends have been gaining space in 
terms of market share to bet on alternative models such as Outsourcing, Managed Ser-
vices and Cloud Computing each of his way intended to represent new ways of manag-
ing IT, having one common goal to reduce costs and increased levels of performance.  

 

Fig. 1. The Framework should be interpreted by layer, first layer consists of two important 
components in each company as are the Business and IT, which aims to align through the com-
bination of Enterprise Architecture and Benefits Management, which constitute the second 
layer, the third layer is made possible by the models to manage IT 
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The need to sometimes be combined in a single information system in various 
models, has been giving importance to the need that exists in creating an Enterprise 
Architecture that can unify models increasingly heterogeneous.  

2.1   Benefits Management 

The management component of benefits, aims to provide companies with techniques 
to help manage the projects of IT with the business. Trying to introduce a new men-
tality, leaving behind the idea that IT projects are managed differently and are always 
associated with expenditure without the expected benefit. 

The model proposed here, although along the lines of John Ward, has its own par-
ticularities that give it its originality. The model is divided into two layers, the first 
dedicated to the management portfolio of projects and the latter more concerned with 
managing the projects themselves. 

2.1.1   Projects Portfolio Management 
In vision of Projects Portfolio Management the projects are split into two types ac-
cording to its nature and motivations: 

• Innovation Based Projects: These are projects aimed at innovation is the avail-
ability of a new product or new process aimed at achieving particular purpose, such 
as increased market share in a given segment; 

• Problem Based Projects: Projects that aim to solve problems, increase levels of 
efficiency, provide systems with higher levels of security or compliance; 

As illustrated in Fig. 2 the target component Projects Portfolio Management is to get 
an overview of all projects carried out, irrespective of their nature. This way its possi-
ble a correct relationship and priority of projects and get to combine the inputs and 
outputs of each project, as shown in figure there are projects that begin to depend on 
the finalization of others. 

 

Fig. 2. The figure intends to illustrate the "activity" of the PPM, the projects profiled according 
to their nature and managed as a whole in order to achieve dynamic inputs and outputs of each 
project 

2.1.2   Benefits Management Focused in Projects 
The management of benefits when applied to projects is not intended to be a new way 
to manage projects, they should continue to be managed by following the methods 
that companies find it more convenient for its reality. The proposed Framework is 
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intended as an aid to projects aimed at transmitting higher levels of frame with the 
business, aligning with the architecture, a new way to conduct business case, ending 
with an evaluation of results and future prospects. 

All of the above advantages are organized by the six phases that constitute the 
framework and that will be detailed below (Fig. 3): 

 

Fig. 3. The proposed management benefits applied to projects presented here, is divided into 6 
distinct phases 

Phase #1 
As has been referred throughout the article, there is a constant concern about the invest-
ment necessary to realize a particular project. The investment term requires an positive 
return over the invested capital. The aim of the first phase, is making the alignment of the 
project against the business and its investment, is based on answering the questions: 

• Why?: Why is being able to undertake the investment; 
With the answer to question why, the project is intended to define the business 
drivers, these can be based on various sources, as mentioned in Table 2. 

Table 2. Kinds of business drivers 

Infrastructure 
Related developments in the field of IT, as an example a project to carry 
out an infrastructure that enables greater mobility for employees 

Context 
Projects aimed at providing the company works according to a directive 
magnet an oversight body, such as the Bank of Portugal for companies or 
organizations in the financial sector 

Result-
Oriented 

Projects aimed at achieving specific purpose, such as cost reduction, 
integration of a set of features to make it possible to provide a new service 

To complete the answer to why, there must be a clear and commonly agreed by all 
stakeholders in the process, which aims. 

• What?: What are the benefits that the organization hopes to obtain; 
After defining the objectives, duly supported by an investment, it becomes possible 
to combine the benefits in terms of business to be achieved. It is understood by the 
benefit of business, an advantage the company as a whole, or a specific group, you 
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can withdraw after completion of the project [5]. Projects and investments are not 
consequential may deplete the standpoint of IT, they must represent an added value 
in terms of affirmation of the organization. 

• How?: How do I change the combination of business and IT changes can achieve 
these benefits; 
After defining the business drivers and benefits from the standpoint of business, it 
is necessary to identify factors that facilitate change and the expected changes to 
the business. 

 

Fig. 4. Through the Benefits and Dependence Network, it becomes possible to visualize 
graphically the dependence between the various actors in the project 

The net benefit has the power to achieve aggregate and relate to, not just those in-
volved in the project but also the objectives to be achieved and the expected benefits, 
without losing sight of the business drivers that were in their origin. A document to be 
followed during project lifetime, assuming vital importance in the last phase, where it 
will be confronted with the results indeed obtained 

Phase #2 
The phase 2 is intended for alignment of necessity from the viewpoint of architecture-
specific project, with the enterprise architecture principles adopted by the company. 
This stage is even more important when we choose to solutions where the internal 
information system, must interact with an external provider of a service. 

Therefore it is suggested an integration architecture that suggests a set of principles 
to be followed. 

 

Fig. 5. Architectural Drawing Integration, where we see the integration of two information 
systems, (My Company) and enterprise service provider (Service Provider Company) 

Then the key points of the integration architecture: 

• Identity and Access Management: Implementation of mechanisms for authenti-
cation and authorization, to regulate who accesses the data and how is it that 
makes it. Always with one objective in mind, the fact that there is a need to access 



58 A. Rodrigues and H. O’Neill 

 

data that is external to the company geographically should be transparent to the 
business processes. 

• Data Management: Why data management is defined as everything that is related 
to access to them. Data access should be preferred to use Web Services thus be-
comes transparent to the applications which the data repository to be used. 

• Regulation: Ensuring all legal requirements are met, the measurement of service 
levels (SLA), providing audit preferably carried out by specialized companies to 
ensure the consistency of the system as a whole. 

• Meta-Data: Dictates the rules of transformation and adaptation necessary for two 
different systems can communicate. 

Phase #3 
In order to reverse the trend and somehow prove that IT investments that bring in 
added value for companies and organizations. There has been a concern in measuring 
the success of investments. The most common form of carrying out the assessment of 
an IT Investment is by making a business case [7]. In most cases it is done around the 
calculation of ROI (Return On Investment).  

Calculating the ROI has a gap, which is the failure to include the time variable. 
Then came the need to introduce financial indicators, where the time variable is taken 
into account. Such as NPV (Net Present Value), by bringing together the different 
indicators it is possible to classify the projects in terms of financial and give it as a 
priority to implement them. As projects should not summarize the financial point of 
view, they intend to follow a method based on Table 3, which uses a matrix where all 
variables are important for proper evaluation of the project.  

Companies that take decisions on projects based solely on financial variables, 
probably will chose only departmental projects instead of implementing projects or 
cross-sectional basis for the whole company, which may be critical to its future. 

Table 3. "New" business case 

 New things Different ways  Stop doing old things 

Financial 
By applying a cost-price or a different financial formula, it becomes  
possible to build a financially benefit 

Quantifiable 
There was sufficient evidence to make it possible to make a prediction of 
how much is the benefit of the changes 

Measurable 
It is expected to apply a way of measuring performance. But it is not possible 
to estimate how much the improvements will be the end of the  
implementation of changes 

Observable 
By having a large dose of subjectivity is the hardest. Agreed criteria are used 
by individuals or specific groups, which based on their experience, will 
decide to what extent the objective was achieved 

Phase #4 
As mentioned in phase 2, when there is need to interact with external companies, 
other care must be taken. From the technical point of view cited in phase 2 through 
integration architecture, from the standpoint of quality of service, should be  
completed a proof of concept before full adoption of the solution. 
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Fig. 6. Steps to be taken into account during the proof of concept 

The Fig. 6 shows the cycle that must meet proof of concept, it should only be taken 
as completed when they are given all the answers to the points: 

• Integration: Identify and test levels of integration with applications "residents" 
should be measured the level and ease of integration with the existing information 
system.  

• Lever Service Agreement: An important component when there is a relationship 
between entities is the service levels agreed between them. Therefore mechanisms 
should be introduced to enable the entity client can assess to what extent they are 
not being met or agreed levels.  

• Auditing: Evaluation of mechanisms for authentication and authorization agreed. 
Verify to what extent that those mechanisms are effective.  

• Incident Management: It is understood by management of incidents, assess how 
the service provider manages incidents related to the application.  

• System Administration: For management tasks, means a set of more specialized 
tasks in order to ascertain the capacity of the service provider had to meet this task.  

Phase #5 
In the implementation phase it is important that the applications and services are clas-
sified as to its importance and the company's strategy will consider whether or not the 
development of specific application to the prospect of cloud computing, according to 
the example of Fig. 7.  

The above table is not eternal and there are variables that can change an application 
of quadrant, such as technological changes or changes in business. 

 

Fig. 7. Table of example classification and evolution of applications in the way "traditional" for 
the cloud computing concept 
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Phase #6 
For stage 6 is reserved for analysis of results, the main objective of this phase is com-
piled the results coming from previous stages of the framework. 

This phase has its importance, is through analysis of data collected is able to ascer-
tain whether the model is to match the expectations. 

2.2   Enterprise Architecture 

The importance of enterprise architecture has gained importance due to the complexity 
and heterogeneity of information systems. Making the analogy with the construction of 
a garage where you can possibly think of will start build without having architecture. 
The construction of a building will be unthinkable not to have a well defined architec-
ture. With information systems the process is identical. The aim of this paper is not to 
find alternatives to the Zachman Framework or others as TOGAF (The Open Group 
Architecture Framework). The concept followed in this article of Enterprise Architec-
ture is the logical organization between business processes and technologies of  
information reflecting the requirements of integration and unification [8]. The way to 
materialize the concepts magnet Architecture business is through the IT architecture is a 
more detailed architecture that addresses four types of architecture:  

• Business Processes: activities or tasks identified by the responsible business as 
the most important;  

• Data or information: definitions standards so that data can be accessed by  
multi-applications  

• Applications: development of common interfaces for communication between 
them to be facilitated  

• Technology: common services infrastructure and development of standard  
technology  

The architecture business despite being in a more conceptual level is largely influ-
enced by the IT architecture, as shown in Fig. 9 where we conducted a historical over-
view of different architectures in the short history of IT. In each technological leap 
that happened, there were both opportunities for business processes. 

 

Fig. 8. The basis of the enterprise architecture concept followed here, is the pillar integration that 
enables the subsystems to communicate with each other, for such it is important that data can 
flow between the various levels of the company's decision. Another pillar is the Standardization 
trying to ensure the uniformity of SW and HW. 
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Fig. 9. The figure represents the evolution of IT architectures, from the mainframe, through 
Client / Server, Web Services, SOA (Service Oriented Architecture) and finally the adoption by 
Cloud Computing 

Since the older systems based on a mainframe to the cloud just computing passed a 
few years, however, represents a shift in the thinking of those who manage informa-
tion technology. 

The importance of enterprise architecture is to provide companies with a strategy 
with regard to IT that prepare them to adapt the management model best suited to 
your reality. And most likely in the near future is that companies do not hold a single 
management model, is the traditional one, either the cloud or the other, the wager 
must be at hybrid models that we have an information system composed of several 
pieces software from various sources the benefit of enterprise architecture will  
homogenize them and more standard as possible. 

3   Conclusion 

In a troubled season so as we live it is important that the management of information 
technology will not walk drift, so the implementation of a framework such as that 
suggested seems appropriate. 

As is suggested that a new way of managing benefits for IT investments that al-
though inspired by the model of J. Ward, has unique features like Integration Compo-
nent Architecture (Phase 2) for key projects that interact with elements in the cloud, 
innovate with respect to the test of concept (Phase 4) and creates a profile of the com-
pany with regards applications (Phase 5). 

In relation to Enterprise Architecture, has to justify its existence, without falling 
into a defined model, identifies basic elements that must be guaranteed with the in-
creasing. 

The combination of these two concepts is essential if the benefits management 
teaches investing in order to bring added value to enterprise architecture brings the 
thread to the various projects. 
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Abstract. The Portuguese Air Force is making an effort to looking at problems 
related to the inadequacy of information systems to help managers in attaining 
business objectives in rigid hierarchical structures. 

To solve the problem the Air Force initiated, in 2009, the (still ongoing) 
identification of its business processes in order to determine the organizational 
"AS IS" state, essential to determining the "TO BE" state. 

Simultaneously, the Air Force is studying concepts related to enterprise ar-
chitecture whilst trying to deepen the relationship between enterprise architec-
ture concepts, such as mission, vision, goals, objectives, strategy, tactics, policy 
rules, business rules and process architecture. 

In this context, considering important to create and identify a way to validate 
the consistency between business objectives and business processes, one would 
propose the creation of a value matrix, representing objectives and processes, 
and associate a set of rules for its creation, update and validation. 

Keywords: Enterprise Architecture, Process Architecture, Business Objectives, 
Business Processes, Value Matrix, Value Model, Management Objectives. 

1   Introduction 

Organizations have been subject to profound changes due to the growing competition 
that has been seen over the years. Factors such as market uncertainty, development of 
marketing strategy and the increase of supply urge companies to act quickly in order 
to survive. The traditional way in which organizations used to be viewed is therefore 
inappropriate in the evolving world we live in today. 

Along with changes in organizational environment, one can observe on one hand, 
the development of theories of management and, on the other, the technological de-
velopment of Information Technology (IT). Over the years, various methods, tools 
and standards that support the process of decision making have emerged, providing a 
new way of looking at organizations whilst taking into account the final product as 
well as customer satisfaction. The discipline of Organizational Engineering (OE) 
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contains within it the knowledge of those methods, tools and standards. In the OE 
perspective, the desired result is not only the outcome of the sum of different parts, 
but the benefit of the efficient coordination of all the factors outlined before [1]. 

All these changes, inevitably, lead to the new direction that the Portuguese Air 
Force is taking. Access to information in real time as well as knowledge of the or-
ganization by its employees, are just one example of the objectives that companies 
today look to achieve. To attain it, IT, Business Objectives (BO) and Business Proc-
esses (BP) must be perfectly aligned. 

One of the purposes of the existence of Information Systems Architecture (ISA) is 
that Information Systems (IS) meet the objectives for which they were created [2]. 
The IS must be perfectly aligned with BO and provide the information necessary to 
BP that occur in the organization. The alignment of architectures that constitute the 
ISA has been studied by OE. For this work the alignment between the Enterprise 
Architecture (EA), where BO stands, and Process Architecture (BA), where BP 
stands, is essential to determine the consistency between objectives and processes. 

Creating effective, flexible and dynamic organizational methods to allowing the 
Air Force to adapt to its outside environment entails a set of activities, including the 
identification of BP. In an organization, a desired result is achieved more efficiently 
when activities and related resources are managed as a process [3]. In this context, it 
is considered that BP must be perfectly aligned with BO they are designed to achieve. 

It is then desirable that, through a simple form, one may able to identify which 
business processes achieve the objectives for which they were created. We considered 
the possibility of creating a simple and intuitive matrix, allowing for this identifica-
tion and subsequent validation. 

Quivy & Campenhoudt [4] suggest a methodology for research, applied to social 
sciences, which supports the existence of several stages. At the first stage a starting 
question (SQ) must be set and auxiliary questions (AQ) with hypotheses (H) that may 
validate the answers. Accordingly, the starting question is: "SQ. How to create a value 
matrix that crosses business processes with the objectives for which they were cre-
ated, making it an effective tool that supports decision making?”  

The questions were divided as follows:  

• AQ1. How to create the value matrix that crosses the business processes with the 
objectives for which they were created? 

• AQ2. What is the best way to check the consistency between BO and BP? 
• AQ3. What rules are needed to create and update the matrix? 
• AQ4. Does the value matrix check the consistency between EA (BO) and PA? 
• AQ5. Is the value matrix an effective tool for decision making support? 

The assumptions built for verification of the questions are: 

• AQ1-H1. In order to create the value matrix it is necessary to cross EA (related to 
BO) and PA (related to BP). 

• AQ2-H2. The BO and BP must be related in the way that BP achieve the BO for 
which they were created. For this, a set of requirements and rules, that govern this 
relationship, will need to be defined. 
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• AQ3-H3. To create and update the value matrix a set of requirements and rules will 
be defined. 

• AQ4-H4. The value matrix crosses EA and PA, therefore it is considered that it can 
be used to verify the consistency between these two architectures. 

• AQ5-H5. It is considered that the matrix of value can be an effective tool for deci-
sion-making support. 

2   Alignment of Architectures 

The alignment of enterprise architecture with the process architecture assumes, as 
already mentioned, an essential dimension to the context of the problem. It is there-
fore essential to review and deepen the concepts of information systems architecture, 
business processes and their dimension. 

2.1   Information Systems Architecture 

IT has become inevitable in the dynamic and often turbulent environment in which 
organizations are inserted. While in the past, managers could delegate, ignore and 
avoid decisions based on IT, is now impossible in most sectors and industries [5].  

The purpose of ISA is to create a map of IT and business processes and a set of 
governance principles that allow for the discussion of business strategy and how it can 
be expressed by the IT [6].  

ISA must be constructed by observing the following four architectures [2]:  

1. Enterprise Architecture (EA), at high level, where there is a defined strategy, goals 
and objectives. 

2. Process Architecture (PA), which can be understood as structuring the processes in 
management lines and value chain setting the required levels. 

3. Information Architecture (IA), which identifies where the important information to 
the business is and how to access it [6]. 

4. Application Architecture (AA), which is a map of the relations of different  
software applications of a company [6]. 

For the context of this work it is important to highlight EA and PA, as well as the 
relationship between them. 

2.2   Definition of Business Processes 

The Business Process can be understood as being a set of activities that are performed 
in coordination in organizational and technical environments. These activities to-
gether achieve a business objective [7]. It can be said that BP have the following 
characteristics:  

• To meet a specific and well defined objective that can be translated into added 
value for a particular customer;  

• Use and/or produce transversal artifacts, along the set of activities in accordance 
with a responsible stakeholder. 
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2.3   Dimensions of Business Processes  

The multi-dimensional representations of EA were the target of Mario Maçarico’s 
(2007) study where he concluded that: "The association between dimensions allows 
us to represent architecture through the links of interest to a stakeholder" [8].  

According to this author, the conceptual layer of the Zachman framework makes it 
possible to relate the interrogatives of this framework with the dimensions of business 
processes. To this end, it is necessary to question the organization when setting busi-
ness processes with the following: 

• “What?”, should indicate which informational entities are created or consumed by 
the process; 

• “Where?” represents the dimension of the location of the process, such as  
organizational units or geographical locations; 

• “How?” is the basis for the business process indicating how a certain activity is 
performed; 

• “Who?” answers to which actors are involved in the process; 
• “When?” indicates the frequency that the process occurs (once a day or three times 

a year); 
• “Why?” explains the objective and the reason for the business process to exist. 

The questions “Who?” and “Where?” are related to the way that actors should be 
assigned to work sites. The “Why” question is considered to be the most important for 
the scope of this work since it is related to business objectives. 

2.4   Scope 

To know clearly what business objectives are, it is important to understand how they 
arise. Chaplin (2003) identifies two stages before the business objectives: the business 
problem and business solution [9].  

The business problem can be understood as a concern for the organization, for ex-
ample: the organization is losing business because the competitors are cheaper; the 
customers are not buying the products because the customer support service is not 
good enough; the product of the organization is not as good as its competitors.  

In order to respond to business problems business solutions arise. For example:  to 
achieve greater market share, make customers more satisfied, reduce the cost of 
manufacturing, speed up order processing.  

To achieve the business solutions business goals have to be defined. A single defi-
nition of a clear target that must be reached to satisfy a business solution and effec-
tively resolve a business problem, exemplified by [9]: profit increase of 10% by next 
quarter, reducing the rate of employee’s turnover by 15%, ensuring that at least 95% 
of orders are processed in less than 2 minutes.  

Another approach made to the origin of the objectives is that of The Business 
Rules Group (BRG) [10], the Business Motivation Model (BMM) (2007). For the 
BRG, objectives and goals, despite being considered "desirable results" are different 
things. Goals, being related to strategy, are a declaration of a state or condition of the 
organization that must be achieved by appropriate means. Goals contribute to  
achieving the vision of an organization and must be quantified by objectives. 
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Objectives are a business target that should be measurable and defined in time 
through their achievement is reached goals. Tactics are defined towards the achieving 
of objectives. The understanding of objective according to the BRG is consistent with 
the criterion "SMART" popularly known in the industry: Specific, Measurable, At-
tainable, Relevant, and Time-based [10]. 

3   Model Construction 

For the construction of the assumptions in which the model developed is based, we 
revisit the relationship between business objectives and business processes by pre-
senting the context of the problem and the rules for establishing the value matrix. 

3.1   Relation between Business Objectives and Business Process 

In BMM it is believed that in an organization “Means”, “Ends”, “Influencers”, “As-
sessment” and “Potential Impact” should be clearly identified. All must be aligned 
and should be taken into account when managers define the “Ends” and the “Means” 
to achieve them. In a simple way strategy, which is a mean to achieve the vision, can 
be translated into the path or direction that must be followed to achieve the goals, 
which, in turn, can be divided into objectives. It is considered that business objectives 
must be defined following the SMART rules.  

The relationship between objectives and business processes has been the subject of 
discussion in the preceding paragraph. For the scope of this work, and to be used by 
the Air Force to validate the consistency between both, it is considered that the  
business processes must achieve business objectives for which they were created.  

 

Fig. 1. Context of the study (source: [11]) 
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The main aim of this study is the relationship between objectives and business 
processes and their treatment according to the form of a matrix. Figure 1 depicts in 
red the context in which the study is inserted.  

Taking the organization as a whole, where all points are considered important, the 
matrix comes from the crossing of the business objectives with business processes, 
which, in a simpler form, means that the objectives belonging to enterprise architecture 
are to be crossed for consistency with processes that belong to process architecture.  

Both architectures (EA and PA) crossed in this matrix, for the scope of this work, 
are components of Information Systems Architecture, previously discussed in  
Section 2. Although business objectives are only a small part of EA, we consider that 
all the remaining elements, like goals, strategy for example, are interrelated. In fact, 
business objectives are defined in function of the goals, which, in turn, come from 
vision.  

Since the business process is used to attain business objectives, PA can be under-
stood as structuring the processes in management lines and value chain defining the 
required levels. Therefore, it is essential to find if the business processes attain the 
corresponding business objectives. 

It is considered that the processes used in the matrix must be defined in the PA and 
objectives should be set in EA, ensuring a closer alignment with the business. The 
two architectures must also be aligned with the EA model. The example of BMM that 
indicates how the objectives, goals, strategies and vision should relate has been given. 
The study of Mendes, et al. [12] is considered important for the creation of this docu-
ment; this author looks at the issue of objectives modeling, especially in the require-
ments for the creation of the matrix discussed below. 

It is also important to state that the method proposed here has not been to put to 
practice yet. However, it will be used, when the time arrives, to validate the consis-
tency between the Air Force BO and BP. 

For the master thesis validation [11] (2010), however, the higher level BO and 
higher level BP were used. 

3.2   Creation of Value Matrix  

The creation of the matrix needs some requirements in order to be considered a useful 
tool in the organization. The requirements for objectives modeling, identified as es-
sential are [12]: i) to capture all the business goals from the mind of stakeholders, ii) 
to link business processes with business goals they achieve iii) to identify the metrics 
and indicators that provide means of controlling the degree of fulfillment of objec-
tives iv) to identify processes that produce the information needed for the indicators.  

In addition to the requirements defined above we should also consider the follow-
ing aspects: i) compliance of the SMART criteria by objectives, ii) identification of 
the relationship between processes that fulfill an objective together; associating  
control points. 

After checking the requirements for the creation of the matrix, it is then possible to 
move on to its instantiation. Companies have associated business processes and busi-
ness goals. Given the growing need that today companies have to be agile, it is quite 
likely that business goals and business processes change with certain frequency. It is 
then important to discuss the concepts of the existing and the new.  
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For the purpose of this study existing objectives and processes, have been consid-
ered all running in the organization before the start of the verification of business 
objectives, if necessary. The new objectives are defined in the act of developing a 
new strategy, which is initially set on goals and then, on objectives as explained 
above. New business processes are needed to achieve new objectives. For the instan-
tiation of the matrix a simple four steps solution has been defined:  

1. Identify the business objectives that were previously defined by the stakeholders 
and transcribe them according to SMART criteria previously discussed;  

2. Identify the existing business processes and business objectives they achieve, and 
new business processes necessary to achieve new goals;  

3. Identify the relationship between new business objectives, existing business objec-
tives, and new business processes and existing business processes;  

4. Moving data to a matrix.  

An example it is then given of what would be an initial matrix that crosses five Busi-
ness Objectives (BO) with six Business Processes (BP). In order to allow for a better 
assessment of its content and therefore a global view of company business, we 
grouped the processes that achieve the same objectives by highlighting them, as 
shown in Figure 2. 

 

Fig. 2. Initial Value Matrix (source: [11]) 

3.3   Cases for Diagnosis  

There are situations, called cases for diagnosis, which can occur when creating the 
matrix, that need to be verified.  

Case 1 - A Process that achieves several Objectives  
One of the cases that is important to diagnose is when a process achieves several 
objectives. In this case the following steps should be followed:  

1. Check if there has been no lapse in completing the matrix, such as the accidental 
duplication of business objectives eliminating possible redundancies. If the situa-
tion is not resolved move on to the next step.  

2. Verify that all business processes are inserted in to the matrix and if there is any 
other more appropriate to the objective. If the situation is not resolved move on the 
next step.  

3. Since there are business processes that contribute to the achievement of various 
objectives it is necessary to analyze the interdependence and complementarity be-
tween them checking their derivables and the resources they consume.  
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Case 2 – A Process that does not achieve any Objective  
In the case of a business process that does not achieve any business objective some 
aspects should be noted. This situation may occur during the construction of the initial 
matrix. In this situation we suggest the following steps:  

1. Verify if, by mistake, has been left out some objective that the process achieves. If 
the answer is positive, point out the objective(s) in question. Otherwise go on to the 
next step;  

2. Verify if, by mistake, some business goal has been forgotten. If it has been forgot-
ten, insert the objective and verify its consistency with the process. If you have not 
forgotten any objective or the objective you introduced is not consistent with the 
process in question, go to the next step;  

3. Eliminate business process.  

Case 3 – The Objective is not achieved by means of any Process  
When you set new goals in an enterprise it is possible that none of the existing proc-
esses achieve those objectives. In this situation we suggest the following steps:  

1. Check if there was no error in filling in the matrix, it is possible that one of the 
processes that achieve the objective may not have been signed. If the problem is 
not resolved go to the next step;  

2. Verify the importance of the objective. If this is not an important objective remove 
it from the matrix, otherwise proceed to next step;  

3. Create processes that achieve the objective. Mechanisms that allow the objective to 
be accomplished should be established; because the objective was considered es-
sential for the organization. One recommend a "to be" approach where are defined 
all business objectives and the creation of a new matrix starting the verification of 
changes that may occur with the introduction of a new business process.  

Case 4 - Objective achieved by several Processes  
Another situation to diagnose is when there is an objective that is accomplished by 
several processes. It is considered a frequent situation in a company, not being neces-
sarily harmful. For the resolution of this case we suggest the following steps:  

1. Check if there was some mistake in filling in the matrix, eliminating possible re-
peated processes if the problem is not resolved, go to the next step;  

2. Carry out the division of the objectives so that each new objective is only achieved 
by a business process. 

Naturally, it can be the case that one business objective is achieved by several busi-
ness processes and it is even designed like that. In this situation, the business proc-
esses should be compared for precedence and complementarity. 

4   Conclusion 

In order to create a value matrix that allows the validation of consistency between 
objectives and business processes we developed an appropriate model that contains a  
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set of rules and steps. The model was applied to the objectives and business processes 
of the Portuguese Air Force, and identified as a set of questions (Q) that would allow 
its validation (V). 

1. Q1 - How to create the value matrix that crosses the business processes with the 
objectives for which they were created? 
V1 - By crossing Enterprise Architecture (related to objectives) and Process Archi-
tecture (related processes) it is possible to create the matrix that crosses objectives 
with the business processes that achieve them. This hypothesis is considered  
validated.  

2. Q2 - How to check the consistency between objectives and business processes?  
V2 - For the value matrix to be considered useful it is necessary to know the exact 
way objectives and business processes relate. It is considered that the processes 
achieve the objectives for which they were created. It is also considered that the 
objectives should be divided into activities that can be accomplished by processes. 
Considering this a set of requirements for the objectives and business processes 
were defined so that they could be treated in a matrix. This hypothesis is consid-
ered validated.  

3. Q3 - What rules are needed to create and update the matrix?  
V3 - To create the matrix a set of requirements and rules have been defined in 
paragraph 3. These requirements and rules permit the creation and updating of the 
value matrix. This hypothesis is considered validated  

4. Q4 - Does the value matrix check the consistency between Enterprise Architecture 
and the Process Architecture?  
V4 - As the matrix of value crosses objectives (defined in Enterprise Architecture) 
and processes (as defined in Process Architecture), it is considered that this may be 
a tool for verifying the consistency between these two architectures. The hypothe-
sis is considered validated.  

5. Q5 - Is the value matrix an effective tool for decision making support?  
V5 - The value matrix deals with two fundamental aspects of any organization: 
business processes and objectives. Relating these two concepts in the form of a ma-
trix gives an business overview, which can be considered useful for both managers 
and for the rest of the employees. This hypothesis is considered validated.  

Once the hypothesis is validated, it is possible to answer the central question or  
questions of departure:  

How to create a value matrix that crosses business processes with the objectives for 
which they were created, making it an effective tool that supports decision making?  

The answer to the central issue is not direct and must take into account a number of 
factors. In order to be considered an effective tool that supports decision making it is 
necessary for the matrix to be an integral part of the organization. The objectives 
should then be defined by the EA and the processes by the PA, being necessary proc-
esses and objectives to have certain characteristics that enable its treatment by means 
of a matrix. When these assumptions are true, it is considered that the value matrix 
can be an effective tool in supporting decision-making. 
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Abstract. We are witnessing the need for a quick and intelligent reaction from 
organizations to the level and speed of change in business processes. The arising 
problems can be: from wrong lasting information; systems not fully used or ex-
plored; slow reaction to change; etc. This requires two main confluent action 
methods: people to synchronize their visions, ideas and strategies in the whole 
organization; and, in that context, select the information that strictly answers to 
the performance factors at the right moment. The proposed methodology turns to 
the potential of approach to the entrepreneurial architecture as well as to the po-
tential of the information system in order to integrate the data and resources 
needed for that performance. The modeling of an information architecture of the 
company and its business helps in the identification of critical information, the 
one which is according to the mission, prospects and business success factors. 

Keywords: information systems, business process, critical information,  
business intelligence, entrepreneurial architecture. 

1   Introduction 

Since the transition from the industrial society to the information society, it has been 
necessary to organize and select data in enterprises. This organization gave rise to 
new values, equal to or more important than the traditional ones, such as information 
and knowledge. Technology has made so much difference that its association with 
human capital has made this emerge as a greater potential. The joint exploration of 
these two dimensions (technological and human) is actually the basis for organiza-
tional innovation. Emergent information technologies are the platform for the  
company's ability to develop information systems that meet the new requirements of 
management. For example, the increasing ability to control large volumes of informa-
tion in huge databases, such as the data warehouses using advanced tools for debug-
ging these data (data mining), responds to an even more dynamic and varied public. 

The two central issues that significantly determine the success of a company are 
business processes and information systems. These issues are closely related as the 
main purpose of a corporate information system is to support the business process in 
an effective and efficient way. It is then necessary to rethink the ways how to present 
products or services and seek for different dissemination channels. Facing these  
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challenges, companies should develop new solutions to maintain or enhance their 
competitive position in the market.  

The roles that information society and knowledge management play are absolutely 
relevant and complementary in current business scenarios. Connectivity, mobility, 
real-time reaction and innovation are some of the keywords in today's vocabulary. 
The sustainable competitive advantage is found in a company’s ability to channel the 
critical information to generate the business intelligence that enables it to constantly 
rethink its goals and methods to meet its needs in real time. An international consult-
ant for innovation (Basadur, researcher and founder of the enterprise Basadur Applied 
Creativity) said that many companies have good ideas or initiatives, ‘but not at the 
right time’. Given the pace of present change and business instability, companies have 
to deal well with real-time business events. This requires that organizations and pro-
fessionals adopt new attitudes and ways of using their information systems for  
managing business intelligence to address numerous emerging events. 

2   Tendencies in Information Systems 

In Portugal, the companies (mostly small and medium-sized) invest little in informa-
tion systems and technologies due to their limited financial and organizational capac-
ity. Then, they rarely adopt new ways of managing the business intelligence to address 
the numerous emerging events. One form of innovation these companies should bet on, 
especially those with a culture of customer service, is the creation of a platform based 
on technological tools easy to use, such as CRM (Customer Relationship Management 
systems), CMS (Content Management Systems) and ERP (Enterprise Resource Plan-
ning systems). These tools, converging on well planned platforms, contribute to the 
implementation of new business ideas, design of new products and services, improve-
ment of existing processes and creation of new ones. Given this enormous potential, 
which may lead to a total reconfiguration of an organization, entrepreneurs should not 
only be familiar with this type of infrastructures, but also get involved from the very 
beginning of their adoption covering everyone in the organization.  

The ERP systems, for example, have followed the financial systems which auto-
matically processed invoices and other reports from the balance such as income 
statements according to the legislation. Analyzing the process of decision support, it 
was found that managers make decisions based on many other documents and data to 
know what products they can offer, what amount, what is the best way of distribution, 
the best location for shopping, how to organize the transport, etc. And adding to this, 
the enormous amount of data that result from having a website which leads to use new 
tools for database management with advanced statistics, especially based on data and 
process integration. The ERP can do this work, allowing greater product information 
trace, from the moment of the order until knowing its stock level. Information flows 
become more rapid, complete and correct, contributing to a better inventory manage-
ment and a greater consistency with the customer’s order. Some companies have 
resisted the adoption of an ERP system due to the time of adaptation/conversion from 
existing systems to the ERP, which has become too extensive in some cases. 

This explains why some companies do not want to adopt ERP systems as these can 
disrupt their normal activities (Vasilev and Georgiev, 2003). Currently, technology 
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companies are committed to put into their ERP new modules tailored to the business 
reality of several sectors (industry, health, banking, commerce, etc.) to turn them 
more flexible and complementary. Unlike departmental systems, the ERP are multi-
functional, covering different levels and functions in the organization. They are inte-
grated systems, making the information flow easily between different areas and  
departments to be shared by different processes (Figure 1). The information is then 
accumulated in a single huge repository (data warehouse), which is available to all 
business units at all functional levels. Managers have all the information they need 
more accurately and in real-time (Laudon and Laudon, 2004).  

For example, this type of system allows issues such as: immediately inform cus-
tomer if the product he ordered is in stock; maintain customer informed of the whole 
processing course of his order; easy production communication with the financial area 
to know new production plans, etc. Departmental systems, in contrast, create much 
fragmentation of data which results in expensive and complex links that proliferate in 
companies as these systems function separately by departments. The ERP systems, by 
consolidating the available data, help to eliminate unnecessary or redundant links, 
having a positive impact on the efficiency of business performance. 

 

Fig. 1. ERP and their degree of integration compared to other enterprise information systems 

Combining CRM tools, which consist of analytical functions to manage the rela-
tionships with clients, the ERP can consolidate information from different sources or 
channels of communication (phone, email, Web, wireless points) to answer questions 
such as: what is the value of a certain client for the company; who are the most loyal 
customers; who are the most profitable ones; etc. Companies can use the answers to 
those questions for acquiring new customers; improve their products and services; 
customize them according to customers’ preferences; etc. The CRM techniques are 
used to select and combine key information, from different points of view, to help 
companies create unique services and successful innovations. CRM processes can, by 
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means of advanced techniques like data mining, capture profiles and behaviors that 
were not perceived before. These tools have become effective in engaging a customer 
to the point of waiting for the goods or services that he previously outlined (Vasilev 
and Georgiev, 2003). 

3   Business Intelligence Imperatives 

The expansion of the internet platform and the exponential amount of customers and 
employees that it brought to companies in promoting and selling their products, has 
led to a need for tools that could help to cope with this trend. The major challenge is 
keeping the same patterns of relationship in interacting with more customers and 
stakeholders. The multiplying effect of this aspect, from a growing number of compa-
nies placed online, brings the need to compete more in real time. This justifies the 
increased adoption of the integrated information systems previously mentioned such 
as ERP, CRM, among others. Companies should consider the implementation of these 
tools from a strategic perspective, for fully exploration of their potential straightly in 
line with business needs for better business event monitoring.  

As said before, the main purpose of a corporate information system is to support 
the business processes in an effective way. And within this overall problem, there are 
a number of important sub-problems whose solution contributes substantially towards 
the solution of the overall problem. In this context, there is a persistent problem in 
companies, related to an increasing amount of unnecessary information or misinfor-
mation that lasts for a long time, damaging their daily performance and their relation-
ships with customers and employees. There are two main factors leading to this  
problem: - one refers to the fact that there are many new information systems and 
technologies in organizations (such as mobile ERP and electronic CRM, SCM) whose 
potential is far from being fully explored, either in themselves or integrated with other 
existing systems; - other factor is that people work differently, one from another, 
differing in terms of: training, willingness to work with technologies, willingness to 
cooperate with others, among other individual differences.  

These factors raise the need for a work model in which people can synchronize 
their 'visions' throughout the organization and together, within the same mind-set 
targets, for answering instantaneously the information strictly needed. Therefore, this 
paper aims to propose a methodology to analyze this problem, which can be referred 
as an approach to critical information systems. It should be understood here as a 
‘critical information system’, the platform of tools of business intelligence (relational 
databases, ERP, CRM, data warehouse, data mining, intranet, etc. - Figure 2) com-
bined to filter only the data that match business success factors at the right time. It is 
not the system that is critical, such as systems supporting areas like medicine, secu-
rity or others which deal with risk or critical time lags. In the approach under study, 
critical is the information obtained through data and processes that are event-
oriented, giving executives the right answers to decide in real time. This should be 
the main objective to consider when structuring metadata in the company’s data-
bases. A data warehouse is the most appropriate ‘data center’ for this, because it 
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normally contains data from all departments and functions in the organization. Sepa-
rate databases get in trouble for lacking uniformity, being from different manufactur-
ers, and lacking integration incurring in errors, delays, repeated data and more staff 
than it is necessary. The present approach to critical information systems requires an 
action to be taken at the level of information architecture in order to link the ‘per-
formance profile’ (based on the performance indicators of the information system) 
with the ‘competitive profile’ (based on the performance indicators, or critical  
success factors, of the business). 

 

Fig. 2. Technologies and tools for real-time business intelligence 

Legend: ‘Business Intelligence’ - this dimension in Figure 2 includes forecast 
analysis, performance analysis, production reporting, benchmarking, text mining, 
among other analytical tools.  

The concept of critical information system considered here (center of Figure 2) is a 
platform of tools and methodologies for business intelligence, taking advantage of 
relational databases, ERP, CRM, data warehouse, data mining and intranets, managed 
or combined to select the data that match business success factors at the moment of 
decision. This is real time business intelligence, as the process of delivering the right 
information about business operations as they occur. In this context, real time means a 
too short time to answer after the business event occurred. While traditional business 
intelligence generally presents historical data for manual analysis, real time business 
intelligence compares current business events with historical patterns to automatically 
detect problems or opportunities. This automated analysis capability will enable cor-
rective actions to be initiated or business rules to be adjusted to optimize business 
processes. An approach to event driven architectures is to increase the refresh cycle of 
an existing data warehouse to more frequently update the data. These real time data 
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warehouse systems can achieve by real time update of data, where the data latency is 
typically in higher ranges of time. Facing the current market instability and its infor-
mational asymmetries, changing business models and processes, there is a growing 
need for immediate responses to which should contribute the ideas and competences 
from everyone in the organization. The entrepreneurial information architecture can 
play an important role in structuring the alignment between individuals and business 
process changes.  

4   Entrepreneurial Information Architecture  

Given the growing need for immediate responses to which should contribute the ini-
tiatives and information from whole organization, communication is desirable and 
necessary to transfer knowledge. One of the stages in the knowledge creation model 
of Nonaka and Takeuchi (1995) is ‘socialization’, which arises from tacit knowledge 
exchange between individuals. The shared experiences and their articulation consoli-
date knowledge, creating shared mental models and trust forms. Nonaka said that 
knowledge is created by individuals and the organization has a role in expanding the 
knowledge created by its individuals and “crystallize” it as a part of the organizational 
knowledge network.    

Systems analysts and engineers are those that deal more with the need to synchro-
nize views in dialoguing with the entities that request them for systems development. 
For this dialogue, they use models to represent the reality they need to appreciate, 
through a structured design (architecture) to quickly explore and find the solution. 
Accordingly, ontologies have been increasingly used as they are models that represent 
a set of concepts within a domain and the relationships between them, in order to 
make inference on the objects of the domain. Ontologies generally describe individu-
als, classes, attributes and relationships. They are used in artificial intelligence, web 
semantic, software engineering and information architecture as forms of representing 
knowledge about events. Given the speed of emergency and change in business proc-
esses, new computing paradigms should be increasingly addressed using entrepreneu-
rial architecture approaches. Next section concerns the contribution that entrepreneu-
rial information architecture can have to the under discussion methodology, in which 
the increasing need for modeling data and process flows is implicit. The aim is to 
better discern and act at the linkage between ‘performance analysis’ (indicators of 
corporate information systems performance) and ‘competitive analysis’ (indicators of 
company’s performance which are its business success factors). 

4.1   Assessment of Some Models  

Entrepreneurial information architectures can contribute to the present methodology, 
in what Zachman’s framework proposes (see Zachman International website): cross-
ing the prospects of the company’s management with the support given by informa-
tion systems and processes (his approach has also served internal IS creation). The 
resulting matrix of this crossing exercise has the following structure (Figure 3):  
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Fig. 3. The Zachman’s entrepreneurial information architecture 

Legend: What?: data and relationships between them; 
How?: processes (functional description); 
Where?: network (components location in the company); 
Who?: who performs the job, leadership chain, participation level; 
When ?: when events occur; 
Why?: motivations, purposes, goals, strategies.  

Another architecture is the EAP model (Enterprise Architecture Planning) by Spewak 
and Hill (1992) proposing the layers and components that answer to four key issues 
(Table 1): 

Table 1. The approach of EAP’s entrepreneurial architecture 

Phase Plan/method 
1. Starting point How is the work done now and what methodology is used  
2. Where are we today?  Current knowledge base about the business and information 

used to manage it  
3. Where do we want to be?  Data necessary to support sustainable business  
4. How to get there?  Required implementation and migration plans 

Another model is from the Center for Organizational Engineering (Caetano et al., 
2007) whose main objective is to model the definition of criteria to align business 
processes with the information and supporting IS/IT. The resulting model consists of 
a set of 5 layers or perspectives: Technology, Application, Information, Business and 
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Organization. This architecture is based on three concepts: entities, roles and activi-
ties. Entities are the components that make up the organization (people, machines, 
places, etc.). Roles are the observable behaviors of entities and the activities reflect 
how a set of entities collaborate to reach a result.  

There are several other models of entrepreneurial architectures, such as the EUP 
(Enterprise Unified Process), an extension of the RUP (Rational Unified Process) 
from Ambler et al. (2005), doing a comprehensive and complete collection of these 
aspects. However, one should note that generically the nature of descriptions in these 
models focus on the questions raised by the Zachman’s matrix and the EAP method 
of Spewak and Hill. Their questions, through an iterate procedure, could help assess 
the linkage under discussion: between the perspectives of company’s management 
and the support given by the IS. Among the mentioned models, the EAP and the EUP 
methodologies pay attention to social, human and cultural factors for the success of 
their application. But all the mentioned models consider the ‘organizational change’ 
factor as an external force, resulting from environmental or technological changes 
which affect business requirements.  

5   Conclusion and Future Research 

The entrepreneurial information architecture of a company and its business, easy to 
understand and communicate, can help the identification of the critical information, 
consistent with the company’s mission, objectives and business success factors. It is 
mainly modeled with objects such as: activities (functional and cross-functional, in-
ternal and external); resources (functional and cross-functional, internal and external) 
and products (internal and external). It then supports information systems manage-
ment as it helps the identification of requirements for those systems according  
business needs. However, given the heterogeneity of those objects and data that char-
acterize them, one of the most pressing problems has been the conversion between 
structured and unstructured data. 

On this subject, the authors Carvalho and Ferreira (2001) carried out a survey for 
technological tools assessment, related with knowledge management and conversion 
between tacit and explicit knowledge, discussing their internalization or outsourcing. 
Some of these tools are: knowledge portals (corporate intranets and extranets); 
knowledge maps (lists of “who knows what”: skills/profiles); EDM (Electronic 
Document Management: cataloging, indexing, etc.); OLAP (Online Analytical Proc-
esses for data normalization); Data mining (advanced techniques to explore large 
amounts of data looking for consistent patterns); qualitative analysis tools; among 
others. In this context, the Web2 platform, a concept that means the second-generation 
of community-based web services involving social networks, may well provide mod-
els and methods on the subject of ontologies and enterprise information architectures. 
Although this term seems to be connoted with a new version for the Web, it does not 
refer to any technical specification update, but to a change in the way it is perceived 
by users and developers as an environment for interaction and sharing, which encom-
passes numerous visions and motivations today.  

One of the trends in modern computing architectures is SOA - Service Oriented Ar-
chitecture. This kind of architecture may have an important role in critical information 
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architectures and systems, since it is designed to flexibly provide the right services, 
not just at the right time, but also at the right level of generality. The ‘service’ orienta-
tion relates to the objectives of: reducing the customer’s effort to use the service and 
thus the impact of change; re-using the service without having to go through the 
source code and ensuring that the service is usable throughout the whole organization 
(and even re-designable together). Another current trend is cloud computing, an archi-
tecture in which a service is resolved or provided through several computers that may 
not function in the same place. Forming a “computing cloud” they share tools, ser-
vices, software and information through the interconnection of different systems via 
internet, instead of having these resources locally (in internal servers). Thus, compa-
nies will not spend much time maintaining their systems, data, applications and  
information. Then they will have more time to focus on managing the connection 
intended to be better in organizations, between the perspectives of a company’s  
business and the support given by its information system. 

Future research on the approach covered in this paper will focus on analyzing the 
results from a survey application and the inclusion of new levels/issues in it, mostly 
related with the computing trends on socializing communication channels such as the 
Web2, SOA architectures and cloud computing. In order to test the proposed method-
ology, a survey should be implemented to collect the necessary data. The selected 
sample should focus on firms within the same sector, since there are several factors 
(external and internal) influencing different sectors, which lead to biased results and 
conclusions. Recalling the methodological issue under discussion - act on the connec-
tion between the ‘performance analysis’ (indicators of the information system per-
formance) and ‘competitive analysis’ (indicators of a company’s performance, or its 
business success factors) - the necessary data should focus particularly on knowing: 
what information systems and technologies those firms have; what are their critical 
success factors; if those systems and technologies are helping to meet them; if they 
use entrepreneurial information architecture approaches; if their systems are planned 
to obtain real time critical information; if some of their systems are not being fully 
explored and what functions are affected; and if they are using any cloud services. 
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Abstract. Service - oriented organizations often deal with incoming non-
routine request types, each with significant variations in requirements conse-
quently driving discovery of processing needs.  At the same time such organiza-
tions are often challenged with sharing high-cost resources and executing static 
processes that do not lead to effective delivery. This requires an ontology de-
signed for flexible adaptation to facilitate performance traceability and knowl-
edge mining. Specifically we present a formal dynamic service ontology that 1) 
obtains tacit knowledge as explicit in-the-micro feedback from workers per-
forming roles, 2) provides in-the-small evolutionary (dynamic) process instance 
structures and monitoring mechanisms, and 3) aggregates process instances 
metrics into a performance and decision-making facility to align to in-the-large 
goals of stakeholders. The multidimensional ontology for process flexibility and 
performance traceability was derived from industry case studies and is cogni-
zant of stakeholder interests. We use customer service request data to validate 
the ontology through its use in adaptive decision-making applied to a large IT 
shared services organization. 

Keywords: Enterprise Architecture and Services, Stakeholder based perform-
ance modeling, intelligence mining, organizational change, micr and macro 
modeling.  

1   Non-routine Service Requests and Stakeholders 

Our goal is to improve the performance of knowledge-intensive processes that arise in 
the context of non-routine service requests and requirements. The needs of such proc-
esses are not met by the static precedence-driven workflows of production processes 
designed for routine requests.  At the same time the workflow provides the structure 
for traceability that is a great source of information for decision-making. Our experi-
ence in deploying numerous enterprise-integration-level workflows for processing 
non-routine service requests has led to a service ontology. This in turn 1)  
motivates the formal ontology for complex systems, 2) its applicability to perform-
ance traceability and adaptive decision making, and 3) ontology validation through 
illustrating the adaptation achievable using data from a services organization. The 
overall conceptual architecture is applicable to the operational systems such as cyber 
infrastructures that have collaborative front ends and federated backend systems.  



84 J. Ramanathan et al. 

We start below with customer-originated request events (custom orders, help tick-
ets, etc.) that allow an organization to ‘sense’ new needs and then ‘respond’. To  
contrast traditional make-sell with sense-and-respond organizations, we begin with 
routine requests as a starting point for characterization and comparison between  
routine and non-routine requests respectively.  

Characteristics of routine requirements and production workflows  
Routine requests can be predicted thus, in that predictable context we can have pre-
designed workflows, data flows, transition guards, role assignments, and the like 
based on the static characteristics of the process and the organization.  Specifications 
and examples are documented by bodies like the W3C, Workflow Coalition and other 
initiatives. Such designed workflows also can optimize the assignment of resources to 
achieve cost effective quality on a repeatable basis. The rules in such definitions are 
often represented in a formal model such as a petri net and are the best practices and 
knowledge of the organization. The rules are extracted by process designers from 
what is known about the type of product, the individual process steps to produce it, 
the organization’s culture, etc. making the process a valuable representation of 
organizational knowledge at a point in time.  
 
Characteristics of non-routine requests and complex systems 
Next focusing on non-routine service request events and context, we note that these 
involve dynamic discovery and are knowledge-intensive and thus not well-suited to 
static process specifications. Services in general require a significant amount of 
human expertise and flexibility largely because processing required depends on the 
challenges of the particular request and its knowledge requirements. We use the term 
complex system to emphasize the process decisions and flows of knowledge that are 
dynamic, distributed across organizations and systems.  

 
COMPLEX SYSTEM AND DIMENSIONS: A good example of a complex system is the 
emergency admittance in a hospital. In this case the patient condition and require-
ments are not fully known. Hence the right questions must be asked by the 'triage' role 
to identify the right skill assignments (i.e. a cardiac specialist), and the services are 
delivered when the resources as knowledge resources become available.  That is, 
during any interaction the need for other sub-interactions are often dynamically dis-
covered in the context of the current task. This is also an example of the micro-
dimension where each knowledge worker makes decisions about the local workflow. 
(Here we use the term ‘dimension’ to refer to a stakeholder group with similar inter-
ests and roles.) At the same time the patient flow process in-the-small-dimension 
from the emergency room to the discharge also varies. Finally, at a macro-dimension 
all patients are attended by the same organizations in a predetermined manner to de-
liver effective health care services. At the highest dimension, the variations apparent 
at the lower dimensions are not visible due to lack of traceability. Thus, complex 
systems are creative in nature and challenging to manage because they fundamentally 
encourage participants to apply their own evolving personal expertise to augment 
shared and static organizational process knowledge. Since non-routine requests are 
not well-determined, it is difficult for a static workflow model to meet the needs of all 
variations. Thus, here we propose a multi-dimensional non-deterministic ontology.  
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RESOURCE SHARING AND KNOWLEDGE INTENSIVE PROCESSES:  Another important 
aspect of knowledge intensive processes and instances is that they share expensive 
resources. In the emergency room example the cardiac specialists provide services to 
multiple patients in their particular role. The knowledge about the patients and emerg-
ing practice must also be shared. Another example, this time related to systems in an 
IT (information technology) organization, is expensive enterprise servers that are 
shared providing virtual machines to multiple applications and business processes. 
Here too there is emerging knowledge regarding sharing high-cost resources and the 
lowering of energy consumption.  Also, these are just two examples of many different 
non-routine types that abound within any enterprise, making it complex. Thus any 
effective service-oriented ontology must consider resources that are shared and facili-
tate knowledge management. The approach here focuses on roles and resources and 
the recording of tacit individual knowledge and leveraging it for future work and 
adaptation by integrating this with performance information. 
 
DISTRIBUTION OF PROCESS EXECUTION:  In the typical enterprise there are many 
enterprise applications each with static workflows contained within them!  It is also 
true that customer service delivery often requires responses that span multiple organi-
zations and applications. Each of these has its own user interactions that are part of 
the end-to-end customer facing process. It is therefore not always practical to create a 
workflow engine that has tightly-coupled interfaces to multiple systems, especially as 
the service processes adapt to external circumstances. Thus we propose a process 
engine that can flexibly execute interactions 1) directly through an interface with the 
resource(s) (i.e. a user or an application service), 2) indirectly through the capture of 
the execution metrics that are a side-effect of one or more interactions completed in 
other systems, and 3) indirectly through the reporting of metrics and actions played 
out in the physical world.  
 
MULTI-DIMENSIONAL ALIGNMENT OF STAKEHOLDERS’ VALUE: We also take the 
engineering life-cycle stance where ultimately a process brings together resources to 
complete interactions that deliver value to specific stakeholders - the customer, busi-
ness, operations, and individual.  Thus the value to each of these stakeholders must be 
traced through the ontology and as the key benefit of process execution. As men-
tioned earlier, traceability is through the recording of dynamic objects, associations 
and metrics during execution. Thus, here we explicitly identify the stakeholder groups 
as dimensions and address continuous improvement or adaptation towards goals.  

1.1   Introduction to a Complex Life-Cycle Management Case Study  

The complex service system characteristics above are reflected by many non-routine 
organizations within any enterprise. In general, the end-to-end LCM (Life Cycle Man-
agement) type processes reflect service challenges that exist in many organizations 
such as the Software Systems and Engineering, Customer Service Center, Emergency, 
Repairs, Design Engineering, and Process Planning. We have selected LCM within a 
large internal IT organization and its operational systems and software for illustration 
of the adaptation solution. 
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Fig. 1. Multi-dimensional concepts for adaptation (execution in blue arrows and feedback in 
red arrows) 

A Customer Service Request (or CSR) to the internal IT organization starts a chain 
of events within multiple other organizations (like the Project Management Office 
(PMO), Architecture and Engineering (A&E), Application Development (AD), and 
Production Operations (PO), all staffed with skilled resources and specialists that 
address the particular lifecycle and changes to enterprise application systems. The 
CSRs are requirements that originate from multiple customer departments. As the 
impact of the CSR is understood, individuals with specific skills are then assigned to 
the roles of the process to perform activities that research, use, create, review, and 
deploy the artifacts for the system enhancements. The CSR typically starts a Life-
Cycle Management (LCM) process to ensure that 1) functional and non-functional 
requirements of the change are identified, 2) implementation tasks are executed, and 
3) deployment is assured with respect to the approved plans and monitored. Finally, 
the stakeholders must be satisfied that processes are effective and are providing value.   

1.2   Related Work and Key Concepts for Adaptation 

Related Research and Technologies   

WORKFLOW ENVIRONMENTS: Considerable relevant work in different environments 
for processes and collaboration exists. Different ideas for flexible workflow and 
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CSCW systems, the focus of our work, have been motivated in several publications 
[1, 2, 3, 4, 5, 6].  There also has been a realization that we need tools which look be-
yond process automation to a more comprehensive notion of support for organiza-
tional processes [1].  This includes giving humans more insight into decision making 
activities for computer-supported organizational processes and allowing such proc-
esses to be flexible and adaptable. Research [2] also supports this idea of flexible 
workflow through a notion of adhocracies. Adhocracies are characterized as organi-
zations facing a complex and dynamic environment, resulting in a chosen organiza-
tional form with extensive use of liaison devices, selective decentralization and  
coordination by mutual adjustment. This work also distinguishes between ridged 
enterprise workflow (we call in-the-large) and workgroup workflow in which 
autonomous workgroups must maintain some control over process definition (we call 
in-the-small). These ideas are the context for our ontology. Complex systems and 
processes fall into this dynamic adhocracy category by virtue of having process ac-
tivities and participants dependent on the project requirements. The way to facilitate 
this dynamic relationship is to give project teams the ability to define and execute 
activities freely, within an overall structure.  
 
WORKFLOW KNOWLEDGE MINING: Related work also includes process and activity 
mining from various enterprise data stores and user contexts [5]. Activity centric work-
flow models have been generated through the mining and correlating of data from 
transactional systems .Additionally finer grain user workflow and tacit knowledge can 
be extracted (such as through the use of an interactive context tracking help bubble 
[5]). Other types deal with the development of organizational structure by mining data 
in a variety of different contexts. Finally work in recommender systems provides in-
sights into ways in which user preference patterns can be used to make additional rec-
ommendations. While the context and application for each of the works above are quite 
different, they provide process background and insights for our work aligning in-the-
large/small/micro. That is working in a collaborative enterprise setting provides proc-
ess and organizational footprints by which we can extract valuable knowledge.  By 
embedding interfaces for the generation and collection of workflow data into everyday 
tools, we allow for a more integrated and informative process and organizational foot-
prints, thus facilitating traceability advantages of traditional workflows. 
 
ARCHITECTURES AND CYBER INFRASTRUCTURES: The motivation here was to ex-
plore how the value of a process can be identified and delivered to the stakeholders of 
a complex cyber infrastructure. The goal is the architecting of such a cyber infrastruc-
ture (with data federation and tools) within a public or private enterprise. This is also 
related to work on the management of enterprise architectures consolidated in TO-
GAF and the operational aspects in ISO20000 (ITIL). Here we build on sense-and-
respond strategic planning, goal-directed change management and ontology-based 
concepts of a dynamic fractal architecture based on customer-provider transactions. 
We present and validate a process ontology that 1) implements an enterprise knowl-
edge infrastructure that makes aspects of tacit knowledge more explicit, 2) supports 
the mining of knowledge to guide decision making, and 3) illustrates the use of 
knowledge to create a sense-respond organization.  
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1.3   Key Adaptation Concepts Addressed in This Paper 

Here we take the approach that process stakeholders and traceability beneficiaries can 
be viewed in four dimensions  
 

 external context of future non-routine requests in a sense and respond or-
ganization   

 in-the-micro service provider 
 in-the-small process composed of multiple provider roles complete a  cus-

tomer request   
 in-the-large stakeholders that view business performance in aggregate   

 

IN-THE-MICRO DIMENSION OF SERVICE PROVISIONING ROLES: ‘In-themicro’ refers 
to the service provisioning roles. While pre-defined process discipline can sequence 
the tasks (e.g. produce architecture must precede review architecture), tacit knowl-
edge is used to identify, use, and create information on a fine-grain level with little 
guidance possible at the generic macro process. This results in ad-hoc collaborations 
and deviations, or what would be called exceptions in the production/formal work-
flow model. These collaborations are extremely valuable and can be leveraged to 
mine information, capture knowledge, and add additional guidance during the proc-
ess. Knowledge workers are involved in sensing variation in non-routine requests and 
can indicate how their explicit responses deviate from the established processes.  For 
example if during the execution of a produce architecture process results in success-
ful delivery by one particular resource that often hands-off architecture information to 
a networking resource, then future executions of the workflow benefit from this hand-
off under similar requirement conditions. Thus, the value is the capture of tacit 
knowledge and it availability for subsequent service delivery to improve customer 
perceived quality. Thus the complex system structure must provide a way for gather-
ing the interesting user knowledge and provisioning metrics.   
 

IN-THE-SMALL DIMENSION OF SERVICE CUSTOMER AND PROCESS INTERACTIONS:  
While the sensing of variation occurs locally by individual resources, the process 
interactions ‘in-the-small’ ensures that all the needed resources are applied in the right 
sequence. To enable this, the complex system structure must also enable process 
flows that are dynamically discovered. (We will not focus here on routine requests 
that are well handled in existing applications.)     
 

IN-THE-LARGE DIMENSION OF STRATEGIC ADAPTATION ROLES:  Information is also 
critical for adaptation - detecting global organization trends, prioritizing changes and 
alignment to business and strategy goals. The aggregated performance of process 
instances provides ‘in-the-large’ trends to align decision-making to customer/market 
and business goals. The traceability to in-the-micro provisioning and in-the-small 
process instances also allows more specific information to be relayed to local roles 
which can adapt to future non-routine requests and task executions.   
 

VALIDATION ILLUSTRATING VERTICAL TRACEABILITY AND BENEFITS: Using 600 
CSR records collected from a large organization presented earlier, we will show verti-
cal traceability information across dimensions provided by the meta model given 
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below has value to each stakeholder group as follows 1) collection of tacit informa-
tion and its future availability in-the-micro, 2) performance capture within dynami-
cally evolving processes, 3) in-the-large to in-the-micro traceability for decision  
making and alignment. This is also continuous improvement; however we call it 
‘adaption’ because new behaviors are allowed to emerge dynamically.  

We next introduce the specific ACE ontology that allows us to deliver these types 
of features. 

2   Multi-dimensional Service Ontology 

2.1   Adaptive Complex Enterprise (ACE) Service Ontology  

A multi-dimensional ACE process has five building blocks - Interactions, Roles, 
Artifacts, and Event-Condition-Interactions - described below.  

INTERACTIONS (I): Examples of service interactions or just interactions include 
'Incident management', Emergency treatment, Book purchase at a .Com site. A 
process is a collection of related interactions. An Interaction completes a transaction 
between a customer and provider role (these can be either internal or external to the 
organization). Each interaction might also have many other roles. An interaction starts 
upon the arrival of an event if its condition is met and it has a definite end. At the end 
of an interaction artifacts (see below) are produced and the resources performing its 
roles are ‘released’. An interaction can also have more specific sub-interactions 
associated and these can be initiated by a request. This is similar to other activity-
centric models of collaboration that have been proposed in order to capture a handoff 
between roles.   

SERVICE LEVEL (SL):  An interaction provides the structure for customer-centered 
performance attributes like when started, where (e.g.GIS location) executed, why 
executed, how long in execution, when completed, wait time for sub interactions, 
what roles, and what resources were assigned to roles, etc. An interaction also has 
internal states and priorities discussed later. In particular many of these attributes help 
us synthesize the service level achieved from the customers’ perspective.  

ROLES (R):  Roles are capabilities that the provider role makes available for the 
completion of the interaction and to create/enhance artifacts. Hence, roles define what 
resources and skills are needed to perform each Interaction. The actual assignments of 
resources to roles can be made just prior to interaction execution.   

 A role is executed by resources that can include humans, systems, and physi-
cal resources and assets.  For example the roles for the customer service desk 
might include a help desk operator and a customer relationship management 
system.   

 A role may be a composite, meaning it is an aggregation of other roles.   
 A role may use shared resources. A resource can thus be assigned to differ-

ent interactions and their roles. Thus with each resource we have metrics  
attributes that include: Time a resource is applied in a role and interaction, 
Capacity of a resource that is available / allocated, Cost of a resource. Also 
resources in a role can provide important feedback as characterized later. 
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OPERATING LEVEL (OL): A basic role is itself an interaction that has associated op-
erating metrics like capacity, availability, skill etc. It has a one-to-one relationship 
with a resource. That is, role interactions are shared. We will often use the term role 
to mean either role or its actual assigned shared resource. 

ARTIFACTS (A):  An artifact is information (or a widget or asset) associated (i.e. used, 
produced) by an interaction.  It may be some representation of the final service (or 
product) or some intermediate information that is shared from one interaction to 
another. Artifacts can contain other artifacts and even play a role in an interaction.  
Often artifacts from one interaction are required in order to start some other 
interaction (as in a data flow view).  These result in dependencies as a given artifact 
may depend on a number of other artifacts and interactions that produce them. The 
interaction process is itself started off by a request for an artifact. Metrics attributes 
related to an artifact include quality, what interaction, location (possibly GIS), and so 
on. Every role has the ability to view the details of all the artifacts in the process 
instance that it is authorized to see. When assigned to an interaction to perform it may 
add dependencies to the artifacts indicating that additional information is needed in 
order to carry out the work. Roles may also add additional items to its artifacts, or 
define new ones, indicating information it would like to pass along to others or for 
recording purposes. 

EVENT - CONDITION – INTERACTION (ECI):  Examples of events are the arrival of an 
external request (an order, an incident, a patient etc.), the completion of an interaction, 
routinely scheduled timer-based, or an exception. An event causes interactions if 
certain conditions are met.  As a result of an event(s), as the context, conditions are 
checked. If the condition is met, the interaction is executed with the associated roles. 
Thus, upon the arrival of an event, if its condition is met, the associated interaction 
type is instantiated and executed to produce or modify a set of artifacts using a set of 
roles as represented by: Ex: Ix {Ax} {Rx}.  This traceability between objects related 
to execution instance x is also illustrated graphically in Figure 2.  Furthermore, these 
associations are the basis for mining knowledge as illustrated in the following 
validation section. Finally, there can be local constraints attached to any of the above 
objects. 

2.2   ACE Execution Engine 

At runtime, instances of interactions are executed (enacted interactively by the user if 
needed) according to the details given below.     

 
PROCESS EXECUTION AND DYNAMIC EVOLUTION IN-THE-SMALL: A process has at 
least one main interaction. The main interaction originates with an event. For  
example, a specific CSR request starts its LCM interaction if the condition is true. In 
this case the condition is the assignment of resources that are available for that  
particular CSR. The following rules govern the process execution and evolution. In-
teractions can start sub-interactions. Interactions can also be sequenced.  Also, if any 
interaction is started but has unmet dependencies on an artifact, the unmet interaction 
dependencies are also started. The typical engine rules for execution are based on 
priority.  
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Fig. 2. LCM as an ACE System of interactions and dynamic sub interactions 
 

 

At any time a set of interactions are ongoing and in different states. Interaction 
states include:  

 

 Requirements - the event has happened and the condition is being checked 
 Executing – the roles are assigned and producing artifacts 
 Delivery – the artifacts are being provided to the customer(s) or to ‘cus-

tomer’ interactions. 
 Waiting – the interaction is waiting on a sub interaction stopped that has been 

initiated in one of the following ways.  Interactions can initiate other request 
events and sub-interactions in a fire-and-forget/wait-to-complete/wait-to-
execute modes.   

 Completed – the interaction is finished and the roles are released. 
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LOOSELY COUPLED DISTRIBUTED EXECUTION: The execution of process interaction 
is itself loosely coupled to the ACE engine that determines what conditions are met 
and updates the states of active interactions. For example, a human or an automated 
system can pick up an interaction description, perform it in the physical world and 
report completion. Alternatively, the interactions can be executed by a production 
workflow contained in another enterprise application and the execution results im-
ported to the ACE database (based on the ontology). In this case the ACE tools treat 
the data the same as if the ACE engine generated the data.    

 

NON-DETERMINISTIC: In a typical workflow system a transition is deterministic and 
moves the process from a source to a target step, terminating the source step. In our 
model above, transitions or interaction activations are dynamic (and even user initi-
ated) and more non-deterministic. Conditions can examine the attributes of other 
interactions, artifacts and roles to allow for more flexibility. The process does not 
encode a particular routing, but rather detects dynamic conditions that require other 
interactions to be activated by a request event. Many interactions may enter a ready 
state due to conditions that are met. The execution itself is therefore non-
deterministic.  

3   Meta Model Application and Validation  

VALIDATION OF ACE: Having presented the ACE ontology (derived from industry 
case studies as mentioned earlier), the question we next ask is what are we validating?  
It is clear that we are not validating our particular ontology implementation (The 
Mirror cyber infrastructure) as many workflow engines exist and their implementation 
specifications are now widely established by standards bodies. 

Instead, our main thesis is this: The flexibility of the ACE ontology better facilitates 
the traceability for collaborative stakeholder decisions within sense-and-respond 
non-routine service organizations.  The vertical synthesis of information (in blue) and 
the feedback to roles (in red) across stakeholders is also illustrated in Figure 1.  That 
is, we address the validation question with two specific illustrative cases. 

 Case 1: Without in-the-micro feedback, what is the limitation of in-the-small 
and aggregated in-the-large performance metrics captured by typical produc-
tion workflow engines?            

 Case 2:  How does ACE’s addition in-the-micro process traceability leverage 
vertical visibility to make better informed decisions?   

INDUSTRY DATA: Our validation cases are based on a sample of industry interaction 
data for the CSR-LCM process (Figure 2). The data set collected is for 90 days and 
the sample size has 541 records.  It is for the primary LCM interaction from the pro-
ject management system capturing useful information like requests, interaction state 
changes, recording of the start and stop times of CSRs, modification of artifacts, re-
source assignments to roles, and so on. Also, separately to illustrate Case 2, associated 
each CSR interaction is the in-the-micro role feedback on the difficulty of the request 
and interaction (easy, medium, hard). With this we can now illustrate the value of a 
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multi-dimensional performance model to decision-making in our internal IT organiza-
tion introduced earlier. This includes the stakeholders roles such as business manag-
ers, project managers, architects, programmers and operational.  

In summary, below we present two cases: Case 1) the in-the-small traceability here 
is used to understand the approximate behavior of roles (in this case software engi-
neers and enterprise systems) in the CSR-LCM interaction, and Case 2) shows when 
there is in-the-micro explicit knowledge feedback from roles, the actual insights result 
in better decision making.       

 
Goal (for Case 1 and 2):  reduce response time.  
CASE 1: AGGREGATION OF PERFORMANCE DATA  WITHOUT IN-THE-MICRO ROLE FEEDBACK (BLUE 

ASSOCIATIONS IN Figure 1)
In-the-micro No input from the knowledge workers in this case.

 
In-the-small 

Customer Service 
Request (CSR).  This is 
an example non-routine 
request type.  

In-the-large 
aggregation of 
interaction 
performance (using  
Starlight
Point Systems for data 
mining).  

Node is the CRISE 
role/ enterprise 
business system 
Lowest layer - all 
the CSR requests 
pertaining to that 
system,  including 
those that are 
finished;
Middle layer is the 
time to complete 
CSR. 
CASE 1: Decision 

making for 
improvement and 
feedback (red 
associations in Figure 
1). 

Poor Traceability: We do not have any insight into what can be done to improve 
performance.  Cannot relate time taken (a symptom) to causes in-the-micro (eg. role 
knoweldge)  in this view.

CASE 2: PERFORMANCE TRACEABILITY TO ROLE KNOWLEDGE FOR DECISION-MAKING (BLUE AND RED
ASSOCIATIONS IN Figure 1)

In-the-micro Interaction 
Assistant

Local Ad-hoc interactions (sticky note user interface, for example) 
dynamically introduced by roles to make their knowledge explicit.  In our 
example each of the 600 CSRs is further identified with role input as 
Easy/Medium/High difficulty.     

In-the-small Customer 
Service Request (CSR).  

Same as above.

CUSTOMER OFFICE: ABC 
CREATE_DATE: 1/15/2009 10:48
DOC_ID:  CRISE_CSR_4530
PRIORITY_INITIATOR:  HIGH
STATUS: CLOSE
BUSINESS SYSTEM:  CRISE
TYPE: code change
ACTION_DATE: 1/31/2009 16:50
TITLE:  Remove Obsolete COBOL Run Time Libraries From Procs
SERVICE NEEDED:  Remove dataset SDC.VS31.COB2LIB from the load library concatenations in 

procs. 
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In-the-large aggregation of 
CSR instances presenting the 
different systems (e.g. CRISE) 
with the number of CSRs in 
each of its different 
interaction states.  For 
example:  Red represents 

r
Blue represents those in 

Note that CRISE has a 
large number of open and 
close CSRs.  This is in 
contrast to its peer (SCOTI 
etc.) which has fewer open 
records.  Note also that this 
view still does not give us 

Combining in-the-small 
and in-the-micro feedback 
from knowledge workers.  We 
can now see the CSRs with 
the CRISE knowledge worker 
role input (easy, medium and 
hard).   Colors are used as 
follows:  blue - started but not 
completed, red-
open/unclosed, yellow- closed.   
One can now see that many 

Why?

CASE 2: Decision making 
for improvement and 
feedback (red associations in 
Figure 1)

Alignment to goal: We can now see the result of the 'difficulty' in-the-micro 

for improvement that need to be investigated: better documentation, better role 
assignments based on domain knowledge, etc.   Finally, smarter triage rules 
based on this will allow more interactions to move in parallel, for a fixed number 
of resources. 

 
 

Better decision making requires the traceability of in-the-micro knowledge to per-
formance goals in the large, as the two cases illustrate.  This is achieved better by 
Case 2 using the traceability between explicit in-the-micro role knowledge (difficulty) 
to in-the-small interaction performance (span time of the CSR-LCM process) to  
in-the-large aggregated performance goals (which system is high priority and poor 
performing).   

3.1   Recommendations for Complex System Improvement    

Generalizing from the above example, we can now claim in general that much of the 
decision-making for complex system improvement can be supported and automated 
by identifying underlying axioms and principles.  For example, the next step in deci-
sion-making related to Case 2 is Case 3: Understand whether resource skills play a 
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role in easy CSRs that are open for an unusually long time.  This illustrates other in-
the-micro information that becomes useful in the detection of interesting behavior:       
 

No deviation from peers:  If any resource, R, assigned to role, X, produces 
part of an artifact with performance metrics that is significantly different 
than R’s peers performing the same interaction, no deviation from peers is 
violated. 

 

The related principle allows us to look for resource-related reasons for interesting data 
phenomenon, yet protect the individuals based on HIPAA [http://www.hipaa.org/].   

This axiom actually applied twice earlier in the validation example above. First at 
the in-the-large dimension, by looking at the CSRs related to systems we conclude 
that CRISE has the highest number of open CSRs and is therefore deviating from its 
peers and interesting.  Second, by tracing to the explicit 'difficulty' knowledge ‘in-the-
small’ of the engineers and peers the somewhat counter-intuitive insight is that most 
of the CSRs are actually not that difficult. They are actually of easy or medium diffi-
culty. This insight leads to better project management decisions to make process im-
provements. Thus, we claim that ACE type process models with execution  
traceability between stakeholder interests provide the basis for dashboard - type func-
tionality to manage and improve complex systems. We have shown that in general 
deviation from peer allows us to look for target areas where the enterprise is  
misaligned.   

4   Conclusions and Future Work  

We have introduced 1) a dynamic approach to complex systems and processes that 
incorporates an event-based context sensing approach, 2) a dynamic framework for 
response based on process evolution and mechanisms for tacit knowledge capture, 
and 3) finally a multi-dimensional framework synthesizing top down performance 
knowledge (based on priorities and value) and bottom up knowledge flow.  Further 
we illustrate the advantages of such traceability applied to decision -making by cus-
tomer and provider stakeholders.  In the future we envision an intelligent ACE assis-
tant layer on the internet (using web services for data mediation and security) that 
synthesizes execution patterns and makes suggestions to stakeholders that manage 
sense-and-respond complex systems.  Our goal is to develop and validate principles 
and axioms to consolidate interesting facts across instances and develop collaborative 
tools for knowledge and performance evolution.  We are developing a Cyber Infra-
structure for research based on the ACE meta model.  Such infrastructures must fed-
erate many organizations and systems.  Currently have a prototype of the architecture.  
In parallel we have validating the meta model through numerous projects on-going 
within our Industry University Collaborative Research Center.   
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Abstract. This paper is an effort towards illustrating the use of expert panel 
(EP) as a mean of eliciting knowledge from a group of enterprise resource plan-
ning (ERP) experts as an exploratory research. The development of a cost  
estimation model (CEM) for ERP adoptions is very crucial for research and 
practice, and that was the main reason behind the willingness of experts to par-
ticipate in this research. The use of EP was very beneficial as it involved vari-
ous data collection and visualisation techniques, as well as data validation and 
confirmation. Beside its advantages, one of the main motives for using a group 
technique is that it is difficult to find a representative sample for a casual survey 
method, as ERP experts and consultants are rare to find, especially in the scope 
of SMEs’ ERP implementations. It is worth noting that the panel reached con-
sensus regarding the results of the EP. The experts modified and enhanced the 
initial cost drivers (CD) list largely, as they added, modified, merged and split 
different costs drivers. In addition, the experts added CF (sub-factors) that could 
influence or affect each cost driver. Moreover, they ranked the CD according to 
their weight on total costs. All of this helped the authors to better understand  
relationships among various CF. 

Keywords: ERP; cost estimation; expert panel. 

1   Introduction 

As they say, “it’s about the journey, not the destination”, research techniques are 
very crucial for any research endeavour. They can lead researchers to the right path, 
or deviate them away from the desired destination. Moreover, the significance of any 
research results is determined by several measures, and the data collection and analy-
sis techniques are on top of them.  

In our proposed research phases, different data collection techniques are used and 
proposed. Some of those techniques are qualitative in nature, some are quantative, and 
some are mixed approaches. The variety of methods chosen should help in identifying 
the different costs and factors that influence costs in the Enterprise Resource Planning 
(ERP) systems adoption processes, in order to establish a cost estimation model 
(CEM). In addition, these techniques should provide a multi-perspective on costs 
through involving various key stakeholders from beneficiaries, independent consult-
ants, and vendors that participate in ERP adoption projects. 
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In particular, this paper discusses the Experts Panel (EP) approach that was used as 
a part of our “initial model development phase” (see fig. 2). The paper is an effort on 
arguing why group discussions and interviewing techniques are proposed in our initial 
exploratory research phase, and why we preferred the term “Experts Panels” over 
Delphi and Focus Groups (FG).  

The remainder of the paper is organized as follows: the next section presents the 
research overview, researchers’ perspective of costs, followed by a description of the 
EP conducted.  Moreover, a brief comparison between the EP and other related tech-
niques followed by a conclusion. 

2    Research Overview 

In the next sections, scope, perspectives, and data collection are discussed.  

2.1   Research Scope 

As previously mentioned, this research focuses on identifying costs and the factors that 
influence costs within the adoption process in SME’s in order to develop a CEM. Adop-
tion in this research starts prior to phase 1, and ends at phase 5 (see fig. 1). In other 
words, the focus starts with the cost drivers (CD) occurring during the feasibility study, 
consultant selection, vendor selection, contracting, etc till the Go-live phase. Post instal-
lation costs are often recurring within the ERP system lifetime. These costs are hard to 
take account of within this research. Thus, costs that occur after ERP installations are 
off boundaries of this research effort and maybe left for future research, yet the standard 
agreed-upon maintenance costs in contracts fall within this research’s boundaries. 

 

Fig. 1. SAP's accelerated methodology (ASAP) – Adapted from www.sap.com 

2.2   Researchers’ Perspective (The Cost Lens) 

This research is not concerned with cost/benefit analysis; it is more focused on the 
relation (or difference) between estimated ERP adoption costs with actual adoption 
costs of completed projects. The cost lens proposed in this research is because  
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sometimes benefits in relation to costs are not important or unattainable. For example, 
when an SME’s budget is crossed, it does not matter how much benefits it will gain 
through dedicating more money to the project, as it might be out of the required re-
sources already. In addition, benefits and their associated costs should be projected 
correctly from the beginning, as many companies implementing ERP systems filed 
for bankruptcy e.g. FoxMeyer Drug [1], [18], [21], and this was mainly due to a faulty 
ERP budget and schedule estimations [12], [13], [17]. Thus, in the previous example, 
the costs view is more crucial despite the potential benefits, as you can always gain 
more benefits when you pay more money, but it is all about your budget and your 
resources’ availability. Moreover, the CEM should be used in order to project more 
realistic cost estimates, while benefits should be the motive for implementing an ERP 
in first place. Usually the expected benefits are the system requirements based on the 
requirements analysis included within the request for proposal (RFP) invitation. 

2.3   Research Methods and Design 

It is hard to predict the future without studying the past. Hence, this research will be 
based on data collected from EPs along with actual data from organisations that al-
ready completed their ERP adoption process. And this will be done through a multiple 
case study design, as it has more investigative recompense compared to single case 
study, as well as it provides a flexible approach for Information Systems research [3], 
[8], [32]. This research will apply a multi-method research technique, encompassing 
multiple case studies, empirical literature findings, EPs, documents analysis, inter-
views, as well as surveys. Furthermore, in order to build strong substantiation of con-
structs, data triangulation as a mixture of qualitative and quantitative data collection 
methods will be used [8]. 

To reach the goal of developing a CEM, this research project will tackle different 
research questions and aspects within the very domain of ERP cost estimation within 
SMEs. These aspects will require different perspectives, methods, and tools within its 
development cycle. After identifying relevant perspectives through inductive methods 
that can assist in identifying factors that influence costs and cost driver to be included 
in a priori CEM within phase one. Then phase two will start, and in this phase, an 
empirical test of the cost model will be conducted in order to identify the relative con-
tribution of the different cost concepts in understanding the resulting costs of ERP 
adoption in SMEs. While phase one will be qualitative and inductive in nature, phase 
two will be deductive and quantitative. 

This research will conduct multiple case studies. Fig 2 presents an initial map of 
the proposed research design.  Within the initial model development, theory, literature 
review of empirical research and the researchers’ experience will be used in order to 
develop an a priori CEM. In addition to that, several EPs with vendors, consultants, 
and beneficiaries are going to be held in order to direct the a priori CEM development 
into the right direction.  

The theory to be used in this phase is the stakeholder theory (ST), which plays a role 
in identifying the stakeholders and cost associated with them in these ERP adoption 
process using its stakeholder identification instruments. Besides ST, the empirical find-
ings and data collected will compliment ST in CD’ identification. The a priori CEM will 
be used in the second stage as an initial guide for pilot interviews. Then an interview 
guide will be developed, and interviews will be conducted to the cases selected.  
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In the following stage, a mixture of qualitative and quantitative analysis will be un-
dertaken. As the ST has a very good technique to identify stakeholders and respon-
dents, still it lacks relevance to information and technological aspects. Thus, a com-
plementary theory(ies) will be considered after this initial research step. The findings 
from the analysis are crucial, because they will be used in mapping candidate theories 
to these findings, in other words, an iterative theory relevance check will be conducted.  

In case of not finding a relevant theory, a grounded approach will be an alternative 
for theory building from case study data as advised by [8]. After theory mapping or 
building, the research design will be modified to accommodate the chosen theory. 
Then a survey will be conducted followed by quantative analysis. 

 

Fig. 2. Proposed research design: Adapted from [7] 

2.4   Sources of Data and Data Collection Methods 

In order to develop an effectual CEM, this research will collect actual data from the 
industry. The data required is as follows: 
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1. Data is based on finished projects. 
2. Data Sources: Beneficiaries, consultants, vendors, and any stakeholder identified 

through the stakeholders analysis. 
3. Type of data: Company size, industry type, cost factors (CF) and drivers (e.g. 

Business process reengineering, vendor selection costs, new hires, contracts, etc). 

A further description of each data collection technique is as follows: 

a) EP: incorporates different techniques and data collection methods. The panels 
includes various key experts in the ERP adoption field, including consultants, 
vendors, and key project representatives from beneficiaries.  

b) Interviews: semi-structured interviews will be conducted with beneficiaries, 
consultants, and vendors, and guided by [19] ‘recommendations for qualitative 
interviewing’. The interviews will be carried out with diverse employee positions 
within the organisations in accordance to ‘triangulation of subjects’ strategy pro-
posed by [26], and based on the initial interviewee’s sample plan identified by the 
stakeholder analysis. 

c) Document Analysis: analysis of project documentations including feasibility 
studies, project plan, project schedule, cost estimations, actual project expenses, 
as well as any documents recommended by the people involved in the project. 

d) Surveys: some are conducted as a part of EP in order to collect preliminary data 
about CF and CD within SMEs. Other proposed surveys will be conducted in or-
der to get feedback on the adequacy of the a priori CEM developed. 

3   The Experts Panel 

Due to the implications of this research into practice, an EP has been conducted. The 
EP recommendations and insights would be very valuable to this research within its 
exploratory stage, as experts would provide more inputs that would help the research-
ers to understand the phenomena or the problem they are studying. 

The EP serves as an initial research kick off, that will ensure the mapping of the re-
searcher’s ideas and research problems with practice. Moreover, the EP is used as a 
mean of eliciting knowledge from ERP experts. 

The panel included key persons involved in ERP implementations in Egypt. The 
participants were from the elite ERP consultants, vendors’ representatives and imple-
mentation project managers. The expertise of the participants represents “state-of-the-
art” knowledge in a broad range of international companies and industrial sectors. 
Eight potential participants were contacted by phone and via e-mail, and eight experts 
responded and participated. The panel included vendor consultants from SAP, JD 
Edwards, Focus ERP, independent ERP consultants, and project champions and man-
agers from different industrial beneficiaries. The variety of experts was to ensure that 
the researcher captures different views and perspectives on costs. 

- The Briefing 
Prior to the actual panel discussion, a research briefing was sent by email to partici-
pating experts. It contained information about the research, the panel setting, the re-
search objectives, as well as the expected implications for practice. 
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- The EP Discussion 
On the first panel meeting, an explanation (reminder) about the research objectives 
was provided. A set of presentations took place to explain the CEM, and what is 
needed from them in order to develop a model for estimating costs within the ERP 
adoption phase. Additionally, we illustrated the importance and need for such a model 
by beneficiaries, consultants, and vendors. Moreover, a less formal discussion was 
held at the beginning of the panel regarding their experiences with ERP projects in 
SMEs. Participants were asked predefined questions centred on the features of ERP 
adoption cost estimations within SMEs in Egypt, and its success rate of finishing pro-
jects at hand within budgets. Moreover, they were asked about the challenges facing 
implementers and costs’ impact on ERP adoptions in SMEs. Some participants from 
major ERP vendors mentioned that they use CEMs to estimate budgets needed from 
beneficiaries to cover their part of costs, but they said that these models are not accu-
rate, nor give a realistic view for beneficiaries about all the dimensions of costs 
needed for the whole ERP adoption project. One major note from several experts was 
that organisations regularly do not face cost problems in selection nor post-adoption 
phases, the majority of ERP problems and costs pop-up during the adoption phase, 
and that the research should focus and start with these costs. 

- The First Round 
In the first panel round, the participants were provided with an initial CD conceptual 
model (mind map). The initial mind map (fig. 3) was a visualisation of CF gathered 
through literature and researchers’ own experience with previous ERP adoption pro-
jects. The visualising of CD and factors in a mind map (tree-like) format is believed 
to enhance the participants’ insights and interpretations. 

While the mind map was presented to the participants, group discussions took 
place and were managed by two moderators. One moderator’s role was to ensure that 
the session advances smoothly, and the other’s role was to ensure that all the topics 
are covered. Both of them were taking notes. The moderator had predefined list of 
questions for group interviewing, and these questions evoked the discussion and 
brainstorming among participants. The discussions were about which CD and factors 
should be merged or split, change their naming, CF’ approximate weight on total 
costs, and their priority pertaining to SMEs, etc. 

Although some debates on some specific CD’ importance took place, the modera-
tor reminded the group about the focus of discussion, and that they should adopt a 
costs view within an SME setting, and this minimised the level of debates between 
them. From our point of view, the discussion between participants was very fruitful, 
as it initially consolidated their views, and made the participants brainstorm together 
and start to provide valuable suggestions and remarks.  

Further, each participant was provided with a questionnaire in a table (list) format 
that contained the compiled ERP costs. Their task was to verify if the listed CD were 
appropriate to build a CEM, and to ensure whether there are missing CD or existing 
ones that should be apart or combined, according to their relevance to the adoption 
process in SMEs. The questionnaire contained four main parts: 

1) A list of CD; 
2) A column to associate them with other CD that can influence these factors; 
3) A column to CF according to impact on SMEs’ ERP adoption projects; 
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4) A space to comment or add additional CD or factors that can influence these 
costs, which should be considered and were over looked. 

The CD list was gathered through literature and the author’s personal experience in 
the field. This was to ensure the relevance of the data collected through research and 
experience in the field with practice. The questionnaire was a combination of open 
and closed ended questions. The open-ended questions were to help the experts pro-
vide their insights, recommendations or suggestions about which additional CF to 
include, exclude, combine, or split. The costs factors column contained cost items 
compiled from literature and researchers’ previous experience with ERP adoption 
projects. The cost items scale was from very high to very low in relevance to overall 
costs in an SME setting. The main initial CD were vendors, change management, 
business process reengineering, project management, hardware, software, human re-
sources costs. 

The participants’ feedback helped in further developing CD, adding new factors, 
merging some factors, decomposing some factors to include important sub-factors, 
and identifying CD that can influence other CF. This brought us to a better  
understanding of CD that should affect an ERP adoption process. 

 

Fig. 3. Initial CD mind map 

- The Second Round 
In the second round, an updated list of CD was provided for participants. The list con-
tained the new updated CF and drivers captured during the first round’s questionnaire, 
interviews, and discussions. The updated list was presented in a table format as well 
as a mind map. The moderator initiated a discussion about the comprehensiveness of 
this list, and this stimulated group discussions and interactions. During this round, the 
participants have agreed upon some slight modifications to the CF’ list, and the list 
was directly updated accordingly. At the end of this round, the participants were pro-
vided with the reviewed CF list and were asked to rank them independently. Their 
task was to re-rank the costs and to make sure that all the presented CF and our inter-
pretations are complying with their suggestions and recommendations. The provided 
rankings of CD were: very high, high, medium, low, and very low. The participants 
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were alerted that CD should be ranked to their importance to the adoption phase 
within SMEs and from a cost perspective. 

The data was analysed and showed that the experts has reached consensus. More-
over, the updated and consolidated mind map was sent electronically to the partici-
pants in order to confirm the validity of the CD presented. The updated mind map is 
in fig 4. 

 

Fig. 4. Updated mind map 

4   EP in Contrast with Delphi and FG Techniques 

As researchers should choose the best method they think satisfies their research objec-
tives, the method used and proposed in this research is a combination of several tech-
niques. Although it is difficult to establish clear boundaries between the EP conducted 
in this research, and Delphi and FG, but WE will try in the following section to illus-
trate the main common similarities and differences between them. Part of this  
difficulty or confusion comes from literature itself, as the Delphi and FG studies have 
various variations which sometimes conflict with their own main principals, like in-
corporating fact-to-face group discussions in Delphi studies for example [5]. More-
over, while writing this paper, we have discussed it and consulted several colleagues 
in order to obtain their opinions about categorising the method used in this research. 
Some of them viewed it as a Delphi style research technique, and others viewed it 
more of FG research. These different views made me affirmative that the research 
technique used here is none of them; it is actually a combination of them whilst incor-
porating other techniques from other research methods as well. 

As mentioned above, the next part will discuss the technical and conceptual differ-
ences between the EP in comparison with other “similar” techniques. In addition, we 
will provide arguments about why the technique used is more adequate than these 
techniques. 
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- Similarities and Differences 
The EP technique used in this research shares similarities with Delphi, FG and NGT 
research methods. Although Delphi and FG techniques are considered data  
collection techniques through group interviewing or surveying, still they have basic 
differences. 

- EP and Delphi 
 Similarities 

In literature, the Delphi method has been used to acquire knowledge from single or 
multiple experts [25. The Delphi technique serves as a systematic method to collect 
ideas, opinions, and judgments on a particular topic at stake through the use of 
sequential questionnaires combined with feedback and summaries derived from 
previous responses [4]. The Delphi method is primarily used when the problem at 
stake does not suit itself with precise analytical techniques but can benefit from col-
lective subjective judgments and opinions [16]. Moreover, one of the main goals of 
the Delphi technique is to reach consensus position from experts [4], [20]. Some Del-
phi studies use sound ranking measurement techniques (e.g. Kendall’s W) through its 
iterations in order to measure the degree of consensus [2], [27]. 

 Differences 
Although the above-mentioned characteristics and goals match with those of EP, yet 
there are basic differences between both techniques. The typical Delphi method is 
asynchronous and does not incorporate face-to-face interactions between participants 
or experts [28], as the anonymity of respondents is believed to give the method posi-
tive recompenses over face-to-face  interactions [16].  

In order to reach consensus, there have been rounds in the EP that are similar to 
those of Delphi; on the other hand, these rounds incorporated surveys, rankings, plus 
group discussions and interviews. Furthermore, the EP incorporated ideas and sugges-
tions from the experts’ group discussions, as group interaction and brainstorming 
would enhance the amount and quality of responses, and would initiate new ideas in 
contrast with individual brainstorming [22], [23] in [28]. Moreover, group interactions 
can be used to examine not only what individuals think, but also how they think and 
why they think that in a particular way [14]. In our point of view, face-to-face interac-
tions are better when there is a group of experts that represents clients’ side and ven-
dors’ side in order to decrease bias through objective discussions. In addition, group 
discussion would enable participants to exchange ideas and point-of-views, which 
would help in narrowing down and reaching consensus. Furthermore, Delphi presents 
data, key issues, and items in a list format to participants [2], [29]. On the other hand, 
during the EP rounds, lists and mind maps were used. Instead of presenting CF in lists 
only, mind maps were used to visualise information and to help participants grasp the 
full picture of the factors and the relationships among them. A mind map is an infor-
mation construction tool represented as a graphical illustration of connections be-
tween concepts and ideas that are related to one core subject, and the process of con-
structing mind maps engages the participants with the content [31]. Mind maps are 
useful in situations where developing understanding, problem solving, brainstorming, 
delivering information, and evaluation of participants understanding are needed [31]. 
Moreover, mind maps are very similar to the notion of cognitive maps, which are  
used to record and graphically present qualitative data [6]. The mind map used was 
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dynamic; as we modified the map instantaneously according to their recommenda-
tions and suggestions to enable the experts to view the changes and re-evaluate them. 

- EP and FG 
 Similarities 

FG is a qualitative data collection technique through conducting organised group dis-
cussions and interactions, moderated by one or more moderators. In addition, FG is a 
form of group interview that relies on communication between group participants in 
order to generate data [14]. The participants in this group are selected and assembled 
by researchers in order to discuss and reflect on, from their personal experiences, the 
topic of researchers’ interest [24]. FG can be used at the initial or exploratory stages 
of a research [11], [15]. The chief purpose of FG research is to draw upon respon-
dents’ beliefs, experiences, and responses in a way in which would not be suitable 
using other techniques like one-to-one interviewing or questionnaires [10]. Moreover, 
several researchers have also indicated that group discussions can generate more sig-
nificant comments than usual interviews [11], [30]. 

 Differences 
FG are usually conducted in one rounds and do not capture comprehensive reflections 
from participants [9], on the other hand the EP was conducted in two rounds in order 
to reach consensus. In FG, data collection relies on the group interaction, interviews, 
and discussions solely, while in EP, those techniques were incorporated with surveys, 
mind maps, and rankings in order to ensure data validity and reliability. One of the 
core differences between the EP and FG is that, FG research is not considered a con-
sensus oriented technique, and it is typically conducted in social research in order to 
observe the behaviour, reactions, and interactions among the group [11], [14]. On the 
contrary, the primary goal of the EP, was to reach consensus about the ERP CF and 
CD within SMEs. 

5   Conclusion 

This paper is primarily an effort towards illustrating the use of EP technique as a 
mean of eliciting knowledge from a group of ERP experts as an exploratory research. 
The developing of a CEM for ERP adoptions is very crucial for research and practice, 
and that was the main reason behind the willingness of experts to participate in this 
research. In our point of view, the use of EP was very beneficial, as it involved vari-
ous data collection and visualisation techniques, as well as data validation and con-
firmation. Beside its advantages, one of the main motives for using a group technique 
is that it is difficult to find a representative sample for a casual survey method, as ERP 
experts and consultants are rare to find, especially in the scope of SMEs’ ERP imple-
mentations.  

It is worth noting that the panel reached consensus regarding the results of the EP. 
The experts modified and enhanced the initial CD list largely, as they added, modi-
fied, merged and split different costs drivers. In addition, the experts added CF (sub-
factors) that could influence or affect each cost driver. Moreover, they ranked the CD 
according to their weight on total costs. All of this helped the authors to better under-
stand relationships among various CF. 
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Abstract. We review our research with military Medical Department Research 
Centers (MDRC; a pseudonym). In 2006, we first proposed an electronic data 
system with metrics to better measure performance for the MDRCs. The data 
management system evolved into an electronic system for an Institutional Re-
view Board (e-IRB) at one site. We foresaw that an e-IRB could provide the 
metrics to better monitor MDRC practices. Now that the eIRB is operational, 
metrics can measure how well the present mission of the MDRCs is being met 
across its system (improved patient care, increased scientific knowledge, and 
improved graduate student education); and, how well its vision is achieved 
(transforming the present mission of MDRCs to prepare for future missions).  
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1   Introduction 

We review our work-in-progress by discussing the status of MDRC’s eIRB; its met-
rics; and its process of transformation. The Concept of Operations Plan, outlining the 
current status of how the eIRB approval of protocols works and how the system will 
enhance operations, has been completed and submitted to the Army Medical Com-
mand for approval.  The Office of the Undersecretary of Defense (OUSD) Health 
Affairs Personnel and Readiness (P&R) has approved funding to pay for sites per-
forming Defense Health Program research to join the eIRB. A contract modification 
has been approved at OUSD(P&R) to allow E-MDRC’s server to be “moved” to the 
P&R servers (E-MDRC is one of 7 sites, all pseudonyms). The date of transfer of 
server responsibility is FY2010. All military services and the Uniformed Services 
University have been invited to join. 

2   Background 

2.1   Review of Prior Research 

In our first studies the of MDRC system [10],[12], we noted that traditional models of 
organizations did not work, encumbering rational management. In contrast, we have 
made substantial progress with an interdependent uncertainty model of organizations, 
begun with a case study. 

We generalized uncertainty for organizations into a bistable model. Mindful of 
forthcoming machine-based real-time metrics afforded by the semantic web, our 
model predicted tradeoffs that could be managed better with metrics.  

Models should be at least as complex as the system modeled. We addressed organ-
izational growth and mergers or, conversely, organizational fragmentation and col-
lapse. Our research implied tradeoffs between uncertain resources (∆E) and the time 
(∆t) to execute a plan with expenditures, ∆t∆E > c; if c is known, ∆E, could be de-
rived to determine, say, the number, N, needed to control a market.  

There were other advantages to uncertainty and tradeoffs: our model succeeds 
where game theory has not by accounting for differences between an aggregate and a 
group constituted of the same individuals; and it explains why traditional models 
based on individual perspectives of rationality fail (e.g., self-reports of self-esteem do 
not correlate with academic or work performance [2]).  

We drew two other broad conclusions. First, while cooperation is critical to organ-
izational effectiveness, it requires enforcement [6]. And, second, however, to solve 
ill-defined problems in the production of knowledge, K, and to change organizations, 
cooperation marginalizes incommensurable data.  

Scientists, too, fall into the trap of believing that cooperation alone increases social 
welfare, i.e., that self-interests must be overcome to promote common causes [5], 
without the turmoil of capitalism and democracy. But as concluded above, in coun-
tries with forced cooperation, science was significantly less innovative than in more 
competitive societies; e.g., under enforced cooperation in Venezuela, frequent elec-
tricity shortages have occurred [11], reflecting misallocation; in contrast, the open 
market that exists today for cell phones has not experienced shortages. While  
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organizations require command decision-making, across a system command or central 
decision-making can reduce social welfare by reducing innovation e.g., Muslim re-
pression produces poor health, poverty, and corruption [1].  

In our third study [21], we contrasted the organizational performance of MDRC 
against its assigned mission: improving patient care in the field; reducing the costs of 
care; and increasing the impact of research products. We found no clear link between 
research products and the mission; no measure of publication impacts; and no direct 
way to measure organizational productivity against its peers (reduced or negligible 
states of interdependence). In general, the organizations in the MDRC network were 
fragmented, with each pursuing its own path to mission success. No overarching 
measure of system performance existed for the MDRCs that the separate organiza-
tions could follow to guide their collective behavior. As a consequence, long-term 
work practices and cultural differences predominated. We noted, however, that the 
approval to adopt an eIRB had set the stage to turn around the lack of organizational 
and system-wide knowledge of performance outcomes.  

Monte Carlo Simulations. For a study of tradeoffs and interaction rates, we devised 
a mathematical model of social interaction sufficient for machine learning and recom-
bination operators [10]. We adapted this model for our research on organizations, e.g., 
training MDRC physicians with the experimental method. In the latter case, the model 
becomes, Γ = N1 N2 v12 σ12 exp (-∆A/<A>), where Γ is the physician-as-trainee publi-
cation rate; N1 represents those in the physician population who have not yet learned 
how to publish scientific papers; N2  represents the population of those who have 
learned (viz., mentors); v12  represents the velocity of knowledge passed between 
them, with the minimum effect occurring under censorship; σ12 represents how well 
the two groups match their beliefs, with the maximum effect occurring under social 
agreement (interdependence, reflecting social resonance); and exp (-∆A/<A>) repre-
sents the probability of knowledge exchanges, where ∆A represents the energy or ef-
fort required for the knowledge to be acquired, and <A> represents the average 
amount of effort being expended by the members of an MDRC, its mentors, support 
staff, and physician students. Rearranging, if χ represents the knowledge required 
before a physician trainee can become published, then Γ =∂χ/∂t ≈ ∆χ/∆t, and ∆χ = ∆t 
* Γ = ∆t * N1 N2 v12 σ12 exp (-∆A/<A>). Given an average time to learn experimental 
and publication methods at an MDRC, various tradeoffs exist for an MDRC to im-
prove the probability that its physician trainees will publish (∆χ) a paper (article, 
book chapter, etc.). Increasing the numbers of those who actively support the trainees 
increases the occurrence of mentor-(N1)-to-trainee (N2) speech acts. Increasing the 
velocity (v12) of knowledge passed between the two groups improves the acquisition 
of knowledge. Increasing the match (σ12) between mentors and physician trainees can 
dramatically increase the knowledge gained (e.g., study groups; trainee focus groups; 
mentor-trainee focus groups). But also the probability of publishing can be increased 
by reducing the barriers that students face (-∆A; e.g., choosing better qualified en-
trants or skills enhancements for weaker entrants). Finally, by increasing the overall 
average effort or excitement by an MDRC directed toward learning and publishing 
(<A>), an MDRC can strongly improve the odds that its students will become pub-
lished. Inversely, these factors can also decrease or adversely impact learning  
outcomes.  



112 J. Wood et al. 

 

From Monte Carlo simulations, we concluded that an MDRC can improve Γ  by 
lowering ∆A (raising the skill levels of trainee candidates to achieve the publishing 
standards for physician trainees) or by raising <A> (increasing the average motivation 
of trainees, raising the overall number of demands by mentors of their trainees, or 
placing trainees in more "high-energy" and skilled mentoring groups).  

Ideally we would like to improve both ∆A (improved physician trainee skills) and 
<A> (increased overall excitement of the trainees or their mentors) to obtain a higher 
value for Γ; however, if management could only do one thing it would be to improve 
systems so trainees become more productive (less energy required per scientific prod-
uct) by adopting an electronic system to help them to do more on average. Increasing 
matching between mentors and trainees also has the potential to be a significant con-
tributor to productivity as a state of social resonance occurs between them (low reac-
tance), but only if mentors have a high level of skills.  

In the next two papers [18],[19], we discussed organizational attention and deci-
sion-making, which we found could range in from fragmented to well-focused. At 
that time, the US spent more on healthcare than any other industrialized nation but 
continued to have a significant underserved population along with rising health costs. 
Home health and hospice care faced the challenge of monitoring vital signs and other 
physiological parameters of geospatially scattered patients. With remote data collec-
tion, we expected that technology could solve this problem, reduce healthcare costs 
and extend healthcare services.  

We reviewed Telemedicine and eHealth from an organizational perspective over 
three years. Theory of the conservation of information (COI) provides the means to 
study effectiveness from the tradeoffs across space and over time as Telemedicine and 
eHealth management make operational decisions for virtual communities users of 
eHealth acroos the State of Georgia. 

Over the time studied, the regional network in Georgia had become self-
sustainable, increasingly paying for itself through new services and savings in travel 
expenses and time, Telehealth also reduced nursing staff turnover. 

The eHealth network conducted another year-long study of hospitalization rate 
changes and telemedicine. Hospitalization rates without telemonitoring held nearly 
steady while rates with telemonitoring fell. As a consequence of its success, the 
eHealth network experienced a significant increase in the number of referring physi-
cians, and its care managers had more than doubled the number of patients that they 
could handle. While other healthcare industries experience increased costs along with 
technological advances, telemonitoring in home health represents a health care indus-
try in which improving quality simultaneously decreased costs.  

In the next study [23], self-reported data collected at six of the MDRCs from IRB 
committee members and researchers were analyzed. First, from the correlation matrix 
with only IRB committee members, those committee members who felt positive about 
IRB meeting documents also felt positive about the timeliness of the reviews that 
were conducted, and that they had clear responsibilities. They tended to report proto-
col completeness, positive communications and helpful interactions with researchers 
that required little follow-up, and to report that IRB meeting minutes were accurate. 
Overall, these committee members were satisfied with the current manual system, and 
reported no need to switch to a web-based system.  But, a second perspective indi-
cated that not all committee members held a positive outlook for the current IRB  
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system. Those committee members who reported the need to communicate with pro-
tocol coordinators also felt that the IRB committee meetings were not well-organized 
nor easy to follow nor was there sufficient time to review the protocols. They also felt 
that their responsibilities were not clear nor were protocol packets complete nor the 
minutes accurate and that interactions with researchers were not helpful. The perspec-
tive of these IRB committee members indicated that they were not satisfied with the 
current system and they felt that a shift to a web-based system would be beneficial.  

Second, those researchers who reported to be satisfied with the current manual pro-
tocols still felt burdened by regulations and a lack of timely reviews. Yet, they were 
satisfied with the current system. In their view, the need for and quality of communi-
cation with committee members as well as the need for a web-based system was  
marginal. But, researchers who reported the need to communicate with committee 
members also reported that they did not like the current protocol system, and felt that 
the required protocol documents were not well-defined. Overall, they were dissatis-
fied with the current protocol process, felt communication with committee members 
was poor, and a web-based system would be beneficial.  

To be able to look more closely at these two very different sets of interpretations 
and oscillations between committee members and researchers regarding the present 
manual IRB system of protocols and the soon to be operational web-based system, 
additional analyses were performed over the five questions that both committee mem-
bers and researchers answered. First, we had found that committee members believed 
significantly that communications with researchers were helpful.  Second, researchers 
felt the need to communicate with protocol coordinators significantly more than did 
committee members. Third, committee members reported getting significantly more 
out of their interactions with researchers. Fourth, committee members were signifi-
cantly more satisfied than researchers with the present protocol system. And finally, 
researchers believed significantly more than committee members that a web-based 
system would be a beneficial improvement to the current manual system. Possibly, 
committee members may have felt more in control of the manual IRB process, 
whereas researchers felt that it was a burden that may be lessened with the new web-
based system. We will further study how these self-reports change by site and over 
time after the new system becomes operational. 

2.2   Summary of Prior Studies 

We had begun to study the MDRC system in 2006 [10]. At the time of our last review 
of the MDRC project [21], the military had funded a secure web-based system at one 
of its MDRCs (viz., E-MDRC) for research protocols submitted to its Institutional 
Review Board (IRB) for review and approval. To modify data gathering to improve 
IRB processes and to increase the timeliness of management analytics, the data col-
lection and analysis system morphed into a real-time web-based system to manage the 
protocols. The eIRB was funded at the end of FY 2008.  

But well before the installation of the eIRB in 2009 and before data collection 
could begin and analyzed to determine the operational results at E-MDRC, the De-
partment of Defense (DoD) liked the concept so much that it considered mandating its 
implementation across DoD for all IRBs. 

In late 2009, the eIRB at E-MDRC was operational. Two other MDRCs (of seven to-
tal) joined (WR-MDRC and B-MDRC; to protect confidentiality, these acronyms are 
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fictitious). More importantly, after its review of the system's parameters and based on its 
initial performance, DoD implemented the eIRB system DoD-wide through its division 
of Health Affairs in the Office of the Under Secretary of Defense (Force Management 
Policy) for Personnel & Readiness (awaiting a continuing resolution from Congress). 

Under the Concept of Operations Plan, OUSD's Health Affairs Personnel and 
Readiness (P&R) has approved funding to pay for sites performing Defense Health 
Program research to join the eIRB.  A contract modification has been approved at 
OUSD(P&R) to allow E-MDRC server to be “moved” to P&R’s servers.  The antici-
pated date of transfer of server responsibility is 2010.   All military services and the 
Uniformed Services University have invited to join the network. 

One of the major operational concerns with metrics for an eIRB system is that the 
separate data sets from the different MDRCs need to be fused into a single data mart to 
be able to provide uniform metrics across the MDRCs (A data mart is a tactical subset 
of an organization's strategic data warehouse, oriented to a specific purpose; analytical 
data subsets; and often derived from a data warehouse, itself derived from the union of 
an organization's data marts). A key integration problem for a single data mart is to 
require that all of the data meet the standard of conformed facts and dimensions (e.g., 
with a Universal Data Architecture, or UDA; a simple example of a UDA would be a 
uniform rating scale for a single and universally adopted survey item, instead of using 
non-uniform scales for different items at different sites). Conformed data structures 
promote an integrated culture, while data bases with a lack of conformity promote dif-
ferent work practices, procedures and cultures, one of the problems we encountered 
when we first analyzed the data at E-MDRC (i.e., the evidence indicated the existence 
of multiple or "fractured" cultures across the MDRC complex; in [10]).  

3   Theory 

We theorized that system fragmentation is characterized by multiple work cultures 
and practices. For an organization, fragmentation impedes the execution of a business 
model [10]. In the case of the MDRC system, we found that fragmentation increased 
the difficulty of gaining a knowledge of the effectiveness of the system with a desired 
degree of confidence. Uncertainty existed in the knowledge about MDRC's publica-
tion rates, publication quality (scientific impacts), and scientific peer status (compara-
tive quality of its scientists). Adopting a system to reduce this uncertainty led to the 
eIRB at E-MDRC.  

Collecting information from well-defined networks for social network analysis 
(SNA) is relatively straightforward. But even when the information is readily avail-
able, the signals collected from social networks have not led to valid predictions about 
their actions or stability [14]. This failure with SNAs, game theory, and organizations 
in general [15] has led to a wide request for new social theory to better understand the 
effects of interdependence [15].  

Traditional social and game theories, known collectively as methodological indi-
vidualism, have been used to study interdependence for decades. Game theory was 
one of the first to model interdependence to solve it in the laboratory for two sets of 
non-cooperative opponents. These "toy" problem solutions are known as Nash Equi-
libria, which Luce and Raiffa [13] believed resulted in unfair distributions of a game's 
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resources among its participants. However, outside of the laboratory, game theory has 
not been validated [16] nor produced satisfactory solutions [17].  

With our new theory, Nash equilibria become a valuable asset to a society. A Nash 
equilibrium is usually defined as a stable state where participants cannot improve their 
self-interests based on the choices made by other participants; e.g., when two market 
firms compete directly, "aggressive moves … trigger ruinous price wars" [12]. We rein-
terpret an NE as a set of opposed positions defended by self-interests. More importantly, 
those who occupy an NE drive their relatively stable views into a stable opposition with 
the ultimate goal of obtaining widespread support for their self-interests. From our per-
spective, with reality being not easy to access or capture), an NE plus feedback provide 
sufficient information and knowledge to solve ill-posed problems [11]. 

Nash equilibria act as points of conflict that drive a public's attention back and 
forth as a conflict is driven across time by self-interests, generating a model of a so-
cial-psychological harmonic oscillator (SPHO; e.g., market traders neutral to who 
wins in a market but not neutral to the information that leads them to making a win-
ning bet). Based on the literature, SPHO (moderated competition) situations serve to 
improve learning [4], political processes [3], and decision-making in the courtroom 
[11]. But, the absence of SPHO oscillators indicates a consensus-driven minority rule 
such as a dictatorship, which significantly reduces social welfare.  

Oscillations from an SPHO generate fluctuations form information characteristic of 
an stability response and the conservation of information (COI). In general [11], all 
else being equal, COI predicts that organizations with unified commands are more 
stable than those under dual or shared commands; that larger organizations are more 
stable than smaller ones; and that the best run organizations have a clear mission un-
der a central chain of command but with minimum bureaucracy.  

Specific to the military MDRCs, top-down (minority) hierarchy is desired to opti-
mize the control and operation of an organization by fulfilling the mission in the field. 
However, minority control encumbers the practice of science, which depends on Nash 
equilibria (e.g., challenges to prevailing scientific theories). In organizations, reducing 
the existence of internal centers of conflict (Nash equilibria), is the goal of manage-
ment. But removing Nash equilibria makes the practice of science inefficient or inef-
fective, a paradox. Thus, for optimal performance, scientists conducting research 
within an MDRC should be governed by its chain of command (e.g., achieving the 
mission, abiding by IRB standards, gaining protocol approvals), but in their practice 
of science, to be able to produce and publish top-notch scientific research, MDRC 
scientists must be governed by challenging and being challenged by military medical 
colleagues as well as scientists external to the MDRC system. But since the MDRCs 
have the specific military medical mission of being knowledge generators, this para-
dox should not be resolved. Instead, construing the paradox as a source of tension 
helps to conceptualize the dual role of MDRC scientists, where the tension can be 
exploited to both power mission performance and to change its vision in a way that 
revitalizes the organization and the system over time.  

4   Data Analysis/Discussion of Organizational Impacts 

The size of organizations has a physical limit that technology can remove [11]. Or-
ganizational and individual behavioral responses to the introduction of innovative 
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technology could be studied with the end users of the MDRC' system's eIRB. We pre-
dict the eIRB will improve organizational efficiency by reducing staffing needs.  

As an indication of an organizational value already derived from the new eIRB 
system, the time to process publication clearances at WR-MDRC has decreased from 
an average of 30 days to 4 days [20]. Thus, a significant reduction in wasted time and 
greater organizational efficiency has already been achieved.  

Despite the savings in time and costs, encouraging DoD to adopt the eIRB system 
DoD-wide, is the strategic planning that the eIRB should provide with more accurate 
and reliable metrics. Metrics will permit an MDRC to see how it is performing com-
pared to its peers. Further, scientists as well as the managers and IRB committee 
members within an MDRC will be able to evaluate whether the protocols within their 
command meet MDRC's mission and how an individual scientist's practice of science 
contributes to changing its vision.  

Other benefits may accrue from the eIRB system [20]. E-MDRC's eIRB offers 
unique opportunities to perform strategic planning for management; opportunities to 
participate in research shared between residential staff, interns and physician trainees; 
and opportunities to produce better research products (presentations, publications, 
case studies on patient care, etc.). Overall, the ability to market research opportunities 
internally to military medical residents and trainees and externally to outside com-
mercial pharmaceutical firms should increase E-MDRC's competitiveness, influence 
and power in the medical market to hire better quality staff, residents and physician 
trainees as well as to widen its range and depth of medical skills to engage a greater 
variety of patient problems at a greater level of complexity to the credit of the hospital 
and its clinics. 

For example, medical informatics from mining clinical data at E-MDRC could 
rank order its top diagnoses along with all of its other diagnoses; clinical successes; 
and unsolved clinical cases. These analytical results along with de-identified raw data 
could be marketed to entities interested in research (e.g., Pfizer, etc.). Pharmaceutical 
firms like Pfizer often pitch potential research topics to E-MDRC's staff to search 
through its database, which remains mostly untapped because the data is either uncol-
lected, non-aggregated, or inaccessible to digital searches. Responding to these oppor-
tunities in the past has largely been neglected because of the time and effort it would 
take to assemble the data by hand into a digital format. The eIRB system reverses that 
situation by providing an aggregated, comprehensive, and digitized database. Expand-
ing on this opportunity, multi-clinical trials involving multiple sites or the entirety of 
the military medical system participating with the eIRB is also mostly untapped. This 
system contains the largest medical database in the world [20].  

Information Technology (IT) impacts. The potential of IT to transform organizations 
rather than to simply automate or improve their business processes underlies the con-
tinuing value of studying IT and its organizational consequences at multiple levels of 
social analysis [8].   

With IT, we expect to uncover the existence of bottlenecks [20]. But, knowledge 
may also be lost as well as the potential prestige of the researcher(s) and the organiza-
tion involved. Per Klote [9] on organizational waste, if a protocol is initiated but fails 
to be completed, it amounts to about $130,000 in wasted effort. 

Organizational and individual behavioral responses to the introduction of innova-
tive technology could be studied with the end users of the eIRB. In discussions with 
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the eIRB commercial system provider, based on anecdotal evidence, we have learned 
that WR-MDRC, the largest unit in the system, was initially very unhappy as an or-
ganization when its researchers were first required to use the eIRB technology, but its 
overall satisfaction has improved dramatically since their system became operational 
[20].  

Based on an initial interview of MDRC's management [20], we have learned that 
"… [it] would be interesting to study … [with] de-identified [participants, the follow-
ing]: Comparison of military and civilian IRB behavior as well as protocol coordina-
tor behavior upon implementation of the eIRB system and examine organizational 
behavior where the implementation of the eIRB system was driven top down or bot-
tom up. I suspect there is a different adoption behavior if it is top down versus bottom 
up and I suspect government employee behavior will be different than civilian but 
who knows. Lastly, how does behavior change when members/staff are showed the 
de-identified statistics of several MEDCENS as we (E-MDRC) re-address what the 
IRB members/staff are expected to do in terms of reviewing documents. Of course, 
this should all be done in the spirit of improving our performance rather than a puni-
tive approach! I would expect to see improved behavior after sharing stats … I think 
that it is a very worthy thing to study and learn about our behavior. The data and 
technology gives us unparalleled visibility and potential to change/drive organiza-
tional behavior that w have never had before."  

5   Future Work 

From the commercial provider of the eIRB system, the expectations are that there will 
be more resistance to change from the military users than from non-military users 
(e.g., university). The reason is that in their experience, organizational behavior where 
the implementation of eIRB system is driven top-down (military) creates more resis-
tance that those driven from the bottom-up (university). We plan to pay particular 
attention to whether this holds true for the MDRCs. Comparisons of military and ci-
vilian IRB behavior should include researchers, protocol coordinators, and IRB panel 
member behaviors and satisfaction before and after implementation of the eIRB  
system.  

In addition, the operational eIRB has already caused management to think about its 
current office policies. It is the beginning of what has been termed "tele-commuting" 
or a "virtual office" (also known variously as e-work, telework, e-commuting, or 
working from home; E-MDRC is preparing a cost-benefit analysis of using the eIRB 
as a virtual office). Tentatively, informal data collected with the eIRB system has al-
ready provided evidence that work assignments were not being carried out effectively 
at E-MDRC (not all of the required documents were disseminated by IRB coordina-
tors to all of the reviewers; and many of the reviewers logged into the eIRB system 
only about a day before the Board met to review protocols; however, no data has yet 
been collected on the eIRB's impact on operational effectiveness). This information 
amounts to "business intelligence". Overall, however, data already collected on the 
behavior of IRB members and coordinators at E-MDRC suggests that BI could lead to 
major policy changes regarding the improvement of current work practices. 
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6   Summary 

As a work-in-progress, we have continued to build on theory and to extend it in the 
field to an application with MDRCs. From an applied perspective, we have produced 
several reports of the justification for an eIRB system [10], its development and its 
installation. With this study, we have begun to report on the operational effectiveness 
of the eIRB system.  
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Abstract. In the past there were many efforts to combine data stored in a data 
warehouse, and knowledge, which can be accessed through a knowledge man-
agement system, in order to enhance key figure based reporting. But there is 
also a need for loading meta data about the knowledge base into a data ware-
house. In this paper we will point out the demand for integrating a knowledge 
management system and a data warehouse in order to make knowledge man-
agement controlling with business intelligence possible. We will give reasons 
why a data warehouse should be loaded with meta data extracted from a knowl-
edge management system and put emphasis on the interface for extracting and 
loading the data. Especially the challenges in extracting data will be dealt with. 
As a practical suggestion we want to present a way for an implementation with 
SAP Portal KM and SAP BW. 

Keywords: knowledge management system, knowledge management control-
ling, data warehouse, integration. 

1   Introduction 

In 2010 there was an interesting contribution at the German trade fair CeBIT in the 
track “Knowledge Management“, presented by the Community for Knowledge Man-
agement (Gesellschaft für Wissensmanagement (GfWM)) [1]. The track was about 
the future trends in knowledge management (KM) and one item on the agenda was 
KM controlling. It has been emphasized already many times in literature how impor-
tant it is to estimate the value knowledge has to a company’s value added [2, 3, and 
4]. To fulfil this requirement a KM controlling should be established in the KM de-
partment. Like any other key figure based analysis and evaluation KM controlling 
needs data and a reporting-software to generate significant reports for the executive 
staff. As modern controlling departments usually are supported by business intelli-
gence (BI), in this context especially by the data warehouse (DWH), the use of a 
DWH for KM controlling suggests itself. 

2   Knowledge Management Controlling 

When KM projects are launched, the necessity of reviewing what has been achieved 
by paying attention to a company’s knowledge base and knowledge processes is  
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always as present as difficult to turn into reality. Moreover many companies try to 
share information about their intangible assets with the stakeholders, so that the value 
of a company is presented in a more comprehensive way [5]. 

In most cases the value of knowledge cannot be quantified directly, although it is 
clear that the knowledge base is build up of knowledge the company uses in value 
added and which secures the company’s future existence. Not only Probst made clear 
that the benefit of KM has to be estimated or calculated unconditionally, if possible. 
To cope with that issue there have been proposed many approaches in literature to 
overcome the difficulties in knowledge valuation. These approaches can be grouped 
into deductive-summarizing and inductive-analytical approaches. Table 1. A selection 
of approaches to estimate the value of knowledge enlists some popular approaches to 
reckon the value of knowledge [5, 6, and 7]. 

Table 1. A selection of approaches to estimate the value of knowledge 

deductive-summarizing approaches inductive-analytical approaches 
Knowledge Value Added Method Intangible Assets Monitor 
Market to book value Knowledge balance (Wissensbilanz) 
Tobin’s q Balanced Scorecard 
Calculated Intangible Value Skandia Navigator 

 
There is little problem in quantifying values for deductive-summarizing ap-

proaches, but the reliability and precision of these values is in question. Inductive-
analytical approaches hence need key performance indicators to prove the value of 
knowledge or of an action designed to improve a company’s the knowledge base or 
knowledge processes. In the following we will focus on supporting inductive-
analytical approaches and give two examples for KM controlling with a DWH in the 
role of the information system for reporting and a representative for BI. 

The first business case is about improving the quality of knowledge that is repre-
sented by documents. These documents are stored in a knowledge management sys-
tem (KMS). They can be searched for and edited by the members of staff, who are 
working on a business process which demands knowledge. In this business case the 
business process is constantly becoming worse in its quality. Finally the employees 
who are involved in the business process complain that the knowledge they can access 
is neither sufficient in quantity nor of good quality. In detail the company’s informa-
tion system SAP BW needs to be maintained by the IT department, but there is a lack 
of basic knowledge about the customizations that have been implemented by an ex-
ternal consulting company last year. Now the KM department has to take measures so 
that the situation gets better. One action can be changing the guidelines for creating 
documents in the scope of SAP BW and establishing a process for quality assurance. 
Now to point out the effect of the improvements the KMS standard function to rate a 
document’s quality by the users shall be used for controlling aims. It would be possi-
ble to estimate the employees’ rating of documents, which contain knowledge that is 
used in the knowledge domain of the business process “SAP BW maintenance”. If 
this data could be collected and loaded into the DWH, the KM department would be 
able to point out how severe the actual situation is and what difference in the rating 
has been caused by the implementation of measures for improving the situation. In a 
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summary KM controlling needs master data about the knowledge domain and the 
rating of the documents in this domain. 

The second scenario deals with the development of the knowledge base. A com-
pany decides to introduce data mining techniques in the financial department for pat-
tern recognition. KM controlling has been consigned to tell whether there is any 
knowledge in data mining techniques in the company and if it has grown over the past 
year or not. KM controlling will analyse now the amount of documents which deal 
primarily with data mining. A time line analysis will reveal if the company’s knowl-
edge base has developed over the last months proved by an increase of documents in 
the knowledge domain “data mining”. 

To estimate the effect of the actions for improving the knowledge base, KM con-
trolling needs to establish a reporting on the master data to make changes in knowl-
edge quality and quantity noticeable to executive staff. 

3   The Interface between KMS and DWH 

In the past there has been a strong demand to combine the data stored in a DWH and 
knowledge stored in a KMS to make key figure values more transparent and compre-
hensible by offering context information [8]. The reason for that can be easily under-
stood. Only if somebody who looks at a key figure definitively knows what its value 
presented in a report means, he will be able to interpret this information correctly in 
order to make well-founded decisions. Anyone who has ever dealt with reports from 
financial department is able to relate to it. 

Now the integration of KMS and DWH often has been analyzed regarding the in-
tegration of data stored in the DWH and knowledge, which is present in the KMS. 
The main task was to combine the data and knowledge stored in documents or pos-
sessed by employees in order to make better suggestions or decisions than without 
this knowledge. With this in mind there have been various approaches to establish a 
connection between the two information systems in this scenario, KMS and DWH. 

 

 KMS is leading, DWH is the source system for data only 
 DWH is leading, turning itself into a KMS 
 DWH deals with knowledge used for key figure context information and 

serves as a specialized KMS connected to a more general KMS 
 

The first approach prefers the KMS to store knowledge in it and wants the DWH to 
serve only as a data source for business data. The DWH is accessed by the KMS 
through an OLAP request to return data, which becomes valuable information through 
the knowledge the KMS provides. In a large scale the KMS turns even to an Artificial 
Knowledge Manager, which integrates all data and knowledge that is available in an 
information system landscape [9]. 

The second approach has been proposed as the concept of a document warehouse, 
which also is called knowledge warehouse. It has been proposed by Bange and is 
based on the concept of the DWH. Documents stored in a document warehouse are 
semantically enhanced by further indexing, segmentation, classification and composi-
tion. According to the DWH concept meta data which characterizes a document is 
stored in a star scheme, too, and can be accessed by OLAP techniques [10]. 
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“A document warehouse is an integrated, subject-oriented, time-variant and non-
volatile collection of documents in support of management’s decision-making proc-
ess” [10]. 

 

The third approach appears in cases when an integration of the two information sys-
tems is difficult to implement. The KM infrastructure of SAP Portal KM and the 
document handling functionality in SAP BW is a vivid example for this solution. 
Documents stored in the SAP BW can be accessed by the SAP Portal KM, but the 
link between the data in the SAP BW and the documents cannot be maintained. So the 
SAP BW deals only with the documents which are connected to data, while the SAP 
Portal KM deals with all other documents including those in the SAP BW [11]. 

For KM controlling an approach like the document warehouse must be pursued. But 
instead of turning the DWH into a KMS, it has to serve as a data source for KM con-
trolling. Here the aspect of data acquisition is of highest concern. All the master data 
about knowledge that is available in the information systems must be extracted to 
minimize restrictions in the reporting due to a lack of data. Creating a document ware-
house for this aim is an option, but sumptuous. Nevertheless the knowledge domains 
have to be extracted, so that an integration of data can be achieved using a common 
interpretation of domains. Only if a knowledge domain can be determined for a docu-
ment, the KM controlling is able to make statements about the knowledge basis. 

In the first place it is vital to define the interface between the KMS and the DWH. 
In any way the DWH determines the interface’s structure. Fortunately common DHW 
solutions offer a wide scope of interfaces for loading data. The SAP BW, for instance, 
accepts flat files as well as SQL-databases, other DWH, web services, 3rd party inter-
faces and SAP systems. This means that the data that is extracted from the KMS must 
fit into one of the available interface types. The next task is to identify the relevant 
data and where it is stored in the KMS. Like in any other BI project, the source sys-
tem of a DWH must be analyzed before one can build a data model. In the case of 
KMS the following questions must be answered. 

 

 How many KMS are used? 
 What kind of technology do these systems refer to? 
 How much of the knowledge used in the company is covered by these sys-

tems? 
 What master data can be expected? 
 How is a knowledge domain defined by the data? 
 Where is the master data stored in? 
 Can the master data be integrated with master data from business processes? 
 Are there any interfaces already specified in the KMS? 

 

The integration of the knowledge domains is a crucial point. It must be assured that 
domains can be extracted from the KMS in order to classify documents. Only in this 
case the meta data can be used to evaluate the state the knowledge base is in. If a 
data warehouse supports hierarchies on master data, taxonomy extraction could be 
implemented, too. 

If the KMS can be used as a source system for the DWH, the data model can be 
designed in the next step. One major task is to pay attention to the classification crite-
rion, which is needed to determine the knowledge domain. Next, the document and its 
attributes must be modelled. Due to the respect of time-dependency in master data 
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most of the data must be stored in the data cubes, instead of storing it in the master 
data tables. This ensures a higher usability in reporting. 

4   Possible Scope of Application 

A practical example with SAP is given by preparing the loading of data from the KM 
module of SAP Portal into the DWH SAP BW, where reports for KM controlling are 
created. The strategy for extracting data is as follows. The SAP BW should use the 
file-interface to load data. This makes the whole ETL-process more transparent and 
easier to verify, because there is a clear step between extracting the data from the 
KMS and loading it into the DWH. In addition more data can also be added from 
other sources, like individual software for meta data extraction from documents. 

As mentioned in the chapter before extracting the data from the KMS is very de-
manding. And it is even more if SAP Portal KM is concerned. The SAP Portal soft-
ware is written in the programming language Java, whereas the SAP BW runs on the 
SAP ABAP application server. The communication between the Java- and the ABAP-
stack is defined by RFC and not easy to implement. An interface between these two 
systems can be created with different techniques [11]. The more sophisticated the 
interface is, the more complex the programming becomes. 

 Export to file from SAP Portal, load into SAP BW by ETL 
 Web service in SAP Portal to pass data to SAP BW by ETL 
 Data preparation in SAP Portal, RFC to SAP BW 

To make the implementation less complex, the data has to be exported from SAP 
Portal KM into a file first. For this purpose the SAP Portal offers some classes and 
web services (see Table 2. Overview of helpful content management API-classes in 
SAP Portal). These web services can be used by Microsoft Excel [12]. With this soft-
ware the received data can be saved as a CSV-file. Among the meta data in particular 
the created-date and the modified-date are important, because from this data the time 
dependency is derived in the ETL-process. 

Table 2. Overview of helpful content management API-classes in SAP Portal 

class short text 
com.sapportals.wcm.service.indexmanagement. 
retrieval.classification 

Provides functions for taxonomies and 
classification 

com.sapportals.wcm.repository. 
service.feedback 

Provides a service for managing 
 feedback on resources 

com.sapportals.wcm.repository. 
service.rating 

Provides a service for evaluating 
resources. 

 
Besides Microsoft provides a library called “dsofile.dll”. It is very helpful to ex-

tract further meta data out of Microsoft Office documents, like the title. These proper-
ties are of great value for KM, because they make the content and the context of a 
document more transparent to the controller. Unfortunately a separate program must 
be written in .Net to create an additional import file [13]. 
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Extracting the taxonomies is far more complex. As already described the taxonomy 
is needed to classify documents as parts of the knowledge base. First, one has to fig-
ure out where in the KMS the taxonomy is saved and how the relationship between a 
document and taxonomy is defined, if such a relation exists at all. 

 

 

Fig. 1. KM controlling report no. 1 

 

Fig. 2. KM controlling report no. 1 in detail 
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If all the data has been collected, the final CSV-files can be imported into the SAP 
BW. As the SAP BW distinguishes between master data texts, master data attributes 
and transactional data there have to be created some more files. In this example a file 
with texts for each attribute and one for the relation between documents and attributes 
are used. It must be emphasized, that in a more complex scenario master data man-
agement will become vital.  

What the result could be like is illustrated in the following figures. As described in 
the first business case, there is a lack of quality in the documents SAP BW developers 
can access. Now Fig. 1. KM controlling report no. 1 shows what a report could look 
like in order to prove the deficit in document quality. The KM controller can see, that 
in the taxonomy “Information Systems” in the year 2009 there are documents avail-
able, which have a poor rating. The rating scale ranges from 1 to 5 where 5 is best. 
Most of the documents are rated 2 or less. After KM decided to improve the quality of 
the documents, the rating values raised. As shown in Fig. 2. KM controlling report no. 
1 in detail the KM controller is even able to determine, which document has been 
rated better in 2010 than in the year before. 

Scenario 2 was focused on the quantity of documents available in the topic “Data 
Mining”. The company decided to expand the knowledge base for data mining in 
financials department. In 2009 first measures were taken to improve the situation. The 
report in Fig. 3. KM controlling report no. 2 shows clearly where in the knowledge 
base further documents have been created. Link-nodes in the hierarchy combine even 
two taxonomies, the “Business Topics” and “Data Mining”. The report demonstrates 
that as intended by KM the company improves its knowledge base especially in the 
section of “Business Topics”. And the controller can easily prove that there has been 
effort to create more knowledge about data mining in financials. What is more, Fig. 4. 
KM controlling report no. 2 in detail shows, which documents are new. 

 

 

Fig. 3. KM controlling report no. 2 
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Fig. 4. KM controlling report no. 2 in detail 

5   Conclusions 

Nowadays most departments in a company take advantage of the intensive support BI 
offers them. KM should also benefit from BI. In this context there are many publica-
tions which focus on KMS and business data stored in databases. Yet the integration 
between KMS and DWH is not only a KM oriented, it has a reversed image, too. 
Meta data stored in the KMS should be extracted and loaded into a DWH for report-
ing purpose in KM controlling. 

Inductive-analytical approaches need an instrument to measure what effect KM-
programs for influencing the knowledge base did actually have. This paper shows that 
KM controlling can use a DWH for creating reports very well. The key idea is to de-
fine, how the knowledge base can be represented by a DWH data model in order to 
support controlling tasks. The main conceptual idea that has to be elaborated first gives 
an answer to the question, how the knowledge base shall be represented in a DWH.  

The two scenarios presented in this paper are simple enough, to reveal comprehen-
sibly the potential of a connection between the two information systems KMS and 
DWH. The paper also points out, which difficulties may appear when implementing a 
data flow between KMS and DWH. One of the main tasks is defining an interface for 
the data that has to be transferred from the KMS to the DWH. Unfortunately this 
practical example reveals that there are not sufficient standards implemented in a 
complex software like SAP Portal KM and SAP BW to create an ETL-process with-
out expert knowledge on the software implementation. Especially the export of tax-
onomies is still problematic. In addition to that there are also difficulties in extracting 
advanced meta data from the documents like the title. Therefore future design and 
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enhancements of KMS should emphasize on offering also an interface for a wide-
spread meta data extraction. 

This paper focuses on documents as a part of the knowledge base. But there are a 
lot more elements which should also be regarded to gain a complete view of the 
knowledge base, like contact persons and their skills or the processes of KM. Integrat-
ing them into the DWH for controlling reasons in KM should also be considered. 
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Abstract. Market evidence suggests the increased investment of companies in 
BI systems to feed their strategy processes. The change in the strategy funda-
mentals increases substantially the value of information for both strategies’ im-
plementation and control. One domain neglected is the use of BI systems for 
strategy conception. And this is something increasingly important in today’s 
constantly changing world of business, where new information in a knowledge 
economy is usually synonymous of more added value and competitiveness. 
However, together with this tendency, we experience a general trend for BI sys-
tems standardization, a dominant movement for BI solutions providers to stan-
dardize processes in order to take advantage of learning curves and processes, 
and economies of scale and scope. Considering that each strategy should be 
unique, and departing from the principle that BI systems are closely related with 
corporate strategy, it seems that there is a double paradox in BI markets that 
companies should solve as soon as possible, in order to take the most out of the 
momentum of BI markets.  

Keywords: Business intelligence, corporate strategy, information, knowledge, 
information systems. 

1   Introduction 

Business Intelligence (BI) market stands for around US$ 9.3 billion in 2009, which 
represents a 4.2 per cent increase over 2008, where it grew about 22 per cent from the 
2007 level [1]. Forecasts for the market consider that BI will be one of the fastest 
growing software markets despite the economic downturn [2].   

A quick view on Information and Communication Technology (ICT) markets sug-
gest that, in spite of the huge market investments being made, BI systems are still in 
its early stage of adoption cycle, since, side-by-side with business analytics, there is 
growing evidence regarding the competitive value of BI solutions for almost all every 
businesses.  

Although the concept of BI is not new, being attributed to computer scientist H. P. 
Luhn, who published his seminal paper in the October issue of 1958 of the IBM Jour-
nal [3], only from the last decade of the twentieth century on, this concept gained 
wide acceptance in management and business community. Much of its success is 
related to the exponential growth of data and information produced everyday and the 
ubiquity of software systems in corporate life. Nowadays, BI systems are being used 
mainly to support corporate strategy’s execution and implementation.  
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Taking this into consideration, the aim of this paper is to analyze what is the rela-
tion between business intelligence (BI) and corporate strategy (CS) and if this relation 
could be considered satisfactory in the current period of crisis and restructuring where 
one assists to a change in the own fundamentals of corporate strategy.  

To clarify briefly a central concept used in this paper and avoid any misunder-
standing, it is important to define what we mean by corporate strategy.  

CS must be considered broadly as referring to either the plans made or the actions 
taken, in an effort to help an organization fulfill its intended purposes [4]. CS “defines 
the scope of the firm in terms of the industries and markets in which it competes. CS 
decisions usually include investments in diversification, vertical integration, acquisi-
tions, and/or new ventures” [5].  

Before coming back to the notion of strategy in the next section, we will dedicate 
some time to the overall setting of the issue tackle here. 

The context of our analysis could be defined by the central notion of complexity. 
As Rescher put it, our time is characterized by complex environment, “plagued with 
vast management problems and risks of mishaps” [6]. Social systems are of increasing 
complexity with problems growing faster than solutions and this confronts us “with 
major management and decision problems” [7]. Departing from this principles, in this 
paper we will start by presenting the main concepts of strategy and BI. We begin by 
characterizing the current stage of competition and the main issues associated with it, 
evolving to the presentation of the concepts of strategy and business intelligence link-
ing them to the current use of BI for strategy purposes. 

In the third section of this paper we will try to devise what are the issues and what 
is the real challenge posed to BI systems coming from the forecasted changes in cor-
porate strategies showing, in the fourth section, an apparent double paradox that is 
coming from the tendency to standardize BI software and systems, which we consider 
to be a tendency that could be dangerous for the strategic goals of most companies. 

We will conclude our analysis presenting a possible way out for this paradox and 
some research perspectives associated with this field of knowledge. 

2   Business Intelligence: Concepts and Strategy 

The large number of definitions for BI is a clear indication of the problems surround-
ing the capacity to operate with this subject from a theoretical point of view.  

For Luhn [1], a BI system is “an automatic system that is developed to disseminate 
information to the various sections of any industrial, scientific or government organi-
zation (…) that utilize data-processing machines for auto-abstracting and auto-
encoding of documents and for creating interest profiles for each of the “action 
points” in an organization”.  According to Luhn, this system operates on the basis of 
the incoming and internally generated documents and it must be able to identify who 
needs to know what, and to disseminate it efficiently either in abstract form or as a 
complete document.   

In this definition, as well as in the mostly used definitions, a BI system is consid-
ered as a process that “may be defined as a set of mathematical models and analysis 
methodologies that systematically exploit the available data to retrieve information 
and knowledge useful in supporting complex decision-making processes.” [8]. In 
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most of the references made to BI on internet, it is considered as “a broad category of 
applications and technologies for gathering, storing, analyzing and providing access 
to data to help enterprise users make better decisions, here included the activities of 
decision support systems, query and reporting, online analytical processing (OLAP), 
statistical analysis, forecasting and data-mining” [9]. 

In general, this view of BI systems is preoccupied with the process underlying the 
search, capture and treatment of data and the production of information, ending in the 
production of reports for some managers in an organization. The production of 
dashboards or reports is another view of BI that considers it as a stage, that is, the 
production of certain pre-defined outputs that arises as a consequence of the underly-
ing processes seen before.  

Both views, however, could be considered more static than the view that one may 
have if we consider BI from a manager’s perspective, since they represent views of BI 
more as an auxiliary to the strategy’s implementation rather than an auxiliary to a 
strategy’s definition and control, an approach more adequate to recent times.   

From a strategist’s point of view, a BI system should be conceived to work also as 
a lead – not just as a lag – input for the corporate strategy. That is to say that, more 
than just providing information about the execution of a pre-determined strategy, BI 
systems should be able to anticipate trends, providing the adequate information for 
managers to evaluate, to decide and to correct the path of a pre-defined strategy. To 
do this, it should take into consideration the recent information inputs that could arise 
permanently from the use of the most varied sources of information constantly 
scanned by the BI system. These sources could be usually found both within and 
outside a company and are mainly indicated by managers that are the first to know 
where to find the right data for their strategic needs. 

To understand more clearly this issue, we should stick to the concept of strategy 
and to be able to devise the new foundations of this crucial management issue.  

Strategy means the capacity of a company to conceive and implement a compre-
hensive master plan in order to achieve pre-determined objectives, by following a 
peculiar path of development. Strategy should pave the way to obtain, to strengthen, 
or just to maintain competitive advantages that will allow the company to operate in a 
certain market obtaining better performance than their competitors.  

Every strategy must consider the environment where the company operates and 
where the business develops.  

ICT development and the increased use of Internet changed radically the way most 
business agents interact and do business and, at the same time, changed the way com-
panies work internally. These changes are still happening in the present, creating new 
business models, shifting competition in many industries and changing radically the 
value chain of the industries involved.  

This is affecting radically the way competitive advantages are developed, main-
tained or lost. As pointed out by Alfred Chandler, in high technology industries, or-
ganizational strengths are mainly derived from learning capabilities [10] which turns 
knowledge into becoming a key issue for business and a real source of competitive 
advantage for companies. 

By its turn, knowledge is increasingly scattered around the world and not just 
based in one placed as it happened before. Moreover, ICT development makes the 
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costs of distance falling rapidly for commodities that are mobile, like capital, goods 
and information and which made them accessible to all [11]. 

Learning organizations are skilled at four main activities: solving problems sys-
tematically; experimenting with new approaches; learning from their own experiences 
and past history, as well as the experience of others; and transferring knowledge on an 
efficient and quick way throughout the organization [10]. 

This makes that competitive advantage is not just a question of cutting unnecessary 
costs or improving quality. Management is becoming the most important factor of 
competitiveness once responsiveness became a must in today’s strategy. This in-
creased management’s role should translate into the capacity of a company to be 
smarter, more agile and more strategy focused than their main competitors, giving 
customers a greater variety of products and services, at lower costs and in less time 
than their most direct competitors [12, 13]. To do this, managers need to show the 
capacity to create, manage and share more information. While for the information 
technologist, information is an output from a certain data – a kind of fluid asset or a 
data stream – for the manager, information is an input, that should provide noble 
knowledge for his business and that should fundament their decisions, being fuzzy 
and taking many forms like knowing their customer’s needs or providing information 
for where the market is heading. In the organization of the future, operating in a con-
stantly changing environment, managers should be able to act as ancient manufactur-
ers worked in a Taylor-like industrial production line. Everything can be summarized 
into the capacity to obtain and process information that will guide the actions. The 
capacity to collapse these time-cycles will be determinant, even for the success of the 
organizations of today [13].  

BI systems have nowadays a double challenge, since they do not just need to pro-
vide the adequate information for the company’s managers to act, but they should, at 
the same time, provide this information faster than the ability of its competitors to 
obtain it.  

3   Standardization of Business strategy 

3.1   Business Intelligence as a Process 

We argue that BI is not just a “state” such as a report containing knowledge and struc-
ture information, nor even just a “process”, understood narrowly, in the literature of 
information management, as a software system or solution that “permits converting 
data into knowledge” [14]. BI should serve entirely the strategy process of a com-
pany. From the strategic management’s point of view, strategy must be treated as a 
shared process of all corporate employees and not just a responsibility of its top man-
agement, So, BI should be seen as a process, including all of the above, and the hu-
man organization of the firm that is responsible for collecting, creating, structuring, 
disseminating, presenting and selecting information and knowledge.  

This broad BI view may be called the “organizational business intelligence”, a 
process that represents the integration of the organizational process of knowledge 
management with some central notions of strategy as highlighted in the preceding 
conceptual section.  Knowledge, by its turns, must be distinguished here from  
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information and data. Information is data structured by knowledge and should in-
crease existent knowledge. Therefore, it must be clear that knowledge is at a different 
– and higher level – than information. Knowledge is also much closer to the decision 
process; we could say that it is an important part of it. Whereas data or unstructured 
information can exist anywhere in the firm, knowledge is selected and structured 
information to foster the decision process in a specific organizational and strategic 
context. The problem, often, is that knowledge is incomplete and based on deficient 
information, i. e., a lack of research (knowledge) on what the relevant information is 
with regard to the decision to make.  

The real value of a BI system could be calculated from its capacity to influence 
manager’s actions and this is done through its capacity to feed knowledge in the com-
pany. Knowledge coming from adequate BI systems will only be crucial for a  
company if it is in the origin of its manager’s adequate actions, those that ultimately 
will translate into added value for the company, which is the ultimate goal of every 
strategy.  

Having this in mind, it is important to notice that by its nature, a strategy is unique 
for each company. Like in nature, when there are limited and scarce resources, if we 
have two competitors, only the strongest will have a real chance to survive. Translat-
ing this into the business field, in the same market, with limited and dully informed 
customers looking for the best opportunities it will not be easy for a company to suc-
ceed if another competitor put in place the same and exact strategy. At the end, the 
conditions to succeed will rest in the capacity to break with business-as-usual which 
implies having the adequate knowledge to do that. And that is more and more based 
on the capacity to put in place an effective BI system. 

3.2   Tendencies to Standardization: Why and How? The First Paradox 

In the early and even recent development of business intelligence software, there is a 
clear tendency for the standardization of products and solutions offered to users and 
customers.  

The tendency toward standardization has to do with several factors. One is learning 
and its learning curves. Firms in software industry create knowledge in its core busi-
ness and each learn in its own way but try to simplify business processes as stylized 
models that can be adapted to their own features.  

Another reason for standardization from the part of software companies is the in-
creasing costs of building a flexible and adaptive software and information system. 
This runs against economies of scale and scope. The wider the scope of features a 
program must deal with the larger are their costs. The more standardized or repeated 
is the solution the lesser the costs of developing and testing the product to be 
launched.  

From the point of view of customer’s exact needs, this is almost contrary to what 
any student of marketing has learned. Software customers with a knowledge base 
build their routines and tradition on the basis of their learning, sometimes in interac-
tion with customers, but, most often than not, their products are following the industry 
and in-house standards, be them explicit or implicit. This means that the software 
solution adopted for BI purposes – or any other purposes – should be customized to 
be adapted to each and different client (customized is the exact and revealing word 
that is used in this specific trade). 



 Business Intelligence Standardization and Corporate Strategy: A Paradox 133 

 

The main question here is that usually, technologies are developed by software en-
gineers that have only a partial view of what are the ultimate customer needs or what 
are their concrete or practical problems. Explicit and implicit “standards” defined and 
spread into the industry (such as data exchange protocols, structuring and relational 
data bases, etc.) do not reflect the variety of situations and use of information man-
agement. Thus, BI systems could be prepared to bring information to companies that 
adopt them but their capacity to bring knowledge management will be limited. 

The need for a genuine and comprehensive notion of the entire process is rein-
forced if we look carefully at the components of business intelligence as described in 
the literature [6, 14], namely the human resources, the publications and databases and 
the tools, including software. The development, and above all the integration of these 
three elements, means organization and implementation of procedures and other 
norms that define the management processes put in practice in customer companies.  

Without this complete view, and the capacity to adapt BI systems to the particular 
needs of the customers, we will risk to have some sterile BI systems that will not 
translate the real advantage of a company’s adoption of BI software and this will 
present a paradox for BI companies since their products will probably lose value with 
regard to customers needs and preferences.  

4   Competition and Cooperation in Knowledge-Intensive Firms: 
The (other) Paradox 

Strategy cannot be associated to standardization as human needs imply unique goals 
and methods to satisfy them. A corporate strategy is build up upon opportunities rec-
ognized or created to develop and exploit a truly distinctive product or service. Firms 
carry on different paths due to market competition. In this way enterprises have to 
answer questions like ‘which customers do we serve and will we serve in the future?’, 
‘through what channels do we reach customers today and will we reach in the future?’ 
or ‘what skills or capabilities make us unique today and will make us unique in the 
future?’. 

Corporate strategy implies managerial culture, team-work, a capacity to change 
and a willingness to share resources and to think long term. The real sources of long 
term advantages are in management’s ability to consolidate corporate-wide technolo-
gies and production skills into competencies that empower individual businesses to 
adapt quickly to changing opportunities. Real opportunities can be also obtained by 
exploiting differences between countries in terms of culture, administrative and insti-
tutional context, geography and specific economic factors. 

These last factors “… include differences in the cost of labour and capital, as well 
as variations in more industry-specific inputs such as knowledge or the availability of 
complementary products, technologies or infrastructures.”[15] Strategy is an essential 
tool to communicate with customers because it reveals the broad direction without 
giving away every step of the firm’s dynamics. 

Each firm has its own specific ‘nature’ in terms of conception and implementation 
of strategy. Present products or services should reveal if capabilities have or have not 
been fully exploited, and this requires an audit of capabilities employed in production. 
In current markets, if existing products or services do not meet certain objectives 
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enterprises can generate new ideas so as to create new products or services. Resource 
availability must be estimated in every instance. On entering in new markets firms 
apply different capabilities and skills: “in capitalizing on such an opportunity  
(the firm) must utilize a set of resources which differ substantially from those  
with which it is most familiar. (…) True diversification of major proportions will 
most likely carry the firm into areas beyond the realm of its recognized operating 
competences.” [16] 

For strategists, some challenging questions need to be considered: ‘What new core 
competences will we need to build?’, ‘how can we be able to anticipate changing 
customer needs?’, ‘what nascent development programs should we project?’, ‘what 
alliances or networks will we need to form?’. Corporate strategy also implies flexibil-
ity and adaptation: “strategy must be responsive to changes both inside and outside 
the firm. If a major misjudgment has been made, if the organizational structure proves 
unequal to the prime task, if a major facet of the environment has changed, then there 
must be flexibility to permit new personnel, new structure, and new allocations, or it 
must permit reformulation to the corporation’s strategy” [17]. 

Knowledge-intensive firms can implement strategy by solving their client’s prob-
lems on the basis of direct application of knowledge and client’s needs. The best ex-
perts and the best projects can be obtained through competition with rivals.  
But knowledge-intensive firms can also cooperate with their rivals: they “… routinely 
refer projects to rival firms better suited to solving the problem or they may  
even cooperate by sharing work on larger projects. (…) Knowledge-intensive  
firms may also cooperate to advance the professional or industry association through 
conferences, common training programs, or setting common standards.” [18]  

To study cooperation dynamics among firms we must consider network and  
partnership concepts.  

A network constitutes an articulation of nodes through a certain number of connec-
tions. These nodes are a priori heterogeneous in time and space. This property is the 
basis of the need for network connections. By principle, “… the distance (or intensity 
or frequency of interaction) between two points (or social positions) is less (or more 
frequent or more intense) if the two points are nodes of a network than if they aren´t.” 
[19] Networks imply a multitude of connections and alternative ‘pathways’ in order to 
reinforce the ‘connection power’. Networks also imply rules and individual or collec-
tive actors to assure structure functioning on the basis of information and knowledge 
sources, human, financial and logistic resources, and specific conditions (technical, 
economic, social, political and environmental). The expansion of network penetrabil-
ity in economic structure has the new information technology paradigm as its material 
basis. The dynamic of each network is related to flux power or ‘connection power’ so 
as to develop the “… capacity of gender knowledge and process information in an 
efficient way.” [20] Considering also that networks constitute “… open structures 
capable of expanding themselves in an unlimited way, and integrating new nodes as 
long as they communicate inside the network, mainly if they share the same commu-
nication codes (for instance, values or performance objectives).” [21]. Networks also 
reflect hierarchic relations, ‘exclusions’, and dependencies, strong and weak connec-
tions. The network nodes do not have the same position in terms of ‘connection 
power’ because some of the nodes assume privileged roles while others assume  
secondary positions. 
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Partnership processes permit the development of local-regional based networks. A 
partnership concept can complement a network concept because it focuses on key-
assumptions in actors’ relations which are reflected on local-regional dynamics inher-
ent to a certain set of activities. Network approach develops analysis focusing on 
actors’ interrelations background and practical elements of interventions. We consider 
that a systematised analytical separation between components of the partnership con-
cept would be necessary: a more intangible component and its corresponding practical 
component. The study of partnership allows us to analyse the connections between 
these two components. We consider that partnership dynamic implies the existence of 
key assumptions in actors’ interrelations, namely agent diversity, activities focus, 
predisposition to ‘negotiate’ and to act in a changing context. These key assumptions 
correspond to key elements in the relations between actors which engender the coor-
dination of different motivations and interests in order to define and implement objec-
tives, activities, results and evaluation processes.  

Partnership dynamic corresponds to the practical dimension of the key assump-
tions. Due to evaluation processes, objectives and activities are subject to changes and 
adaptations. Organizational changes can result in different activities and tasks that are 
habitually developed in origin institutions. Agents carry on relations to intervene on 
the basis of objectives and respective actions results. Actors’ interrelations, linked to 
the key assumptions referred above, are reflected in key elements of the intervention. 
This dynamic consists of activities to reach objectives on the basis of available re-
sources (financial, human, and logistic), results and process evaluation. 

In order to be effective, BI systems should be able to respond to this new cus-
tomer’s competitive needs, adapting to the new competition rules and fundamentals. 
A BI system should show the capacity not just to deal with internally generated data 
but, at the same time, to look for data both within the surrounding partners of a com-
pany as well as data arising from the most varied sources. These other sources could 
be in the environment of a company’s operations but, most times, one should consider 
that the most disruptive innovations – the ones that give competitive advantages to a 
company – arrive from domains that most people did not think before that could af-
fect the business-as-usual of firms and industrial sectors. 

This tailor-made BI’s perspective it is also not compatible with its standardization.  

5   Conclusions 

In this paper, we showed the increased importance that BI systems have for the devel-
opment of corporate strategic management capabilities.   

Taking into consideration the rapid change in strategy fundamentals presented in 
this paper, and in order to justify the attention that most companies are directing to BI 
procedures, companies offering BI systems should reinforce its capabilities, not just to 
ensure an adequate corporate strategy implementation, but also to become important 
drivers of strategies’ conception.  

The tendency of BI systems for standardization, which is something that could be 
understood if we think that companies that provide BI systems will show a normal 
tendency to take advantage of their learning curves and to obtain efficiencies in their 
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main processes, from the exploitation of economies of scale and scope, could be a 
shadow in the apparently promising future of BI systems. 

Companies will only continue to invest in BI systems only if they are able to see 
real advantages coming up from their investments. Advantages should translate in 
added value for the company’s strategy which is something that will only happen if 
manager’s actions, guided by adequate information coming up from BI systems, 
really represent an increased capacity to provide faster and more efficiently products 
or services to their customers than their competitors. 

One should say that the true pragmatic way out for this apparent double paradox – 
between BI standardization and the strategic needs of companies and, at the same 
time, between the need for BI companies to standardize and the capacity to provide 
better and more adequate BI systems to their customers – consists on service capacity. 
In order to solve this apparently difficult problem, BI companies must be able to pro-
vide a better service to their customers, selling BI systems at a lower price but show-
ing the capacity to customize these systems to their customers’ needs, by having a 
personalized service that must be able to translate the customer’s strategy into respon-
siveness of their managers. Responsiveness should be understood by the capacity, not 
just to provide cheaper and better quality products or services but, mainly, to devise 
future strategies – or to adequate present strategy – faster than their competitors, mak-
ing possible to obtain what in strategy is known as first movers advantage more often 
than before. 

6   Future Work 

Intelligence means the capacity to acquire and apply knowledge [22], which is some-
thing more than just transforming data into information. In management terms, this 
could be translated into a complex process that remains far away from the “simple” 
engineering perspective many times associated with BI systems capacity to transform 
data into information. At the same time, this breaks with the tendency for BI stan-
dardization and could explain the market tendencies for the interesting duel between 
the so-called BI pure-play vendors and the mega vendors.  

Any BI systems’ implementation must be looked as a true symbiotic process be-
tween management and the ICT resources of an organization. This symbiosis might 
originate a change in own fundamentals of management, especially concerning strate-
gic management. Usually, any “strategy process usually involves changes within the 
overall culture, structure, and/or management system of the entire organization“ [23] 
so as it must also happen with any BI system’s implementation.  

Business flexibility must also translate into knowledge increase. To measure the 
real benefits arising from the adoption of any BI system, we must be able to break 
with traditional knowledge regarding strategic management and to devise new strate-
gic management fundamentals. And this might be the biggest challenge nowadays to 
the development of BI systems itself. Solving this puzzle might well pass through the 
development of an integrated theoretical work between managers and information 
technologists. Just by doing this it will be possible to assist to the real hype of BI 
systems. 



 Business Intelligence Standardization and Corporate Strategy: A Paradox 137 

 

References 

1. Gartner: Market Report on Business Intelligence, in Inside SAP, Australia & New Zea-
land, vol. (9) (May/June 2010),  
http://www.insidesap.com.au/mayredirect/ (June 15, 2010) 

2. Gartner: Market Report on Business Intelligence, in Inside SAP, Australia & New Zea-
land, vol. (9) (May/June 2010),  
http://www.insidesap.com.au/mayredirect/ (June 15, 2010) 

3. Luhn, H.P.: A business intelligence system. IBM J. Res. Dev. 2(4), 314–319 (1958) 
4. Miller, A., Dess, G.G.: Strategic Management, 2nd edn., International Edition. The 

McGraw-Hill Companies, Inc., New York (1996) 
5. Grant, R.: Contemporary Strategic Analysis, 6th edn., p. 19. Blackwell Publishing, Malden 

(2008) 
6. Rescher, N.: Complexity. A Philosophical Overview, p. 6. Transactions Publishers, New 

Brunswick (1998) 
7. Rescher, N.: Complexity. A Philosophical Overview, p. 7. Transactions Publishers, New 

Brunswick (1998) 
8. Vercellis, C.: Business Intelligence: Data Mining and Optimization for Decision Making, 

p. xiv. John Wiley & Sons Inc., New York (2009) 
9. See, for instance, http://searchdatamanagement.techtarget.com/ (last ac-

cess on February 26, 2010)  
10. Wheelen, T.L., Hunger, J.D.: Strategic Management and Business Policy. Eleventh Edi-

tion, Pearson International Edition, Pearson Prentice Hall (2008) 
11. Doz, Y., Santos, J., Williamson, P.: From global to Metanational: How Companies win in 

the knowledge economy. Harvard Business School Press, Boston (2001) 
12. Oestreich, T., Buytendijk, F.: Introducing Management Excellence. Journal of Manage-

ment Excellence 1, 5–11 (2008) 
13. George Jr., S., Hout, T.M.: Competing against time: how time-based competition is re-

shaping global markets, p. 1. The Free Press/ Macmillan, Inc., New York (1990) 
14. Michalewicz, Z., Schmidt, M., Michalewicz, M.: Adaptative Business Intelligence, p. vii. 

Springer, Heidelberg (2007) 
15. Ghemawat, P.: The forgotten strategy. Harvard Business Review, 1–10 (2003) 
16. Mason, R.H., et al.: Corporate strategy: a point of view. California Management Re-

view XIII(3), 5–12 (1971) 
17. Mason, R.H., et al.: Corporate strategy: a point of view. California Management Re-

view XIII(3), 5–12 (1971) 
18. Sheehan, N.T.: Why old tools won’t work in the “new” knowledge economy. Journal of 

Business Strategy 26(4), 53–60 (2005) 
19. Castells, M.: A Sociedade em Rede, Lisboa, Fundação Calouste Gulbenkian, p. 606 (2002) 
20. Castells, M.: A sociedade em rede in Cardoso, G, et al. A Sociedade em Rede em Portugal, 

Porto, Campo das Letras, 19-29, pp. 21–22 (2005) 
21. Castells, M.: A Sociedade em Rede, Lisboa, Fundação Calouste Gulbenkian, p. 607 (2002) 
22. The American Heritage® Dictionary of the English Language, Fourth Edition copyright 

©2000 by Houghton Mifflin Company (Updated in 2009)  
http://www.thefreedictionary.com/intelligence (June 15, 2010)  

23. Wheelen, T.L., Hunger, J.D.: Strategic Management and Business Policy, 11th edn., p. 13. 
Pearson International Edition, Pearson Prentice Hall (2008) 



 

J.E. Quintela Varajão et al. (Eds.): CENTERIS 2010, Part II, CCIS 110, pp. 138–147, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

A Business Model for the Portuguese Air Force 

Carlos Páscoa1,2, Pedro Leal1, and José Tribolet2,3 

1 Department of University Education, Portuguese Air Force Academy, Sintra, Portugal 
2 Department of Information Systems and Computer Science, Instituto Superior Técnico, 

Technical University of Lisbon, Portugal 
3 CODE - Center for Organizational Design & Engineering, INOV, Rua Alves Redol 9,  

Lisbon, Portugal 
cjpascoa@gmail.com, pmbleal@gmail.com, jose.tribolet@inesc.pt 

Abstract. Organizations not only play an increasingly active role in today's 
society but also begin to address the everyday necessities and concerns of 
individuals. To achieve competitive advantage, it is becoming more and more 
necessary that organizations perform efficiently in order to survive.  

As organizations can be defined as a group of people who work together to 
obtain one or more common results, it is imperative that all its constituents 
represent themselves as part of the whole. Important issues such as: who is the 
organization, what it does, for whom it operates and what its core values are can 
be answered using the business model. It is also important to characterize, in 
this context, the business model and artifacts like the Business Motivation 
Model which help to specify the enterprise business architecture and can be 
complementary. 

This paper, using business model concepts as a basis, proposes a business 
model for the Portuguese Air Force that answers to the previous questions and 
can be instantied to any particular area, like one of the Air Force Air Units. 

Keywords: Organizational Engineering; Business Model; Business Strategy; 
Enterprise Architecture; Organization Values; Business Motivation Model. 

1   Introduction 

Organizations appear as a response to the needs that society presents. Since their 
appearance, their business practice, irrespective of their activity, should produce 
something in order to receive value in return. 

In order to identify the feasibility of a particular business, concepts such as 
"Mission", "Overview", Objectives and Strategy "[1], should be clearly presented and 
should also identify the final state seeking to be achieved and how to obtain it. 

All organizations are situated in dynamic and flexible environments. It is important 
that both internal and external participants clearly understand the information about 
the substance of "Being" [2].  

A Business Model responds to a number of important questions about the 
organization, such as: "who we are", "what we do"," how we behave", "what are our 
values".  



 A Business Model for the Portuguese Air Force 139 

 

From the combination of Enterprise Architecture (EA) with the Business Model 
arises, not only the definition of the executable internal business [2], but also the 
presentation of substantial information about the organization allowing its 
classification, internally and externally. In fact, by way of example, it is worth 
mentioning that the presentation of the EA of a complete and well structured 
organization, together with a Business Model can answer questions about identity, 
regarding: i) an understanding of the contribution of each of the internal actors to 
achieve the objectives, ii) an understanding of the flight plan of the organization, iii) 
an understanding of identity, resources and values. 

Accordingly, this paper presents the concepts necessary for the definition of EA in 
an organization, taking as reference the Business Motivation Model (BMM) [1] and 
also the concepts that underpin the creation of a business model. In addition, an 
Business Model for the Portuguese Air Force and a specification to an Air Unit are 
proposed. 

The document is divided into four paragraphs. The second paragraph presents 
relevant literature on the mentioned concepts. The third focuses on the creation of the 
proposed business model for the Air Force, as well as a comparison of existing EA, 
with the BMM. The final paragraph is a brief conclusion of all the work. 

2   Enterprise Architecture and Business Model 

In this paragraph brief references will be made to the concepts used by Organizational 
Engineering, applied by the Center for Organizational Design and Engineering 
(CODE) and the BMM like: Business Model, Business Strategy, Values and 
Nonprofit Organizations. 

2.1   Organizational Engineering 

An organization can be defined as a group of people working together to achieve a 
common goal. This, too, can be seen as an aggregate of two or more people who carry 
out joint activities individually or coordinated and controlled within a certain 
environment in order to achieve a common result. 

All organizations, knowing the environment in which they are inserted, must have 
their fundamental principles and objectives coordinating the human and material 
resources needed to carry out its business. Organizations should also seek excellence 
through efficiency and effectiveness in pursuit of quality in the services they provide, 
because only in this way they can continue their existence. 

2.2   The Business Motivation Model (BMM) 

The Business Motivation Model (BMM) is a framework to develop the architecture of 
the Business in an organized way. The BMM has five major distinct areas: “Ends”, 
“Means”, “Influencers”, “SWOT” and “Potential Impact”. "Ends", which states what 
the organization wants to achieve, are composed by "Vision", "Goals" and 
"Objectives"; "Means", the way the organization uses to achieve its "Ends" includes 
the "Course of Action " and within this, are the "Strategy" and "Tactics", and also the 
"Business Policies " and "Business Rules"; Internal and external "Influencers" 
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perform actions that could significantly impact both the "Ends" and the "Means". The 
“Strenght, Weakness, Opportunities and Threats (SWOT) Analysis" lets one know 
what impact these influencers have in the "Means" and in the "Ends"; "Potential 
Impact" can limit or jeopardize the activities of the organization. 

Although it is a model revealing the behavior of the organization pursuing what it 
wants to be achieved, and how it will be accomplished, the BMM is a model that has, 
as a main idea: to motivate the components of the organization. Through this model 
the elements understand the desired outcomes of the organization and how they are 
achieved, so there is a greater motivation on the part of its constituents. 

Mission indicates the main activities of the organization, while the Vision indicates 
the state that is sought and amplified by Goals and Objectives. 

Course of Action include both the Strategy and Tactics. The Strategy means the 
right approach to achieve the Goals; Tactics, in turn, in relation to Strategy, tend to 
fill in a shorter period of time, and have a more narrow perspective. Tactics are the 
tool for the achievement of defined Objectives. 

Directives, in any organization, serve to rule the Course of Action. Business 
Policies are, in comparison with the Business Rules, less structured, less discrete and 
not so small. On the other hand, Business Rules are highly structured, very thorough, 
presenting the standard vocabulary of the business, authorizing, restricting or guiding 
the work of the organization in specific areas. 

The external influences are those that stand outside the organization and create an 
impact on the application of Means or achievement of Ends. The internal influences 
come from within the organization and have an impact on employment of Means and 
in the achievement of Ends. 

A SWOT analysis, according to the BMM, is a judgment on an Influencer, which 
affects the organization in its work to implement its Means or achieve its Ends, that is, 
an analysis of strengths and weaknesses, opportunities and threats. 

With the development of the SWOT analysis the potential impact can be 
anticipated, that is, to anticipate what impact the Influencers will have on Means or 
Ends, positively or negatively. While negative influencers present a high Risk to the 
activity of the organization, positive influencers could, in turn, be used as a way to 
Potential Reward. 

Risk arises from negative impacts indicating the probability of loss; obviously, 
without an analysis on the influencers, one cannot know the risk associated. The 
Potential Reward comes from positive results, indicating the winning probability. 
Like in the Risk, the absence of an analysis on Influencers, the organization will not 
know what good could draw from them. 

2.3   The Business Model 

The term Business Model can be defined as a logical summary of the value creation 
of an organization or a network of companies, including assumptions about their 
partners, competitors and customers. It is a very complex term that appeared on the 
Internet in the 90s, which advocates, in its beginnings, that the organization not only 
needs a strategy, a special competence and customer needs, but also a Business Model 
that promises big gains for the organization in its future. 
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The concept Business Model is used in many areas, including traditional theories, 
strategies, general management, innovation and management literature information. 
As a result, the concept of Business Model has different ideas, different assumptions 
and values. Some have a central vision of the organization, others are focused on the 
value of ends, a focus on Strategy, other on operational aspects; some are looking for 
innovation, others to technology aspects [3]. 

The Business Model serves as a competitive advantage when facing competition. If 
the organization clearly knows what its goal is, it responds to external and internal 
organization issues such as: "Who is?", "What does?", "To whom?" and "What values 
does it practice?”. 

Business Model and Business Strategy are different concepts and can be easily 
confused. The Business model shows the organization’s system and how its elements 
come together and interact. However it does not take into account components that 
can influence the organization [4]. 

2.4   Business Strategy 

Nowadays, due to dynamic markets and changing technologies, Strategy cannot be 
static. According to the new paradigm, the rivals can quickly steal any market 
position, and the apparent advantage is purely temporary [5]. 

In order to formulate a Strategy, the organization needs to find or create a structure 
in which the Strategy can be organized, determining what information is needed to 
apply it, identifying, then, how to capture the information and, ultimately, decide how 
this information should be processed within the structure to create, evaluate and 
optimize the Strategy or solution [6]. 

"The strategy should be the main focus of cooperation, overlap the growth is a 
mistake that many organizations keep on committing." [5]. 

Thus, it may be that the organization's Strategy is very important and, so it should 
remain constant over time, as it is fundamental to achieve its "Ends". 

In the organization, the existence of a Business Strategy is a plus, as it answers 
questions such as "Where is it done?", "How is it done?" and "When is it done?". 
Therefore, Business Strategy development is essential to obtain results since it allows 
identifying, during execution, failures or missed opportunities [4]. 

2.5   Strategic Management of Nonprofit Organizations 

Non-profit organization exists primarily to bring about changes in individuals and in 
society, and there is not the figure of "profit". Typically, these organizations exist to 
perform righteous or moral acts or causes to serve. However, like in profitable 
organizations, they should optimize their resources in order to add efficiency and 
effectiveness to their processes. 

Strategy implementation in this type of organization differs from the others. While 
the Strategy of the organization that seeks to profit leads to produce the maximum 
profit as a result of its operation, Strategy in the nonprofit organization is merely a 
means of maximizing resources. 
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2.6   Values of an Organization 

The core values of an organization should reflect the deep values people embrace and 
must be totally independent from industry standards or management topics [7]. 

Values reflect the way of being of the organization and the people who work in it, 
determining how they operate and behave towards the business. The value statements 
come from the people and values of their chiefs [8]. 

3   Development of Business Model for the Air Force 

Based on the model described above, this paragraph proposes and develops the 
Business Model that is thought to be the most appropriate for the Portuguese Air 
Force in general, instantiating it, then, to one of the Air Units. 

3.1   Analysis of Interviews 

During the development of the Business Model, several Air Force officers were 
interviewed. The questions received several responses that denote some dispute at the 
judgment across this theme. It should be noted, though, that the concept of "business" 
engaged in a military organization generates discomfort. However, all the interviewed 
agreed that, since financial resources are needed to the operation of the Air Force on a 
daily bases, it is also a business but in a non-profit way. 

Moreover, there is still the opinion of some of the interviewed who affirm that 
there is an implicit business model in what the organization performs. However, there 
is a group that agrees that a Business Model would certainly influence the Strategy 
and further improve the organization, whose current output is already of high quality. 

3.2   Comparison of EA of the Air Force with BMM 

In order not only to identify parallels, but also to be able to find new ways to improve 
the Air Force’s EA, a comparison was made between the current institutional artifacts 
that compose the Air Force’s EA and the BMM concepts. 

In this sense, there were found some substantial common points between the BMM 
and the Air Force in the areas of Ends and Means, and it was concluded that a direct 
application of the BMM could improve the mainstream of concepts used by the 
organization, grouping them by relating and aligning them with a derived view from 
the "Mission", published by the Government and the Vision of the Chief of General 
Staff: "In the multi-faceted coverage of the mission, I envision an Air Force with a 
highly deployable nature, while maintaining a high degree of interoperability with 
other national and multinational forces, supported by the use of equipment that 
incorporate new technologies, served by a deployable command and control that 
enables operation in different environments, and a streamlined logistics, based on a 
modular structure, that eases expedited activation process. "[9]. 

Down in detail, from the various concepts compared, it can be concluded that the 
process of studying external and internal influencers, and its relation to the SWOT 
analysis could be improved by adding effectiveness to the overall organization's EA. 
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Other of the conclusions stood on the need of introducing the organization and 
characterizing it in and out, answering questions such as: "Who are we?", "What do 
we do?", "What are our values?". 

Since the Business Model answers questions such as those identified in the 
previous paragraph, it became important to complement the Business Architecture 
and add information about the organization itself, seeking to develop a Business 
Model appropriate to the Air Force, being identified the following development 
requirements: i) to appeal to patriotism, given the highly patriotic nature of armed 
forces; ii) be made into an easy and readable picture (symbol); iii) to represent the 
strategic level of the Organization; iv) to represent the Organizational Structure; v) to 
show the corporate values and mission; vi) to reflect areas (local) of employment; vii) 
to be capable of specification in the representation of entities from different levels 
(tactical and operational) of the organization. 

3.3   Development of Business Model for the Air Force 

While developing the Business Model for the Air Force, there were included the 
necessary articles to meet the above requirements: the description of the operational 
means, actions, values, organizational structure and the sites where it operates. The 
detail is described below. Additionally, it was necessary to produce an image easy to 
understand that would easily gather all the elements and explain the Business Model. 

The Portuguese Air Force is a branch of the Armed Forces that, in the operational 
area, operates different weapon systems that can be characterized by high 
specialization, such as, for example, speed, mobility, range and flexibility of 
employment in any type of theater. Integrating the system of national forces, the Air 
Force's Mission, among others, cooperates in an integrated way, in defense of the 
Republic, through execution of air operations and air defense of the national space. 

The structure of the Organization consists of the following: at the top of the 
hierarchy is the Chief of General Staff (CEMFA), which is supported by the General 
Staff (EMFA), the Inspector-General of the Air Force (IGFA), the Directorate of 
Finance (DFFA), by the Culture Organs (ONC) and by the Council Organs. These are 
followed by four functional commands, the Logistics Command (CLAFA), the Air 
Command (CA), the Personnel Command of the Air Force (CPESFA) and the 
Education and Training Command (CIFFA). 

In its normal activity Air Force relates to the various entities including: the 
Portuguese Government, a regulatory element that ensures also a financial 
component, other state organs, such as the Presidency and the various Ministries 
and the Regional Governments, the military, for example, the General Staff of the 
Armed Forces, Army, Navy, Portuguese Official Language's African Countries 
(PALOP), and International Organizations such as the European Union and NATO, 
the Universities, the Media, Hospitals and cultural entities. 

As part of its Mission, the Organization provides a range of services to entities 
described above, being the most relevant: the defense of national airspace, air 
transport operations, patrol, search and rescue, maritime surveillance and medical 
evacuation, formation, university and professional, research and development, health, 
courses of command and leadership and uses of the wind tunnel. 
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The Air Force is a military institution that practices noble values, such as the 
following: ”Do well to well serve“, ”Ethics of Rigor“, “Responsibility“, ”Demand“, 
”Culture of Merit“, "Integrity", "Dedication", "Competence", "Justice", ”Permanent 
availability“, ”Honesty“, “Leadership“ and ”Discipline”[9]. 

In carrying out its specific mission, the Organization operates around the Globe 
specially Portugal, Main Land and Islands, the area of influence of NATO, the 
European Union and the Western European Union and also within the Community of 
Portuguese Speaking Countries, having recently participated in several national and 
international operations of which stands out Afghanistan. 

In Figure 1 the concepts presented above are illustrated in the representation of the 
Business Model for the Portuguese Air Force. 
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Fig. 1. Graphic representation of the Business Model for the Portuguese Air Force [10] 

In a clear reference to patriotism and the highest values of the Nation, the colors of 
the National Flag can be observed in the two outer circles and in the small inner 
circle.  

In the center there is the organizational structure of the Air Force and various 
images. On left there are shown the students of the Air Force Academy, representing 
the essential training for any organization and on the right the F-16 fighter aircraft 
personnel, representing the operational field. 

Also in the center at the bottom there are the local activities of that organization, at 
the top are the operational means of the Air Force, in a setting that enhances the Air 
Force flies in all ways and directions. 
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In the green circle are observed values of all the Portuguese Air Force and in the 
red circle there are the various actions that the Air Force plays in civil and military 
components, in strict compliance with its mission. 

On the overall, the picture combines all the attributes needed to represent the 
Business Model of achieving the purpose for which it is intended, namely the easy 
understanding of who you are, what you do, to whom you do it and what values are 
practiced, fulfilling all the requirements. The ability of specification of the model is 
measured by the development of the Business Model of the Air Units. In this case, for 
example (see Figure 2) it is shown the Business Model for Squadron 504, which 
operates the FALCON 50. 

 

Fig. 2. Graphic Representation of the Business Model for Squadron 504 [10] 

The Model of the Fleet 504 shows in the center, above, the image of three 
FALCON 50 aircraft; still at the center, there are images of the aircraft in flight and 
an aspect of its interior; instead of the organizational structure of the Air Force there 
is the patch of the Air Unit: the "Linces" and, finally, in the center there are referred 
the places of action (in this case, the same as the Air Force).  

In the green circle remain the "Values" of the Organization while the outer circle 
describes the tasks that the Fleet 504 can do, such as: air transport, medical 
evacuation, special transportation, crisis response, VIP transport and organs transport. 

The example shows that the model can be instantied to any organization at any 
level while informing the stakeholders what the organization is, what it does, to whom 
it does and what values it uses. 
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4   Conclusion 

The Business Model complements the enterprise architecture of the organization, 
allowing the characterization and understanding not only of its business but also its 
identity and values, resulting in a better understanding by stakeholders, both internal 
and external. 

In the process of understanding of what would be the best Business Model for the 
Air Force, it has been studied the formulation of its EA, compared with the BMM 
[1]. It was concluded that, considering that there is always room for improvement, 
implementation of the BMM, and SWOT analysis of influencers could add 
effectiveness to the activities related to the achievement of the mission. 

One also sought to understand what the various internal stakeholders thought about 
the "Business Model" and its suitability to the organization. Several interviews were 
conducted that showed that most human resources think this model would be 
appropriate provided that it showed immediate gains in understanding the 
organization and how it relates with the outside.  

After a thorough investigation, it was concluded that the Business model most 
suited to Air Force, would be a business model that clearly answered the questions 
"Who are we?", "What do we do" and "To whom we do it?" and "What are our 
values?", recognizable throughout the organization, being identified a set of 
requirements that the development should conform. 

In addition to clearly explain what the organization does and how, the Business 
Model proposed for the Air Force (see Figure 1), reflects the its values, the air assets 
operated, what its top-level structure, in which areas of the globe it acts and provides 
services, having some room for the representation of high patriotic values as the 
colors of the National Flag.  

The proposed Business Model is also specific and can be adapted to represent any 
unit inside the Air Force through the modification of some elements of its structure. 
An example was done designing the Business Model for Squadron 504, which 
operates the FALCON 50 aircraft (see Figure 2). 

The Business Model, providing information to stakeholders about the identity and 
values of the organization, complements the enterprise architecture that defines the 
Mission, Vision, Objectives and Strategy. Thus, there is a complementary relationship 
between them. 

The structure of the Business Model, shown in the image, is also suitable for the 
purpose intended, since it allows understanding of the relationship of a set of concepts 
in an immediate and easy way. 

Future studies will be able to better identify the complementarities of the 
architecture of business and the Business Model, designing and proposing new 
artifacts that allow their composition. 
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Abstract. The foremost purpose of implementing business intelligence systems 
is to increase the level of information quality provided to knowledge workers at 
various levels of an organization. However, at least at its present level of devel-
opment business intelligence systems maturity affects information access qual-
ity more than content quality, while the biggest problems of providing quality 
information for knowledge-intensive activities relate to information content 
quality, not information access quality. The quantitative analysis carried out on 
data relating to 181 Slovenian medium and large organizations further shows 
that business knowledge positively moderates the relationship between business 
intelligence system maturity and information content quality. This has impor-
tant implications: achieving higher levels of business knowledge for business 
intelligence initiatives results in narrowing the gap between the quality informa-
tion provided by business intelligence systems and the information quality 
needs of knowledge workers when using information. 

Keywords: Business intelligence, Business intelligence system maturity, Busi-
ness knowledge, Content Quality, Information Quality, Information Access 
Quality, Structural equation modeling. 

1   Introduction 

In a decision-support context, business intelligence systems emerged as a promising 
technological solution with a wide range of analytical capabilities to provide stake-
holders at various organizational levels with valuable information for their decision-
making. When properly used, business intelligence systems assist management in 
developing a data-based decision-making environment that provides more consistent 
results compared to non-business intelligence methods. Although, business value of 
business intelligence systems can only result from changes and innovations in ways of 
working [1], they can be achieved indirecty through the use of improved information 
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quality. Therefore, it is crucial to understand the means of business intelligence sys-
tems to improve the information quality and the factors that affect the ability to in-
crease the success of business intelligence systems projects in terms of information 
quality improvement. 

Several researchers [2; 3; 4] agree that the biggest problems of providing quality 
information for knowledge-intensive activities relate to information content quality, 
not information access quality. It was previously shown [5] that at the current level of 
development, business intelligence systems implementation projects do not ade-
quately address the information content quality problems. Thus, there still exists a gap 
between the quality information provided by business intelligence systems and the 
information quality needs of knowledge workers when using information. Clearly, in 
order to improve the information content quality organizations need to primarily iden-
tify as accurately as possible knowledge workers’ needs. This is a difficult task due to 
the non-routine and creative nature of knowledge workers’ activities and requires an 
in-depth understanding of managerial business processes, knowledge of contemporary 
managerial concepts and capabilities of business intelligence technologies to improve 
the managerial an operational business processes. 

With this research we aim to address the question of how can business knowledge 
for business intelligence initiatives contribute to narrow the above mentioned infor-
mation quality gap [5]. The purpose of the paper is therefore to explore the role of 
business knowledge on the quality of information provided by business intelligence 
systems. 

The outline of the paper is as follows: In Section 2 introduces the fields of business 
intelligence systems maturity, information quality, and the role of business knowledge 
in development of business intelligence systems. Section 3 aims to present the meth-
odological framework for the study, while Section 4 deals with the testing of the pro-
posed research model and hypotheses. Section 5 concludes with a summary and a 
discussion of the main findings. 

2   Business Intelligence System Maturity, Information Quality, 
and the Role of Business Knowledge 

According to The Data Warehousing Institute (‘TDWI’) in the field of business intel-
ligence systems a maturity model illustrates how business intelligence systems evolve 
from low-value, cost-center tools to high-value, strategic utilities that drive perform-
ance [6]. Based on the reviewed business intelligence system maturity models we 
found no evidence of an agreement on the business intelligence system maturity con-
cept. A deeper study of these models [5] suggests that none of them addresses matur-
ity in a holistic way, but is more focused on the aspects it covers. In line with the 
purpose of this research we can derive two main emphasizes from the reviewed mod-
els. First, there is an awareness of the importance of integrating large amounts of data 
from disparate sources [7] and an awareness of the need to cleanse the data extracted 
from the sources [8]. Second, organizations are focusing on technologies (e.g. query-
ing, online analytical processing, reporting, data mining) for the analysis of business 
data integrated from heterogeneous source systems [9]. On this basis, we propose the 
first hypothesis: 
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H1:  Business intelligence system maturity is determined by data integra-
tion and analytics. 

There is no unanimous agreement on how business intelligence systems provide value 
for organizations [10]. According to [11], the business value of business intelligence 
systems means getting the right information to the right user at the right time. In the 
view of [12], organizations that have successfully implemented business intelligence 
systems have better and timelier access to customer activities, marketplace trends, 
supply chain issues and other key performance indicators that cannot be easily meas-
ured in a non-business intelligence environment. Although this is a relatively limited 
view of the potential value that the implementation of these systems brings to organi-
zations [13], improved information quality is certainly the most tangible benefit [14] 
and thus the most appropriate to be analyzed. All other outcomes, such as better  
decisions, improved processes, and increased market share are based on improved 
information quality. Therefore, the foremost purpose of implementing business intel-
ligence systems is to increase the level of information quality provided to knowledge 
workers at various levels of an organization. 

In the information systems literature, information quality is one of the major di-
mensions for evaluating the success of information systems [15]. To evaluate infor-
mation quality we adopted Eppler’s [16] information quality framework since it  
provides one of the broadest and most thorough analyses of the information quality 
evaluation criteria. The Eppler’s framework separates views on information quality 
into two parts: content (relevance and soundness) quality relates to the actual informa-
tion itself, while media quality (referenced herein as information access quality)  
relates to the management of that information and whether the delivery process and 
infrastructure are of adequate quality. 

Koronios & Lin [17] identified some business intelligence technologies and activi-
ties, namely data cleansing, data integration, data tools and data storage architecture, 
as key factors influencing information quality. Nevertheless, Eppler [16] argues that 
technology mainly influences information access quality and has limited possibilities 
of influencing content quality, and Gurbaxani & Whang [18] similarly affirm that 
“modern information technology can reduce the costs of communicating information 
by improving the quality and speed of information processing”. We can thus presume 
the maturity of business intelligence systems affects both dimensions of information 
quality, each in its own way. In this context, hypotheses 2a, 2b and 2c are put  
forward: 

H2a:  Business intelligence system maturity has a positive impact on content 
quality. 

H2b:  Business intelligence system maturity has a positive impact on infor-
mation access quality. 

H2c:  Business intelligence system maturity has a different positive impact 
on content quality and information access quality. 

To understand how the implementation of business intelligence systems actually con-
tributes to solving issues of information quality in knowledge-intensive activities it is 
important to be familiar with the problems that may arise. Lesca & Lesca [2], for 
example, emphasize the limited usefulness of information due to an overload of in-
formation, ambiguity due to a lack of precision or accuracy leading to differing or 
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wrong interpretations, incompleteness, inconsistency, information that is not reliable 
or trustworthy, inadequate presentation and inaccessible information. Similarly, 
Strong et al. [3] note problems such as too much information, subjective production 
and changing task needs. 

The limited influence of technology on information content quality can be attrib-
uted to the fact that for information content the most important activity is to ade-
quately specify knowledge workers’ needs and requirements, which is a business 
issue rather than technological one. A clearer definition of their needs would ensure 
the comprehensiveness and conciseness of information. This emphasizes the need for 
the simultaneous implementation of contemporary managerial concepts that better 
define information needs in managerial processes by connecting business strategies 
with business process management. The latter includes setting organizational goals, 
measuring them, monitoring and taking corrective actions, and goes further to cascade 
organizational goals and monitoring performance down to levels of individual busi-
ness activities. For example, a more extensive examination of critical success factors 
and related information needs might provide a better understanding of the information 
needs [19]. 

Tesch, et al. [20] recognize information systems development as a knowledge in-
tensive process requiring integration across disciplines with domain knowledge as 
essential for successful systems design and implementation. However, data analysis 
as a business intelligence system development phase is different from a system analy-
sis phase in a traditional information system development methodology [21]. It is a 
business-focused activity, not a system focused activity. In the context of business 
intelligence systems development it is therefore reasonable to assume that appropriate 
business knowledge will increase the chance of success in terms of improved infor-
mation (mostly content) quality. 

In information systems development two areas of knowledge are needed: knowl-
edge on business processes and knowledge on information technology, which is to 
support the processes [22]. While Milovanović [22] asserts that users possess the 
former type of knowledge and information specialists possess the later one, it is worth 
to note that in the case of business intelligence systems development a knowledge gap 
often occurs. 

On one side, business processes supported by business intelligence systems are 
usually less structured, less defined and even not clearly understood by the users due 
to non-routine nature of managerial activities. Contemporary managerial concepts, 
such as business performance management, put in place more structured approaches 
for managerial processes, which in consequence enable better understanding of in-
formation needs. Similarly, Brohman et al. [23] recognize the importance of a better 
understanding of the data analysis process. 

On the other side, it is important that business users possess knowledge on infor-
mation technology used in business intelligence systems, at least to some extent. This 
type of knowledge enables them to understand the possibilities for changing the cur-
rent managerial practices. This knowledge therefore becomes the base for new spiral 
of knowledge creation in information system development context [22]. 

Therefore, we expect that employing business knowledge for business intelligence 
initiatives will improve the impact of business intelligence systems maturity on  
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information quality, mostly on the content dimension of it. We thus upgrade previ-
ously studied conceptual model [5] by putting forward the following two hypotheses: 

H3a:  The relationship between business intelligence system maturity and in-
formation content quality is stronger the higher the level of business 
knowledge for business intelligence initiatives. 

H3b:  The relationship between business intelligence system maturity and in-
formation access quality is stronger the higher the level of business 
knowledge for business intelligence initiatives. 

3   Methodology 

This study used a survey to obtain data measuring business intelligence systems ma-
turity, participants’ perceptions of information quality, and perception about the re-
quired business knowledge. The questionnaire was developed by building on the 
previous theoretical basis in order to ensure content validity. Pre-testing was con-
ducted using a focus group involving 3 academics interested in the field and 7 semi-
structured interviews with selected CIOs who were not interviewed later. This was 
also used to assure face validity. We used a structured questionnaire with a combina-
tion of 7-point Likert scales and 7-point semantic differentials. 

Based on the reviewed business intelligence and business intelligence systems’ ma-
turity models we modeled the business intelligence system maturity concept as a 
second-order construct formed by two first-order factors: data integration and ana-
lytics. The data integration construct is supported by the findings of [24]. Within the 
analytics construct we look at the different types of analyses the business intelligence 
system enables. We selected those indicators most used in previous works: paper 
reports [6], ad-hoc reports [25], online analytical processing (‘OLAP’) [9], data min-
ing [6], dashboards, key performance indicators (‘KPIs’) and alerts [9]. 

To measure information quality we adopted previously researched and validated 
indicators provided by Eppler [16]. We included 11 of the information quality criteria 
from Eppler’s framework in the research instrument (Table 1). 

In order to assess the impact of business knowledge on the relationship between 
business intelligence system maturity and information content quality we included a 
question about the availability of such knowledge for business intelligence initiatives. 
The importance of business knowledge for business intelligence initiatives has been 
established in previous works [21; 26]. The moderating nature of business knowledge 
over the business intelligence systems maturity-information quality relationships was 
modeled through the use of an interaction term. This term was implemented creating a 
new construct, having as indicators the products of the standardized indicators relative 
to the underlying constructs involved in the interaction, following the approach of [27]. 

The target population for this study were Slovenian medium and large size organi-
zations (1,329). Empirical data for this research were collected by means of paper and 
Web-based survey. Questionnaires were addressed to CIOs and senior managers esti-
mated as having adequate knowledge of business intelligence systems, the quality of 
available information for decision-making and the use of information in business 
processes. The final response rate was 13.6%. 
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Table 1. Indicators for the constructs 

Construct Label Indicator (description) 

 
(1 = Statement A best represents the current situation  
7 = Statement B best represents the current situation) 

DI1 

Data are scattered everywhere – on the mainframe, in databases, in 
spreadsheets, in flat files, in Enterprise Resource Planning (‘ERP’) 
applications. – Statement A 
Data are completely integrated, enabling real-time reporting and 
analysis. – Statement B 

Data integra-
tion 

DI2 
Data in the sources are mutually inconsistent. – Statement A 
Data in the sources are mutually consistent. – Statement B 

 (1 = Not Existent … 7 = Very much present) 
A1 Paper Reports 
A2 Interactive Reports (Ad-hoc) 
A3 On-Line Analytical Processing (‘OLAP’) 
A4 Analytical Applications, including Trend analysis, ‘What-if’ scenarios 
A5 Data Mining 

Analytics 

A6 
Dashboards, including Metrics, Key Performance Indicators (‘KPIs’), 
Alerts 

 (1 = Strongly Disagree … 7 = Strongly Agree) 
CQ1 The scope of information is adequate (neither too much nor too little). 
CQ2 The information is not precise enough and not close enough to reality. 
CQ3 The information is easily understandable by the target group. 
CQ4 The information is to the point, without unnecessary elements. 
CQ5 The information is contradictory. 
CQ6 The information is free of distortion, bias or error. 

Content 
Quality 

CQ7 The information is up-to-date and not obsolete. 
MQ1 The information provision corresponds to the user’s needs and habits. 
MQ2 The information is processed and delivered rapidly without delay. 
MQ3 The background of the information is not visible (author, date etc.). 

Information 
Access  
Quality 

MQ4 Information consumers cannot interactively access the information. 

Business 
Knowledge 

BK1 
We possess appropriate professional business knowledge for business 
intelligence initiatives 

4   Results 

Data analysis was carried out using a form of structural equation modeling (‘SEM’). 
For the estimation of the model we employed SEM-PLS (Structural Equation Models 
by Partial Least Squares) [28], also known as PLS Path Modelling (‘PLS’). 

We first examined the reliability and validity measures for the model constructs. In 
the initial model not all reliability and convergent validity measures were satisfactory. 
Once all the items that did not load satisfactorily had been removed, the model was 
rerun. Figure 1 shows the results of testing the measurement model in the final run. In 
the final model all Cronbach’s Alphas exceed the 0.70 threshold and were very mar-
ginal to 0.80. Without exception, latent variable composite reliabilities are higher than 



154 P.S. Coelho, A. Popovič, and J. Jaklič 

 

0.80, and in general near 0.90, showing a high internal consistency of indicators 
measuring each construct and thus confirming construct reliability. The average vari-
ance extracted (‘AVE’) is higher than 0.50 (mostly around or higher than 0.60), ex-
cept for Business intelligence system maturity construct (marginal to 0.50), indicating 
that the variance captured by each latent variable is significantly larger than variance 
due to measurement error, and thus demonstrating a convergent validity of the con-
structs. Reliability and convergent validity of the measurement model was also con-
firmed by computing standardized loadings for indicators and bootstrap t-statistics for 
their significance. All standardized loadings exceed (or were very marginal to) the 
0.70 threshold and they were found, without exception, significant at 0.1% signifi-
cance level, thus confirming a high convergent validity of the measurement model. 

To assess discriminant validity, the following two procedures were used: 1) a com-
parison of item cross loadings to construct correlations, and 2) determining whether 
each latent variable shares more variance with its own measurement variables or with 
other constructs. The first procedure for testing discriminant validity was to assess the 
indicator loadings on their corresponding construct. All the item loadings met the 
requirements of the first procedure in the assessment of discriminant validity. For  
the second procedure we compared the square root of the AVE for each construct 
with the correlations with all other constructs in the model. All the constructs show 
evidence for acceptable validity. 

A bootstrapping with 500 samples has been conducted to test the hypothesized re-
lationships between the constructs. As shown in Figure 1, the standardized path coef-
ficients range from 0.251 to 0.675 while the R2 is moderate, i.e. between 0.284 and 
0.326, for all endogenous constructs. We can see that about 33% of the variance in 
information access quality is explained by the influence of business intelligence sys-
tem maturity, while about 28% of the variance in content quality is explained by the 
influence of business intelligence system maturity and business knowledge. 

As indicated by the path loadings, business intelligence system maturity has sig-
nificant direct and different positive influences on content quality ( β̂  = 0.363, p< 

0.001) and information access quality ( β̂  = 0.524, p < 0.001). The t-statistic for the 

difference of the two impacts is 2.9 with p = 0.004 hence confirming that the two 
hypothesized impacts are indeed different. These results thus confirm our theoretical 
expectation and provide support for H2a, H2b, and H2c. To derive additional relevant 
information, sub-dimensions of the second-order construct (business intelligence 
system maturity) were also examined. As evident from the path loadings of data inte-
gration and analytics, each of these two dimensions of business intelligence system 
maturity is significant (p < 0.001) and of moderate to high magnitude ( β̂  = 0.488 and 

β̂  = 0.675), supporting H1 as conceptualization of the dependent construct as a sec-

ond-order structure. 
Moreover, the impact of business knowledge on information content quality is 

found to be significant and positive ( β̂  = .251, p<.001) while the impact of business 

knowledge on information access quality is positive ( β̂  =.066) but not significant. 

The interaction effect of business knowledge on the relationship between business 
intelligence system maturity and content quality is found to be significant and positive 
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( β̂  =.174, p<.01) thus supporting hypothesis H3a. On the other hand, the interaction 

effect of business knowledge on the relationship between business intelligence matur-
ity and information access quality is positive ( β̂  =.141) but not significant and thus 

not supporting hypothesis H3b. 

DI1 R2 = 0
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ANALYTICS 

A3 

R2 = 0.284
 

CONTENT 
QUALITY 

R2 = 0.326
 

INFORMATION 
ACCESS 
QUALITY 

MQ3 MQ2 

CQ1 CQ3 CQ4 

A4 

A5 

A6 

MQ1 

CQ5 CQ7 

R2 = 0 
 

BUSINESS 
KNOWLEDGE

BK1 

0.907 

0.887 

0.918 0.909 0.630

0.662 

0.838 

0.774 

0.779 

0.783 0.702 0.840 0.640 0.781

1 
0.488 

(16.372) 

CQ2 

0.643

0.363
(5.540) 

0.675 
(22.837) 

0.524 
(10.423) 

0.251
(3.615) 

R2 = 0 
BIS MATURITY 

X 
BUSINESS 

KNOWLEDGE 

0.174
(1.960) 

 
Fig. 1. Final model of business intelligence system maturity impact on information quality with 
the interaction effect of business knowledge 

5   Conclusions 

Even if both information quality segments are evidently well addressed with the im-
plementation of business intelligence systems, one may expect that projects dealing 
with implementation of business intelligence systems are focused more on issues 
related to the main information quality issues in knowledge-intensive activities, i.e. 
content quality issues. This means that the implementation of such systems should 
contribute more to content quality than to information access quality. The results 
show that the implementation of business intelligence systems indeed differently 
impacts the two dimensions of information quality: higher levels of business intelli-
gence system maturity affect information access quality more than content quality. It 
appears as organizations implementing business intelligence systems give less empha-
sis to the quality of information content and rather call attention to the information 
access quality.  

To better address content quality issues through the implementation of business 
intelligence systems it is crucial to accurately define knowledge workers’ needs – an 
usually difficult task considering the nature of knowledge workers’ activities. While  
 



156 P.S. Coelho, A. Popovič, and J. Jaklič 

 

the development of business intelligence systems is supposed to be mainly a business-
focused activity, we could expect that appropriate business knowledge will increase 
the odds of success in terms of improved information (content) quality. The results 
show that the impact of business knowledge on the relationship between business 
intelligence system maturity and information content quality is positive; it reinforces 
the direct impact of business intelligence system maturity on content quality. Note 
that the impact of intelligence system maturity on content quality can exceed the im-
pact over information access quality for companies with business knowledge signifi-
cantly higher than average. On the other hand for companies with very low business 
knowledge, the effect of intelligence system maturity on content quality can be almost 
nonexistent. This implies that higher levels of business intelligence system maturity 
will have a stronger effect on information content quality in organizations with better 
business knowledge related to business intelligence initiatives. 

These findings have important implications for management: achieving higher 
levels of business knowledge for business intelligence initiatives results in a stronger 
impact of business intelligence maturity on information content quality. The targeted 
business knowledge includes the ability to understand and define as accurately as 
possible knowledge workers’ needs which would improve the comprehensiveness and 
conciseness of information. Such business knowledge would ideally include knowl-
edge about contemporary managerial concepts and proper metadata management that 
could improve the clarity of information. This further indicates that business intelli-
gence implementation projects need to be business-focused and business-led, since 
this would result in improved potential value of business intelligence systems and 
easier justification of investments into these systems. 

References 

1. Peppard, J., Ward, J., Daniel, E.: Managing the Realization of Business Benefits from IT 
Investments. MIS Quarterly Executive 6, 1–11 (2007) 

2. Lesca, H., Lesca, E.: Gestion de l’information, qualité de l’information et performances de 
l’entreprise, Litec, Paris (1995) 

3. Strong, D.M., Lee, Y.W., Wang, R.Y.: Data quality in context. Communications of the 
ACM 40, 103–110 (1997) 

4. Davenport, T.H., Jarvenpaa, S.L., Beers, M.C.: Improving knowledge work processes. 
Sloan Management Review 37, 53–66 (1996) 

5. Popovič, A., Coelho, P.S., Jaklič, J.: The impact of business intelligence system maturity 
on information quality. Information Research 14 (2009) 

6. TDWI. 2005 TDWI Poster: Business Intelligence Maturity Model (2005), 
http://tdwi.org/Publications/display.aspx?ID=7288 (retrieved Novem-
ber 10, 2009)  

7. Elbashir, M.Z., Collier, P.A., Davern, M.J.: Measuring the effects of business intelligence 
systems: The relationship between business process and organizational performance. Inter-
national Journal of Accounting Information Systems 9, 135–153 (2008) 

8. Bouzeghoub, M., Lenzerini, M.: Introduction to: data extraction, cleaning, and reconcilia-
tion a special issue of Information Systems. An International Journal. Information Sys-
tems 26, 535–536 (2001) 



 The Role of Business Knowledge in Improving Information Quality Provided 157 

 

9. Davenport, T.H., Harris, J.G.: Competing on analytics: the new science of winning. Har-
vard Business School Press, Boston (2007) 

10. Petter, S., DeLone, W.H., McLean, E.R.: Measuring information systems success: models, 
dimensions, measures and interrelationships. European Journal of Information Systems 17, 
236–263 (2008) 

11. De Voe, L., Neal, K.: When Business Intelligence Equals Business Value. Business Intel-
ligence Journal 10, 57–63 (2005) 

12. Thierauf, R.J.: Effective Business Intelligence Systems. Quorum Books (2001) 
13. Popovic, A., Turk, T., Jaklic, J.: Analysis of business intelligence system improvement 

impact on improved business performance. WSEAS Transactions on Business and Eco-
nomics 2, 173–179 (2005) 

14. Watson, H.J., Goodhue, D.L., Wixom, B.H.: The benefits of data warehousing: why some 
organizations realize exceptional payoffs. Information & Management 39, 491–502 (2002) 

15. DeLone, W.H., McLean, E.R.: Information Systems Success: The Quest for the Dependent 
Variable. Information Systems Research 3, 60–95 (1992) 

16. Eppler, M.J.: Managing Information Quality: Increasing the Value of Information in 
Knowledge-Intensive Products and Processes. Springer, Heidelberg (2006) 

17. Koronios, A., Lin, S.: Information Quality in Engineering Asset Management Information 
Quality Management: Theory and Applications. Idea Group Pub. (2007) 

18. Gurbaxani, V., Whang, S.: The impact of information systems on organizations and mar-
kets. Communications of ACM 34, 59–73 (1991) 

19. Huotari, M.-L., Wilson, T.D.: Determining organizational information needs: the Critical 
Success Factors approach. Information Research 6 (2001) 

20. Tesch, D., Sobol, M.G., Klein, G., Jiang, J.J.: User and developer common knowledge: Ef-
fect on the success of information system development projects. International Journal of 
Project Management 27, 657–664 (2009) 

21. Moss, L.T., Atre, S.: Business Intelligence Roadmap: The Complete Project Lifecycle for 
Decision-Support Applications. Addison-Wesley Professional, Reading (2003) 

22. Milovanović: Knowledge sharing between users and information specialists: role of trust. 
Facta Universitatis, Series: Economics and Organization 3, 51–58 (2006) 

23. Brohman, M.K., Parent, M., Pearce, M.R., Wade, M.: The Business Intelligence Value 
Chain: Data-Driven Decision Support in a Data Warehouse Environment: An Exploratory 
Study. In: 33rd Hawaii International Conference on System Sciences, Hawaii (2000) 

24. Lenzerini, M.: Data integration: a theoretical perspective. In: Popa, L., Abiteboul, S., Ko-
laitis, P.G. (eds.) Proceedings of the 21st ACM SIGMOD-SIGACT-SIGART Symposium 
on Principles of Database Systems, pp. 233–246. ACM, New York (2002) 

25. Claraview. Business Intelligence Maturity Model (2005),  
http://www.claraview.com (retrieved January 20, 2007)  

26. Williams, S., Williams, N.: The Profit Impact of Business Intelligence. Morgan Kaufmann, 
San Francisco (2007) 

27. Chin, W.W., Marcolin, B.L., Newsted, P.R.: A Partial Least Squares Latent Variable Mod-
eling Approach for Measuring Interaction Effects: Results From a Monte Carlo Simulation 
Study and an Electronic-Mail Emotion/Adoption Study. Information Systems Research 14, 
189–217 (2003) 

28. Ringle, C.M., Wende, S., Will, A.: SmartPLS 2.0 M3. University of Hamburg (2007) 



J.E. Quintela Varajão et al. (Eds.): CENTERIS 2010, Part II, CCIS 110, pp. 158–167, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Business Process Model Dynamic Updating 

Nuno Castela1,2, Marielba Zacarias1,3,4, and José Tribolet1,5 

1 Center for Organizational Design and Engineering, INESC INOVAÇÃO 
2 Superior School of Technology, Polytechnic Institute of Castelo Branco 

3 Research Center for Spatial and Organizational Dynamics 
4 Algarve University 

5 Dep. of Information Systems and Computer Science, Instituto Superior Técnico,  
Technical University of Lisbon 

ncastela@ipcb.pt, mzacaria@ualg.pt, jose.tribolet@inesc.pt  

Abstract. Enterprise representations can be used to improve the organizational 
self-awareness, allowing the communication of knowledge about these concerns 
among different organizational actors. In order to achieve this goal, the model 
must provide an updated, trustworthy and reliable representation. However, the 
typical usage of the enterprise model is restricted to support some organization-
al activities for limited time intervals. The recognized difficulty in maintaining 
it updated and aligned with the reality has prevented the usage of enterprise 
models as a repository of the organizational knowledge relevant for the daily 
activities execution. The present work proposes a process for continuously up-
date the enterprise model trough the annotation mechanism. Annotations enable 
interaction contexts that allow actors to make explicit their knowledge about 
their activities through graphic representations. In this process, actors act as ac-
tive updaters of the as-is model, through the comparison between the modeled 
activities and the ongoing real executed activities. This process is modeled by 
DEMO methodology in order to depict the essential transactions between actors 
of operational and model updating processes.  

Keywords: Enterprise Engineering, Organizational Knowledge, Enterprise 
Modeling, Enterprise Ontology, Model Annotation. 

1   Introduction 

Enterprise engineering [1] puts together concepts, methods and technologies which 
allows to understand, model, develop and analyze different business concerns such as 
strategy, processes and supporting information systems, as well as the inter-
relationships and inter-dependencies among them. In this context, business process 
models [2] allow to communicate, document and understand the operation of organi-
zations. The model that represents business processes in present time, is called the as-
is business process model, in contrast to the to-be model, which reflects future 
changes to processes resulting from business process analysis and improvement 
processes addressed by Business Process Management (BPM), Total Quality Man-
agement (TQM), Business Process Reengineering (BPR) among others.  
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Building the as-is model has the following goals: redesign or improve the organiza-
tion [3], [4], [5], [6]; improve enterprise integration [7], [8], [9]; act as a starting point 
to information systems architecture and to requirements gathering in information 
systems development [10], [11]; control the running processes [3], [6]; and act as 
knowledge repository of the organization.  

The latter goal can be valuable enhancing the ability of organizations to become 
learning organizations [12], [13]. Organizational knowledge, regarding its operations, 
can be made explicit through the business process model, with the contribution of the 
individual knowledge possessed by all members of the organizations [14]. Achieving 
this goal entails supporting the interaction contexts shared among the different orga-
nizational actors, where knowledge about organizational processes, as well as their 
goals, activities, and resources are discussed [15]. 

The business process model needs to accommodate different points of view of or-
ganizational actors, while at the same time, needs also to assure the consistency of the 
model as a whole. Defining methods and tools to support this capability is an essential 
requirement to achieve organizational self-awareness [16], which refers to the capa-
bility of answering questions regarding any organizational concern at any given mo-
ment in time. The process model, integrated in the enterprise architecture, has a key 
role in enhancing organizational self-awareness, as it can be used in discussing cur-
rent knowledge about operations, incorporating more knowledge in an iterative and 
incremental manner. Organizational actors are the individuals and groups involved in 
both the execution of operational business processes and the discussion of activity and 
process representations and eventual updating. It is important to notice that the execu-
tion of business processes and the discussions related to updating their representations 
define different interaction contexts where different conversations are developed. 

Nonetheless, despite being recognized as an important organizational asset, the as-
is business process model is not updated often, because the maintenance of this repre-
sentation is not a trivial question and also because it tends to be constructed to be used 
and then “sit on the shelf” [17]. If the as-is process model could be continuously up-
dated, it would provide an ideal knowledge repository in supporting organizational 
self-awareness. In this context, the present research has the following goals: to dis-
cover the process of updating the as-is business process; to build a tool supporting 
such process in order to improve the alignment of the model with the operational 
reality; to enable all organizational actors as the key agents in reducing the gap be-
tween the organization and its representation trough the definition a misalignment 
detection mechanism. This annotation mechanism should be also the key in establish-
ing a conversation and negotiation channel among the individual actors (the parts) and 
between the individual actors and the organization (the whole), where the organiza-
tion refers to all its members that previously shared and agreed upon model represen-
tations. In other words, the work presented in this paper aims to establish a process to 
automate and streamline the management and updating of the business process model 
in order to align it with the running processes and activities, using the annotation 
mechanism.  

The remaining of this paper is structured as follows. Section 2 describes the related 
work about annotations. In section 3, the as-is enterprise model dynamic updating 
process (PROASIS) is defined. Section 4 presents the case study developed. The 
conclusions and future work are presented in section 5. 
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2   Annotations 

In general, the annotations are an addition of information on a particular section of a 
document or other informational entity. Annotations have specific uses in distinct 
areas: in biology for genome annotation [18], in law science for annotated versions of 
legislation books, in language science for linguistic annotations, in programming 
languages like Java [19], in modeling languages like UML [20], in Web pages for 
analysis of documentation [21] and for adding comments, explanations or other exter-
nal reference [22], in hypertext for establishing new connections, interpret materials 
and promote the creation of structure or content, increasing the body of inter-related 
material [23].  

The use of the annotation concept in the course of this research is based on the 
work of Becker-Kornstaedt and Reinert [24] who applied this mechanism to capture 
the reasons for the changes that are normally made in software projects, caused by  
the implicit knowledge of development teams. The annotations should capture the 
activities, resources (entities) and the context involved (flows). The continuous im-
provement of processes requires that the experience is captured to be continuously 
incorporated into business processes and portrayed in the as-is model.  The systematic 
capture and storage in the context where the experience was captured has three major 
benefits [24]: the experience can become explicit; the experience may be incorporated 
in the description of the process; the analysis of the experience can be reused in other 
processes for process improving. 

3   As-Is Business Process Model Dynamic Updating Process  

The idea to explore in defining the AS-IS business process model dynamic updating 
PROcess (PROASIS) is based on the analysis of misalignments between the shared 
model and ongoing executed processes. This misalignment analysis uses the annota-
tions as a mechanism to collect the updates proposed by organizational actors. The 
language used to represent the business processes is the business process modeling 
notation (BPMN) due to its simplicity and widespread use [25]. The PROASIS is 
supported by a groupware prototype tool that distributes the business process model 
to the organizational actors, and supports the gathering of annotations as well as the 
underlying negotiation for refining and approving the annotations [26]. 

3.1   PROASIS Key Ideas 

The update process is executed by the organizational actors that perform the activities 
composing the organizational processes. The annotations allow making proposals for 
correcting the model (corrective maintenance), capture changes in action or interac-
tion contexts (adaptive maintenance), make free comments that could anticipate  
problems (preventive maintenance) and promote process continuous improvement 
(perfective maintenance) [24]. This process uses the revisions and evaluation of the 
annotations to establish the necessary negotiation among all the organizational actors 
involved in an update context. 
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In order to define a model updating process with widespread use, several granulari-
ty levels of the business process models were considered: process, activity and action 
levels (figure 1), as well as the organizational unit level [27]. 

 
Fig. 1. Business Process Model Granularity Levels 

 
The action level of detail, though considered in this work, is not subject of annota-

tions to update the model, mainly because its representation depends on the personal 
and individual view of each organizational actor. However, this level of detail is im-
portant because it may therefore contain the motive that leads each of the actors to 
propose changes and updates to the shared common process model (activities, 
processes, organizational units). The levels of detail that are considered for updating 
the as-is model are the levels of detail that the business process model distributed in 
organizations have (process and activity, mainly). 
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The modeling elements considered in the BPMN models that can be updated (by 
allowing the actors to make annotations to them) are shown in the figure 2. 

Depending on the modeling element in each level of detail, several actors that play 
different roles in the operational model can play different roles in PROASIS as anno-
tators of the model, and reviewers or evaluators of the annotations made. 

 

 

Fig. 2. Actors and contexts participating in the model dynamic updating  

The update context (PROASIS) dynamically captures a set of actor roles of the op-
erational context. This set is made up of a subset of the operational context actors, 
which will be the individuals who participate in the updating process (as annotators, 
reviewers and evaluators). 

At the activity level of detail, an executor actor can make annotations to several 
modeling elements that are related to the activities that he or she executes (see tags 
from A to D in figure 2). The organizational actors that could make revisions to the 
annotations made in this level of detail are the same actors that according to the as-is 
business process model share the annotated modeling element. If the annotated ele-
ment is the activity, the reviewers are all the actors that execute the activity. If the 
annotated element is a flow between activities, the reviewers are the actors whose 
activity is the starting point or the arriving point of the flow. If the annotated element 
is an informational entity, the reviewers are the actors who are performing activities 
that consume or produce informational entity. Finally, if the annotated element is  
the supporting information system, the reviewers are the actors who use the same 
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information systems to support their activities. These revisions are made by the re-
viewers to express agreement or disagreement with the annotation made. The evalua-
tion of the annotations will be performed by actors who possess operational responsi-
bility to the annotated element and hierarchical responsibility on the annotator in the 
operational context, so whatever the element annotated in the activity level of detail, 
the annotation will be jointly evaluated by the respective process owner and by the 
responsible of the organizational unit. The result of this evaluation must be the joint 
approval for the update proposal expressed in the original annotation made means in 
order to be incorporated in the new version of the model by the modeler.  

At the process level of detail, the standard annotator is the process owner. The 
process owner can make an annotation to the process which he owns as a whole, and 
this annotation is reviewed by the actors who are responsible for the organizational 
units where the activities that comprise the process are executed. The evaluation of 
the process annotation is made jointly by those involved in the review process 
(process owner and responsible for the organizational units involved). 

At the organizational unit level of detail, the organizational unit responsible is the 
standard annotator. The review process of the organizational annotation involves the 
organizational unit responsible that originated the annotation and the process owners 
that have activities performed under the responsibility of the organizational unit anno-
tated. The subsequent evaluation process involves the same actors that participate in 
the annotation review, where they have to make a joint approval to validate the anno-
tation allowing the modeler to create a new version of the model. 

One of the goals in defining the PROASIS was to approach as much as possible the 
collaborative process used to update models with the problem domain of business 
process modeling. To achieve this goal some actions were taken: the annotations 
made to the model are connected to the modeling elements; the annotations could be 
textual and/or graphic; the annotations are categorized as corrections, increase of 
detail or adaptation; the reviews are categorized as agreement or disagreement com-
plemented with text and/or graphics; the evaluations are categorized as approval or 
disapproval complemented with text and/or graphics. 

3.2   Modeling PROASIS with DEMO Methodology  

The DEMO (Design and Engineering Methodology for Organizations) meta-ontology 
[28], [29] is used to develop business process models to in order to clearly distinguish 
between the world (states and events) and the causes of change in this world (actors 
and acts). The notion of ontology has as objective to understand the essence of the 
construction and operation of an organizational system. The following text expresses 
the essence of PROASIS: 

“The "client" of PROASIS (corresponding role of the operational model that de-
tects misalignment between the model and "reality") wants to update the model, so it 
makes an annotation (update request). This update request is received by the modeler 
(which is who actually update the model if the annotation is approved) and by the 
reviewers. When reviewers receive the annotation, they can begin the revision of the 
annotation (which is optional). The approval of the annotation is made based on the 
analysis of the annotation (update request) and reviews. If the annotation (request 
update) is approved, the model will be updated and delivered to the "client"”. 
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In the text above, an independent transaction (T1) is identifiable, that corresponds 
to the delivery of a final product to the environment, which is in this case, the delivery 
of a updated enterprise business process model. The production fact of this transaction 
is the delivery of a particular update of the model. The following transaction result 
table shows the transaction T1 and the dependent transactions T2 and T3. 

Table 1. Transaction Result Table of PROASIS 

Transaction Result 
T1 – Model Update R1 – The model M is updated with the annotation A 
T2 - Revision R2 – The Revision R of the annotation A was created 
T3 - Approval R3 – The Evaluation E of the annotation A was created 

The process structure diagram shows the structure of PROASIS (figure 3): After an 
actor of the operational model has made an update request, we can see that to deal 
with the promise of T1 (T1/pm), the modeler performs two acts: the coordination act 
T3/rq (which means that he promises to update the model based on the annotation 
made only if there is an approval of the evaluator) and the execution act of T1 (which 
will only be executed if the evaluator approves the annotation). At the same time, 
when the actor of the operational processes requires an amendment to the model 
(T1/rq), this same actor "transposes to" to PROASIS as an annotator, and T1/rq leads 
to T2/rq, since it requires the revision of the annotation that he did. The transactions 
T2 and T3 both imply negotiation processes. The new instance of the model produced 
in T1, reflects the changes expressed in the annotation, and the set formed by annota-
tion/reviews/approvals became part of it. 

 

Fig. 3. Process structure diagram shows the structure of PROASIS 

Figure 4 shows the association between the two models, the operational (the one 
that is being updated) and the PROASIS (one that is used to update the operational 
model, represented with the DEMO actor transaction diagram). This association is 
expressed by the dynamic relationship among the roles of each model. The initiation  
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of the transaction T1(in PROASIS) is made by the operational actor role that makes 
an annotation, which could by any of the roles defined in the operational model, de-
pending of the annotation context). Consequently, the reviewers and evaluators roles 
are dynamically assigned because they depend of the associations among the model-
ing elements of the operational model. 

 

 

Fig. 4. Relationship between operational model and PROASIS 

The PROASIS modeling with DEMO shows and emphasizes: The essential ele-
ments of PROASIS; the organizational roles involved (annotator, reviewer, approver 
and modeler) and the transactions of PROASIS (annotation, review, approval and 
modeling), and their relationship with the roles of the operational processes, which act 
as initiators of the transactions on PROASIS. 

4   Case Study 

A tool developed to support PROASIS is currently being used in a governmental 
organization in Portugal. The available results shows that initially the actors mostly 
made annotations as corrections to the shared model, allowing the involvement of all 
actors connected directly (executers) or indirectly (process owners  and organiza-
tional units responsible) in validating and updating the enterprise model, aligning it 
with the reality in an interactive and shared way. So, the annotations and their exten-
sions (reviews and evaluations) fit the requirement of being a suited mechanism in 
putting the actors talking about their activities and proposing changes to the enter-
prise model. Figure 5 shows a screenshot of the tool developed used in the case 
study. 
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Fig. 5. Screenshot of the MAPA tool 

5   Conclusions and Future Work 

The introduction of the PROASIS in a real organization revealed that it could have an 
important role, not only in gathering the information needed to update the model, but 
also allowing the opening of communication channels to share and gather knowledge 
about the organizational activities. 

DEMO reveal that is a well suited methodology to model the essential aspects of 
PROASIS and the negotiation implied in building and updating process models, due 
to the communications theoretic perspectives underlying it. 

In an attempt to fit the PROASIS with the organizational practices, we can high-
light the role of PROASIS in the scope of Business Process Management (BPM) 
initiatives. The activity of process redesign, included in the BPM lifecycle, is based 
on interviews and meetings, and is triggered by management needs. The philosophical 
basis of the PROASIS is different because it is activated by the detection of gaps and 
opportunities for improvement seen by those directly involved in the activities execu-
tion. It is not only a step of the BPM lifecycle driven by conscious and/or specific 
improvement/optimization felt by managers. PROASIS can run continuously in the 
background, and is triggered asynchronously by the actors in the organization at vari-
ous levels, reducing the efforts of model redesign in BPM initiatives. 

The future work, in operational terms, will focus on the consolidation of the case 
study in progress. In theoretical terms, it will focus on exploring the DEMO to 
represent meta-processes and negotiation patterns in the scope of PROASIS.  
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Abstract. The paper presents some recent researches results based on the con-
cept of collaborative infrastructure, in order to unify existing standards for sup-
ply chain management and to provide the support in various decision making 
process in manufacturing supply networks. Intended to facilitate and enhance 
the required knowledge management processes the proposed collaborative in-
frastructure, based on a virtual enterprise network, is expected to promote the 
development of the business services sector using a new product lifecycle para-
digm according with the greater need for software tools for risk estimation. We 
focus on the professional risk assessment (PRA) as part of risk management 
process (RMP) and how the risk level can be established in collaborative infra-
structures depending on probability and severity of consequences. A case study 
is presented to show PRA at the SMEs level.  

Keywords: Virtual Enterprise Network, Knowledge Management, Knowledge 
Bases Applications, Professional Risk Assessment, Intranet, Internet, Extranet. 

1   Introduction 

Virtual enterprise network (VEN), conceived in the beginning of this century as a 
European response to the needs of manufacturing facing the knowledge economy, 
contributes with a high level strategy that provides the reference model for industrial 
transformation. The Research Innovation Value Chain, as an action line, represents 
the operational place where stakeholders can network to respond to the multi-
objectives of modern enterprise in the new era of knowledge society [1]. In the 21st 
century, all enterprises continue to implement ICT strategies to improve manufacture, 
research, products quality, sales, services and to costs control. Today, new enterprise 
model architecture uses the Intranet/Internet/Extranet technologies.  

As a general requirement for an infrastructure support is than the enterprises must 
be able to inter-operate and exchange information’s and knowledge in real time so 
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that they can work as a single integrated unit, although keeping their independ-
ence/autonomy. For the future, e-services and e-business, as were defined, require the 
enterprise re-thinking and re-modeling, with the system and applications design for an 
efficient use of new network technologies. Building the e-economy is a complex chal-
lenge and its main requirements are presented in Figure 1 [1]. 

 

Fig. 1. The new digital economy (e-economy) requirements 

Developing and implementing these strategies will require partnership and collabo-
ration among the private, public and academic sectors as well as other agencies and 
organizations that strive to link these together. It will require the active involvement 
of consumers and citizens. The collaboration infrastructure, implemented in the 
PREMINV e-platform (from the “Politehnica” University in Bucharest), is intended to 
facilitate and enhance the required knowledge management processes. In the Euro-
pean countries more then 95% of the companies are small and medium-sized enter-
prises (SMEs) and majority of the European Union employees work in these compa-
nies. The proposed collaboration infrastructure, based on a VEN, is expected to re-
duce involvement of individual SMEs in networking efforts, enable better and faster 
decisions and promote the development of the business services sector. As a result of 
a new product development paradigm, there is a greater need for software tools to risk 
estimation. In addition, we describe a method to knowledge bases (KBs) built and 
used the professional risk assessment (PRA) as part of risk management process 
(RMP) and how can be establish the risk level depending on probability and severity 
of consequences.  

2   Virtual Enterprise Network Solution in the PREMINV Platform 

Today, companies feel the need to focus on their core competence and join together in 
virtual industrial groups, dispersed geographically to meet requirements of new prod-
ucts/services required in the market [2]. Hereby, the concept of virtual enterprise (VE) 
appears. Choosing partners to partnership creation (Figure 2) is very important when 
seeking to increase the competitiveness of the enterprise in a VE system [8] and rep-
resent a step in the process of VE forming (Figure 2).  
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Fig. 2. Virtual enterprise partnership and framework 

The basic idea of a virtual enterprise network (VEN) is meant to establish a dy-
namic organization by the synergetic combination of dissimilar companies with dif-
ferent core competencies, thereby forming a best of everything consortium to perform 
a given business project to achieve maximum degree of customer satisfaction. In this 
emerging business model of VEN, the decision support functionality, which addresses 
the issues such as selection of business partners, coordination in the distribution of 
production processes and the prediction of production problems, is an important do-
main to be studied [2].  

A virtual enterprise network needs its own Private Member Collaboration System 
to communicate and develop its projects and bids. The term virtual team is used to 
cover a wide range of activities and forms of technology-supported working [3]. Vir-
tual team is a group of people and sub-teams who interact through interdependent 
tasks guided by common purpose and work across links strengthened by information, 
communication and transport technologies [2]. With rare exceptions [4] all organiza-
tional teams are virtually to some extent. This era is growing popularity for virtual 
team structures in organizations [2]. The virtual teams are the teams whose members 
use technology to varying degrees in working across location, temporal, and relational 
boundaries to accomplish an interdependent task.  

Enterprise virtual team’s members are located in more than one physical location. 
This team trait has fostered extensive use of a variety of forms of computer-mediated 
communication that enable geographically dispersed members to coordinate their 
individual efforts and inputs [1]. Enterprise virtual teams work across boundaries of 
time and space by utilizing modern computer-driven technologies. Although virtual 
teamwork is a current topic in the literature on global organizations, it has been prob-
lematic to define what virtual means across multiple institutional contexts. Virtual 
teams are groups of individuals collaborating in the execution of a specific project 
while geographically and often temporally distributed, possibly anywhere within (and 
beyond) their parent organization [4]. The organizational context of a virtual team is a  
 



 Professional Risk Assessment Using Virtual Enterprise Network Support 171 

 

conglomeration of pieces related to the life worlds, organizational structures and work 
practices of the local organizational contexts (local sites), the distributed organiza-
tional context (global company) and the professional context (software process  
improvement).  

Virtual teams can be defined as groups of workers geographically, organizationally 
and/or time dispersed brought together by information technologies to accomplish one 
or more organization tasks. The degree of geographic dispersion within a virtual team 
can vary widely from having one member located in a different location than the rest 
of the team to having each member located in a different country. The availability of a 
flexible and configurable base infrastructure is one of the main benefits (Figure 3) of 
virtual teams.  

 

Fig. 3. The virtual team’s advantages in a VEN system 

Traditional infrastructures type Internet/Intranet/Extranet have now a fast dynamic, 
marking the transition to new generation networks to provide higher speeds to the 
user (end to end), for different types of transactions and a reduction in the number of 
servers by passing information between two nodes.  

We propose in the PREMINV platform (Figure 4) a general architecture using 
Internet technologies or a provider network for a large enterprise or an industrial hold-
ing (with headquarters and branches), geographically dispersed (at the “Politehnica” 
University in Bucharest).  

A VEN is necessary to combine a group of users regardless of their geographical 
position but such a manner that it flows together and to provide the best performance. 
The second advantage of a virtual network consists [1] of administrative solutions 
which accompany the products, allowing users moving from one group to another 
through a simple reconfiguration of the equipment. 
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Fig. 4. A network general architecture for a large enterprise geographically dispersed 

A virtual local network (VLAN) is a logical grouping of local network components 
without regard to their physical grouping. Clear trend is now evolving to intranets and 
extranets defined logic, which will lead to the reintegration of the various networks in 
single logical subdivisions with no physical. Structures that allow the approximation 
of this goal are virtual private networks. 

Newer, VPNs can be used in different ways to support business processes, is the 
ideal solution if it is not efficient in terms of construction costs of a particular network 
for a firm with a workforce highly mobile, or for small firms that cannot justify the 
cost of their telecommunications network. VPNs can be purchased from a telecom-
munications company and as an alternative they can create by using existing network 
infrastructure as the Internet or public switched telephone network, and software 
through the tunnel crossing. The VPNs will be done according to enterprise network 
territorial expansion: local, metropolitan, national or international. 
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3   Risk Management Process: A KB Model to PRA in SMES 

Commonly, the risk management process (RMP) includes three phases: risk identifi-
cation, risk analyses and risk feedback. RMP is an important component of a success-
ful project development process with informational system support [1]. Risk  
management is the process of identifying risk, assessing risk, and taking steps to re-
duce risk to an acceptable level [5]. The RMP should not be treated primarily as a 
technical function carried out by the IT experts who operate and manage the IT sys-
tem, but as an essential management function of the organization. A hazard is  
anything that has the potential to cause harm. Hazards can affect people, property, 
processes; they can cause accidents and ill-heath, loss of output, damage to machin-
ery, etc. workplace accidents and professional illnesses mustn’t be perceived only as 
fatality, as it is more lucrative to consider them as a malfunction of the processes 
taking places at the SMEs level [6].  

Occupational risk refers to the likelihood and the severity of an injury or an ill-
ness occurring as a result of exposure to a hazard. The main aim of occupational 
risk assessment is to protect workers health and safety. Risk assessment helps to 
minimize the possibility of the workers or the environment being harmed due to 
work-related activities. It also helps to keep your business competitive and effec-
tive. But, why is professional safety and health an essential part of good SMEs 
business?  

Professional safety and health [7]: (1) helps demonstrate that a business is socially 
responsible; Protects and enhances brand image and brand value; (2) helps maximize 
the productivity of workers; (3) enhances employees’ commitment to the business; 
Builds a more competent, healthier workforce; (4) reduces business costs and disrup-
tion; (5) enables enterprises to meet customers’ OSH expectations; (6) encourages the 
workforce to stay longer in active life.  

Under health and safety laws, all employers must carry out regular risk assess-
ment [5]. To assess professional risk at the workplace we need to know: Where the 
workplace and/or the jobs performed are located and who works there: pay particu-
lar attention to those for whom occupational hazard may be more severe than usual, 
such as pregnant women, young workers or workers with disabilities; remember 
also, about part-time workers, subcontractors and visitors, and employees who work 
off-site (including drivers, those visiting clients’ or customers’ homes, etc.);  
what work equipment, materials, and processes are used; what tasks are performed; 
what the potential consequences of existing hazards are; what protective measures 
are used; what accidents, occupational diseases and other occurrences of ill  
health have been reported; what legal and other requirements are related to the 
workplace etc.  

To identify hazards at the workplace there have been designed a General Hazard 
Checklist presented in Table 1 [5].  
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Table 1. The General Hazard Checklist 

No. Hazard Yes No 
Does the hazard exist at the workplace produced by: 
1 Uneven or slippery surfaces (which can cause slips, trips, falls, etc.)? x  
2 Moving vehicles and machines? x  
3 Moving parts of machines? x  
4 Objects and pieces with dangerous surfaces (sharp, rough, etc.)? x  
5 Hot materials or surfaces? x  
6 High workplaces or other climbing points (which can cause falls from 

a height)? 
x  

7 Electrical installations and equipments? x  
8 Noise?  x 
9 Hand-arm vibrations?  x 

10 Whole body vibrations?  x 
11 Hot or cold temperatures? x  
12 Work involving poor posture? x  
13 Lifting and carrying loads? x  
14 Chemical substances (including powders) in the air?  x 
15 Fire?  x 

 Others? x  
Answer sum:   

 
The General Hazard Checklist can be extended (or adapted) according to a specific 

economic sector, such as: office work, construction, cars repair, woodworking, agri-
culture etc. By analyzing all the factors from the checklist, there have been designed 
an expert system that have been then implemented in the VP-Expert which effectuates 
workplace risk assessment. Production rules form the knowledge representation 
model used in this work. In the PRA.KBS knowledge base (KB) there are if-then 
structure rules (excluding the rules for inference engine operations), such as: 

RULE 8 IF risk>20 AND 
  risk<=22 
THENprob=HIGHLY_IMPROBABLE  
  conseq=MEDIUM_HARMFUL 
  riskprof=SMALL 
… … … … …                                       
RULE 10-0 IF surf=YES 
THENrp1=0;  
RULE 10-1 IF surf=NO 
THENrp1=1; 
RULE 11-0 IF vehicles=YES 
THENrp2=0;  
RULE 11-1 IF vehicles=NO 
THENrp2=1; 

Direction of application of the rules is back chaining return (Figure 5).  
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Fig. 5. Tree Production Rules 

Before make the knowledge base, we establish the code variables: surf, vehicles, 
machine, object, hot, workplace, tools, pressure, etc. The knowledge base rules are 
following: rules for awarding point’s variables, rules for calculation of the partial 
scores and total score and rules for assessment of probability and severity of conse-
quences, and risk arising from hazards in accordance with the total score obtained. 
For all variables, we assign a value - 0 if the hazard exist (the answer from general 
checklist is YES) or 1 if hazard does not exist (the answer from general checklist is 
NO). Each value has an importance expressed by a factor with predetermined  
values (0 or 1). For all variables, the pondered factors must be introduced from key-
board during to knowledge base interrogation process (Figure 6). After querying  
the knowledge base will be displayed to evaluate the outcome of risk assessment 
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conclusion and explanations on the likelihood and severity of injury in terms of con-
sequences (Figure 6). Depending on the total score obtained and taking into account 
the probability and severity of consequences risk arising from hazards are evaluated – 
it may be small, medium or high. There have been considered the risk level depending 
on probability and severity of consequences as follows: small risk, medium risk and 
high risk and high risk are unacceptable and small and medium risks are acceptable 
(Figure 7).  

     

Fig. 6. The PRA.KBS interrogation and the PRA .for a department – shows results 

 

Fig. 7. The risk evaluation based on probability and severity of consequence 

If the risk is assessed as unacceptable (height) reduction actions must be taken im-
mediately. If risk is assessed as acceptable (average) is recommended plan of action 
to reduce or necessary to ensure that it will remain at the same level (in case of risk 
assessed as small). Measures of prevention and protection to be implemented in the 
organization are to eliminate or reduce to a minimum the danger by organizational 
measures, or use of collective protection equipment suitable for individual protection. 
We suggest a reassessment of activity sector after the implementation of these meas-
ures and to compare this result with that obtained at first evaluation in order to verify 
the effectiveness of measures for prevention and protection implemented. 



 Professional Risk Assessment Using Virtual Enterprise Network Support 177 

 

4   Conclusions 

The paper presents a solution for the risk management assessment by considering the 
support of a virtual enterprise network. This approach better leverage the knowledge 
bases development. The validation of the presented PRA solution meant to establish 
the risk level in collaborative infrastructures and is related to knowledge bases used at 
the SMEs level (work done in PROGPROC research project, CNMP 11014/2007). 
The project was meant to integrate the knowledge management processes from uni-
versity to industrial partners for a proposed collaborative infrastructure, based on a 
virtual enterprise network. Using consistent, integrated data sets and tools that support 
the collaboration we have presented that a virtual team is formed with members geo-
graphically distributed using the e-platform in order to develop the business services 
sector using a new product lifecycle paradigm according with the greater need for 
software tools to risk estimation. This e-platform is a support system for resources 
planning and programming activities according to manufacturing processes manage-
ment in virtual organizations. We intend that our future work in this area includes 
building other knowledge bases to evaluate eventually other SMEs activities who 
involve risks in the context of the new project: “Interdisciplinary research for the 
occupational risk evaluation platform development with impact upon the safety cul-
ture in organization” (ID 1022) financed by CNCSIS in Romania. 
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Abstract. This paper stresses the cooperative nature of business processes 
(BPs) and proposes an outside-in approach (called BPcoach) to their develop-
ment. BPs are seen as the central players in collective actions carried out with a 
number of other participants including (human) users and automated services. 
BPs are assumed to act as the mediators among the various parties and, for this 
reason, binary collaboration models are first defined, which establish the inter-
actions between the other participants (subdivided in roles) and the intended 
BP. The initial models of the BP and the associated information system can be 
automatically derived from such collaboration models, and then they are en-
riched until the requirements are completely met. The approach is exemplified 
with a case study.  

Keywords: business processes; collaboration models; information models. 

1   Introduction 

Business processes (BPs) address complex ontological issues and therefore they can 
be considered from different viewpoints [1]. In particular, the work described in this 
paper starts from three of them, i.e. the orchestration-oriented viewpoint, the case-
handling viewpoint and the conversational one. 

The orchestration-oriented perspective emphasizes the activities to be carried out 
by the various participants and the control flow issues; BPMN [2] is a well-known 
representative of this category. The case-handling approach [3] stresses the integra-
tion with the business entities in the context of Process-Aware Information Systems, 
or PAISs [4]; the process evolution is driven by the state of the business entities rather 
than by the completion of the activities [5]. In the conversational viewpoint [6], the 
basic building blocks are the conversations between pairs of participants. 

This paper stresses the cooperative nature of BPs because their raison d’être is to 
enable various participants to work together for the accomplishment of a common 
purpose. Participants may be (human) users, automated services or other BPs (either 
intra-organizational or inter-organizational). Participants are usually denoted by their 
roles, e.g. Buyer, Supervisor. 

Two major aspects are focused on in this paper: how the various participations are 
organized in the process and how the development of the process can take advantage 
of such participations. 
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In notations like BPMN, roles are given distinct swim lanes, each swim lane en-
compassing the activities pertaining to one role. The major drawback is the existence 
of one global control flow which may make it difficult to isolate the control flow for a 
particular role. 

In the RAD approach [7], instead, roles are separate components of BPs and, there-
fore, they have their own control flow equipped with send/receive operations for the 
interactions with the other role components. 

The conversational viewpoint proposes a standard interaction pattern between two 
parties based on the notion of conversation for action (CfA) [8]. In the Action Work-
flow approach [9], a typical conversation takes place between a requester and a per-
former and is made up of four major phases (request, commitment, performance and 
evaluation) forming the so-called workflow loop. 

This paper proposes an approach named BPcoach (BP Cooperation-Oriented ap-
proACH) which stresses the conversational viewpoint and extends it in two direc-
tions: conversation models (called collaboration models) are not limited to the CfA 
pattern, and the interactions are interpreted in terms of events related to the business 
entities, thus providing a strong connection with the information model (which de-
scribes the entities of the underlying information system). 

In addition, BPcoach proposes an outside-in approach to the design of BPs. This 
approach consists of three steps. First, the parties involved in the BP are indicated in 
the cooperation context of the BP: this context sets the environment of the BP. Then, 
the initial models of the BP and of the associated information system are automati-
cally derived from the cooperation context. Third, both models are enriched with new 
elements (transitions and internal states for the BP, classes and relationships for the 
information model) until the requirements are completely met.  

This paper is organized as follows. Section 2 illustrates collaboration models and 
presents an example to be used in the subsequent sections. Section 3 explains the 
outside-in approach to the design of BPs and introduces the notion of BP cooperation 
context. Section 4 gives an example of the initial models obtained from a cooperation 
context, while section 5 addresses the completion of the initial models. Section 6 
presents the conclusion and the future work. 

2   Collaboration Models 

A collaboration model (CM) is a pattern of interactions between two parties, referred 
to as initiator (the one who starts the collaboration) and follower. The purpose of an 
interaction is to communicate an intention of its originator to its recipient. Examples 
of generic intentions are making a request, accepting a request, and providing a reply.  

In the context of PAISs [4], interactions are to be strongly connected with the un-
derlying information system. For this reason, in BPcoach, interactions are interpreted 
as business events: a business event notifies a change in the information system (usu-
ally the introduction of a new entity or a modification to an existing one) and is ac-
companied by the entity involved. An event is caused by an action of its originator 
and triggers the reaction of its recipient.  

As an example, the following collaboration model (BS_C) between a buyer and a 
seller is illustrated in this section and will be used in the next ones. The requirements 
for BS_C are as follows.  
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Collaboration BS_C is started by a buyer when they issue a request for quote (rfq 
in short) for a given product type (Type): the rfq includes the number (n) of units 
required and two deadlines, d1 and d2. Types are global entities known to both par-
ties; therefore an rfq does not include all the attributes of the product type needed but 
only a reference to it (i.e. a global identifier). If the seller intends to provide a quote, 
they must do so before d1 expires (as a matter of fact the quote is optional). A quote 
includes a price. If the buyer accepts the quote, they must issue an order including 
delivery information before d2 expires (the order is optional as well). 

A CM is meant to describe the events that may take place and their precedence 
constraints in a single collaboration occurrence. 

In BPcoach, collaborations are described by means of state models. State models 
are also used in Conversations for Action [8]), while in the domain of choreographies 
several approaches have been proposed, e.g. UML activity diagrams in BPSS [10] and 
extended Petri nets in interaction Petri nets [11]. 

A state model describing collaboration BS_C is shown in Fig.1.a. The states repre-
sent the events: the label in a state icon shows the originator of the event (I = initiator, 
F = follower), the event name and the name of the class of the business entity affected 
by the event. An event is always related to one business entity because it notifies the 
generation of the business entity or a modification to it. 

Collaboration BS_C is based on three events: rs (request submitted), qp (quote 
provided) and os (order submitted).  

Transitions establish the precedence constraints between the events. Event rs is the 
initial one because it has an input transition with no source associated (referred to as 
the initial transition). The names of the transitions are chosen to indicate their effects.  

A CM needs a complementary information model showing the entity classes in-
volved along with their attributes and relationships (Fig.1.b).  

An rfq is linked to one global type: this requirement is represented by the relation-
ship connecting class Rfq and class Type. The “g” stereotype associated with class 
Type means that (product) types are not conveyed in the BS_C interactions but can be 
referred to by the entities conveyed in these interactions.  

The relationship between class Quote and class Rfq shows the cause-effect link be-
tween an rfq and a quote: a quote is always connected to the rfq it is a reply to, while 
an rfq might be connected to no quote as the quote is optional. Similar considerations 
apply to the relationship between class Quote and class Order.  

For the sake of simplicity, cardinalities are omitted from the information model. 
The initial transition starts a new instance of collaboration BS_C by generating the 

initial event. In general, the purpose of each transition must be defined so that users, 
when looking at collaboration models, can understand what they are expected to do. 
Annotations may be introduced to express constraints in the event flow and to de-
scribe the intended effects. In order to keep models as simple as possible, standard 
conventions may be adopted.   

A standard convention with initial transitions is to assume that they generate a new 
instance of the class associated with the event produced. Hence, event rs is assumed 
to be related to a newly generated rfq with its three attributes set and with the link  
to the required type established. The stereotypes on the relationships in the informa-
tion model show which transitions are responsible for generating the corresponding 
associations. 
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I: os, Order

F: qp, Quote

I: rs, Rfq

pq [before rs.d1]

so [before rs.d2]

sr

Legend
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qp = quote provided
os = order submitted
sr = submit request
pq = provide quote
so = submit order

Attributes
Rfq: int n, Date d1, Date d2.
Quote: double price.
Order: String deliveryInfo.
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Order: String deliveryInfo.
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<<sr>>

<<pq>>

<<so>>

 

Fig. 1. Collaboration model BS_C: state model (a), information model (b) 

When the entity classes associated with the input event and the output one of a 
given transition are different, it is assumed that the effect of the transition is to pro-
duce a new entity whose type is the one related to the output event: this entity has its 
attributes set and, what is more, it is linked to the entity related to the input event. 

Transitions pq and so draw on this convention and this is the reason why a quote 
gets linked to an rfq and an order to a quote. These transitions are conditional and 
their conditions (written between []) depend on attributes d1 and d2 of the rfq. The rfq 
is the business entity conveyed by the initial event and can be referred to with the 
event name (i.e. rs). 

All the events are final ones, because transitions pq and so are optional. 

3   The Outside-In Approach to the Design of Cooperative BP 

Since the BP is the mediator among all the other parties involved, first the interactions 
between the other parties and the BP must be worked out and defined in suitable  
collaboration models. The other parties are subdivided into roles and hence a collabo-
ration model (CM) is needed for each role involved in the collective action being 
considered.  

When all the CMs have been worked out, the design of the BP is carried out 
through an outside-in approach. First, the other parties involved are indicated in the 
cooperation context (to be illustrated later on in this section) of the BP, then the initial 
models of the BP and of the associated information system are automatically derived 
from the cooperation context.  
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The proposed approach is illustrated in this paper with the help of an example re-
lated to a distribution company (referred to as the distributor). The distributor is as-
sumed to handle requests for quotes and purchase orders coming from buyers with a 
BP called SellingBP. The collaboration agreed upon by the distributor and the buyers 
is defined in collaboration model BS_C shown in Fig.1.  

When a request for quote (rfq) is received, the process may ignore the rfq, or it 
may reply with a quote. The quote is immediately generated by the process, if the 
distributor is able to directly provide the goods involved. Otherwise a reselling initia-
tive is started. There are three ways of handling an incoming rfq, but the details on 
how the decision is to be made are not given in this phase: it is only required to iden-
tify the actions corresponding to the three alternatives. 

If reselling is needed, the goods requested by the buyer need to be first bought 
from a supplier and then sold to the buyer; therefore the process contacts a number of 
suppliers in order to get quotes from them. Then it selects the best quote and, if there 
is any, it builds a quote for the buyer on the basis of the supplier quote selected. The 
same collaboration model BS_C is assumed to be adopted by the distributor and its 
suppliers. If the distributor receives an order from the buyer, it sends an order to the 
corresponding supplier. 

The cooperation context of SellingBP defines the collaborations to be handled in 
terms of collaboration descriptors as shown in Fig.2. 

 
 

Collaboration b (case, name = rfq): model = BS_C, role = follower, partner = 
Buyer, mapping = {Rfq(B_Rfq), Quote(B_Quote), Order(B_Order)}. 

Collaboration s*: model = BS_C, role = initiator,  partner = Supplier, mapping = 
{Rfq(S_Rfq), Quote(S_Quote), Order(S_Order)}. 

Fig. 2. The cooperation context of SellingBP 

A collaboration descriptor includes the name of the collaboration (b denotes the 
collaborations with the buyers and s those with the suppliers), the collaboration model 
to be used, the role played by the process (follower of b collaborations and initiator of 
s ones). 

A collaboration occurrence takes place through a number of events as discussed in 
the previous section. Any event defined in a collaboration model may be an input 
event or an output one depending on the role played by the party being considered. 
The events encompassed by collaboration b are: b.rs, b.order and b.quote. The first 
two are input events for SellingBP, and the third is an output event. The events in 
collaboration s are: s.rs, s.order and s.quote (the first two are output events, the third 
is an input event). The event names are prefixed with the collaboration name so that 
the events handled by a process are all distinct (as are the names of the collaborations 
in a cooperation context). 

A collaboration descriptor also provides the links between the entity classes de-
fined in the collaboration model and those to appear in the information model associ-
ated with the BP. 

Collaboration model BS_C is based on a number of classes, i.e. Rfq, Quote, Order 
and Type. These names do not need to be the names of the actual classes in the  
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information model, and then a mapping rule may be used. The mapping rules shown 
in Fig.2 indicate that the requests for quotes coming from buyers are represented by 
class B_Rfq and those sent to suppliers by class S_Rfq; different classes are also 
established for the quotes and the orders. 

In addition, in the information system the partners of the collaborations must be 
represented by classes; one of the purposes of these classes is to indicate the origina-
tors of the business entities that the BP does not generate but receives through the 
collaborations. For example, an rfq coming from a certain buyer through collaboration 
b is an object of class B_Rfq associated with an object of class Buyer (this object 
representing the originator of the rfq). The partner class is indicated in the partner 
attribute of collaboration descriptors. 

The meanings of the case attribute and the * multiplicity in Fig.2 will be explained 
in the next section. 

4   The Initial Models of SellingBP and of the Information System 

SellingBP participates in collaborations b and s defined in Fig.2, as it is meant to 
handle collaborations with buyers and suppliers.  

However, since a BP is the description of a behavior to be put in practice in a num-
ber of process instances, the question arises on how those collaborations are to be 
distributed to the various instances. A thorough investigation is beyond the scope of 
this paper, and therefore only one solution is presented.  

SellingBP is stimulated by b collaborations which do not interfere with each other; 
in addition, it may start several collaborations s to serve one collaboration b. These 
considerations lead to the conclusion that each collaboration b can be handled by a 
distinct instance of SellingBP and that, in addition, this instance may handle several 
collaborations s. What is more, the occurrence of collaboration b triggers the activa-
tion of a SellingBP instance. In analogy with case-handling processes, SellingBP can 
be thought of as a collaboration-handling process and the business entity conveyed by 
the initial event of collaboration b is the case of the process. The “case” term denotes 
the business entity associated with the process instance from the beginning; given this 
strong connection, the case can be referred to from any action included in the process 
with a pre-determined name. In Fig.2, collaboration b is marked as a case for the 
process and the case name is defined to be “rfq”. 

The multiplicity of collaboration s is also defined in Fig.2: the *operator means 
many or none (i.e. an instance of SellingBP may be involved in several collaborations 
s or in none). 

The initial models of SellingBP and of the information system, which can be auto-
matically obtained from the cooperation context presented in Fig.2, are shown in Fig.3. 

The six boxes appearing in Fig.3.a are to be interpreted as process states associated 
with the collaboration events. Inside the states, two labels are shown: the name of the 
event associated with the state and the class of the business entity conveyed by the 
event.  

If the state is an input state, the labels are preceded by the “?” qualifier; in the out-
put states, the qualifier is “!”, while the initial state has no qualifier. A small black dot 
marks the state as a possible final state.  
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Fig. 3. The initial models of SellingBP: process model (a) and information model (b) 

The initial state corresponds to the initial event of the case collaboration. When the 
process (instance) is in an input state, it is waiting for some events. The name of these 
events is indicated in the state, but their exact number and the time limit of the wait 
are given when the diagram is refined in the subsequent phases of development. 

An output state means that the process has produced some events (their names 
match the event name in the state). When the process is in state b.qp, it has provided a 
quote to the buyer. What happens next depends on the buyer; the process then goes to 
state b.os in which it waits for the order. Since the order is optional, after the deadline 
expires, the process declares this state as final. 

In addition to the states, the initial diagram includes a number of transitions inher-
ited from the collaboration models; they are the transitions the partners are in charge 
of. For the process, such transitions are simply links from an output state to the input 
states where it can receive the input events caused by the output event(s) it has issued. 

The initial model (Fig.3.b) of the information system associated with SellingBP in-
cludes the classes indicated in the mapping rules shown in Fig.2. 

The portion on the left refers to the collaborations with the buyers (the b collabora-
tions). The relationships marked with stereotype <<b>> are assumed to be instantiated 
by the b collaborations: as a matter of fact, when a SellingBP instance receives event 
b.rs, the associated entity is already linked to the type required and to the buyer entity 
representing the buyer that originated the request.  

The relationship between B_Rfq and B_Quote comes from the fact that a quote 
event is a reply (actually, an optional reply) to an rfq event: it is a cause-effect rela-
tionship to be established by SellingBP (and hence there is no stereotype associated 
with it, in the initial model). The relationship between B_Quote and B_Order is an-
other cause-effect relationship in charge of b collaborations. When an order is issued, 
it is issued in reply to a previous quote. No relationship between Buyer and B_Order 
is needed, as the originator of an order can be obtained through the path B_Order, 
B_Quote, B_Rfq, Buyer. 

The relationships marked with stereotype <<s>> are assumed to be instantiated by 
the s collaborations.  
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5   Completing the Initial Models 

The initial models are then improved with the addition of new elements (transitions 
and internal states for the process model, classes and relationships for the information 
model) until the requirements are completely met. 

For the purpose of this paper, the process model has to show the cause-effect rela-
tionships between the events and also how the business entities are affected by the 
process actions. The result is a functional description of what the process is meant to 
do, while the details (i.e. “how it is done”) are left to a subsequent phase. The final 
models are shown in Fig.4. 
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Fig. 4. The final models of SellingBP: process model (a) and information model (b) 

In the initial state, the process has received a request for quote from a buyer. It may 
ignore it, or provide a quote directly, or ask a number of suppliers to provide their 
quotes. The first case amounts to declaring the state final, the second to taking transi-
tion pq1, the third to taking transition is.  

A transition may be given a pre-condition and a post-condition expressing the state 
of the information system before its firing and after it, respectively. As the require-
ments do not specify how the selection of the path to follow is to be made, the transi-
tions above have no pre-conditions. In general, pre-conditions and post-conditions can 
be expressed with a formal language such as OCL [12]. 

However, a number of conventions can be used and when they suit the needs, for-
mal expressions can be avoided. 

One of such conventions (called data flow convention) can be applied when a tran-
sition connects two states with different entity classes; the assumption is that the tran-
sition generates one output entity (or possibly more than one) associated with the 
input entity. This convention applies to transitions “pq1” and “is”; the effect of the 
former is to produce one instance of B_Quote and that of the latter to produce a num-
ber of instances of S_Rfq. 

In the final information model there are additional relationships and the process 
transitions responsible for their introduction are indicated as stereotypes. For  
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example, transition “is” generates several instances of class S_Rfq (by virtue of the 
data flow convention) and connects each of them to the incoming B_Rfq instance, to a 
Type instance and to a Supplier instance. This description is too simplistic and is valid 
only for a quick functional sketch. In reality, the S_Rfq instances must be associated 
with the same Type instance as the input B_Rfq and the suppliers ought to be chosen 
on the basis of some criteria: these constraints should be expressed with post-
conditions. 

The data flow convention cannot be applied to transition pq2. When the process is 
in state s.qp, it waits until all the quotes expected have arrived or the deadline written 
in attribute d1 of the S_Rfq has elapsed: in the first case, it selects the best quote, 
while in the second case, it gives up (making the state final) if no quotes have been 
received or else it selects the best quote among those received.  

After submitting a quote, the process goes into state b.os where it waits for a buyer 
order until the deadline written in attribute d2 of the case expires or the order arrives. 
In the second case, if a supplier has been involved, it sends it an order (whose class is 
S_Order) with transition so.  

6   Conclusion 

This paper has emphasized the central role played by business processes (BPs) in 
orchestrating the collaborations with various parties, which may be (human) users, 
automated services or other BPs (either intra-organizational or inter-organizational). 

A proof-of concept approach (named BPcoach) to the design of BPs has been pre-
sented. It starts from the definition of the collaboration models (CMs) between each 
participating role and the BP being considered. The importance of CMs is twofold, for 
the users and for the process. The users can understand what their involvement is in 
terms of input events and output events, without being obliged to find it out from an 
aggregated process description with one global control flow. From the process per-
spective, the CMs are the starting point from which an initial version of the BP can be 
automatically obtained.  

There are several directions of future work: one is concerned with the definition of 
a suitable workspace (an evolution of todo lists) in which participants can perform 
their actions on the basis of the collaborations they are involved in. Another direction 
is to extend collaborations to more flexible structures, such as wikis. 
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Abstract. Developing the business case (BC) for an inter-organizational net-
work is a major challenge. Factors like competition and differences in seman-
tics between actors influence the stakeholders’ willingness to share information 
necessary for the BC development. In this paper we develop an exploratory 
framework showing the effect that coordination structure and project scope 
have on the development of a shared BC. We defined several coordination 
properties, such as competition, decision making location and decision power 
that mitigate this effect. We applied the framework in a case study where a  
BC is developed for an inter-organizational network. Our findings show that 
current BC development methods need to be re-stated and complemented by ex-
tra tools and interventions to support stakeholders in the inter-organizational 
specific setting.  

Keywords: Inter-organizational coordination, Business Case, Information  
sharing, Decision making 

1   Introduction 

Enterprise systems (ES) can be defined as commercial software packages that enable 
the seamless integration of information and information-based processes within and 
across functional areas in an organization [1]. Today ES do not only enable the inte-
gration and coordination of transaction-oriented data and business processes within 
one organization, but also go one step further and support the connection and man-
agement of information flows across several organizations. Such inter-organizational 
coordination is necessary in interactions between profit-and-loss responsible business 
units, or between independent companies, connected by IT that work together to joint-
ly accomplish a task for a specific period of time [2]. 

This crossing of organizational boundaries not only increases the complexity of the 
ES but also creates substantial differences in semantics, processes, information and 
goals between the different actors [3]. Thus, the multiple actors that collaboratively 
work in inter-organizational coordination to reach a common goal often encounter 
problems when they need to share information in order to make a joint decision. In 
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our research, we focus specifically on the process of how multiple actors arrive at a 
joint decision about whether or not to invest in an ES. Therefore, we will analyze the 
process of shared business case development (BCD). 

The purpose of developing a business case (BC) is to describe the main rationale 
behind the ES implementation process. A BC enables participants to estimate the 
expected costs and benefits of an ES for the adopting organization [4-6]. In the field 
of Information Systems (IS) research, scholars take different perspectives upon this 
relatively young research sub-field [7-8]. Kishore et al. [9] take an IS design perspec-
tive and include coordination theory to exemplify the extra complexity due to the 
involved actors. Our research logically continues the line of reasoning of the prior 
contributions and uses this knowledge to apply it in the BC context. In this paper, we 
focus on the impact of the project scope and coordination structure among the in-
volved actors during the early stages of inter-organizational ES implementations, 
when the BC is initiated. 

Typical coordination properties, such as, decision power, competition and decision 
making location depend on the project scope and coordination structure among the 
organizations and are expected to influence the BC. These project realities require an 
adapted BCD approach that pays attention to the specific situation of the inter-
organizational setting. In this paper we derive an exploratory framework that contains 
the identifying coordination properties for the BC during such ES implementations.   

Based on this line of reasoning, we set out to answer the following research ques-
tion: What are the effects of project scope and coordination structure during the de-
velopment of an inter-organizational business case? 

2   Research Method 

This paper presents results that are part of a running research project on the imple-
mentation of inter-organizational IS and ES in particular. We build upon a rich inven-
tory of ES implementation experiences and case study research. This paper investi-
gates the deployment of BCD during the implementation process and focuses on the 
increased complexity due to inter-organizational coordination structure. Fig.1 shows 
our research model. It indicates the sections of the paper that discuss the key elements 
of the research model. 
 

Project Context  
(§3.2 and §3.3) Coordination (§3.4) Shared BCD 

(§3.1) 
 

Fig. 1. Research model 
 

We deployed the following research approach that also gives a short overview of the 
sections in our paper: 

We first conducted an extensive literature review [10] covering scientific publica-
tions in the areas of BCD [6, 11], coordination mechanisms [9, 12-13], and inter-
organizational ES implementation. Based upon this review we conclude relevant 
findings on the deployment of the BC during ES implementations in §3.1. In sections 
§3.2-3.4, we evaluate these findings from the perspective of the coordination  
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structures in inter-organizational collaborations in particular and derive our explorato-
ry framework. The objective of our framework is to make the increased complexity of 
the inter-organizational BCD during the early stages of the inter-organizational ES 
implementation process explicit. We explain the deployment of our framework in a 
case study in §4. The source of our empirical material is a large business network in 
the transportation sector in the Netherlands. It is formed by barge and terminal opera-
tors in the Rotterdam Harbor. Two researchers, within a period of 6 months, deployed 
participative observation techniques in workshops, conducted interviews, observed 
negotiation between actors, and, in a few occasions, guided the attempt to develop a 
shared BC for the network. We used a diary approach to record incidents. We reflect-
ed on the relevant events with different interviewees in informal unstructured inter-
views. In hindsight we participated in the following sessions:  

- 6 individual interview meetings with different actors to get an understanding 
of the situation at hand and of the important concerns of each actor. These 
meetings concern unstructured interviews using mostly qualitative data.  

- 5 meetings with different stakeholders (several barge operators the Transpor-
tation ministry, and the official from the Harbor of Rotterdam). 

- 3 collaborative workshops with most stakeholders present except for the ter-
minal operators. 

We coded and clustered the information that was collected by means of our interviews 
and the other empirical materials using our conceptual framework in section §3.4. 

3    Development of an Exploratory Framework 

This section elaborates on our research model (Fig. 1 from §2).  
 

Coordination structure 
& Project Scope 
 (§3.2 and §3.3) 

 Coordination proper-
ties (§3.4)  Shared BCD 

(§3.1) 

 
First, we specify the issues of shared BCD (§3.1), then we proceed from the left, and 
specify coordination structure and project scope as the two main identifying determi-
nants (§3.2 and §3.3). We continue our line of reasoning by further zooming in on 
these two identifying determinants and specify what we call coordination properties, 
and then, we complete our exploratory framework in §3.4.  

3.1   Introduction to Shared BCD 

Our literature review and empirical studies indicate a variety in terminology and am-
biguity in used terms. While this in itself is not unique for the IS field, for clarifica-
tion purposes and to position our line of reasoning we start with a definition of what 
we mean by the concept of “Business Case”. A BC as an artifact (a document possi-
bly accompanied by designs or models) that specifies the main rationale and expected 
value for the ES-adopting organization. The BC evaluates and presents different  
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implementation options, based on the expected costs, benefits and risks of each option 
during the entire implementation process. It is the result from a BCD process that is 
deployed between consultants and stakeholders from the ES-adopting organization. A 
BC however, should contain more than just a financial analysis of an action to take. 
The (non-)financial benefits, alignment, costs and risks, should be complemented with 
information on the methods and rationale that were used to quantify the benefits and 
costs [14]. The BCD is an iterative, tool-supported process that relies on stakeholders 
from different parts of the organization with different business knowledge. 

An important aspect of BCD in inter-organizational settings is its linkage to the 
model that describes how the business network creates value for its clients and how 
the network distributes the value among the partner companies. This model, also 
called value model [15], serves two different, but related purposes: (i) it helps each 
partner company do a profitability assessment for themselves based on the informa-
tion provided in the partner company’s individual BC, and (ii) it helps assess if the 
entire network of cooperating organizations is profitable. If the network partners want 
to e.g. implement a shared ES, which is used by all partners, they need to make a 
shared investment decision, based on a joint BC for the entire network.  

As the introduction indicated, BCs often cross boundaries, e.g. organizational, 
functional, and budgetary. Thus, for a network to build a BC,  diverse input from all 
involved entities is required which add up to complex  BCD  [14]. This is because - 
despite partners’ awareness of the need to share information, they might lack a shared 
understanding of the terminology used, might hesitate to release sensitive information 
(e.g cost data) due to competition or might disagree on how costs and benefits are 
distributed in a network.  

3.2   Coordination Structures 

Inter-organizational relations can be classified based on the type of relationship be-
tween partners and their coordination structure. A distinction can be made between 
markets and non-markets [16]. Markets are characterized by discrete interactions and 
limited personal involvement [17], while non-market interactions are usually based on 
some form of relationship between the partners. The latter can be classified as being 
either hierarchical or of a network nature. Hierarchical partnership structures, e.g. 
franchise or outsourcing contracts, rest on unilateral interaction and an authority rela-
tionship. Inter-organizational relations organized in a market structure, have often a 
short term focus and are mainly based on the price mechanisms. They fall  into cen-
tralized and decentralized market structures. The first involve an intermediary or 
broker, and are characterized by high competitiveness and opportunistic behavior 
[18]. The network as a coordination structure is characterized by cooperation, collabo-
ration, and the sharing of information [19]. Thus, it is different from a pure market 
structure; in fact, it is a hybrid of hierarchy and market based on bilateral, often long 
term interaction between partners. Partners are “free” to choose their counterparts (as 
in a market structure) and members are operationally dependant on each other (com-
parable with a hierarchy [20]). Such networks between partners are often referred to 
as collaborations. 
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3.3   Project Scope 

To define the project scope, we make a distinction between single and multiple actors. 
For the purpose of this paper, an actor is defined as a decision making entity. When 
referring to a single actor, we mean in most cases one organization that may consist of 
several individuals but they do not have separate decision making power. Because we 
analyze the context of inter-organizational coordination, for the rest of the paper we 
will focus on the case of multiple actors only. If the project involves multiple actors, 
the majority of actors can either be in the same business sector, e.g. a payment system 
supporting a network of banks (Fig.2, column a) or in different business sectors, e.g. a 
typical retail supply chain integration network (column b). Moreover, the inter-
organizational network can consist of actors from both the same as well as different 
sectors (column c). The project complexity increases from column (a) to (c). 
  

Project Scope 
a) Multiple actors 
same sector 

b) Multiple actors,   
different sectors 

c) Multiple actors from both  
the same and different sectors 

  

Factors influenced by project scope (competition, semantics and objectives) 

Competition: direct, 

between actors  do 

not share information 

easily  

Semantics: similar 

Objectives: similar 

Competition: not direct  might share 

information 

Semantics: different 

Objectives: different 

Competition: direct, between actors  do not 

share information easily  

Semantics: different 

Objectives: different 

 

Fig. 2. Influence of project scope 

3.4   Conceptual Framework and Coordination Properties 

There is relevant research into the detailed properties and influences of coordination 
structure [3, 20-21]. Based on these sources, we find that coordination structure and 
project scope are expected to influence the following six coordination properties: 

- Decision-making location (coordination authority/ level of control),  
- Competition (resource sharing structure, risk/ reward sharing) [22] 
- Decision Power [23] 
- Semantics (use of similar language and sharing of similar mental models) 
- Information sharing, 
- Goals and objectives [3]. 

Fig. 3 shows our exploratory framework including the relationships between the dif-
ferent determinants and exemplary values (depicted in the boxed elements). We will 
explain how the coordination properties influence the shared BCD process (dashed 
numbered lines 1 to 5).  

Sector 1 

 
Sector  Sector 2 Sector 3 

 Supplier e.g. 

Walmart

Sector 1 

Bank 1

Bank 3

Bank 2

Sector 2 

 
Sector 3 

 Supplier

Supplier

e.g. 

GM,  

Opel 

Supplier
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Fig. 3. Exploratory coordination - BCD framework 

Decision-making location describes whether decisions in an inter-organizational 
network are made in centralized or decentralized manner. In the first case, only one 
BC is needed to evaluate an IT investment decision. In the case of decentralized deci-
sion-making, several BCs need to be prepared (Fig. 3. arrow 1), one for each deci-
sion-making unit. Decision-making also depends on the coordination structure, as e.g. 
in a network actors might need to develop, in addition to their own BC, a shared BC 
with the other actors in the network. Such a joint model is based on input from each 
actor’s individual BC.  

As some actors might be competitors depending on the coordination structure), 
they might not want to reveal sensitive cost and benefit information to the other net-
work partners. The competition between actors is expected to be higher when (i) the 
different actors are operating in the same sector or (ii) the inter-organizational relation 
is organized with a market structure.  

The coordination structures are also found to influence the power dependency be-
tween the actors. Power dependency describes whether the decision power rests with 
a single actor or is shared among multiple actors. When multiple actors share the 
decision power they need to agree on the final BC (arrow 5).  

However, this might not be that easy, as they might not only have different goals 
(and thus have difficulties to agree on a BC, arrow 2) but also might speak a different 
language (and, consequently, would not agree on the terms used in the BC, arrow 3). 
This is especially true for actors from multiple sectors.  

Information sharing is one of the most important aspects as it determines the wil-
lingness of actors to share their sensitive information, and their ability to actually put 
numbers in the BC (arrow 4). Information sharing is easier when actors speak the 
same language and is more difficult in case of competing actors.   
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4   Application of the Exploratory Framework in a Case Study 

Below we describe and analyze the case in our research determinants: coordination 
structure, project scope and coordination properties by following the order used in §3. 
We also explain the impact on the shared BCD by applying our exploratory frame-
work to the case situation.  

4.1   Case Background (Coordination Structure and Project Scope) 

The coordination structure shown in Fig. 4 presents the relations between the actors in 
our case setting. Barges are used to transport containers from the port of Rotterdam to 
the hinterland and vice versa. Whenever a barge visits the port, it has to call on sever-
al terminals to load and unload containers. To guarantee short sojourn times in the 
port, the barge operator (BO) schedules convenient arrival times at the concerning 
terminals. The terminal operators (TO) on the other hand want to operate efficiently 
and have to decide when a barge can be processed, taking into account all kinds of 
restrictions, e.g. specific times at which containers need to be at the terminal. 

 

 
 

 
 
 
 
 
 
 
 
 
 

The Project scope, that we introduced in §3.3, is described for the case at hand in  
Fig. 5. There one can see that the network involves both actors from the same sector, 
e.g. several BO’s and several TO’s, and actors from different sectors. These business 
characteristics complicate the project scope, e.g., parties want to stay autonomous, 
have no contractual relationships, and are reluctant to share information that possibly 
undermines their competitive position.  

 

Fig. 5. Project scope case study 

Fig. 4. Coordination structure of the case study setting
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Douma [24] shows that an integrated ES, enhanced by multi agent algorithms and 
controls, can support the alignment of barge rotations and terminal quay capacity, 
taking into account the business characteristics. We were involved in the BCD 
process to evaluate if an investment into such an integrated ES would be profitable.  

4.2   Impact of Coordination Properties on the Shared BC 

The application of BC guidelines developed earlier [25], turned out to be hardly poss-
ible as participating actors did not share sensitive cost and benefit information. To 
analyze the case study, we applied our conceptual framework introduced in §3.4 to 
our case and show the results in Fig.6.  

 
Fig. 6. Conceptual framework applied to the case study 

Starting from the left, one can see that the harbor case involves several actors from 
both the same as well as different sectors, as it is illustrated in Fig. 5. The actors inte-
ract with each other in a network coordination structure, as it is shown in Fig. 4. Fol-
lowing from the network structure, the BCD process involved one individual BC for 
each actor (which was decided centrally by each actor) and a shared BC (Fig. 6. arrow 
1). This was developed and decided on jointly by all actors in the network as they had 
shared decision power (arrow 5). 

The proposition that actors from the same sector experience increased competition 
than actors from different sectors is supported by our case study where we observed 
high completion especially between the different BOs. This directly impacts the wil-
lingness to share sensitive cost and benefit information, which is needed for a shared 
BC (arrow 4). We found it particularly hard to quantify the expected benefits and 
costs mentioned vaguely by the different actors. However, without concrete numbers 
it is very difficult to arrive at a trusted BC, no matter which guidelines one uses. The 
willingness to share information was further negatively impacted as actors from dif-
ferent sectors did not speak the same language and had different mental models (se-
mantics). This rendered the discussions ineffective as actors had to spend much time  
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on clarifying the meanings of the different terms used in the BC to describe the costs 
and benefits (arrow 3). E.g. actors had different understandings of what it means to 
achieve cost reduction or an improvement in planning.  

Analyzing the goals of the actors from different sectors in our case study, we found 
that they were conflicting. The main goal of the BOs is to keep sojourn times short in 
the port and thus waiting times short at the terminal. However, the main goal of the 
TOs is to have long waiting lines in front of their terminals, so that they always have 
work for their employees to do. As Fig. 4 indicates, in the current situation, there is no 
contractual relationship between the BOs and TOs; so, no fines will be paid when 
barges arrive too late at  the terminal or when terminals do not handle barges in the 
agreed upon time slot. This makes it very difficult to get agreement between BOs and 
TOs on how a solution could look like. It also makes the BCD very challenging as  
the actors did not agree on the costs and benefits (arrow 2). The TOs actually did  
not recognize the problem as urgent, as they currently achieve their goal of having 
long waiting lines, and therefore also had no incentives in investing into an improved 
planning system.  

5   Conclusion 

This paper reported on the first result in investigating the effects of project scope and 
coordination structure during the development of a shared BC for ES in inter-
organizational settings. Our contribution is an exploratory framework that explains 
how three coordination properties - competition, decision-making location and deci-
sion power, may help or impede the BCD process. This framework fills a gap in the 
current ES literature, which lacks comprehensive studies on BC decision-making in 
inter-organizational settings. 

Our framework is a first proposal only. Our first application demonstrated that it 
made sense and was useful. To gain a deeper insight into the effects of coordination 
structure on the BCD process, we intend to use the framework as structure for further 
empirical investigations about shared BC in ES implementations. 

The implications of our work are twofold: for practicing project managers, we 
think that if they are aware of these coordination aspects, they could devise strategies 
to mitigate their impact on the BCD process. For researchers, our framework could 
serve as an explanation vehicle that can be used in case study research. As we indi-
cated earlier, we are interested in accumulating experiences which could evaluate the 
relationships between the concepts in our framework.  
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Abstract. Cooperation networks are a promising model for companies. There 
are currently several models for the creation of this kind of networks. This pa-
per presents a conceptual model for the development of cooperation networks, 
which aims at promoting the information sharing about business opportunities 
between members of a specific network. The proposed model is based on a 
Web Information System, and it is useful in the context of building and manag-
ing inter-organizational and/or intra-organizational networks. 

Keywords: Cooperation Networks; Information Sharing; Business Opportuni-
ties; Information Systems. 

1   Introduction 

Organizations, over time, have faced many challenges, such as: industrialization; 
economic crises; globalization; and the emergence of a society based on information 
and knowledge. 

The globalization, the emergence of large retail chains, whether nationwide or in-
ternational, the increasing volume of information, the speed with which changes occur 
in the environment, are only few examples of some factors that have a significant 
impact in everyday life of the organizations, especially the Small and Medium Enter-
prises (SMEs). 

According to Laudon and Laudon [1], some of the main factors that have changed 
the businesses environment are: the growth of the Internet and the convergence of 
technology; the transformation of organizations; the globalization; the rise of the 
information economy; and the emergence of digital firms. 

In such a dynamic context, it is critical that organizations are always aware of the 
changes that constantly occur in their environment. Their competitiveness is directly 
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related to how they perceive those changes, as well as the time it takes to act accord-
ingly to the new market requirements. 

Manuel Castells [2] notes that the traditional models that persist in many organiza-
tions do not fit the characteristics of the current market. He goes even further, stating 
that the traditional model of organization, based on vertical integration and functional 
management hierarchy, is in crisis.  

The current market challenges are demanding: On the one hand, large companies 
aren’t versatile to respond to requirements on time. On the other hand, SMEs do not 
reach the scale necessary to be innovative and truly competitive. 

It is therefore crucial that companies adopt new organizational models, which 
should ensure more versatility to adapt to new market conditions. These models 
should enable organizations to gain sufficient scale to act globally, and simultane-
ously allowing them the necessary flexibility to adapt quickly to the market. Coopera-
tion networks models appear as interesting solutions in this new reality [2, 3]. 

In this paper we propose a new model that promotes the information sharing about 
business opportunities between entities that are part of a cooperative network. The 
generic model could be applied to inter-organizational and/or intra-organizational 
networks. 

Next sections, we will firstly introduce several concepts about cooperation net-
works and briefly describe the different types of cooperation networks. Then, we will 
present a conceptual model for developing an Information System (IS) for promoting 
the expansion of cooperation networks. 

2   Cooperation Networks 

The hierarchical bureaucratic form of structure that has prevailed in organizations 
during many years has become obsolete in the face of the current realities of the mar-
kets. So, organizations must adopt new organizational models, for instance, network 
configurations. Information Technology (IT) assumes in this context a leading role, so 
that the network integration could be a key of organizational versatility and all busi-
ness activity [2]. 

The configuration of networked organizations should extend outside the organiza-
tional boundaries, providing the partners of organizations with complementary skills, 
allowing them to be more capable to respond [4]. 

The inter-organizational partnerships could be assumed as strategic. More recently 
the vocabulary used at the level of strategic management has been enriched by the 
inclusion of new words and expressions such as "networks", "collective strategy", 
"joint ventures", "strategic alliances" and "strategic outsourcing" [5]. 

The literature is consensual to recognize that a strategic alliance in networking 
form occurs when two or more organizations decide to join their efforts to follow a 
common strategic objective [6]. If two or more organizations are linked through a 
network of relationships, they thus constitute an inter-organizational network [7]. The 
networks between companies are a way of consortium intended to encourage the 
activity of each of them without necessarily being legally tied among themselves. 

The concept of network is behind a vast number of forms of relationships between 
organizations. Joint ventures, strategic alliances, relations of outsourcing and subcon-
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tracting, industrial districts, consortiums, social networks, networks of cooperation 
between SMEs, among others, can be listed as an illustration of different forms of 
relationships between organizations. 

The Cooperation networks between organizations should be considered as strate-
gic: Cooperating organizations develop joint strategies that enable them to obtain and 
sustain competitive advantages that differentiate them from their competitors [8]. 
Thus, a cooperation network establishes itself as a center for bringing together the 
competencies of the cooperating organizations. 

Networks act as gatekeepers. If within the networks new opportunities are con-
stantly being created, outside the networks survival is increasingly difficult [2]. 

The purpose of cooperative relationships is to obtain the synergy effect on the out-
come of the relationship which represents, more than the sum of its parts [4]. 

The cooperation among companies is encouraged by the growing recognition of 
the fact that an organization has not all the capabilities (resources and activities) nec-
essary to meet market needs, which are increasingly demanding as far as response 
times are concerned, quality and the required diversity of products and services. 

As a result of the challenges that business and the scientific world face, nowadays, 
a wide variety of cooperation networks have emerged [3]. The networks are now 
fundamental aspects of successful organizations, since there are means to expand 
business throughout the global economy. Furthermore, network integration has be-
come the key to flexibility and organizational activity [2]. 

Therefore, inter-organizational alliances, or inter-organizational networks, are a 
model that fits the new requirements that currently the market demands [8]. 

Therefore, we can say that the cooperation networks represent an interesting model 
in the current context of organizations. 

3   Cooperation Networks Typologies 

In literature [9, 10, 11, 12, 13, 14, 15] we can find that the cooperation networks may 
take different forms. 

Those forms may vary depending on several factors, such as [15, 4]: domain; num-
ber of partners; level of cooperation; extent of cooperation; degree of cooperation; 
and the legal form of cooperation. 

Next, we highlight some of the typologies suggested by the literature review so to 
enframe of the model presented in Section 4. 

The authors Miles and Snow [16] propose three types of structures for inter-
organizational networks: 

- Internal network: this structure characterizes the arrangements between dif-
ferent units or subsidiaries of a company, which act independently, for  
example networks of large multinationals, composed of geographically  
dispersed units, each with separate responsibilities; 

- Stable network: these arrangements arise when multiple organizations are or-
ganized around a central organization, which has a core competency. Gener-
ally, these network structures tend to assume the vertical alignment, in which 
volunteer organizations act as subcontractors of the central organization; 
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- Dynamic network: the cooperating agents are organized around a broker 
agent. The broker assumes control of all relationships in the network. 

IAPMEI1, in the Program for the dynamization of inter-business cooperation [17], 
identifies other types of networks. 

- Suppliers Club: This kind of network is organized around a common client. 
For this, the participants of the cooperative network are structured according 
to a linear activity, activity that is responsible for meeting customer needs. 
The participants in the cooperation network are organized according to their 
individual skills, so that the sum of powers is able to meet the demands of 
large activity, i.e., organized around the complementarities of skills; This 
kind of networks differs from others by the complementarities existing  
between the activities developed by contributors. In the development of a co-
operative activity, which will produce an end product aimed at a specific cus-
tomer, the participants establish links between them as complementary. Their 
interrelationship is a necessary condition  throughout the value chain; 

- Central Network: Networks with this kind of configuration are structured 
around a central agent, i.e., it is a centralized model for planning and devel-
oping activities. This model does not require mandatory establishment of re-
lations between participants. The several actors relate only to the central 
agent; 

- Cellular Network: Such networks are usually associated with needs and  
activities common among some participants in the Network, promoting dif-
ferent interactions among the various agents, aiming at the rationalization of 
resources to optimize the activity subject of cooperation; 

- Multipolar Network: Multipolar networks present themselves as networks 
composed. The participants are organized in clusters, and there are interveni-
ent members that establish relationships between different clusters of the 
network. 

Irandoust and Benaskeur [18] identify and describe six types of multi-organizational 
structures arrangements, which are: 

- Network - The inter-organizational networks are an arrangement in which 
several organizations, having a common interest, share information in order 
to obtain mutual benefits; 

- Tacit Agreement - In this type of arrangement, generally, the parties carry 
out their activities independently, though the members of the arrangement 
have an implicit agreement on the achievement of a punctual goal; 

- Coalition - A coalition is a temporary partnering of individuals, groups, or-
ganizations, or nations in order to achieve an explicit goal; 

- Coordinating Unit - A coordination unit is an arrangement in which several 
organizations coordinates some of their activities with a shared drive that 
makes the coordination of activities of members; 

                                                           
1 Instituto de Apoio às Pequenas e Médias Empresas e à Inovação (Institute of Support to Small 

and Medium Enterprises and Innovation) - www.iapmei.pt 
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- Alliance - An alliance is an agreement in which several organizations with 
similar goals intentionally synchronize their activities, and sometimes they 
can also share their resources; 

- Union - The union between organizations is an extreme form of collaboration 
and there is when two or more entities unite. A Union is a fusion of organiza-
tions, often irreversible and permanent for the organizations. 

Camarinha-Matos et al. [19] systematizes various categories of forms of collabora-
tion, which resulted from many discussions and interactions with a large community 
of researchers in various international projects. These categories are: Collaborative 
network; Supply chains; Virtual government; Virtual enterprise; Virtual organization; 
Extended enterprise; Virtual team; Virtual organization breeding environment; Virtual 
laboratory networks; Disaster rescue networks; and Professional virtual community. 

4   Conceptual Model 

In this section it is presented a conceptual model that aims at assisting the establish-
ment of cooperation networks, allowing agents that are part of a network to share 
information about their customers, as well as information about potential business that 
their clients can represent to other network members. 

The proposed conceptual model also seeks to be a guideline for the development of 
a Web Information System (WIS) that empowers the creation of cooperation networks 
among agents who act in a certain economic value chain, with intention to share in-
formation about business opportunities. 

Considering as example the sector of construction industry, the different economic 
agents (architect, construction builder, building materials sales companies, electrician, 
plumber, house painter, among others) may share information about their customers 
and the business opportunities that customers represent. For example, when a client 
contacts the architect to draw up an architectural project, the architect registers the 
client and the project in the system to inform the network cooperators about that busi-
ness opportunity. Automatically, and based on default values, the system schedules 
phases of the project (architectural design, foundations, building, exterior finishes, 
exterior frames, electrical installation, installation of water network, interior finishes, 
painting, wiping, among others) conferring each phase the products and services 
needs (labor, architectural design, sand, cement, brick, tile, point of light, water tap, 
door, window, among others). These default values may be adjusted by any coopera-
tor, whenever there are deviations. Thus, the cooperating agents can follow up the 
needs on time, making promotional offers to the customer according to each mo-
ment’s needs. 

Thus, the main objective is to strengthen customer loyalty in the cooperation net-
work. The model application can also create a web of economic agents with comple-
mentary capabilities to meet the diverse needs of customers. 

So, it aims at establishing a guideline for the formation of cooperative networks 
oriented to maximize customer loyalty in the networks, giving the cooperators the 
opportunity to promote and enhance business opportunities with them. The proposed 
conceptual model is illustrated in Figure 1. 
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Fig. 1. Conceptual Model of ON-Rede system for sharing information in Cooperation Networks 

The cooperative network is supported by a WIS (ON-Rede System - Business Op-
portunities into Network), which is responsible for supporting the sharing of informa-
tion among network members. This system is also the main interface between the 
participants in the network. 

The proposed model has three primary types of actors, which represent the basic 
elements in the network: 

- Moderator - is responsible for managing participants of each network (mod-
erator of the network, cooperators and informers), as well as managing the 
configuration of value chains on which the network will work; 

- Cooperators - are agents that are part of the cooperative arrangement, and are 
responsible for enriching the system with information about their customers 
and the potential business opportunities that each client may represent to the 
network. This type of actor can make use of the information provided by the 
system, i.e., by other cooperators, informers and clients; 

- Potential Customers - a potential customer is someone who, autonomously, 
can register himself in the system and register his projects so to get offers 
from companies operating in the system. 

The model also allows incorporation of other actors, such as: 

- Informers – they are agents in the cooperation network especially engaged to 
observe the market and inform the system about potential business interest to 
the network; 

- Information Consumer - is a particular case of cooperators, whose differen-
tiation lies in the fact that information consumers only take advantage of  
information of business opportunities shared on the network and do not  
contribute with relevant information to other cooperators. 

In the center of the model is a WIS (ON-Rede) that enables and simplifies the interac-
tion between the various actors of the model. 
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The system architecture allows a cooperative network to evolve over time. Thus, 
networks can be formed with a variable number of agents, and at any time new agents 
(either primary or secondary) may be incorporated. 

It is each economic agent’s duty to supply the system with information about cus-
tomers whom it has business relationships with as well as information on the potential 
business that each client may represent to the network. Thus, cooperators have to 
engage more clients and to promote the potential business interest to the cooperative 
network. The cooperators will also have to follow and record the progress of the 
meeting needs of the customers. 

In compensation, each cooperator has access to all information provided by the 
system and introduced by all intervenient members in the cooperative relationship. 

To create a broader base of customers, the model considers that potential custom-
ers of the network can register themselves into the system and provide information 
about their needs, which, in view of the network represent potential business. 

Informers embody another way to broaden the base of engagement. These agents 
are specially hired to constantly observe the market and to inform the system about 
potential customers and business. Informers may also follow the changing needs of 
customers and update the WIS. 

The Information Consumers represent economic agents who by their nature do not 
have the profile required to cooperate, i.e., the information that could be provided is 
not relevant to the network. However, such agents are interested in the information 
which exists in cooperation network so they can promote their own business. 

The model can be also applied to economic sectors of cyclical demand. In this 
case, customer loyalty in a cooperative network is even more advantageous, consider-
ing that customer needs have a cyclical nature, the model will enable retro-
alimentation (feedback) of information about customer needs. 

The application of the model in such sectors allows a better balance in regards to 
information feedback that the various cooperating agents obtain from the system. One 
should take into account that the information provided by an end of business cycle 
may correspond to an opportunity to relaunch the client into a new business round. 

The characteristics of ON-Rede system are [20]: 

- Manage multiple networks of cooperation, each network can be configured 
to support one or more value chains; 

- Promote the sharing of information about customer and business opportuni-
ties, among members of cooperative networks; 

- Leverage the basis for acquiring new customers of each cooperating organi-
zation, may be done cooperatively by all members of each cooperative net-
work, by informants or independently by customers themselves; 

- Maximize responsiveness to diverse needs of customers, fostered by the 
complementarily of cooperators agents; 

- Promote customer loyalty within the networks of cooperation; 
- Helping organizations to promote the sale along of customers in a timely 

manner, resorting to such scheduling of alerts depending on the timing of the 
phases of each business opportunity, and focused, considering the needs of 
every business opportunity. 
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The proposed model was developed to enable the establishment of inter-
organizational networks, but its application can also be interesting at the creation of 
intra-organizational networks, whether between employees of the same organization, 
or among a group of sub-delegations business. 

4.1   Inter-organizational Network 

If we consider that an organization itself often lacks the ability to meet all customer 
needs, the application of the model will allow creating cooperation networks between 
organizations with complementary capabilities, and therefore this can maximize the 
responsiveness to customer needs. 

Still considering the principles of the marketing relationship, in which it highlights 
the importance of customer loyalty [21], we can say that, combining the strategy of 
customer loyalty with an inter-organizational cooperation strategy, significant gains 
could be obtained. The acquisition and loyalty can be done at the network level, given 
that the customers will represent the sum of the clients of organizations belonging to 
the cooperation network. 

In this context, the sharing of customer information and business opportunities that 
each customer represents, proposed by the conceptual model, allows cooperating 
enterprises to have a more comprehensive knowledge of the market, permitting the 
enterprises to promote efficiently their products and services to clients with whom 
they do not have business relationships. Thus, it is possible to generate business op-
portunities, providing the members of the network with rich information, so that they 
can be proactive in terms of sales. 

The establishment of inter-organizational networks based on the model previously 
presented allows cooperating organizations to obtain several competitive advantages, 
which highlight: 

- The increase in the base to attract new customers, which can be done by co-
operating organizations, by the informers agents or autonomously by the 
customers; 

- The reduction of the cost of acquiring new customers, being costs shared by 
members of the network 

- The anticipation of customer needs and, consequently, the gain of the capac-
ity to make promotional offers oriented to the needs of each client; 

- The increased power of response to customer needs, i.e., the creation of co-
operative arrangements among agents with complementary capabilities al-
lows greater capacity to response to customer needs. 

4.2   Intra-organizational Network 

The proposed model also allows establishing networks between agents of the same 
organization, that is, provides intra-organizational networks. In this case, networking 
among employees of an organization or between organizational organic units can be 
promoted: 

- Intra-organizational networks among collaborators: in this kind of networks, 
each collaborator of the organization takes the role of cooperator agent in the 
network. Such networks may be useful in organizations structured around the 
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products/services, in this case, the cooperating agents could be the product 
managers of the organization; 

- Intra-organizational networks among organic units: the units, affiliates or 
sub-delegations of a business group share information in the network to cre-
ate synergies and maximize business opportunities within the group. 

The creation of intra-organizational networks within the proposed model acquires 
greater interest when organizational agents (employees and units) represent comple-
mentary capabilities, as is the case of a business group whose different subsidiaries 
sell products or services, different but complementary. 

The main competitive advantages come principally from synergies created by the 
complementary skills of cooperating agents, engaging clients at group level and loy-
alty within the group. 

Note that an agent may participate in various cooperation networks, whether inter-
organizational or intra-organizational. The cooperating agents that are part of several 
networks are links between the different networks allowing constitute multipolar 
network types. 

5   Conclusion 

Cooperation networks appear as a model enhancer of major competitive advantages, 
among which stands out organizational flexibility. 

Taking into account that the information and knowledge are crucial elements in 
economic growth and the evolution of technology largely determined the productive 
capacity of society [2], IT could certainly take a decisive role in the development of 
cooperation networks. 

In this context, the model proposed in this article contributes to the development of 
a WIS to promote cooperation through the sharing of information of business oppor-
tunities. The proposed model can be applied both in the formation of inter-
organizational cooperation networks and to provide intra-organizational networks. 
Whereas the objective of the model is information sharing, the IS “ON-Rede” appears 
to be the key element of the model which will be subject of further work. 
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Abstract. Web 2.0 and Enterprise 2.0 concepts offer a whole new set of col-
laborative tools that allow new approaches to market research, in order to  
explore continuously and ever fast-growing social and media environments. 
Simultaneously, the exponential growth of online social networks, along with a 
combination of computer-based tools, is contributing to the construction of new 
kinds of research communities, in which respondents interact with researchers 
as well as with each other. Furthermore, by studying the networks, researchers 
are able to manage multiple data sources - user-generated contents. The main 
purpose of this paper is to propose a new concept of Distributed Informal  
Information Systems for Innovation that arises from the interaction of the  
accumulated stock of knowledge emerging at the individual (micro) level. A 
descriptive study is to unveil and report when and how market research  
professionals use social networks for their work, creating, therefore, distributed 
information systems for innovation. 

Keywords: Distributed Informal Information Systems for Innovation, market 
research, social media, social networks. 

1   Introduction 

Innovation is essential to competitiveness and represents the way in which to antici-
pate, live with, or react to change [16]. Innovation capabilities and technological ad-
vance have been enhanced by strategic alliances and collaboration networks that have 
proliferated in recent years, particularly in information technology sectors [10]. In-
formation and Communication Technologies are frequently seen as an important 
enabler for such networks and a key factor in Economy. With the fast diffusion of 
technologies, companies and individuals unable to face the challenge can rapidly 
become uncompetitive [17].  If they are not able to preserve their advantage on the 
long term, technological cooperation may be a possible course of action. Hakansson 
[11] suggests a new perspective that sees innovation (and technological development 
in general) as a product of exchange among different agents (firms, individuals, in the 
network). The former view treated innovation either as an individual fact (like a No-
bel Prize) or as a secret process in a firm. Innovation systems include the interaction 
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between the individual (or actors) who are needed in order to turn an idea into a proc-
ess, product or service on the market [8]. 

Most of the information technologies that are used for communicating and spread-
ing  innovation fall into two categories: (i) direct channels (person-to-person commu-
nication by email or instant messaging), having low share and low commonality of 
information for the other agents involved and  (ii) platforms, like intranets, corporate 
Web Sites and corporate portals [15]. Knowledge management systems have tried to 
elicit tacit knowledge, best practices and relevant experience from people throughout 
a company and put this information available to other in databases. 

Nowadays, Enterprise 2.01 provides business managers with access to the right in-
formation at the right time through a web of inter-connected applications, services and 
devices. By providing such a wide quantity of resources to firms and individuals, 
Enterprise 2.0 makes the collective intelligence of many accessible, translating into a 
huge competitive advantage in the form of increased innovation, productivity and 
agility [18]. Within the concept of Enterprise 2.0, information systems are emergent. 
One of the most challenging examples of such an emergent information system is 
Wikipedia (www.wikipedia.org). Articles in this online encyclopaedia are assembled 
by ad hoc virtual teams. The social engineering of the wiki model is aimed at creating 
a cooperative and networked culture ([9], cf [15]).  

In this paper, we study the use of social networks by individuals with the aim of 
creating innovation. Knowledge capture through the interaction of individuals is 
therefore accumulated in social networks. Informal structures of knowledge that is 
shared by firms or individuals (or both) can be seen as Distributed Informal Informa-
tion Systems for Innovation. Our main research hypothesis is that social networks are 
used as Distributed Informal Information Systems for Innovations by market research 
professionals.  

In order to capture the use of social networks, a survey was made in which a set of 
market research professionals (our target population) was analyzed, taking in consid-
eration four social networks: Linkedin, Hi5, The Star Tracker and Twitter. To capture 
the innovation capabilities inherent to market research professionals, we gather in-
formation about eight main concepts: Finding Business Partners, Academic, New 
Business, Benchmarking, Find Human resources, Costumer experience, Concept 
testing and Product development. According to previous research conducted by [3] 
and [7], these concepts define the most common goals for the use of social networks 
by our target population. These are the main components for the creation of an Infor-
mation System for Innovation.  

The rest of the paper is structured as follows: in Section 2 the main concepts are 
presented. Section 3 contains the study design and the results and, finally, in Section 4 
the concluding remarks are presented. 

                                                           
1 According to [18], the premise of Enterprise 2.0 is that the more easily people can communi-

cate – with other workers, team members, customers, vendors, clients – the less information 
will be siloed. When information is free, people can get more feedback and input (collabo-
rate), react more quickly (agility), and make better decisions. This is the opportunity inherent 
in Enterprise 2.0: a more efficient, productive and intelligent workforce through the use of 
participative means such as social networks, blogs, open source software, etc.. 
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2   Information Systems for Innovation and Web 2.0: A Market 
Research  

2.1   Networks and the Accumulation of the Stock of Knowledge 

In Economics, an inter-firm network is a set of firms (nodes) that interact through 
inter-firm relations (connections or links). These links are contracts or correspond to 
informal exchange of information in order to produce innovation. In a previous work, 
[2] proposed an Agent-Based approach to analyze the dynamics of network formation 
resulting from the collaboration between firms. Firms (the agents) contain cognitive 
attributes that help them build their own decisions. Four collaboration strategies have 
been compared and it was concluded that profit is associated with stock of knowledge 
and with small diameter of the networks. In addition, it has been proved that concen-
tration strategies are more profitable and more efficient in transmitting knowledge 
through the network, and that the stock of knowledge is determinant for the growth of 
networks.  

Networks play an important role in economics. Firms set up connections with other 
firms in order to establish production relationships, cooperation, etc. Therefore, firms 
expect to increase their profits and survival.  

2.2   Distributed Informal Information Systems for Innovation (DIISI) and the 
Concepts of Innovation  

A Distributed Information System consists of multiple autonomous entities (individu-
als, organizations, computers, etc.)  that communicate through various means,  usually 
computer networks. The way individuals communicate, nowadays, is distributed. The 
Internet and the Web evolved to a platform for collaboration, sharing, innovation and 
user-created content—the so-called Web 2.0 environment. This environment includes 
social and business networks, and it is influencing what people do on the Web and 
intranets, individually and in groups. One of the main advantages of the Web 2.0 is 
the ability to tap into the collective intelligence of users. It is known that the more 
users contribute the more popular and valuable a Web 2.0 site becomes. Enterprise 
2.0 is a direct consequence of what Web 2.0 has introduced in firms: the socialization 
of business applications – moving from data‐centric models to people‐driven ap-
plications. Exploiting the analysis from the use of on line information services, Lamb 
and Kling developed an institutionalist concept of a social actor whose everyday in-
teractions are infused with ICT use [13]. The authors changed the concept of the user 
to the concept of social actor in Information Systems, taking into consideration the 
complexity and multiplicity of the roles that people fulfill while adopting, adapting, 
and using information systems.  

These “Distributed Informal Information Systems for Innovation” (DIISI), are 
“distributed” because the stock of knowledge is created through the interaction of the 
distributed agents at the micro-level (individuals) and spread at the macro level, with 
feedback to all agents in the network. They are also informal because, in many situa-
tions, there is no intention a priori of creating a formal information system. Further-
more, and taking in consideration the concept of Enterprise 2.0, information systems 
are emergent, and therefore this micro-macro mechanism promotes the creation of 
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DIISI. Affiliations comprise networks of relationships that link organizations and 
individuals within and across industries. Within this network of relationships, the use 
of online databases by organization members is best explained from a perspective that 
understands these ICTs as interaction technologies. Organization members, like attor-
neys, commercial real estate brokers or members of biotechnology companies, use 
online services to exchange information and interact with affiliated organizations, 
such as clients or regulators, in ways that are considered legitimate within the indus-
try. When ICTs are used as part of those interactions—to package, present, and ex-
change information—they also construct identities for firms and their members [13]. 

2.2.1   Market Research and Innovation 
Traditional market research has been accused of not being able to satisfyingly deliver 
answers for the client’s needs and are, in an ever more complex society, challenged to 
embrace new mental models, based on different principles [3]. The corporate use of 
social media is quickly changing from an adoption stage – where companies use it as 
a channel to promote and manage brand awareness, products and services – to a para-
digm focused on the comprehension of how people and institutions take advantage of 
it [14].  

[3] and [7] define the concepts associated with the most common goals for the use 
of social networks for market research purposes: Finding Business Partners, Aca-
demic, New Business, Benchmarking, Find Human resources, Costumer experience, 
Concept testing and Product development. According to previous research by those 
authors, these concepts define the most common goals for the use of social networks 
by our target population, and enabled by new “arenas” opened up by these communi-
ties, backed-up by the Web 2.0 concept of collaboration and user-generated content. 
These are the main components for the creation of a DIISI.  

3   Study Design 

3.1   Research Problem, Information Sources and Sample Characterization 

In this study, the research problem is specified by the question: how are social net-
works being used by market research professionals for innovation purposes. The 
components of this question are: (a) professionals and businesses that use social net-
work for market research, (b) frequency of use of this type of tool, (c) objectives of 
use (d) social networks most used for market research, (e) relevance of social net-
works as information sources and (f) main advantages and disadvantages of using this 
type of market research tool. A non-documental indirect observation methodology 
was chosen through the form of an online survey, which was created using an online 
survey tool2. The questions were designed considering the objectives of the descrip-
tive study and supported by information gathered through scientific literature review. 
The survey includes independent and dependent (both qualitative) variables, the latter 
being filter-origined. Which social networks are the most used and with which objec-
tives constitute the dependent variables of the study. The sample was designed using a 
                                                           
2
 The survey tool used in this study is eSurveyspro, from Outside Software Inc. (2009), avail-
able in www.esurveyspro.com 
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convenience-based sampling methodology [6], following two steps: (1) selection of 
four social networks: Linkedin (www.linkedin.com), Hi5 (www.hi5.com), Thestar-
tracker (www.thestartracker.com) and Twitter (www.twitter.com) and (2) selecting 
individuals within these networks. The dimension of the sample is, therefore, difficult 
to determine a priori, as the number of members of the discussion groups and blogs 
grows on a daily basis. A great difficulty that contributed for the sample’s size non-
determination is the fact that the URL posted on Twitter has been “retwitted” by the 
authors’ followers. All the contacted individuals are somehow related or interested in 
market research and are members of social networks, whose habits of use of social 
networks for market research are intended to be studied, having been obtained 63 
answers to the survey. Considering this is a convenience-designed sample, no infer-
ences were drawn to the whole market researchers’ population, or to the social net-
works studied. The restricted number of answers is a limitation of our study, but tak-
ing into account that this convenience-designed sampling was applied to a study that 
is based on professional networks (not completely opened to a wide audience), the 
dimension of the sample is to be considered as adequate. The respondents were con-
tacted either by direct messaging through the chosen social network platforms and by 
posting the survey on discussion groups and forums available in the very same net-
works. This way of contact allowed the sample to overcome geographical boundaries 
as well as faster distribution of the survey and data collection. The survey was de-
signed and formatted so that each respondent could answer only once, in order to 
better control the answers and narrowing chances of multiple responses per respon-
dent, enabling more reliable results. The data were gathered between November 17 
and December 30, 2009 and then exported to the SPSS© Statistics Software for statis-
tical analysis. In the sample, 74,60% of the individuals are Portuguese. From a total of 
nine different nationalities, the second most represented country is the United States 
of America, with 9,52% of the respondents, followed by Argentina (4,76%) and Aus-
tralia (3,20%). Several industries (15) are present in the sample: Information Tech-
nologies (IT) is the most represented (26,98%). Marketing and Information Manage-
ment is the second, with 14,29% of the answers. In the bottom end stand Pharmaceu-
tical Industry, Food and Beverages, Non-profit Organizations (NPO’s), Publishers 
and Energy (1,59%). More than 58% of the respondents have a University Degree and 
almost 32% possess a MSc or PhD degree. From a total of 20 different professional 
headlines, 17,34% of the sample is composed by Marketers and 11,29% CEO’s. 
Business Managers represent 9,68% and  Market Researchers 8,06%. 

3.2   Social Network Use 

The analysis of the gathered data allows us to verify that, on what concerns social 
networks for market research, 22,22% of the respondents claim never to use it, whe-
reas only 11,11% use social networks for such a purpose either frequently or all the 
time (the remaining professionals fitting in the other classes). The Pharmaceutical 
Industry and the NPO’s never used social networks in this context. 50% of the Build-
ing Materials Industry claim not to use social networks; 42,86% of the Consulting and 
40% of the Consumer Goods Industry get the same score. On the other hand, Web 
Development claims a continuous/permanent use (100%). 60% of the respondents of 
the Education Industry use social networks all the time, while the remaining 40% use 
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them frequently. The consumer Services industry also uses social networks frequently 
(66,67%). Only 11,11% of Marketing and Information Management professionals 
never use social networks, whereas the other respondents in this Industry reveal di-
verse use rates: seldom (22,22%), sometimes (44,44%) and frequently (22,22%) (Fig. 
2). All of these results are consistent with the 2009 Business Social Media Bench-
marking Study (Business.com, 2009). 

 

Fig. 1. Use of Social networks for market research 

3.3   Most Frequently Used Social Networks in Market Research 

Linkedin is the most commonly used social network for market research in the sample 
(58,73% of the respondents), being the only one used in the Building Materials Indus-
try. A possible explanation for this is that Linkedin is the only professional network in 
the study. In fact, according to the “2009 Business Social Media Benchmarking 
Study”, [1], 38% of the professionals have an active profile in this network. However, 
it is never used by 16,66% of the industries in the sample that use social networks as a 
market research tool. According to our data, the distribution of the social networks by 
the type of industry is as follows: Food and Beverages (Facebook (50%) and Hi5 
(50%)), Trade Publishing (Facebook (50%) and Secondlife (50%)), Import/Export 
(Facebook (50%) and Twitter (50%)). Overall, Facebook is used by 46,03% of the 
professionals in the sample and, Twitter, by 31,75%. The Star Tracker (20%) and  
 

 
Fig. 2. Social networks used by Industry 
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Linkedin (37,50%) are the most commonly used social networks by the Marketing 
and Information Management Industry, being this the industry with the largest num-
ber of users of different social networks. Education professionals mainly use Twitter 
(26,67%) and Linkedin (33,33%). Overall, 46,03% of the respondents use Facebook. 

3.4   Goals of Using Social Networks for Market Research 

The main goals appointed by the sample in the use of Linkedin are: Idea Generation 
(27,78%), Concept Testing (13,39%), Product Development (13,39%) and Test 
Methodology (2,78%) being actually the only social network used to find human 
resources and new business partners. All of the respondents that use Hi5 claim to use 
it with the goal of Generating Ideas. The goals of using Facebook concern specially 
Idea Generation and Consumer Experience (33,33% each). Among the respondents 
that use Twitter as a market research tool, 30% do it for Idea Generation, whereas 
33% has Consumer Experience in mind, 14,81% Concept Testing and 11,11% for 
Product Development purposes. The only social network exclusive to Portuguese 
users (Thestartracker) is used for Generating Ideas, Product Development and Con-
sumer Experience (33,33% each). Within the sample, the concept of Benchmarking is 
explored through Myspace (25%), Twitter (5%), Delicous (100%) and Facebook 
(3,70%).3 Overall, the goals Finding New Business Partners (4,76%) and New Busi-
ness Opportunities (1,5%) are poorly mentioned.  

 

Fig. 3. Goals of using social networks for market research by social network 

3.5   Perceived Advantages of the Use of Social Networks for Market Research 

The main advantage perceived by the sample of this research study is the fact that 
the” information is pulled by the consumers”, followed by “Rich Consumer Insights” 
(26,98%). More than 14% of the respondents mention the possibility of seeing the 
consumers as “part of a tribe”. We can then perceive the influence of networks around 
friendship relations or common interests as an important factor in individual’s life, as 
it was previously defended by [5]. 

The ability of social networks to identify weak signals from the market is men-
tioned by 12,70% of the sample. These signals are traditionally difficult to identify by 
more “mainstream” research methods (idem). 

                                                           
3 Relative percents of goals of use given to each social network. 
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3.6   Perceived Disadvantages of the Use of Social Networks for Market Research 

About 31,75% of the respondents point out the inability to cover all relevant types of 
individuals as the main disadvange of social networks, on what market research is 
concerned. The reason behind this answer is the fact that not all consumers – at least 
not all considered relevant for any given research – are members of social networks. 
The same percentage of our sample refers to poor control of the respondents as the 
main disadvantage. Another great disadvantage of this type of open and collaborative 
tool is the array of data one can collect from it. However, and by definition, this 
whole mechanism is out of the control of any entity, researchers included, thereby 
endangering the usual control procedures [3]. Simultaneously, this very same array of 
data, implies “fuzzy data” (idem), pointed out as the biggest disadvantage by 15,87% 
of the respondents of our research. 

4   Concluding Remarks 

In conclusion, one can verify that the social network phenomenon is seen by market 
research professionals in the most diverse industries and businesses as a new market 
research tool. The Web 2.0 and its collaborative tools bring new approaches and ways 
of seeing the professionals as social actors. This mechanism promotes the creation of 
Distributed Informal Information Systems for Innovation. For the studied sample, one 
can conclude that: (i) nearly 80% of the respondents use one or more social networks 
for market research purposes. These numbers indicate the importance and dimension 
of this phenomenon in which social networks are seen as a new market research tools, 
even though its use is not always consistent; (ii) several social networks are used, with 
clear tendency towards professional networks, namely Linkedin, the most commonly 
used by Marketing and Information Management professionals; (iii) the professional 
network Linkedin presents the broadest scope of different uses and it is the most 
commonly used for Finding Human Resources, which can be easily explained by its 
own definition. The main goals pointed out by the professionals in the sample con-
cerning the use of Linkedin are: Idea Generation (27,78%), Concept Testing 
(13,39%), Product Development (13,39%) and Test Methodology (2,78%); (iv) social 
networks, while market research tools pass up some gaps or weaknesses found in 
more “traditional” research methodologies. According to the sample, social networks 
allow for a vision of the consumer as a dynamic entity, inserted in mutually influential 
groups, providing richer information on the consumers, mainly due to the fact that all 
data and contents are created by the consumers themselves, rather than by the re-
searchers. On the other hand, there is poor control of the respondents, making the 
“traditional” control methods completely ineffective translating into fuzzy and not so 
clear data, making its analysis difficult. The fact that social networks do not include 
all types of relevant audiences is one of the most mentioned disadvantages by the 
professionals in the sample of this research study. Therefore, this sample is restricted 
to the groups of consumers that have access to the Internet, detain some computer 
skills and are registered in social networks; (v) as mentioned above, the restricted 
number of answers is a limitation of our study, but taking into account that this con-
venience-based sampling method was applied to a study that is based on professional 
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networks (not completely opened to a wide audience), the dimension of the sample is 
to be considered as reasonable. The use of social networks (and social media) allows 
professionals to create and develop relationships and networks from which they can 
extract, mash-up and analyze data from several relevant sources, and maintain contact 
with those sources for long-term useful information for their business, in the same 
way intranets do inside companies and, therefore, working as DIISI: “(…) the people 
I follow provide me with more relevant links and information than any other tool.” 
[1]. Bearing in mind the objectives defined for this study, as well as the results and 
analysis reported, and considering that the sample has been designed using a conven-
ience methodology, it does not allow us to make any inferences or to take any conclu-
sions for the whole population of market researchers, nor to the social networks  
studied. Anyway, we consider that the goals set were achieved, since it was possible 
to analyze how social networks are being used by our target population for innovation 
purposes. Within this community of users, and due to the interaction of the accumu-
lated stock of knowledge emerging at the individual (micro) level, a new DIISI was 
observed in the sample. In this case, the scope of the DIISI was limited to the sample 
of market research professionals that use social networks for innovation purposes 
such as the ones stated by [3] and [7]. 
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Abstract. To achieve a general agreement in relation to a specific proposal, 
members of a community must participate in the formal consensus process. 
This paper describes a web-based system (the Vector Consensus system) for 
supporting an ad hoc consensus process. The system was implemented in a col-
laborative innovation community with the aim to discuss how this organization 
understands some drivers affecting collaboration practices. The results have 
shown that Vector Consensus system enhance ultimate consensus and canalize 
personal contributions to the organization. Furthermore, the possibility to com-
pare the one’s personal opinion with respect to the rest of the community, given 
as a real-time feedback, appeared to have a positive impact on the group,  
augmenting the context knowledge awareness.  

Keywords: Consensus, Awareness, Decision, Discussion, GDSS. 

1   Introduction 

To scan the context in order to take better decisions is an important task for any kind 
of organization [1]. It is a “must-do”. Decisions are normally about trying to achieve 
some advantage for an organization. Including all the members in the organization 
and all the stakeholders is imperative in achieving environmental change [2]. The 
decision-making process can improve and obtain a realistic perspective if the follow-
ing aspects are considered [3]: First, include soft and hard information. While soft 
information is tied to an individual person and can be subjective (tacit knowledge), 
hard information is explicit and can be easily quantified and processed. The first  
one is important because individuals can provide guidance, advice and encourage-
ment1. Second, decision-makers should rely on information received on a solicited 
and unsolicited basis. Third, it is recommended to utilize the organization’s internal 
and external resources to obtain information. 
                                                           
1 Gould et al. [4] also suggests decision-making involves two key elements for a person: im-

mersion in a decision-making situation and a reflective self-conscious element. 
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Consensus is an idea associated with the decision-making process and the com-
mon-agreement building among most of the participants of an organization. In simple 
words, this concept is thus concerned with decision-making procedures. 

In Collaborative Innovation Communities (CIC) as research groups, Living Labs 
Spaces or multinational organizations, it is ever more difficult to maintain competitive 
advantage on the basis of the traditional knowledge and economic models. Those who 
can stimulate and support open collaboration to leverage their local and dispersed 
resources should have more chances to succeed [5]. 

Nowadays, there are many current studies that highlight various factors affecting 
collaboration effectiveness and efficiency [6][7][8][9]. Some of the main collabora-
tion barriers have to do with: a lack of clear leadership, a lack of mutual trust, a  
lack of motivation, unbalanced intellectual property rights and a lack of common 
knowledge and meaning. These factors create different types of barriers among  
collaborating people working in CIC’s. 

Although, there are a lot of strategies and tools oriented to solve collaboration 
practices, more efforts are needed to help CIC’s ability to sustain competitive and to 
build cognition and consensus in developing their core capabilities [10]. These prob-
lems can be solved by implementing web-decision-making systems2 which are rarely 
explored [11].  

The present study deals with these issues by describing a web-based system ex-
pected to enhance consensus in a collaborative-innovation community. We are  
particularly interested in knowledge intensive domains like research groups where 
distributed individuals in several countries interact with each other in order to achieve 
personal and collective goals. However, this experience should be also useful for 
other kind of innovative communities. 

Taking all of this into account, we developed a web-based system – the Vector 
Consensus3 system – aimed at improving ultimate consensus in a research community 
involved with the development of Internet-based innovative projects. Vector Consen-
sus addresses simultaneously: gathering information about a collective thought,  
promoting sharing knowledge and diminishing collaborative barriers. This system 
innovates by implementing in a web environment an ad hoc conceptual model for 
consensus, originally thought for enterprises, allowing distributed individuals discuss 
and subjectively measure some barriers affecting collaboration in the community. 
Furthermore, it innovates because it offers to each individual the possibility to com-
pare his personal opinion with respect to rest of the community, given as a real-time 
feedback.  

The purpose of this paper is to present and describe the first implementation of 
Vector Consensus system in a real world environment. It also intends to analyze its 
effects on users’ perception. Specifically, in order to achieve these goals, data col-
lected during its first trial as well as a survey applied to users are analyzed and further 
discussed. 
                                                           
2 Sometimes also denominated as Group Decision Support System (GDSS). 
3 The name “Vector Consensus” was selected as an analogy to Euclidian vector in physics, and 

more specifically in a vector space, where each single member in an organization would be 
represented by a single vector, and a vector space would be the collectiveness. So as a vector 
space has a vector addition, an organization will have results based on the addition of multiple 
personal efforts. If individual vectors align then addition increases. 
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2   Overview of the Vector Consensus System 

Vector Consensus is web-based system for supporting an ad hoc consensus process 
that depends on the collective participation of users. The proposed system is based in 
the conceptual model for consensus proposed by Aguilà and Monguet [11] where 
individuals has different personal opinions in relation to the main drivers that support 
and encourage organizations.  

The conceptual model for consensus is composed of two main stages: one for 
achieving a diagnosis and consensus in relation to the current behavior of some drivers 
in the organization, and the second one for discussing the desirable level of perform-
ance of each one of those drivers in the organization. The priority to address the drivers 
is also ranked and discussed in this second stage. Table 1 summarizes these stages. 

Table 1. Conceptual model stages for consensus 

Main 
Stages 

Second 
Level Stages 

Purpose Result 

Current 
Scenario 

Assessment - To apply a test (survey) for 
individual diagnosis about the 
meaning of each driver. 

  - To share personal knowledge.

Everybody shares the same 
meaning for each driver. The 
first response to the test 
establishes the actual collective 
though about the evaluated 
drivers. This behavior is  
represented in a graphic with the 
average and the dispersion level 
of the answers. 

 Discussion - To apply a test for consensus 
about the current level of the 
drivers. 

  - On the basis of a discussion 
strategy to build a common 
agreement. The aim is try to 
converge as much as possible. 

A first consensus process about 
the current level of the drivers in 
the organization is achieved. 
Graphical feedback is presented.  
All different opinions by 
individuals are shared. 

Desirable 
Scenario 

Ideal Situation 
and Ranking 

- To apply a test for consensus 
about the desired future level, 
for example 1 year, of the 
drivers and their prioritization. 
Again a discussion strategy is 
required for individuals to try 
to converge as much as 
possible. 

An ultimate consensus  
agreement about the desirable 
level of the drivers. Graphical 
feedback is presented 
Major awareness and  
understanding about the  
knowledge and priorities in the 
organization. 

 Action Plan -To analyze the whole 
consensus process and develop 
an action plan. 

Strategies and tools. 

In simple words, collective knowledge and consensus implies the reduction in dis-
persion between the first unconnected personal opinion (first stage) and the consensus 
collective awareness in second and third stages. 
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The group’s consensus around the actual and desirable situation in the organization 
is promoted by using, during the whole process, a discussion strategy about each 
driver and comparing personal opinions every time. Fig. 1 represents the conceptual 
model for consensus proposed.  
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Fig. 1. Consensus conceptual model diagram 

2.1   Design of the Vector Consensus System  

Vector Consensus system provides users with gathering tools for registering their 
opinion: Semantic Differential Scale (SDS) questionnaire and forums (See Fig. 2). In 
relation with questionnaires, obtained data are analyzed and presented as graphic 
based-real time feedback (See Fig. 3). The visualization process consists in calculate 
for each driver at every stage the following variables: the mean value from personal 
user answers, the mean value from the whole group answers and the standard devia-
tion. Results are then showed to users with a graphic using a simplified color code: 
red for the mean value which represents the personal opinion: green for the mean 
value representing the group’s collective opinion, and gray to (± 1) standard deviation 
from the group’s mean value to represent the statistical dispersion (Fig. 4).  
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Fig. 2. VECTOR System flow scheme 

 

Fig. 3. Screenshot of the real-time feedback interface in the VECTOR System 

 

Fig. 4. Graphic representing unified driver´s statistical data 

In synthesis, Vector Consensus is based on five user-interfaces (Fig. 5): one for 
each stage in the model, one to be queried by the user when more information is 
needed and the main one as a user’s central panel working as start point to the others 
and as a feedback center, already presented in Fig. 3. The stages interfaces include an 

Database

Initial 
questionnaire Print results Concensus

question Print results

Ideal position 
question

Ranking 
question

Print results

Discussion 
forum

Discussion 
forum

Discussion 
forum

First Stage Second stage Third stage



 Vector Consensus: Decision Making for Collaborative Innovation Communities 223 

 

integrated discussion forum as well as a question or group of questions to be an-
swered while the users can post any message (Fig. 6). This can be displayed in real-
time to other users obtaining a between users knowledge flow and a better basis to get 
a well set of answers that will represent the collective awareness. 

Vector Consensus system has the ability to log every user’s activity, including 
every initial value or change to an answer, as well as adding a new post at the discus-
sion forums. All of them aimed to be capable of make future depth analysis work in 
order to understand the user’s behavior during the group consensus process, and to 
explore the consensus mechanisms in collaborative organizations. 

 
central 
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Statistical
results

2nd 
questionnaire

Discussion
forum

1st 
questionnaire

Discussion
forum

3rd 
questionnaire

Discussion
forum

information

 

Fig. 5. Vector system interface diagram 

 

 

Fig. 6. An example of the interface for SDS questionnaire and forum 
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3   Method 

3.1   Participants 

This study was developed within a collaborative innovation community dedicated to 
the development of e-health services. In this group, innovation process relies upon 
multidisciplinary teams that bring together different expert knowledge domains (engi-
neers, designers, mathematicians, anthropologists, psychologists, health profession-
als). Members of this group are distributed in several countries such as Venezuela, 
Mexico, Portugal, and USA. However, the main unit is located in Barcelona, Spain.  

The community uses a web platform for sharing information and establishing  
face-to-face encounters.  

30 members were invited to participate in this consensus strategy to discuss about 
some drivers capable of affecting collaboration in the organization. Specifically,  
the discussed drivers were leadership, motivation, collaborative work, intellectual 
propriety rights, and knowledge management. 

3.2   Procedures   

It was necessary to explain to users the purpose of the three stages that compose the 
consensus strategy, and also to give them complementary information about each 
driver in order to have a reference framework. 

In this case, every stage had duration of three days. In each of them users had to 
answer a SDS questionnaire and interchange opinions through a forum. The question-
naire applied in the first stage had 20 items (4 per driver). The second stage included 
one item per driver and the last one had 8 items (2 per driver). 

Every item was made as a 6-point SDS in order to assess five drivers based on 
Barriers Affecting Collaboration Effectiveness and Efficiency [6] see (table 2). Par-
ticipants was asked to rate each item. 

After using Vector for nine days, users were requested to fill out an on-line survey 
focused on users’ perceptions about the effects of the strategy and the tool usability. 
This survey had six items. Five of them were dichotomous questions and the last one 
was for gathering free opinion. 

Table 2. Drivers and main adjectives used in SDS questionnaires 

Driver Negative = 1 Positive = 6 
1. Leadership Lack Have 
2. Motivation Unmotivating environment Motivating environment 
3. Collaborative Work Unintegrative environment Integrative environment 
4. Knowledge Management  Inappropriate Appropriate 
5. Intellectual Property Rights Disrespected Respected 

4   Results 

4.1   Statistical Data 

We used system logs (answers to the questionnaires) to describe the consensus proc-
ess behavior and the building of common knowledge. As we have mentioned before, 
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for each driver at every stage the following variables were calculated: the mean value 
from personal user answers, the mean value from the whole group answers and the 
standard deviation. 

The trend to consensus can be observed in this study with a diminished dispersion 
in group perception with ranges from 9.5% to 31.4% This affirmation can be con-
cluded after comparing the two level of dispersion obtained in the “Current scenario” 
stage (see Table 3). 

Table 3. Statistical summary 

Current Desirable 
Personal Consensus Personal Consensus 

Driver 

Mean Disp. Mean Disp. Mean Disp. Mean Disp. 
Driver 1 3.42 0.87 3.38 0.60 4.80 0.93 4.20 0.75 
Driver 2  3.34 0.87 3.56 0.79 5.50 0.74 4.50 0.59 
Driver 3 3.80 1.06 3.19 0.73 5.20 0.60 4.15 0.73 
Driver 4  3.39 0.86 2.88 0.78 5.37 0.67 4.32 0.65 
Driver 5 3.09 0.95 2.94 0.75 5.00 0.71 3.90 0.77 

 
In the “Current scenario” stage, diminutions on dispersion levels during consen-

sus have a stronger meaning since there also were changes in the mean group’s 
perception at each driver going from 1.2% to 16.2% obtaining mainly lower levels, 
based on these changes we can conclude it was a change in most of the personal 
opinions due to the consensus and discussion process in the model (See Fig. 6 and 
Fig. 7). 

 

Fig. 7. Group’s mean for each driver across the three stages 

Based on the same statistical results, it is even possible to see a higher group’s 
ability to obtain a relatively better level of consensus due to the mostly low  
dispersion levels in “Desirable scenario” stage compared to the first dispersion 
levels. 
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Fig. 8. Statistical dispersion for each driver across the three stages 

4.2   Survey  

Once applied the final user’s perception survey as mentioned in section 3.2 the 
group’s perception about the model and the system resulted as follows:  

85.7% considers this consensus strategy helps to enhance group’s collective goals 
and objectives. 

57.1% thinks this consensus strategy contributes to increasing commitment in a 
personal level in relation to collective goals. 

100.0% thinks this consensus strategy affords to elevate the knowledge members 
have about the group. 

85.7% thinks this consensus strategy is useful to canalize personal contributions to 
the group. 

Only 50% considers the system works well in sharing knowledge between collec-
tive’s members. 

5   Conclusions 

This paper has presented Vector Consensus as a web-based system for supporting an 
ad hoc consensus process and its application to one real collaborative innovation 
community.  

Results have shown that Vector Consensus allows users to augment their context 
knowledge awareness. Users considered that even when Vector Consensus system 
facilitates sharing personal ideas; more efforts are needed to share knowledge through 
this strategy. 

Finally, the main conclusion of this work is that tools like Vector Consensus may be 
considered a good approach to achieve consensus and support decision-making, helping 
align the different individuals’ opinion in an organization. Moreover, a better knowing 
on others’ opinions has beneficial effects in the social capital of the organization. 

Next experiences will focus in other domains of organizations, both in general as-
pects as well as in very specific questions. Vector Consensus will be tested for the 
consensus about the vision and mission of the organization, and will be implemented 
also as a tool for the decision-making process about the way innovative projects have 
to be managed or oriented. 
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Abstract. Innovation is today a widely used buzzword in the enterprises envi-
ronments, because it is seen today as the support for long-term surviving and a 
lever for the creation of new and differentiated products or services. The Fuzzy 
Front-End of Innovation (FFE) is often experimental, involving strong interac-
tion with the end-users. This enables the knowledge transfer from users, com-
munities or Collaborative Innovation Networks to organizations. Enterprises 
may master a set of Dynamic Capabilities in order to manage, learn and inte-
grate that shared knowledge. Today, using Web 2.0 applications, users are able 
to easily join together, share ideas, catalog information, spread and share their 
knowledge in a variety of ways. This paper presents a model to enable those 
Dynamic Capabilities using a Web 2.0 Mashup in the FFE of innovation.  

Keywords: Innovation, Knowledge Management, Dynamic Capabilities, Web 
2.0, Mashups. 

1   Introduction 

Today, innovation is a key point and a hot issue in business environments. The inno-
vation processes have become increasingly important within companies, since innova-
tion is seen today as a support base for their long-term survival in an increasingly 
volatile and demanding market, and a lever to the development of new and differenti-
ated products and services. 

The innovation processes include methods and techniques that differ on their ap-
proach and required competences [1]. They can be classified as «hard» - quantitative, 
empiric or numeric; or «soft» - qualitative, based on experience or reflecting tacit 
knowledge. Another classification consists on the assessment of such methods and 
techniques that tend to be normative – starting the process with a clear perception of 
the future needs; or exploratory – starting the process through the extrapolation of the 
present technological capacity. Given that innovation depends on information and 
knowledge, it is necessary to consider that an organization may not be autonomous in 
the innovation process, because the sources of ideas, information and knowledge  
can be internal or external [2]. Thus, this process is interactive and results from the 
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contributions of many economic and social agents (users, customers, business part-
ners, etc), owners of different type of information and knowledge. The combination 
and management of several sources of ideas, information and knowledge is an impor-
tant challenge for companies in order to innovate and build capacity to cope with 
changes, since most of the problems (especially technological problems) involve the 
use of knowledge at various levels. 

2   User Involvement in the Innovation Process 

According the Product Development and Management Association (PDMA), the 
innovation process is divided in three areas [3]: the Fuzzy Front End of innovation 
(FFE), the New Product Development (NPD) and the Commercialization phase. The 
FFE also known as “Phase 0” or “Stage 0” [3], [4], designates the initial period of the 
New Product Development. The FFE includes all the initial phases from the formula-
tion and selection of the initial ideas to the final concept definition, and must be con-
sidered as an essential part on the NPD. Although doesn’t usually have high costs 
associated with it, it may consume 50% of the development time [3]. The FFE is often 
a non structured process, chaotic, from experimental nature, and involving a huge 
interaction between the NPD team and the user/customer. The PDMA has introduced 
the concept of New Concept Development in order to structure the activities devel-
oped at the FFE, which includes, among others, five key elements: (1) Idea Genera-
tion and Enrichment; (2) Idea Selection; (3) Opportunity Identification; (4) Opportu-
nity Analysis; and (5) Concept Definition. The Concept Definition element is the 
unique gate to the NPD stage. 

2.1   Listen the Voice of Customer 

Innovation aims to create new and differentiated products and services that will help 
to create added value for end-users. Especially in industries where the innovation is 
driven by technology push (e.g. Information and Communication Technology), there  
 

 

 

Fig. 1. Different human-centered design methods and practices [5] 
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is a risk that the innovation team creates any product or service that will fulfill the 
needs or expectancies of few customers/users. Thus, listening the Voice of Customer 
[3], [5], [6] in the innovation processes is extremely important, in order to identify 
unarticulated customer needs.  

In [5] the authors proposed the Human-centered-design approach (HCD) in order 
to describe and classify the different ways used by the NPD team, to interact directly 
and constructively with users in their innovation projects. Fig.1 illustrates the six 
moves on HCD identified by [5]. Even thought stereotyped, in practice they can be 
combined. All these moves aim to obtain and apply end-users knowledge. However, 
there are differences between them in whose knowledge is leading the development 
and how knowledge is being transferred. 

3   Knowledge Sharing and Dynamic Capabilities  

The concepts presented on the previous sections show that the early stage of the inno-
vation process can be described as an interactive process of knowledge transfer be-
tween users and the NPD team. By definition, knowledge is defined as expertise and 
skills acquired by a person through experience or education [7]. Knowledge acquisi-
tion involves complex cognitive processes: perception, learning, communication, 
association and reasoning. In organizations, knowledge can be divided in both tacit 
knowledge - which involves senses, skills and intuition; and explicit knowledge - 
which is formulated and captured, existing thus in the form of books and manuals [8]. 
From an epistemological approach, the tacit/explicit knowledge definitions follow the 
ones from the knowledge management literature [9]. The tacit side of knowledge is 
the aspect of knowledge that is omnipresent, taken for granted, and affecting our un-
derstanding without us being aware of it. Ontology-wise, tacit and explicit knowledge 
is considered as existing on various levels: individual, group, organizational and inter-
organizational [10]. 

The terms “knowledge” and “information” are often used interchangeably [11]. In-
formation is tangible and appears in the form of items or objects outside the human 
mind, and can be defined also as knowledge that can be transmitted without loss of 
integrity [12]. Knowledge, on the other hand, is a much less definable entity. Informa-
tion per se contains no knowledge, and both data and information require knowledge 
to be interpretable, in order to create new knowledge [10]. Knowledge and Informa-
tion are not understood by all equally. Their absorption depends on cultural, vocabu-
lary or own assumptions (tacit) and new understanding comes from reflection [13]. 
Reflection, in its whole modalities (action, dialog, etc.), can transform tacit under-
standing in explicit understanding. Therefore enables us to understand how to learn. 
In this context, information plays an important role as a catalyst for reflection that 
may, by reaching its consumer, expand or relocate his knowledge state. 

3.1   Sharing Knowledge for Innovation 

The knowledge creation process involves five steps: (1) sharing tacit knowledge, (2) 
creating concepts, (3) justifying concepts, (4) building a prototype and (5) cross-
leveling knowledge [8]. Users have knowledge about some practices as well as the 
NPD team. They share their knowledge in order to make design decisions, refine 
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ideas and to create new knowledge. In Human Centered Design [5] there are two main 
questions related with the knowledge shared: whose and which knowledge should be 
privileged. The first question is related with who initiates a project. If end-users initi-
ate a project, their knowledge is leading and their knowledge is moved towards to 
NPD team [5], [14]. The second question is related with what kind of knowledge 
should be taken as a starting point of a new innovation project, or taken as a seed for 
the development of new ideas. 

3.2   Distributed Shared Knowledge: Collective Intelligence and Swarm 
Creativity 

Many innovations have emerged not from an individual inventor, or even from a large 
corporate research laboratory, but from the effort of collaborative thinking and com-
petition of many individuals. This phenomenon is described in [15] and [16] as Col-
lective Intelligence - a combination of individual intelligence [17], [18]. However as a 
complex adaptative system that is, it’s more than the addition of individual intelli-
gence. The Collective Intelligence emerges gradually as the adaptative actors act 
individually or mutually. In this context, also emerges the concept of the Wisdom of 
Crowds [19] that states that the aggregation of information in groups, results in solu-
tions, that are often better than could have been made by any single member of the 
group.  

With the advent of Internet and Information Technologies (ICT), and specially the 
Web 2.0, Collective Intelligence and the Wisdom of Crowds concepts, have their own 
characteristics emerging on virtual environments, as blogs, social networks, wikis, 
etc. People are aggregating, sharing, selecting, modifying and tagging information, 
information flows and knowledge. This originates a mass of shared knowledge. In this 
context emerge the Collaborative Innovations Networks (COINs) – cyberteams of self 
motivated people with a collective vision, enabled by Internet and ICT to collaborate 
in creating a cool trend (an innovation) by sharing ideas, information, knowledge and 
work [20], [21], [22]. COINs are powered by swarm creativity [20] - the creativity 
unleashed by groups of humans, which swarm together in the same creative and inno-
vative direction to produce the trends that are most interesting. Detect COINs inside 
or outside the boundaries of an enterprise is a complex task. In [22], the author states 
that future successful companies will be those that have skills of Coolhunting - the 
ability of searching and finding COINs which self-organize among intrinsically moti-
vated people around creative ideas; and Coolfarming - the ability to getting involved 
in the actual creation of new trends by seeding, nurturing and cultivating new ideas. 
This practice of distributed innovation is described in [23] as Communities of Crea-
tion, that are grounded in the concept of “ba” [24]. It is suggested by the authors, that 
the diverseness of knowledge required to compete, specially in technology markets, is 
increasing. Simultaneously, firms are increasingly reducing their knowledge base in 
an effort to specialize and focus. In those environments firms may become unable to 
produce knowledge autonomously, so they must co-operate with their business part-
ners and customers to create new knowledge. Knowledge co-creation, and especially 
knowledge co-creation with customers, is at the heart of knowledge-based NPD [25], 
[26]. To achieve an efficient co-operation in these turbulent environments, firms must 
develop and master a set of dynamic capabilities [23], [27], [28]. 
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3.3   Knowledge Management and Dynamic Capabilities 

In [26], the authors define dynamic capabilities as the firm’s ability to integrate, build, 
and reconfigure internal and external competences to address rapidly changing envi-
ronments. This reflects the organization's ability to achieve new and innovative forms 
of competitive advantage that depends on a set of enabling processes: Learning; Co-
ordination and Integration [28].  

Referring to customer knowledge co-creation, in [29] are stated the following set 
of dynamic capabilities:  

• Absorptive capacity, i.e., the aptitude to learn from customers;  
• Organizational Sharing capacity, i.e., the ability to integrate the customers 

knowledge, and reproduce it internally;  
• and Deployment capacity, i.e., how a firm acts upon the customer knowledge. 

For customers, there are some requirements to fulfill in order to enable their participation 
in knowledge co-creation [29]:  

• They must speak the same language of the firm in order to contribute with 
their knowledge;  

• They must deeply trust in the firm, i.e., any information they share, may 
not be used against their own interests;  

• They must be motivated to take part in the knowledge creation process.  

Regarding the co-creation through inter-firm partnerships, in [30] is proposed a model 
with a set of corresponding capabilities:  

• Absorptive capacity, i.e., the aptitude to learn from partners;  
• Coordination capacity, which reflects the ability to sync tasks and resources; 
• and Collective mind, the integration of contributions, representations and 

subordination into a collective system.  

The concept underlying the dynamic capabilities clearly depends on the learning 
process and the supporting learning functions. Learning is indeed a critical process, 
because it has an impact in the ability to acquire new knowledge. 

4   Enabling Dynamic Capabilities 

Today’s technologies, as Web 2.0, enable the realization of the eight essential learn-
ing functions that the learning process depends on [31]:  

• Ubiquity, that provides independent temporal and spatial access to informa-
tion (e.g.: Instant Messaging, Web Mail); 

• Deep Learning, that fosters high order thinking, takes place when people are 
stimulated to analyze primary sources and digitalizes artifacts, which evolves 
navigation, sort, organize, analyze and make graphical representations (e.g.: 
tagging, Web 2.0 mind maps, etc.);  

 



 Mashup Enabled Dynamic Capabilities in the Fuzzy Front-End of Innovation 233 

• Making things Visible and Discussable, that provides sharing ideas and 
conceptualization (e.g.: digital maps, multimedia elements, etc);  

• Expressing Ourselves, Sharing Ideas, Building Community, that provides 
a social media (e.g.: Blogs, wikis and virtual worlds, tagging information and 
sharing tags);  

• Collaboration, that helps people to learn and teach together, find experts 
and plan virtual meets (e.g.: wikis, Google docs, podcasts, webinars, VoIP, 
survey tools);  

• Research, that can improve information quality and organization (e.g.: social 
bookmarking and tagging tools, citation engines, tag clouds);  

• Project Management, which helps planning activities, time and resource 
management (e.g.: calendars, to-do lists, etc.); 

• and finally Reflection and Iteration, that occur when someone examines his 
ideas from all sides and from others viewpoints, especially when supported 
by tools that support reflection and iterative development (e.g.: Blogs and 
wikis). 

An important and classic feature of the Web 2.0 is the openness of their Application 
Programming Interfaces, which fosters the development of a large number of applica-
tions based on those exposed interfaces. A Mashup is a Web application that com-
bines data and services from one or more sources into a single and integrated tool. 
Users can create mashups themselves, which make mashups as user-driven or user-
centered micro-orchestrated [32]. Thus, within a mashup environment, users are pro-
vided with the tools to assemble the necessary data and services from various sources 
and to combine them according to their own ideas. In this context, they gather infor-
mation and they combine it as needed, having as unique requirement the fulfillment of 
their own needs, the availability of the required data or service [32]. In fact, users, 
better than anyone, know what information they need, as well what services are 
needed and in which configuration. This virtual construction generates knowledge 
that can be shared with other users, and extended by these, starting thus a process of 
collective learning and collective intelligence.  

4.1   A Mashup Based Conceptual Model to Enable Dynamic Capabilities 

By their characteristics mashups can be used as a Knowledge Management Systems 
in security uncritical scenarios [32]. Based on the previously presented facts, we can 
assume that mashup platforms are useful to enable the user involvement in the inno-
vation process. They are user-centered and enable the dynamic capabilities required 
on co-innovation processes. In this context, we propose a mashup based conceptual 
model, in order to support co-innovation processes, involving both customers/users 
and inter-firm partnerships, as illustrates Fig 2. Our concept proposes that Mashups 
can take place as shared spaces where users can collaborate and express their  
ideas around a “cool” trend or share their experience. Users can develop communities 
of interest around innovative ideas, and generate Collaborative Innovation  
Networks (COINs) powered by swarming creativity and collective intelligence. These 
shared spaces can be closed or open. If closed, they are strict to the enterprise envi-
ronment - only opened to enterprise employees’ participation. If open, they allow the 
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participation of customers, in the case of customer co-innovation processes, or  
allow the participation of employees of partner enterprises, in the case of inter-firm 
partnerships. 

As stated before, speaking the same language is a critical factor [29]. To overcome 
or fulfill this requirement, the proposed model comprises two types of glossaries. On 
the enterprise side, the internal glossary [33] defines terms and states how concepts 
are developed and structured internally (see Fig. 2).  

 

 

Fig. 2. A mashup based conceptual model to enable dynamic capabilities 

This enterprise glossary is extremely controlled, organization specific, and de-
signed through a collaborative approach [34] by the members of the organization. On 
the user side, the model comprises a shared glossary supported by web dictionaries 
and encyclopedias of terms (e.g. Wikipedia, Wikinary, etc.). Developed interactively 
by users, aims to ensure a consistent usage of concepts in the description of the shared 
ideas in the Mashup. Whenever needed, the enterprise internal glossary may be 
mapped with the user glossary. This map will not change the user’s view of the exter-
nal public glossary, but will offer the NPD team the tools to enable an easier discus-
sion of the concepts being discussed in the public Mashup, by building the bridge 
between non-technical user language and the enterprise internal technical jargon. The 
same applies to inter-firm partnerships, where partners are provided with the means to 
map their own terms into each other.   

4.2   Illustrating a New Concept Development Using Mashups 

As illustrates Fig. 3, two possible scenarios can happen in the co-innovation proc-
esses: the enterprise may foresee a market opportunity and seed a COIN with an idea; 
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or the users/costumers start themselves the process in order to get some benefit and 
solve some problem/pain of their own.  

Foreseeing a market opportunity, the enterprise NPD team develops a Mashup 
structure, combining several web resources such as feeds from twitter, blogs, flicker, 
etc, and shares it with the community of users seeding it with the core idea, starting 
thus a coolfarming process. Users swarm together around the seeded idea, in fact 
launched across several social networking platforms, sharing their experiences and 
ideas by combining, re-combining, annotating and integrating different services, in-
formation and media sources (videos, RSS feeds, Blogs, Mind Maps, etc.) in the 
seeded Mashup. During this iterative process users grow the Mashup with their con-
tributions, supported by a tool that uses Wikipedia (for example) as a shared glossary, 
to ensure a shared meaning for all items and their relationships in the Mashup. This 
way we enable a semantic connection between all developed concepts (items) in the 
mashup. The new concepts are developed through an iterative process.  In the second 
scenario, the process is similar, but users start themselves the process. Organizations 
use the infrastructure for coolhunting in order to acquire new product concepts. In 
both scenarios knowledge transfer and new knowledge creation is made by reflection 
on the shared information. 

 

 

Fig. 3. Example of a new concept development using Mashups 

5   Conclusion 

In today’s globalized world, the markets are increasingly competitive and volatile. In 
order to respond to market demands, enterprises are looking at innovation as the an-
swer to the development of innovative products/service, and involving users in the 
innovation processes. The first stage of the innovation process is characterized by 
strong interactivity and knowledge transfer between users and organizations. To ac-
quire and apply new knowledge (in all its forms), enterprises must master a set of 
dynamic capabilities, which ones hugely depend on learning ability. The wide and 
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heterogeneous set of the available Web 2.0 based applications enables the realization 
of the essential learning functions, and the openness of their Application Program-
ming Interfaces, allows that different applications can be extended or mashed up into 
a single and new application. A major advantage of Mashups is their user-centric 
characteristic, enabling users to assemble and combine the necessary data and ser-
vices from various sources, according to their own needs. The conceptual model  
presented in this paper proposes the use of mashups to enable the referred dynamic 
capabilities, which ones, seem to be an effective platform to: 

• Enable the realization required learning functions and reflection; 
• Enable interactivity;  
• Promote collective learning and collective intelligence concepts.  

The user glossary assures the establishment of a common language between us-
ers/customers, and the underlying enterprise glossaries between users/customers and 
the organization and between inter-firm partners.   
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Abstract. The purpose of this paper is to develop and validate a model that 
demonstrates the influence of ERP implementation on the power and interests 
of actors in a manufacturing environment. An empirical in-depth longitudinal 
case study examines how a medium-sized company in the graphics industry im-
plemented an ERP system and how this has affected the interests and power  
distribution between the manufacturing and sales departments. The case study 
reveals that the power division among key players at the production-sales inter-
face has been affected by the ERP implementation. These changes influence 
their attitudes and behaviours as well as the usage of the ERP system. The find-
ings imply that those implementing ERP systems in such environments should, 
from the outset of the project, identify potential changes in the division of 
power and seek to reconcile stakeholder interests..  

Keywords: Enterprise Resource Planning, implementation, power, interests. 

1   Introduction 

Enterprise Resource Planning (ERP) systems are software packages designed to inte-
grate, standardise and automate processes within organisations and throughout their 
value chains. This is achieved by a collection of modules linked through one central 
database, from which all modules draw, manipulate and update data. The promises of 
ERP systems are clear and convincing: managers can make better-informed decisions, 
communication costs are reduced and firms become more integrated and coherent [1] 
[2] . ERP implementations are, however, also complicated processes because they 
affect many different stakeholders and social structures within an organisation [3]. 
This study focuses on how ERP implementations may influence the established rela-
tionships among actors within the production and sales units of a business organisa-
tion, with a particular focus on power distribution and actor interests. The purpose of 
this paper, therefore, is to present an empirical in-depth case study that illustrates how 
a medium-sized graphics company has implemented an ERP system and how this has 
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affected the interests and power distribution between the manufacturing and sales 
departments.  

In this paper, case data is analysed by developing and applying a model that fo-
cuses on the interdependency between ERP implementation and the power and inter-
ests of key actors at the production-sales interface. As will be illustrated in our case 
study, these actors use their varying amounts of power to influence the implementa-
tion process and the way the system will be configured. Additionally, the way the 
ERP software is ultimately used is also affected by existing power and interest rela-
tionships. The shaping of production-sales interfaces through ERP systems is, there-
fore, in many cases, not only a technical process but also a socially constructed one. 
In this paper, we aim to unravel some of the underlying mechanisms of this process. 
In so doing, a gap in the literature, on how ERP influences stakeholder power posi-
tions in production-sales networks, is addressed and explored. Hopefully, the resulting 
more-thorough understanding of the interests and power of these actors will also en-
able promoters to adopt more effective implementation approaches that will meet 
expectations and encourage acceptance. 

2   Theoretical Perspectives 

Over the last fifteen years, many organisations have made significant investments in 
ERP systems. One of the underlying reasons for implementing integrated information 
systems is rooted in the belief that the production-sales interface can benefit signifi-
cantly from such systems. Recent studies indicate that improved communications, an 
accurate and timely exchange of information as well as stronger inter-functional coor-
dination can be accomplished through ERP systems [4], [5].  Within the vast amount 
of literature on ERP implementations [6], [7], [8], there is a generally accepted view 
that a successful ERP implementation requires a careful launch strategy and mutual 
adaptation among the organisation, the technology and the business processes [9]. 
This proposition effectively argues that significant new technologies often require 
adjustments within the organisational structures and day-to-day business processes. 
The implementation of ERP systems, therefore, is not just a technical process aimed 
at adopting an information system but also encompasses an organisational change 
process [10], [11], [12].  

This change process can strongly influence social structures and organisational re-
lationships within an organisation [13], [14]. From studies in the field of information 
systems, there are clear indications that the social and organisational context of the 
production-sales interface plays a central role in understanding the acceptance of an 
ERP system [15]. Identifying the stakeholders involved in this process and addressing 
their perspectives on the ERP system can provide a more thorough understanding of 
the barriers and enablers regarding the implementation process. In addition, a stake-
holder analysis of the production-sales interface can deepen our understanding of the 
underlying mechanisms that determine the way ERP systems are used.  

In this paper, a power and interest perspective is adopted when assessing the influ-
ences of production and sales on the implementation and usage of ERP systems. From 
the literature, it is well known that interests can vary among the stakeholders involved 
at the production-sales interface [16]. Moreover, in practice, the performance of the 
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production-sales interface is often highly affected by the distribution of power among 
the stakeholders involved. The implementation of ERP systems can potentially disturb 
the existing power and interest balance significantly. Enabling sales to gather infor-
mation on the available production capacities through an integrated information sys-
tem, for instance, clearly undermines one power source of production stakeholders.  

The level of the various stakeholders’ individual interests in the ERP system can 
vary from low to high. A low interest indicates that the individual stakeholders do not 
believe they have much to gain from the ERP system. This low interest can be caused 
by increased operational costs, being no longer able to meet the requirements of the 
business processes one is accountable for, or the system not meeting the individual 
goals of the stakeholder [3]. The increased transparency of information due to the 
implementation of an ERP system can, for instance, be a potential threat to certain 
stakeholders. Further, especially where a certain amount of slack is considered impor-
tant in order to be able to make appropriate decisions, the attitudes of various stake-
holders towards the ERP system can easily conflict. A high degree of interest in the 
ERP system, on the other hand, reflects situations where the ERP system supports the 
goals of the stakeholder, or a group of stakeholders. Improved decision-making, being 
better informed and being supported in the business processes one is responsible for 
are examples of situations where implementing an ERP system leads to high stake-
holder interests [17]. In this study, we define interest as ‘perceived interest’, indicat-
ing that a stakeholder believes they will benefit from using an ERP system, and that 
this will outweigh the costs.  

The attitude and behaviour of stakeholders towards an ERP system not only de-
pends on their interests, but also on the power they possess to influence the imple-
mentation and usage of the system. Many definitions exist of power and, in this paper, 

 

 
Fig. 1. Model of ERP implementation in a production-sales environment (Q2-Q4 refer to the 
research questions addressed) 
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we will define power as the capacity to exert one’s will over others in order to realise 
desired benefits [18]. By taking this perspective in our analyses, power is viewed as a 
relational construct [19], which means that stakeholders may have a great deal, or 
very little, power in relation to other relevant stakeholders. Clearly, stakeholders can 
have different sources of power with which to urge others to implement and use an 
ERP system in a certain way. Various researchers have, for instance, pointed towards 
the role of knowledge, the authority and legitimacy of a person and to the available 
financial or other resources as important sources of power that enable stakeholders to 
exert their will over others [23]. Some studies in the field of information systems 
indicate that stakeholders also tend to use these sources to promote their own interests 
during the process of implementing new technologies [19], and there seems every 
reason to assume that this also be the case with ERP implementations. 

Using the elements and theoretical concepts addressed above, Figure 1 summarises 
the preceding discussion in a model that depicts, on an aggregated level, the potential 
influence of the power and interests of stakeholders engaged at the production-sales 
interface in ERP implementations. 

3   Methodology 

In our research, we used a qualitative method, with a single case being studied, as this 
was appropriate for the issues under discussion [20], [21]. The research questions were 
exploratory in nature, intended to identify the interests and power of actors in terms of 
the ERP system. Further, the central issues of our research were rather unclear, and 
needed to be studied in their natural setting if one was to understand the nature and 
complexity of the subject and its context [22]. In our study, the unit of analysis is the 
ERP implementation process and its effects on the power and interest positions of 
actors at the production-sales interface.  To ensure construct validity, several sources of 
evidence were used including semi-structured interviews, surveys, written reports, 
letters, observations and minutes from committee meetings. We sought internal  
validity by looking for patterns, dominant themes and explanations in the material, and 
tried to avoid bias by asking respondents to comment on our interpretations. External 
validity was sought by interviewing people from various departments. 

Initial access to the company was negotiated in 2006, after which we interviewed 
11 stakeholders who were close to the production-sales interface over three rounds. 
This resulted in 36 interviews, each of two hours. Three rounds (in some cases four 
rounds) were necessary to assess changes in the division of power and interests. All of 
the interviewees had the opportunity to react to transcripts of their interviews and 
confirmed that the facts were accurately documented. We also asked the interviewees 
to complete a survey that was directed at assessing the power and interests of them-
selves and others before, during and after implementation. The respondents were 
asked to express their assessments using a five-point Likert scale. These surveys were 
completed in the presence of the researcher in order to promote a high response rate 
and to enable questions to be answered.  
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4   Case Description 

The empirical part of the research was conducted in a medium-sized company operat-
ing in a niche market for specialised graphical products. The enterprise consists of a 
publishing unit (approx. 30 employees) and a printing unit (approx. 70 employees). 
The printing unit specialises in the printing and completion of tailor-made books, 
brochures and other graphical products. Every year, about 300 customer- specific 
printing and publishing projects, with an average run of 10,000 units, are completed. 
Given the nature of customer-specific orders, almost no inventory is held. In recent 
years, the company has experienced strong growth, resulting in a doubling of the net 
profits over five years. To manage this growth, the company was forced to reorganise 
many of its procedures and business processes during the period 2005-2007.  

In 2006-2007, the management team, consisting of a director, two business unit 
managers and a controller, decided to implement an ERP system. This system had to 
replace a legacy system that supported information provision in various functional 
departments. The strong growth of the company and the restructuring of the company 
into two business units were the main reasons for wanting to improve management 
information and decision-making. Management believed that an ERP system would 
help the company to make its business processes more formalised and cost-effective. 
Further, there was a strong conviction that a corporate-wide IT solution would 
strengthen information provision and planning. The ERP system would include busi-
ness processes and information exchange at the production-sales interface.  

This section addresses the first and second research questions, which are directed 
at identifying key players, the planning and information exchange both before and 
after ERP implementation.  

Question 1   Who were the active players at the production-sales interface?  
At the production-sales interface, various parties play a role in the acceptance and 
processing of customers’ orders. Elven employees were identified as core figures in 
this interface, spread among the Board of Directors (2) and the Sales (4), Printing (3) 
and Finance departments (2). 

The director identified is responsible for the Sales Unit, calculating offers, and 
represents the company to important customers and at sales events. Sales representa-
tives maintain active contacts with customers. The customer network can be easily 
overseen due to the company’s relatively small niche market. The Sales Unit also 
employs a junior to calculate offers. In recent years, this employee had developed a 
new product configurator and, for this reason, he was made a member of the ERP 
project group. The Printing Unit is responsible for producing and delivering the cus-
tomer orders. Within this unit, the production manager is responsible for all the opera-
tions necessary to fulfil order requirements. Finally, the Finance Department also has 
a major role in the process of implementing the ERP system. The Finance Department 
employs four people but since the controller was a very experienced individual, who 
had previously been responsible for ERP implementations in other companies, he was 
generally considered to be the most influential. 

 
Question 2   How was planning and information organised before and after ERP? 
Before the ERP implementation, Sales Unit specialists discussed specifications with 
customers and then made a calculation resulting in an offer. To make these offers, the 
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company used two stand-alone systems; a Customer Relationship Management 
(CRM) application and a Calculation Management System. Given the variation in and 
the specific requirements of customer orders, the making of offers was a complicated 
activity. In particular, the in-house developed Calculation Management System was 
difficult to understand and fairly opaque. Further, it was impossible to derive lists of 
material requirements from this system. Once a project number had been attached to a 
project, the production manager looked for a comparable project from the past and 
modified this to fit the new project. From these project data, purchase and production 
orders were derived. However, much of this historical data included errors that were 
never corrected. Data on delivery times were also not recorded or used in planning 
new projects. This meant that critical paths could not be accurately calculated and, 
instead, had to be roughly estimated by the production manager. In many cases, these 
estimations led to delays in large and complicated projects. The managing directors 
also lacked information on available production volumes and likely delivery times. 
They hoped that the new ERP system would provide them with this information, 
enabling them to become more customer-focused and cost-effective. 

After the ERP implementation, the system included almost all the popular business 
functions and these were complemented with some tailor-made modules. The Produc-
tion Unit makes use of the Customer, Supplier, Inventory management, Production 
and Shop Floor Control modules. On top of this, parts of the Finance and HRM mod-
ules are used within the organisation. However, the CRM module of the new ERP 
system is not yet applied by the Production Unit, and the Sales Unit still uses the 
stand-alone CRM system. Sales claim that they lack the time to organise, become 
conversant with and implement this module. Additionally, it was concluded that the 
inclusion of the Product Configurator would be a very complicated process due to the 
huge variation in potential products. After several meetings, it was decided that the 
ERP system’s Product Configurator would only be used by Sales in a limited mode, 
and only for transferring the project specifications of new orders to the ERP system. 
The fully integrated use of this module was seen as not feasible. Consequently, the 
original spreadsheets for order calculation are still in use and, today, two order calcu-
lation systems coexist. The Production Unit refused to implement the Material and 
Capacity Planning modules which makes it impossible to use the ERP system to cal-
culate delivery times or to take current purchasing, production orders and planned 
capacities into account. Delivery times provided by Sales to customers are still based 
on rough and subjective estimates. In the new situation, the Production Unit has be-
come fully dependent on product specifications generated by the Product Configura-
tor. Serious operational problems have arisen because this configurator is not fully 
aligned with the new ERP system.  

5   Case Analysis 

In this section, we address the third, fourth and fifth questions, which are directed at 
the relative power and interest positions of the Production and Sales Units before and 
after implementation, and on how these were affected by the implementation and use 
of the ERP system.  
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Question 3   What were power and interest positions before and after the ERP 
implementation? 

Power positions surrounding the production-sales interface are summarised in Table 1. 
In this table, the division of power is looked at from two perspectives: firstly in terms 
of the hierarchical power of stakeholders, and secondly in terms of their functional 
role. The table shows the assessment of where the power lies both before and after 
ERP implementation. In addition to the overall averages and standard deviations, the 
assessments made by the various subgroups of where the power lies are shown. 

If we compare the results from before and after the ERP implementation, we ob-
serve that the relative power of the Directors have remained the same (3.6), while the 
power of the management team has slightly decreased from 4.5 to 4.4. The relative 
power of the other stakeholders increased from 2.2 to 2.8. Interview data reveal that the 
increase for these scores are probably attributable to the high degree of involvement of 
this group of stakeholders during the selection and implementation of the ERP system. 
During the interviews some of the respondents noticed that this has led to greater ex-
pertise with the new ERP system and appreciation for their efforts. Research findings 
also show that the power of the Sales Department has increased from 2.0 to 2.7. It is 
also striking that the Directors questioned think that ‘other stakeholders’ have gained 
much more power (2.7 → 3.7) through the ERP system. A more extensive analysis of 
the interview data shows that this increase is mainly due to a large change in the 
evaluation of the assistant controller’s power. The Managing Director also assessed the 
power of the Sales Department to have increased from 2.0 to 3.5.  

Table 1. Assessment of power-positions, before and after the ERP implementation 

 

Table 2 shows that the perceived interests of the Directors have hardly changed, 
with the average score slipping only slightly from 3.6 to 3.5, although the various 
stakeholders did have distinct assessments. The directors’ representative thought that 
their strong interest in the ERP had increased further during the implementation (from 
4.0 to 5.0), whereas the other subgroups had a different view on this, and thought that 
the interest of the directors had decreased. The average assessment of the interest of 
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the management team with respect to the ERP system saw a sharp increase, from 3.9 
to 4.6, with all three subgroups agreeing on an increase. This group of stakeholders 
felt that there was no alternative to the new ERP, which explains their strong interest 
in the proper functioning of the system. Similarly, all three subgroups thought the 
interest of the “other stakeholders” had increased (on average from 2.4 to 3.0). 

Table 2. Assessment of interest positions, before and after the ER implementation 

 
 
Turning to the assessment by function, before implementation, production had a 

slightly higher interest in the new system (2.5) than sales (1.9) although, clearly, nei-
ther unit was viewed as having a great interest in the ERP system. Interview data 
show that the Production Department’s low interest in the system before its imple-
mentation can be explained by their appreciation of the existing information systems: 
they did not foresee many advantages with the new system. Production also enjoyed 
the power of expertise in the old system, which would become worthless under the 
ERP system. Their dependency on the new system after the implementation process 
explains their increased interest in it (2.5 → 4.0 on average). It is notable that the 
Sales Department’s own estimate of their interest in the ERP system post-
implementation is the lowest (2.1) of all the subgroups. Interview data reveal that this 
low interest is related to the fact that they still use their old stand-alone CRM applica-
tions and calculation spreadsheets. 

 
Question 4   How did the ERP implementation affect the power and interests of the 

stakeholders? 
The low involvement and commitment of the Sales Department is remarkable. The 
implementation of the new CRM module effectively failed to take off because this 
application belonged to the sales domain, and the sales personnel were unwilling to 
give up their old system and make their working procedures visible to others. The 
sales director had decided that the Sales Department would be represented in the ERP 
project team by two young employees with little expertise and power. A close analy-
sis of the project documents as well the interview data show that this contributed 
strongly to the under achievement in terms of implementation objectives. Moreover,  
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the sales personnel did not believe that the new system would give them any advan-
tages over the existing set of systems (CRM and the project calculation system). They 
also tended to think that the new ERP system would threaten their traditional power 
basis. Production, on the other hand, felt that it was in their interests to realise a full 
implementation of the ERP system. Their interest increased further when their old 
system was no longer available. Production became highly dependent on the new 
system and on the data from the new product configurator. The old system had taken 
production data from previous projects and modified these to produce a new project. 
This often error-strewn procedure had been replaced by a new ERP module. Produc-
tion had always been relatively powerful, and its power increased through the imple-
mentation of the ERP system. This power could be appropriated to force the Sales 
Department to use the new product configurator module. However, since Sales also 
maintain their old system, they now duplicate some activities. 

Both the directors and the sales people had desired greater insight into delivery 
times and production capacities. For this to be achieved, the material planning and 
capacity modules needed to be implemented. Due to the low interest of the Production 
Department at the start of the project, their employees adopted a withholding attitude 
towards this idea. With the resulting slow implementation of these modules, the inser-
tion of production parameters into the new system was also slow, and this resulted in 
insufficient time to properly design the material planning and capacity modules. The 
project group consequently decided to postpone the implementation of both modules. 
It is clear that the Production Department sees little value in greater transparency of 
available production capacity because they perceive this as a threat to their power.  

The power and interest positions of the other stakeholders involved in the process 
(controller, assistant controller and business unit manager) have hardly changed. The 
late implementation of the working-hours registration module increased the workload 
of the Finance Department in calculating and paying salaries. The late implementation 
of the product configurator meant it was necessary to enter project data manually, and 
this led to errors that had to be corrected at a later stage. 

6   Discussion and Conclusions 

This paper confirms the value of taking account of stakeholders’ power, interests and 
expectations in the context of ERP implementation at the production-sales interface. 
The study demonstrates that ERP implementations tend to challenge vested interests 
and often lead to the explicit display of the opposing views held by the various play-
ers. ERP systems are designed to integrate functions and to standardise business proc-
esses which were previously dispersed and diverse. This affects the power and interest 
positions of people at production–sales interfaces, and this has repercussions for the 
implementation and use of the system. The study shows that actors assess the imple-
mentation process on a continuous basis based on the extent to which the system is 
promoting their interests. This assessment affects attitudes and behaviours towards the 
system. Full use, partial use, non-use and outright resistance are all potential behav-
iours that are determined by the power and interest attributes of the various actors. If 
those who oppose the ERP system apply whatever power they have, this will make 
the implementation process more difficult and complex to manage. As such, ERP 
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implementations are not only technically sophisticated projects; they are also socially 
constructed change processes. 

This conclusion is clearly illustrated by our case data. On close examination of the 
implementation process, it was clear that stakeholders with a low interest in the new 
ERP system demonstrated resistive behaviours. In our case, the Sales Department had 
little interest and a low level of power, and this led to hidden resistance and very few 
initiatives to support the implementation process. Powerful players with a low interest 
in the system, such as the Production Department, were able to restrain the implemen-
tation process. Only once a definite decision to implement the ERP system and  
abandon the old systems had been taken, did the interest of production increase and 
priorities with regard to the configuration of the ERP system set. These observations 
also illustrate that a dependence on the performance of a new ERP system increases 
the interest of the parties involved. As long as alternative systems are in place, power-
ful parties with little interest in the new system can obstruct and continue to use alter-
native systems. Consequently, implementers and project managers should consider 
carefully the transition process to a new ERP system.  
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Abstract. The paper presents a specific approach for defining a new job role so 
call Research-Entrepreneur that have to be trained and certified at the European 
level. These processes are supported by an e-learning platform developed by the 
European Certification and Qualification Association in the last ten years. After 
a brief description of the Research-Entrepreneur skill card definition there are 
presented the skills acquisition within the platform, the methodology of the skill 
sets provision and the qualification and certification procedures. Also, the link 
with a national e-learning platform in the same field is described. 
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1   Introduction 

The European Commission (EC) defines "Entrepreneurship" as 'the mind set and 
process (needed) to create and develop economic activity by blending risk-taking, 
creativity and/or innovation with sound management, within a new or an existing 
organization [5]. Analyzing the world map of high-expectations entrepreneurship 
there is still an American dream in USA – the rate of high-expectation entrepreneur-
ship in the general population is very high in North America, 15 in every 1,000 US 
adults; there is a new ambition capital of the world for China – there are more high-
expectation entrepreneurs that any other country, with 17 in every 1,000 adults rate; 
Europe has limited levels of high-expectation entrepreneurship – just 4 in every 1,000 
European adults are entrepreneurs with high-growth expectation – the lowest propor-
tion of all world regions [13], [1]. The EC recognized the problem and made entre-
preneurship one of the main objectives of the Lisbon agenda in 2000. Responding to 
this, EC launched a series of initiatives aimed at fostering support for small busi-
nesses in Europe. In January 2003, it adopted a “Green Paper on Entrepreneurship in 
Europe” to stimulate the debate amongst policy makers, businesses, representative 
organizations and experts on how entrepreneurship can be better promoted in Europe. 
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This document set out to find answers to two fundamental issues: 'How to produce 
more entrepreneurs?' and 'How to get more firms to grow?' [3], [9].  

On the other hand the EC report in 2008, regarding entrepreneurship teaching was 
that it is not yet sufficiently integrated in higher education institutions' curricula. 
Available data show that the majority of entrepreneurship courses are offered in busi-
ness and economic studies. The diffusion of entrepreneurship is particularly weak in 
some of the Member States that joined the European Union (EU) in and after 2004. 
However, it is questionable whether business schools are the most appropriate place 
to teach entrepreneurship: innovative and viable business ideas are more likely to 
arise from technical, scientific and creative studies. In this context, the challenge is to 
build inter-disciplinary approaches, making entrepreneurship education accessible to 
all students specialization curricula, creating teams for the development and exploita-
tion of business ideas, mixing students from economic and business studies with stu-
dents from other faculties and with different backgrounds(by interdisciplinary training 
modules or courses) [4]. 

In the context of this paper, human resources training regarding their entrepreneur-
ship competencies development have to be amplifying in the high education period 
and it has to continue with training during all professional life (as vocational training) 
with the support of the dedicated lifelong learning programs [7]. At higher education 
level, the primary purpose of entrepreneurship education should be to develop entre-
preneurial capacities and mindsets. The entrepreneurship education programs can 
have different objectives, such as: (1) developing entrepreneurial drive among stu-
dents (raising awareness and motivation); (2) training students in the skills they need 
to set-up a business and manage its growth; (3) developing the entrepreneurial ability 
to identify and exploit opportunities [2], [6], [12]. 

The paper debates: (a) the research-entrepreneur skill card as a basis of the training 
program development; (b) the qualification and certification system based on the 
European Certification and Qualification Association’s (ECQA) IT platform and, (c) a 
case study given by a designed IT platform for entrepreneurship education at 
Politehnica University of Timisoara Romania and its link to ECQA platform.  

2   Research-Entrepreneur Skills 

The research motivation belongs to the ResEUr project development [10]. The pro-
posed project aims at delivering to innovative researchers the qualification to deter-
mine if their work and/or their ideas have a market potential, as well as to be able to 
create a commercial interest for what they are doing. The results envisaged are a skill 
set which clearly describes the skills required for a researcher to turn his ideas into 
marketable products, and thus to be able to create and develop a sustainable enter-
prise. For all the skill elements training material will be provided in several languages 
and in an e-learning environment. A pool of test questions will be defined, which 
provides the basis for the certification of students. All these elements will be verified 
with a number of students in the context of initial trainings and certifications. 

The qualification and certification of Research-Entrepreneur addresses itself at ex-
perienced researchers (young researchers, PhD students), master students who want to 
complement and/or certify their advanced entrepreneurial skills. The target group 
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students typically have availability and abilities for develop an entrepreneurship be-
havior (creativity, innovative initiatives etc.). The certificate, however, is supposed to 
certify the target group of student’s capabilities as future entrepreneurs and/or to de-
velop their entrepreneurial behavior. One of the biggest challenges is to conceive a 
training program that covers the complete skills set that better satisfy the target group 
specific needs. As a preliminary research, each partner involved in the ResEUr pro-
ject, has identify his target group and its specific needs (a number of unstructured 
interview were developed with potential students and also, with other companies and 
organizations that deliver training programs for entrepreneurs; preliminary observa-
tion of the local market specificity). Based on the collected information, during some 
virtual project meeting there have been established the working procedure and then it 
has been implemented for the development of the skill card. 

Figure 1 shows a knowledge map of the skill set which provides the basis of our 
research and development activities. It is the result of an initial consolidation of our 
experiences in research, education, as well as in collaboration with industrial partners, 
and other business organizations (e.g. Chamber of Commerce, students’ organiza-
tions, clusters in the business environment etc.). Although we consider this skill set 
already stable, it is supposed to evolve in the implementation stage of the project as 
we involve experts from different research sectors, and get the feedback from partners 
in industry (from employees of the research and development departments) and aca-
demia and from students of initial training seminars. The skill card is represented by a 
map (using the MindManager software) with the main branches consists of the skill 
units and the second branches that are the correspondent skill elements. Under each 
skill unit and element there are indicated: the specific code, the partner acronym that 
will develop the correspondent training material, and the estimated duration of the 
training. The third braches are allocated to the performance criteria of each element 
(that are in direct relation with the questions that shall be settled for the examination 
process related to the certification of the job role). This skill card representation al-
lowed an optimal visualization of the whole developed work and also, the harmoniza-
tion and integration of the partners for attending the project objectives. The skill set 
map was a good tool of communication between the partners and the IT specialists 
involved in the project, too. Each skill unit is described in the following: (1) under-
standing entrepreneurship unit provides highly condensed and concise information 
about key issues of entrepreneurship, which are typically taught in seminars which are 
currently offered by various institutions. The unit, however, does not want to replace 
such seminars and courses, but it rather seeks to give the student a convenient means 
of reflexion on whether she/he needs formation in the respective competence areas, 
and where she/he can find complementary courses; (2) shaping ideas unit deals with 
key skills that are required to leverage brilliant ideas, starting from creating an inno-
vative mindset in students' heads, passing via methods for structuring ideas, and end-
ing by discussing methods and best practices for presenting ideas; (3) innovation 
transfer focuses on issues concerned with the transfer of innovation from the aca-
demic environment to the competitive market. These issues are known to represent 
key success factors of entrepreneurship in the academic domain; (4) knowledge net-
working is considered the core competence area for entrepreneurs. Networking 
knowledge from several different domains and sectors can create the decisive com-
petitive advantage of modern and future-oriented enterprises; (5) empowerment by 
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learning organization environments puts the concept of the Learning Organization 
in the middle of the successful enterprise creation and of an entrepreneurial behavior; 
(6) general subjects unit is dedicated to some specific subjects (skill elements defini-
tion) as: use of Web 2.0; open innovation; risk consideration and mitigation. 

 

Fig. 1. The ResEUr Skill Set Map 

With this brief overview about the skills units and the correspondent skill elements 
we have define the training materials domains. Also, the performance criteria associ-
ated with each skill element shows the content of the training materials. Taking  
into consideration the suggested structure of the skill card it is easy to imagine the 



 Qualification and Certification of Research-Entrepreneur Skills 253 

 

structure of the e-learning platform. The aim of or following approach is to explain 
the qualification and certification IT system. 

3   Qualification and Certification System with the Support of the 
ECQA Platform 

This chapter gives an overview of the system and the platform proposed and imple-
mented by the ECQA [7]. One of the major aims of this research is to show that both 
their system and their platform are very well suited to specify, implement and roll out 
the qualification and certification of modern and very required (on the market) job 
roles in Research-Entrepreneur. 

3.1   Skills Acquisition with the ECQA Platform: Skill Sets Provision 

The ECQA has set up a partnership of experienced partners in 18 European countries 
to create a pool of knowledge for specific professions. This pool can be extended to 
further professions. All the professions that have been configured in this system up to 
now, are based in the information and communication technology (ICT) area, and are 
thus closely related to Software Development. As integrated product development 
processes are increasingly related and/or linked to software development, new job 
roles from the entrepreneurial domain will profit from this sound basis [8]. 

Figure 2 gives an overview of the uncomplicated but efficient skill acquisition 
process supported by the ECQA platform: If there is a need, a person can attend a 
course for a specific job role online through an advanced learning infrastructure as 
described in the following. The student starts with a self assessment against the skills. 
Then she/he can sign into an online course. Here she/he is guided by a tutor and does 
a homework which is corrected by the tutor. Finally, the homework and the real work 
done in her/his project are sufficient to demonstrate the skills.  

The learning platform is based on the web based public domain learning manage-
ment system Moodle (www.moodle.com). The assessment process is supported by the 
so-called Capability Adviser, which is a web based assessment portal system with a 
defined database interface to connect the systems. Network Quality Assurance NQA 
is a web based team working tool which was developed in the previous project EU 
IST 2000 28162. So far many professions have been configuring in the platform (see 
www.eu-certificates.org). 

The ECQA platform of knowledge is enhanced on an annual basis. Existing 
skills sets are being reworked and new skills sets are added. Joint knowledge is 
being configured in form of a job role with standard content structures like skills 
set, syllabus, learning materials and online configuration, as well as sets of test 
questions. 

So-called Job Role Committees decide upon the content for a specific skills set. 
These committees are composed of academics and industrialists. The job role com-
mittee for the Innovation Manager, for instance, created a skills set of an innovation 
manager together with a set of online courses etc. People can register from their work 
places [7], [8]. 
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Fig. 2. Integrated European Skills Acquisition System 

3.2   The Qualification and Certification Procedure 

Nowadays and according to the Bologna Process, it is very important that training 
courses are internationally recognized and those successful course attendees receive 
certificates that are valid for all European countries. The EU supported the establish-
ment of the European Qualification Network (EQN), from which the ECQA has 
evolved, with exactly this target in mind. This has resulted in a pool of professions in 
which a high level of European comparability has been achieved by a Europe wide 
agreed syllabus and skills set, a European test questions pool and European exam 
(computer automated by portals) systems, a common set of certificate levels and a 
common process to issue certificates [7], [8], [11].  

Quality criteria to accept new job roles in the ECQA, to accredit training organiza-
tions and certify trainers, as well as to certify attendees have been developed. The 
existing skills assessment portals (already used by more than 5000 students in differ-
ent learning initiatives) are extended to cover the new requirements of the ISO 17024 
(General Requirements for Bodies operating Certification of Persons) standard. 
Among the international certification organizations that provide ECQA - compliant 
certification is the ISQI (International Software Quality Institute, www.isqi.org). 

3.3   The Case of a National Platform for Entrepreneurship e-Learning 

Considering the ECQA platform structure and development, and its specific use for 
European certification, the Romanian researchers (from Politehnica University of 
Timisoara) have planed to develop a dedicated e-learning platform for long life learn-
ing in the field of entrepreneurship based on the financial support of some programs 
based on structural found available. The main idea was to define an extended archi-
tecture that can cover various needs of the market in the field of entrepreneurship and 
that include the training program developed under the define job role for Research-
Entrepreneurs. For attending this objective, a partnership with SIVECO Romania 
Company (www.siveco.ro) was established with the main purpose of having  
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professional assistance for building an e-learning platform in the Management Fac-
ulty. Learning nowadays is a continuous and active process performed with a speci-
fied goal and applied to real life situations in relation with the economic and industrial 
environment needs, evolution/dynamics. The real education market, governed by 
rules identical to any other services market, has evolved. Because of this, many Ro-
manian high prestigious academic institutions are prone to loosing some of their  
students in favour of other distance−located institutions, but better anchored in the 
education market. Also, the need for continuous learning processes has became a 
reality for many employees and this represent an attractive source of extra-financed 
the education processes of the public universities. 

This were the main arguments of the academic staff of the Management Faculty to 
take the challenge and applies new learning techniques, with the aid of an integrated 
e−learning platform in the field of entrepreneurship competencies development. It 
represents an impressive development of the High School Educational Assistant − 
AEL (www.advancedelearning.com), the e−learning platform that is planed to be 
developed by SIVECO Romania S.A., running in over 1000 schools in Romania. 
Already familiar with AEL from their high school days, most students are able to take 
rapidly full advantage of ITC assisted education. The common structure of AEL and 
e-learning platform, as well as the reasonable costs involved in adapting and running 
such a platform, played an important part in starting this joint project and avoiding 
purchasing a commercial product.  

The base knowledge in the system is supported by most common content types: 
html, pdf, rtf, Flash, ActiveX, Java applets, images, movies, sound, and MS Office 
documents. General content creation and editing for html files, math formula, and 
graphics are straightforward achieved by specific built-in editors. Moreover, powerful 
tests (single and multiple choice answers, items association or ordering, true/false 
expressions, variant evaluation, intermediate variants) can be created and managed. 
Import/export functions allow content packages with miscellaneous media files, ar-
chives/folders of resources to be easily redistributed.  

The e-learning platform is designed according to the basic Sharable Content Object 
Reference Model (SCORM) requirements. SCORM is a collection of standards and 
specifications for web-based e-learning. It defines communications between client 
side content and a host system called the run-time environment (commonly a function 
of a learning management system). SCORM also, defines how content may be 
packaged into a transferable ZIP file. SCORM compliant renderer and editor allows 
creation of completely new courses or personalized courses from existing compo-
nents. The system has other facilities according to SCORM: content annotation (with 
access privileges), hierarchical navigation (tree-navigation or breadcrumb-
navigation), filtering and searching, full-text search in text, html, flash animations, 
pdf documents etc. 

The main features of the system are: 

Interactivity: this is one of the most important characteristics, ensuring efficient 
usage of the ITC resources by taking advantages of the system specific functions. 
Interactivity is assured by the content delivery-broadcast server which allows content 
and tests to be displayed simultaneously on all stations in the virtual classroom or to 
individual students. The user-system interface, including the menus and the design, is 
adapted to user role, according to profile and access privileges. 
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Management of educational process: this feature allows the e−learning system to 
include various technological and pedagogical functions (Figure 3): Web links, search 
engines, synchronous and asynchronous communication, course announcement areas, 
learner posting areas, learner records and interactions tracking or course management.  
They help administrating the learning process by bringing in automation, and offer a 
new flexible way of handling data to trainees, similar to how it helps learners handle 
their learning activity. The system enables asynchronous (self-paced) study with 
courses supervised by a tutor, discussion forums associated with courses, evaluation 
and self-evaluation tests and automatic, scheduled notifications. The tutor can track 
offline learning progress by means of reports and statistics. The testing and evaluation 
module electronically delivers the tests and offers automatic, semi-automatic or man-
ual grading methods. The testing and evaluation module integrates the history of each 
student’s courses, test, grades, and evolution. This evaluation process will be used 
only for internal purposes and for students outside the university (employees and 
unemployed) during some long life learning programs. For the European certification 
of the students, there will be used the examination section (but also, the training sec-
tion) of the ECQA platform (described in the sections 3.1 and 3.2). 

Availability as learners need to access easily data and administrators need the oppor-
tunity to use the administration feature remotely, from their home computer or an 
Internet Club. This function also helps promoting the system, thus helping the faculty 
gain access on the e−learning market. 

The platform is organised as a flexible multi-tier system as follows: (1st level) thin, 
web-browser client; (2nd level) Web− and application server independent and (3rd  
 

 

 
Fig. 3. The Proposed Architecture of the Entrepreneurship e-Learning Platform (Generalized 
Learning Management) 
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level): Java based web and application server; employs Enterprise Java Beans, JDBC, 
Java Servlets, JSPs, XML; tested on Oracle 9iAS, Orion, JBoss; database-
independent, currently runs on Oracle 9i and PostgreSql DBMSs. 

This three level architecture has the advantage of optimal hardware and software 
resource use by dividing functionality between the two servers: the application server, 
the logical−functional structure of the system, and the database server that stores 
information and provides data request management. The system is accessed by a web 
browser and needs no other application to be installed on client machines. The system 
has an open architecture, to enable modification according to future technology de-
velopment. The network can be the Internet, a local or an extended network. A wide 
range of technologies and environments are used: distribution, audio, video, data 
environments, and interactive tools. 

The content of the e-learning platform will be developed in a modular manner and 
it will include: assisted courses and seminars modules (exercises and case studies), a 
virtual library and an evaluation type module. 

4   Conclusion and Perspective 

The paper presents some important aspects regarding the entrepreneurship skills de-
velopment (qualification) and certification and a possible, feasible solution for this 
problem at the European level. In the introduction there have been underlined the 
importance and the need of the entrepreneurship training in Europe, using relevant 
references. In the second chapter, there have been described the preliminary re-
searches (in the context of a long life learning program) for the Research-
Entrepreneur skill card definition in detail (skill units, elements and performance 
criteria) that will be used for the training materials development. The described ap-
proach is a classical one for skill set provision on the ECQA platform. In chapter 
three was described the qualification and certification system developed by the ECQA 
that shall be used for the examination and certification of the new created job role of 
Research-Entrepreneur at the European Level. Also, there have been debated the case 
of a local e-learning platform development in the field of entrepreneurship. This will 
better satisfied students training, for the master and the PhD. students’ needs in the 
university, but also, employees and unemployed person’s requirements for training 
programs in the lifelong learning system. 

The presented research results were gained because of our collaboration at the 
European level, in the context of a Lifelong Learning Programme, Leonardo da Vinci 
(503021-LLP-1-2009-1-BE-LEONARDO-LMP): Certified EU Researcher – Entre-
preneur, founded with support from the European Commission. Also, the presentation 
of this paper is connected with the dEUcert project (Dissemination of European Certi-
fication Schema ECQA, 505101-LLP-1-2009-1-AT-KA4-KA4MP). This project has 
been funded with support from the European Commission. This paper and communi-
cation reflects the views only of the author, and the Commission cannot be held re-
sponsible for any use which may be made of the information contained therein. 
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Abstract. There are reports that show that the main responsible for ITIL im-
plementation project failures is people’s resistance to change [1]. So, in order to 
improve ITIL adoption success rates, we have to invest in overcoming this par-
ticular problem.This work has the goal of reducingresistance rates by creating a 
framework that uses People CMM practices to overcome real organizational 
problems faced by organizations throughout their ITIL processes implementa-
tion. The first version of the framework is scheduled to be ready in July 2010 
and will include the Incident Management process. 

Keywords: ITIL, People, People CMM, Maturity, Resistance to Change. 

1   Introduction 

Importance of Information Systems (IS) on organizations is ever growing. We have 
witnessed the transition of IS from a business support role towards a business partner 
role [2]. This growing impact on organizations success lead to an also growing de-
mand on IS management. To satisfy this demand, organizations turn themselves to the 
IT Service Management (ITSM) discipline. 

ITSM strives to improve the alignment of IT efforts with business needs, and to 
manage the efficient provision of IT services with guaranteed quality [3]. Several 
frameworks were developed to help organizations reach their goal of better IS man-
agement. One of the most popular frameworks is ITIL – Information Technology 
Infrastructure Library. ITIL is a collection of the industry’s good practices over the 
years, organized in such a way that organizations can structure themselves around the 
services lifecycle. 

ITIL benefits are documented on its books, but nevertheless a good number of ITIL 
adoption projects don’t reach its end. The fact is that implementing ITIL is not 
easy[2]. There are reports that show that the main responsible for these failures is 
people’s resistance to change [1]. So, in order to improve ITIL adoption success rates, 
we have to invest in overcoming this particular problem. Some work has been done 
that addresses organizational problems in ITIL implementations, particularly resis-
tance to change [4]. 

Laudon and Laudon[5] state that every IS has 3 dimensions: Organizations, Man-
agement and Technology. The key elements of organizations are its people, business 
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processes, politics and culture. Management’s job is to make sense out of the many 
situations faced by organizations, make decisions and formulate action plans to solve 
organizational problems. Technology can be computer software, hardware and such.  

Similarly ITIL demands the balance of 3 components: people, processes and tech-
nology (see Fig. 1). Processescan improve the efficiency and effectiveness of the 
organization. Technology can help execute those processes by reducing time, effort 
and costs of executing those processes. People play a fundamental role: they execute 
the processes and use the technology. Metaphorically, we can see people as servers 
that run a given program. The processes are the code of that program. If the server 
doesn’t understand that code, it won’t run it. 

 

Fig. 1. Relation between People, Processes and Technology 

We can have the best and most streamlined processes ever designed, but if we 
don’t have the people with skills to execute them, they’re useless, and vice-versa. Or 
if the two match perfectly but people are limited to using only papers and pencils, 
chances are that things won’t be that efficient. 

One of the questions lies on balancing this triangle. Technology is becoming a 
commodity[6].  I.e., the tools that support ITSM exist, and acquiring them or not is a 
matter of budget. Thus the core of the equation lies on the People–Processes alignment. 

2   Problem 

It’s rather obvious that it’s different implementing horizontal and methodical 
processes on distinct organizations. Each organization has a different environment, 
culture, and more important – people. People change from organization to organiza-
tion. And the maturity of the work methods of these people also changes. Probably 
it’s easier and faster implementing ITIL processes on an organization that already 
uses PMBOK, COBIT and/or VAL IT, than implementing them on a small organiza-
tion of 5 people who use ad-hoc processes. 

So, another question appears: how do organizations decide if they are ready or 
what’s the best course of action on implementing ITIL? Should they implement 3 or 4 

Processes

TechnologyPeople
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processes at the same time? Should they follow a big-bang approach? Or should they 
implement ITIL one process at a time? But if they do, won’t they be wasting precious 
time and money, since it will take longer to collect the benefits?Should they be focus-
ing their efforts on something other than ITIL? 

3   People CMM Framework 

People Capability Maturity Model (PCMM) is a roadmap for implementing workforce 
practices that continuously improve the capability of an organization’s workforce. This 
capability is translated in the shape of practices for attracting, developing, organizing, 
motivating, and retaining its workforce. Thus, the People CMM establishes an inte-
grated system of workforce practices that matures through increasing alignment with 
the organization’s business objectives, performance, and changing needs [7]. 

The People CMM was first published in 1995, and has successfully guided work-
force improvement programs in companies such as Boeing, Ericsson, Lockheed Mar-
tin, Novo Nordisk IT A/S, and Tata Consultancy Services[7].Although the People 
CMM has been designed primarily for application in knowledge intense organiza-
tions, with appropriate tailoring it can be applied in almost any organizational 
setting[7]. The current version (2.0) was published in July 2009. 

The choice relied on PCMM because it is a tool that has a detailed description in 
terms of stages, practices, goals, policies and other components that make it easy to 
use across organizations.  Plus, the fact that it’s free to download facilitates the adop-
tion of this work itself, since organizations won’t have to incur costs. 

4   Proposal 

To solve this problem, the goal of this work is a framework that balances the maturity 
of the process framework and the maturity of the organization’s work methods. Fig.2 
illustrates an example of this relation, where in order to advance to a higher level of 
ITIL maturity (measured, for instance, in the number of operational ITIL processes) 
there is a pre-requisite that says that the work force maturity of the organization has to 
be at level 2. Basically, we will be able to know if the organization has the necessary 
work force infrastructure to successfully implement a given ITIL process. Plus, if not, 
it will also provide the organization with the practices that are lacking, so they know 
where to invest their resources if they are willing to. 

The work methods and practices will be evaluated with the support of the People 
CMM framework (Section 3). 

Although there are works being made on ITIL Maturity Models, the scope of this 
work only includes the Incident Management process. This choice was based on a 
work that concluded that ITIL implementations should start with Incident Manage-
ment, since it lays the ground for other processes. With that in mind, it is also the first 
process that we will include in our solution. 

So, for instance, let’s imagine the case of an organization that wishes to implement 
ITIL. The first step is to assess the maturity of our work force, in terms of which 
PCMM practices are followed and which are not. Then, based on the results, we 
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predict what are the practices we lack that may compromise the adoption of certain 
ITIL processes. This way we can not only know what are the processes who’s 
implementation is more likely to succeed, but also what we should we be investing on 
in terms of work force practices. 

 

 
Fig. 2. The alignment between work force maturity and the process maturity 

5   Preliminary Results 

This work follows the Action Research methodology as described by Baskerville[8]. 
This methodology is used since the middle 20th century in medical and social sciences. 
The late 1990’s witnessed a more academic use of this methodology, and especially on 
the IS area [8]. This methodology is based on a 5 step cycle (Fig. 3). The method pro-
duces highly relevant research results because it is grounded in practical action, aimed 
at solving an immediate problem while carefully informing theory [8]. 

As we are writing this paper (March 2010), we are on the “Action Taking” phase 
and applying this solution to a public organization in Portugal with 10.000 employees 
in total and about 200 employees on its IS Department. We are assessing which  
 

 

Fig. 3. The Action Research cycle [8] 
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PCMM practices exist in order to plan an ongoing ITIL implementation – specifically 
the Incident Management process. That experience is included in the “Specifying 
Learning” phase of the research methodology and will help developing the first ver-
sion of the framework. This work is scheduled to finish in July 2010. 

6   Conclusion 

Thisarticle addressed the particular problem of organizational resistance on imple-
menting ITIL, which is responsible for a large percentage of implementation projects 
failure. We explained the importance of people in the scope of this particular problem, 
and how they are a fundamental element in overcoming this situation. 

We proposed a theoretical solution based on the People CMM, a maturity model 
that helps organizations improve their work force in terms of practices, organizational 
infrastructures and such. We can use these elements to create an integrated framework 
that establishes what is necessary in order to implement each ITIL process. This helps 
achieving the co-evolution of people and processes, reducing resistance and helping 
the organization to adapt. 

This is a work in progress, already being applied to a public organization on Por-
tugal. The results obtained by that experience will help developing the framework and 
the first version is scheduled to be completed in July 2010. 

This iteration only includes the Incident Management process, but future work in-
cludes the subsequent mapping of key PCMM practices for each ITIL process. Also, 
in order to help organizations implementing ITIL, an implementation roadmap should 
be developed in order to provide a holistic framework that is able to guide them 
throughout the adoption program. 
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Abstract. This paper analyzes the impact of the implementation of SAP R/3 in a 
Multinational Portuguese Organization (MPO), defining some Critical Success 
Factors (CSFs). In order to understand the motivations of end-users prior to 
implementation and to analyze the behavior after a change (post-
implementation), a study based on a questionnaire was carried out. The sample 
included 67 users of SAP R/3 that were present throughout the process. 
Considering the results, we can conclude that the implementation of SAP R/3 in 
MPO was successful, and the respondents consider their work more productive 
and achieve easier access to information. The existence of a solid team to 
support the project was established as a major facilitator in the whole process, 
in opposing with the limited time and lack of training that emerged as barriers 
to the implementation. It was also found that the learning period assumes a high 
importance in the success of the implementation, once increasing the training 
time reduces the need for support to the end-users. 

Keywords: ERP, Implementation, SAP R/3; Training, Critical Success Factors. 

1   Introduction 

Research literature on the Enterprise Resource Planning (ERP) systems has grown 
significantly in recent years, particularly concerning the identification of Critical 
Success Factors (CSFs) in ERP implementation [1], [2]. Due to the diversity of areas 
supported by the ERP, medium and large companies are acquiring this type of 
software in order to improve their processes through a centralized data management. 
Most of the ERP software also allows the redesign of business processes in order to 
eliminate tasks that have no value, and consequently the employees can focus on 
specific activities that increase productivity. However, implementing such systems 
requires a cultural, organizational and business processes changes that may influence 
the success of the implementation. Moreover, some projects are too expensive, not 
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only financially, but also in the length of its implementation (from one to three years) 
involving people, technology and know-how [1], [3], [4], [5]. 

This paper aims to contribute to the identification of CSFs in the implementation of 
ERP systems through a study accomplished in a Multinational Portuguese 
Organization (MPO). The system chosen by MPO was the SAP R/3 and the present 
study focus on the perception of the end-users and their behaviors when faced with 
the changes driven by the ERP system. 

2   Implementation Process of ERPs 

ERP systems are based on integrated modules which aim to collect and process data 
to provide reliable information to support decision making, increasing the 
organizational efficiency. Thus the companies can obtain a higher financial return if 
they adopt and use this kind of system correctly [6], [7], [8]. 

According to Boudreau and Robey [9] the acceptance and success of ERP systems 
depend on the implementation process. During this process, users can criticize the 
project for its costs, effort required, and gaps. Indeed there are difficult and onerous 
phases in the implementation process, often with a negative impact on the 
organizations. Davenport [10] and Banker et al., 1988 cit by [11] reveal that more 
than half of these projects are not successful. Hong and Kim [12] presented a study 
with worst results, highlighting the existence of 75% of ERP projects without success. 
Moreover, Scott and Vessey [13] states that 90% of ERP projects are delayed. 

2.1   Implementation Risks 

Some ERP projects modify the organizational balance of the rights, privileges, 
obligations, feelings and responsibilities established along the time. Modify these 
elements may take time, cause disorder and need more resources to support the 
training [8].  There are risk factors that influence the implementation of ERP, such as 
the difficulty of acceptance, user’s resistance, difficulties transferring the knowledge 
to computer systems, etc.  According to [5] and [14], people not involved and without 
prior knowledge about the system tend to reject and to create difficulties. Thus, the 
training process is seen as one of the most important factors in the success of ERP 
implementation [15], [16], [17]. Another key-factor in the implementation of ERP is 
the awareness of end-users for the systems transition [9]. In this phase, the 
organizations should approach the transition process cautiously and with a 
comprehensive plan [18]. 

2.2   Influence of Psychosocial Factors  

Nowadays, it is recognized that psychosocial factors are often critical in the 
implementation of an ERP. Boddy et al. [19] affirm that organizations sometimes 
introduce new systems, ignoring human factors and using inadequate control 
methods, causing failures. 

Abdinnour-Helm et al. [3] state that the user’s preparation in the pre-
implementation phase is essential to obtain a positive attitude. These attitudes are 
precursors of a particular behavior pattern, and frequently positive attitudes generate 
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positive behaviors. When a person does not adopt that attitude, tends to follow 
practices that will ultimately affect his/her performance in the medium and long term. 
People are willing to do their work if they feel they are acting in accordance with their 
interests and personal goals [19]. Therefore it is important to measure the motivation 
levels and user satisfaction, once they are evaluation mechanisms to determine the 
success of a system [20].  For Lander, et al. [21] the mechanisms of building trust 
between team members and other stakeholders in the project are also important 
factors. In turn, Jones et al. [22] suggest that similar cultures facilitate the exchange of 
knowledge during the implementation of ERP.  

Whilst end-user training is predominant in early stages of the implementation 
process, there is an evident need of continuous training [10], [23]. Abran and 
Nguyenkim [24] show that the maintenance phase of user support represents 24% of 
the total time spent by the project team. 

3   Research Methodology 

The present study was based on an implementation of the SAP R/3 system in a MPO, 
coming to benefit the experience of the researcher who followed all stages of this 
implementation project. This research attempts to understand the motivations and 
behavior of end-users face to the new reality impelled by the new system, and 
evaluate their satisfaction after a change. To this end, it was used a questionnaire to 
collect data, having been applied 3 months after the system start-up. 

3.1   Instrument Validity and Description 

The content validity of a questionnaire refers to the representativeness of item content 
domain. In order to validate the questionnaire used in this study, we followed a 
validation process in two phases. In the first phase, the questionnaire was validated 
using judge’s method, applied to a panel composed by 5 experts, selected according to 
the following criteria: higher education with knowledge in information systems area 
and 10 years, at least, of work experience in the same area. Based on results of this 
phase we developed a second version of the questionnaire (pilot questionnaire). This 
version was applied to a group of 5 elements, i.e., end-users of SAP R/3 and 
employees of the company in the study (MPO). This phase of the validation process 
also led to small changes in the questionnaire which came to compose the final 
version. 

At the structural level this questionnaire was composed by 27 questions, grouped 
into 4 areas: socio-professional characterization, training processes in SAP R/3, 
transition process between systems, and changes in job performance.  These areas aim 
to obtain data to:  (i) characterize the sample on demographic and personal data; (ii) 
assess and characterize the training process in SAP R/3; (iii) assess the opinions of 
respondents regarding the duration and relevance of training; (iv) assess the 
procedures and conditions of respondents regarding the use of the system; (v) assess 
the opinions of respondents with respect to the transition process between systems 
and the post-implementation phase; (vi) assess and characterize the job performance 
of respondents in the face of change; (vii) assess the acceptance degree of the 
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respondents on the implemented system; and, (viii) identify the positive and negative 
aspects in the implementation, adaptation and utilization of the SAP R/3 system. 

3.2   Data Collection 

The distribution of the questionnaire was made after the request and authorization of 
the Department of Information Systems and Business Process (DIS&BP) of the MPO, 
and applied during April 2009. Ninety (90) questionnaires were delivered and sixty 
seven (67) were correctly answered. The filling was made individual and manuscripts 
and the data analysis was performed through software STATISTICA® [25]. 

In order to be included in the sample, the participants had to be MPO employees; 
to use at least one of the modules of the system SAP R/3 and be present in the 
transition between systems. The sample consisted of 67 users (32 males and 35 
females). Respondents were mostly aged between 20 and 39 years and 66 of them 
with Portuguese nationality. The great majority of participants (51) have been 
employed in this company for less than 3 years. 

4   Results and Discussion 

In order to carry out this study, we analyzed the three main stages of the 
implementation processes: i) training process, ii) transition between systems, iii) 
changes in job performance, covering the pre, during and post-implementation phases. 

4.1   Training Process in SAP R/3  

In the process of training was concluded that the majority of respondents (88%) 
received training on the use of SAP R/3 in the studied company. However, only 49% 
had training in all the modules that they used. Several authors [15], [16], [17], [26] 
show that training is a key factor in the implementation process. In accordance with 
the percentage of users that were in the training, it is expected that this factor 
positively influence the implementation of the system. However, approximately half 
of the respondents had no training in all the modules that they used, which may arise 
some difficulties which could threaten the functioning of the ERP in the post-
implementation. 

Of all the participants, only 30% consider that the training time was sufficient. 
However, and in spite of 51% did not have training in all the modules that they use, 
most of the participants (83%) consider that the training received was in accordance 
with the applied modules. This relationship could be identified as a false facilitator in 
the implementation process, since the behavior may be biased because they have 
previous knowledge about the functionalities and potentialities of SAP R/3. This way, 
users can adopt practices that affect their performance in the medium or long term. 
Concerning the learning time is noteworthy that 15% of respondents have received 
training lasting less than 1 day, 36% between 1 and 3 days, 24% at 4 to 5 days and 
25% more than 5 days. Several authors [15], [16], [17] refer that training is one of the 
most important factors in the success of an ERP implementation; however, those 
authors don’t indicate standardized times. In this sample was verified that the training 
time was not uniform, presenting a considerable variability.  
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4.2   Transition Process Between Systems  

Concerning the transition process between systems, almost all (96%) of people 
covered in this study understands the reason why the company has implemented the 
SAP R/3. This factor appears as a facilitator in the implementation process, since 
actors tend to respond positively when objectives are known [3], [19]. It was also 
observed that the majority (73%) of respondents did not feel prepared to use the 
software. This factor may be incurred as a barrier to the good practices, since the 
transition between systems is considered by Boudreau and Robey [9] and Al-Mashari 
[18] as a key factor in the implementation of ERP.  

During the transition between systems, 94% of users required support, the great 
majority relied on co-workers (76%) and the UNIK team (62%) to overcome 
difficulties. Less frequent was the request for assistance to supervisors and the use of 
manuals. These results are consistent with the theory of Sarker and Lee [27]; they 
defend that communication between colleagues and a good support team constitutes 
an essential condition for successful implementation. 

In the perspective of 42% respondents, the transition to SAP R/3 has caused 
difficulties at work. The lack of time to complete tasks, the lack of training and the 
inefficient data transfer, emerge as unsatisfactory factors. The lack of computer 
resources (computer, printer, or other) does not present as a difficulty. Only 8% of 
respondents mentioned that there was another kind of difficulty, such as problems in 
data transferring from legacy systems to SAP, producing unreliable and inappropriate 
information. 

4.3   Changes in the Work Performance 

Relatively to the job performance, it was concluded that more than half of the 
respondents (67%) consider their work more productive using the SAP R/3, and with 
this new system the majority (75%) have easier access to information they need. 
According to O’Brien [28] the facilitated access to information is a fundamental 
characteristic of the Information Systems (IS), thus will positively influence the work 
performance. However, 33% of respondents do not consider their work more 
productive, a factor that may be related to the normal organizational restructuring that 
usually comes from the implementation of a new system [8]. After implementation, 
the great majority (84%) of respondents are aware of the specific functions in the SAP 
R/3, appearing as an advantage in efficiency of use [20]. Almost all respondents 
(99%) consider the system a relevant tool for the company. 

Most people consider that in training and usage processes, the system met their 
expectations. One of the elements favorable to job performance relates to the 
expectations presented by the actors, which is a critical element of quality management 
in the project [29]. Once the expectations were appropriate, in training and usage, these 
characteristics emerge as a predictor of quality in the work performed. 

Almost all respondents (99%) consider the system useful. This factor foresees a 
systematic and continuous use, contributing once again for the good performance. 
According to the general opinion of respondents, SAP R/3 simplified data 
management (introduction and control), improved access to information and made the 
work more complete and functional. As disadvantages, were presented difficulties in 
adapting to the system, an increase of complexity and delays in completion of tasks. 
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Analyzing the answers to the open question, we can verify that the number of 
advantages presented is greater than the number of disadvantages, thus it is possible 
to infer that the respondents conceive the system as a positive tool for the 
implementation of their work. The advantages presented are corroborated by Pinto [5] 
and Souza [30], affirming that the use of a central database originates significant 
organizational challenges. However, these challenges are offset by the functional 
scope of the system, simplifying and improving access to all information. Also 
according to Pinto [5] and Boudreau and Robey [9] during the adaptation process 
criticism and resistance to the project can appear by the effort required and gaps, 
justifying, this way, the disadvantages presented by those respondents. Bresnahan and 
Brynjolfsson [31] affirm that it can take years for people to demonstrate a positive 
feeling in relation to the change, so the presented negative factors will not be a 
consequence of the implementation failure but part of the normal process to the 
systems implementation. 

4.4   Association between Pairs of Variables 

After the characterization of individual variables made previously, we present a 
bivariate analysis that intends to show the existence of a relationship between pairs of 
variables. 

(Q_A) ‘Duration of training in SAP R/3 in the MPO’ and (Q_B) ‘Need for support 
during the transition to the SAP R/3’. 

To analyze the relationship between the 
issues 'Q_A' and 'Q_B', two time periods 
were considered in training (‘<=3 days’ and 
‘>3 days’). Using Chi-square test (χ2) 
confirms that the hypothesis of 
independence is rejected for a significance 
level of 5%, with the value from a test 
statistic (TS)=5,57>χ2(1; α=0.05)=3,84 and 
p-value=0,02. The data show an association 
between variables, suggesting that the need 

for support from users decreases with the increase of the training time. The obtained 
values are shown in Table 1. 

(Q_C) ‘Adequacy of preparation for starting to use the SAP R/3’ and (Q_D) ‘Need for 
support during the transition to the SAP R/3’. 

Q_C and Q_D were analyzed in order to 
ascertain a possible relationship between 
feeling prepared and the need for support at 
the time of transition. 

The analysis of Table 2 shows that the 
majority of respondents (73%) did not feel 
prepared to start using the system, felt the 
need to support during the transition. 
Moreover, although the majority of 
respondents (14/18) felt prepared to use the 

Table 1. Contingency table [32] 
resulting from crossing the answers to 
Q_A and Q_B 

Table 2. Contingency table [32] 
resulting from crossing the answers to 
Q_C and Q_D 
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system, the support was required. This may be related to the period of training that 
possibly did not cover the entire practical component and/or theoretical, failing to 
foresee all the difficulties. It can be related to the inadequate use of the system, where 
the data entered incorrectly originate errors in other areas. The reliability and 
accuracy of these data tend to be a problem in the planning of the operations [5]. 

The use of Chi-square test (χ2) confirms that the assumption of independence is 
rejected for a significance level of 5%, with the value from a test statistic 
(TS)=11,58>χ2 (1; α=0.05)=3,84 and p-value=0,0007. Thus, there is an association 
between the variables, suggesting that users who do not feel prepared to use SAP 
needed help at the time of transition. 

(Q_E) ‘Ease to access information with the SAP R/3’ and (Q_F) ‘Perception of 
increased productivity at work after the implementation of SAP R/3’.  

In order to understand whether the facilitated access to information is related to the 
perception of work productivity of users, Q_E and Q_F were crossed. 
 

Table 3, shows that 76% of users who 
consider the simplified access to 
information also agreed that its performance 
has become more productive with the 
implementation of the new system. They 
also show that 24% of respondents think 
that, although having better access to 
information, the productivity in the tasks 
will not be increased. 

The use of Chi-square test (χ2) confirms 
that the assumption of independence is rejected for a significance level of 5%, with 
the value from a test statistic (TS)=6,98>χ2

(1; α=0.05)=3,84 and p-value=0,0083. This 
result suggests an association between ease access to information with the SAP R/3 
and the perception of work productivity after its implementation, confirming the data 
previously presented. 

5   Findings, Conclusions and Limitations 

Considering our results, it can be concluded that in general the implementation of 
SAP R/3 was successful. However, there are gaps that should be tackled in future 
implementations to optimize the results. 

From the analysis of the training process, we can conclude that more than half of 
respondents consider their work more productive using SAP R/3, and most accesses 
more easily to the information. It was also verified that the majority of those 
respondents have received training in the company. These factors appear as positive 
points, influencing the success of the implementation. 

For most respondents, the system met the expectations in the training process and 
usage. In the transition between systems most people understood the reason why the 
administration had to implement the SAP R/3. Since these indicators emerge as 

Table 3. Contingency table [32] 
resulting from crossing the answers to 
Q_E and Q_F 
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predictors of quality in the executed work is important that, in future 
implementations, users also have this previous knowledge.  

It was also possible to verify that, when facing difficulties using the system, the 
great majority of respondents know who can help them, normally the support team. 
This team appears as an essential element in the support of implementations, the users 
should be aware of it to communicate effectively. 

It was found that almost half of the participants had no training in all of the modules 
of SAP R/3 they use, which may arise some difficulties. Thus, in future 
implementations the training process should include all areas covered by the end-users. 

Most respondents did not consider the time training to be sufficient and did not feel 
prepared to use the software. However, we can verify that as training time increases, 
the support need in SAP R/3 decreases. Thus, to overcome these barriers, there must 
be an increase in the training time in future implementations. 

The majority of respondents refers that the lack of documentation to help guide the 
system presents itself as an obstacle. However, the DIS&BP created and made 
available user help guides, so it is necessary to promote the possibility and need for 
consultation. 

Regarding the use of SAP R/3, approximately half of respondents consider it 
complex. In order to blur this negative factor, a solution is to customize the system, 
which facilitates its use and continuous improvements. 

With the analysis of the results obtained through questionnaires and attendance the 
implementation of SAP R/3, we can conclude that end-users require ongoing support. 
Thus, not only the theoretical and practical aspects are important in the initial phase, 
but would also need the practical attendance post-implementation. In addition, it 
would be important to determine training time in agreement with the contents to 
standardize the teaching processes. 

According to Cardoso (2003) cit by [33], the implementation of an integrated 
management system such as SAP R/3 consumes on average 2 years. Once the 
implementation of the project had the duration of 6 months, is possible that more time 
was needed to customize the whole software, to define procedures, and at the same 
time to train all users. 

Like any research this also presents some limitations, opening, however, new ideas 
and suggestions for further work to be developed in this or other areas. Given the 
number of individuals in the sample, approximately 30% of the population, we can 
consider the results as a good source of information which allows transposing the 
values for the remaining areas of the company in study. The time elapsed between the 
implementation and data collection was relatively short (3 months), which on the one 
hand is a limitation of the study, on the other hand is an advantage. To evaluate 
changes in work performance after a short time of use may be biased, once the users 
are still in an adaption phase to the new system. 

In a future research of this nature, it would be pertinent to collect data in a later 
period (6 months after implementation), to increase the sample number and diversify 
it in other companies of the Group. It would also be pertinent to accomplish a study 
on the impact in the organizational structure, analyzing how it suffered modifications. 
Given that there were changes in procedures, employees may arise with new functions 
and/or new departments, or even reduce the number of human resources 
(organizational redesign). 
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The data obtained in this study appears as prevention indicators and guidelines for 
the success of future implementations of integrated systems, once for the managers is 
important to know the impact of the events in all functional areas, as well as its 
performance, in order to be able to react immediately to market fluctuations. 
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Abstract. The requirements of an increasing globalized and competitive econ-
omy lead managers to search for training solutions which can rapidly bridge the 
gap of their lacking skills, knowledge or competences. To assert with adequate 
training programs, in particular for SMEs managers, a study was conducted in 
six European countries with the objective of identifying the most relevant com-
petences they need to fulfill. A literature review and several interviews with 
business associations’ executives resulted in a list of 34 competences which 
were organized in four categories: personal, team management, business and 
technical. These competencies were put at trial through a survey conducted 
among 154 SMEs managers who had to evaluate each proposed competence 
with the attribution of a relevance degree. Although we show that SME manag-
ers should be well prepared in a rich set of complementary areas to perform 
their job, it is clear that some of the competences are crucial for them to tackle 
today’s challenges. This paper presents a ranking of the competences by impor-
tance as perceived by managers. These findings can help training institutions 
wishing to design new training programs which more in line with managers’ 
needs. 

Keywords: SME, manager, competences, skills, Europe. 

1   Introduction 

SME managers are confronted with an increasingly unstable, complex and changing 
economic context. They must know how to combine a set of key diversified compe-
tences to lead the company on the road of competitive development. They also must 
adapt themselves to a set of challenges that they are not always well prepared to face. 
Universities and professional training institutions have a key role to play in this con-
text. Through their adequate training offer, they can be essential partners for SME 
managers towards the road of success. On the basis of a previously elaborated 
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Framework of SME managers’ necessary competences [1] which resulted from a 
study conducted in six European countries (Austria, Finland, Greece, Italy, Portugal 
and Romania), this article presents the outcome of an inquiry realized among manag-
ers of SMEs with the objective of identifying and characterizing the competences 
from the Framework that are considered most important. This should help training 
institutions to prioritize their educational actions towards SME managers and be more 
effective in their partnership towards SME’s competitiveness. The first section of this 
paper presents the results of recent studies on this matter. The section on methodology 
highlights the research process used in the study. In the main section, the achieved 
results will be presented. Finally, the chapter ends up presenting some opportunities 
for future development of this work. 

2   Background 

Between 2002 and 2007, the number of SMEs has increased by over 2 million. Most 
that new firms are created in the service sector and are micro enterprises [2]. Across 
the member states of the European Union (EU), there are about 19.6 million small and 
medium-sized enterprises (SME) in the non-financial business economy, with up to 
250 employees, representing 99.8% of all businesses and 67.1% of the non-financial 
business economy workforce [3]. To support the growth and development of existing 
SMEs and promote the creation of new SMEs, the European Commission (EC) 
adopted in June 2008 the ‘Small Business Act’ for Europe, reflecting the EC political 
will to recognize the central role of SMEs in the EU economy [4]. In spite of the im-
portant role played by such firms in the European economy, there is a lack of specific 
training for people heading and/or managing SMEs, and the training that is available 
“tends to serve either start-ups or medium sized firms” [5]. Furthermore, training for 
heads of SMEs should be different from training for employees: heads of SMEs “ex-
hibit activist and pragmatist learning styles, prefer learning by doing and favour prob-
lem-centred approaches that offer flexibility” (id., p. 3). 

Aiming to identify the relevant competences of SMEs’ managers, it was developed 
a study [1, 6] in several European countries, that comprised the analysis of several 
works [2, 7-13] and the conduction of interviews with representatives of business 
associations. From that study resulted a Framework of SME’s manager competences, 
which were organized in four categories: personal; technical non-finance; business & 
finance; and team management. In this context, the sense given to “competence” is 
the following: aptitude, ability or set of theoretical or practical knowledge necessary 
to achieve a certain purpose. Personal aspects are all competences related to the man-
ager’s personality that are vital in order to manage an enterprise effectively. Team 
management aspects are all the competences that are needed in order to create and 
lead a team and make full use of each team member’s capacities. Technical aspects 
are all competences that help the manager to fulfill everyday tasks and functions in 
the enterprise. Finally, business & finance aspects are all competences that allow a 
manager to deal with the basic financial and business tasks of the enterprise.  Table 1 
presents the elements of each category of the Framework. 
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Table 1. SME managers’ entrepreneurship competences Source: [1, 6] 

Category Competence 
Personal Attitude towards uncertainty and risk  

Innovative spirit  
Fulfillment of tasks and goals  
Self-confidence  
Communication skills  
Ability to discover new opportunities 
Conceptual ability 

Team  
management 

Negotiation and decision-making  
Time management for own work and the team's work  
Communication to the team of clear expectations of performance 
Regular supply of feedback to the team on its performance  
Full use of the capacities and knowledge of the team 
Promote mutual confidence 
Develop autonomy of a group 
Raise awareness of collective responsibility 
Ability to build and lead a team (leadership spirit) 

Technical non 
finance 

Ability for project management 
Ability to create and provide strategic/tactical/operational plans 
Management of human resources from an organizational  
perspective (allocation/attribution of tasks) 
Management of other resources (non-human) 
Awareness of corporate social responsibility 
Knowledge of the administrative/bureaucratic process for founding 
a company 
Knowledge of the legal requirements for business  
Knowledge of the most important legal forms of business  
ownership  
Process analysis and change management 

Business  & 
Finance 

Knowledge of general business conditions and functions 
Knowledge of what to think about when deciding whether to 
found a business or not 
Knowledge of foreign trade and international trade relations 
Distinguish the financial issues between different company 
sectors (manufacturing/services) 
Management of the different performance functions within an 
enterprise 
Understanding of different forms of financing (self-financing, 
external financing) 
Basic sales-planning skills 
Knowledge of accountancy and taxes 
Ability to plan and control: direct costs, overhead costs, cost 
prices, gross and net sales price, and earnings/profits 

 
For a detailed description of these competences please see [6]. 



 SME Managers’ Most Important Entrepreneurship and Business Competences 277 

 

3   Methodology 

3.1   Objective 

With the purpose of identifying and characterizing the most important competences 
and skills that European Small and Medium Enterprise (SME) entrepreneur/managers 
need to be able to perform her/his job, we carried out a study with the participation of 
SME managers. 

The general methodology involved a survey that was conducted particularly to in-
quire which management competences/skills the participant managers are more rele-
vant for the success of a SME, and to know among these, which they felt they needed 
more training. 

3.2   Subjects 

The survey, undertaken from July to September 2009, focused on small companies of 
six European countries. The subjects in this study consisted of the general managers 
of the companies. This particular audience was preferred because SMEs across the 27 
member states of the European Union represent about 99% of all businesses [3]. 
Therefore, the use of this target group seemed most appropriate. 

3.3   Questionnaire 

A questionnaire (the survey instrument) was formulated (see Appendix A for selected 
portions) and sent to managers of SMEs, identified according to their gross revenue 
and number of employees. 

The content and structure of the questionnaire was created based on a Framework 
of SMEs’ managers competences [1]. The proposed questionnaire was pre-tested with 
a sample of twelve managers from SMEs of participant countries (two per country), to 
validate its content and readability and to improve some aspects of the questions. The 
necessary changes were made to the final questionnaire, which was edited in an 
online survey tool.  

A briefing letter was subsequently sent to the participant managers regarding the 
scope and goals of the study, including a link to an Internet webpage which allowed 
the completion of the questionnaire online. 

3.4   Data Representativeness 

The survey was mailed to the managers of a sample group from the universe of SME 
European companies by gross revenue and number of employees. In order to obtain a 
representative sample, we chose to use a casual sample of companies from six coun-
tries: Austria, Finland, Greece, Italy, Portugal and Romania. The total answers  
obtained were 154. 

4   Most Important Competences of an SME Manager 

Respondents attributed a level of importance to each presented competence of the 
questionnaire. This procedure permitted to order each competence as the overall result  
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Knowledge about accountancy and taxes

Awareness of corporate social responsibility

Process analysis and change management

Knowledge of general business conditions and functions

Develop autonomy of a group

Regular supply of feedback to the team on its performance

Understanding the different forms of financing (self-financing, external financing)

Management of other resources (non-human)

Management of the different performance functions within an enterprise

Knowledge of legal requirements for business

Knowledge of what to think about when deciding whether to found a business or not

Promote mutual confidence

Management of human resources from an organizational perspective (allocation/attribution 
of tasks)

Basic sales-planning skills

Raise awareness of collective responsibility

Full use of the capacities and knowledge of the team

Conceptual ability

Communication to the team of clear expectations of performance

Ability to create and provide strategic/tactical/operational plans

Attitude towards uncertainty and risk 

Ability for project management

Ability to build and lead a team (leadership spirit)

Self-confidence

Ability to discover new opportunities

Ability to plan and control: direct costs, overhead costs, cost prices, gross and net sales 
price, and earnings/profit

Negotiation and decision-making

Communication skills

Fulfilment of tasks and goals

Innovative spirit

 

Fig. 1. Ranking of SME managers’ competences 
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of all answers and respective graduation. The statistic analysis of the collected data 
allowed us to identify the competences that SMEs managers regarded as most impor-
tant. As we can see in Figure 1, all 34 competences are considered relevant.  

A first set of competences, that we can name as the top 4, three are related to per-
sonal characteristics of managers (innovative spirit, fulfillment of tasks and goals and 
communication skills) and one with team management (negotiation and decision 
making abilities). In a very dynamic economic context, it is understandable that man-
agers need to be able to generate innovative responses, decide in an adequate frame of 
time to implement them, communicate/negotiate them to all stakeholders, implement 
the necessary changes and put them in practice (goals) in order to challenge competi-
tors and seduce customers.  

A second set of “less” important but still very important competences are related to 
business and finance (ability to plan and control costs), to personal characteristics 
(ability to discover new opportunities and self-confidence) and to team management 
(ability to build and lead a team).  

We stress here particularly the importance given to the necessity of planning and 
controlling costs in the context of increasing market pressure due to competitiveness 
and the recent financial crisis.  

The following competences in order of importance are of very mixed  
characteristics. 

The competences that are on the bottom of the list, that is to say the ones consid-
ered less important among all of them, relate to technical non financial aspects and 
business and financial aspects, specifically concerning the foundation of company. It 
is interesting to underline that knowledge about foreign trade and international rela-
tions is included in this last set of less important competences. The typical low degree 
of internationalization of SMEs might explain this situation. Most SMEs are con-
cerned by issues dealing with their “local”, more natural economic environment. 

It deserves to be noted that all of the personal characteristics are considered of 
great importance, with five of them being at the first seven positions of the ranking. 

5   Conclusions and Future Work 

Through a survey applied to 154 SME managers of six European countries and its 
subsequent statistic analysis, it was possible to put at trial 34 competences that were 
previously listed as necessary and order them by their level of importance. Although 
results show that all competences were classified as relevant, it is possible to identify 
that the first top eight relate essentially to personal and team management, although 
they include one business and financial one, the ability of planning and controlling 
costs. The competences at the bottom of the list concern the ones dealing with com-
pany’s foundation and internationalization.  

Subsequent work will consist in analyzing the results of a survey which had the ob-
jective of identifying the competences in which SME managers need more training 
and cross this information with the one that was here presented. It will be also tested  
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these results depend on some SMEs managers’ characteristics like age, experienceand 
activity sector. That will enable educational agents to format their training supply to 
meet the more pressing needs according to the specific characteristics of the SMEs 
managers and target groups. 
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Appendix: Questionnaire 

According to your experience, what management aspects do you consider relevant for 
the manager of an SME? (For each of the following aspects, please select the answer 
that better reflects your opinion.) 
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Competence Not 
important 

Little 
important 

Important Essential 

Attitude towards uncertainty and risk □ □ □ □ 

Innovative spirit  □ □ □ □ 

Fulfilment of tasks and goals □ □ □ □ 

Self-confidence □ □ □ □ 

Communication skills □ □ □ □ 

Ability to discover new opportunities □ □ □ □ 

Conceptual ability □ □ □ □ 

Negotiation and decision-making □ □ □ □ 

Time management for own work and the team's 
work 

□ □ □ □ 

Communication to the team of very clear 
expectations of performance 

□ □ □ □ 

Regular supply of feedback to the team on its 
performance 

□ □ □ □ 

Full use of the capacities and knowledge of the 
team 

□ □ □ □ 

Promote mutual confidence □ □ □ □ 

Develop autonomy of a group □ □ □ □ 

Raise awareness of collective responsibility □ □ □ □ 

Ability to build and lead a team (leadership 
spirit) 

□ □ □ □ 

Ability for project management □ □ □ □ 

Ability to create and provide 
Strategic/tactical/operational plans 

□ □ □ □ 

Management of human resources from an 
organizational perspective 
(allocation/attribution of tasks) 

□ □ □ □ 

Management of other resources (non-human) □ □ □ □ 

Awareness of corporate social responsibility □ □ □ □ 

Knowledge of the administrative/bureaucratic 
process for founding a company 

□ □ □ □ 

Knowledge of the legal requirements for 
business 

□ □ □ □ 

Knowledge of the most important legal forms of 
business ownership 

□ □ □ □ 

Process analysis and change management □ □ □ □ 

Knowledge of general business conditions and 
functions 

□ □ □ □ 

Knowledge of what to think about when 
deciding whether to found a business or not 

□ □ □ □ 

Knowledge of foreign trade and international 
trade relations 

□ □ □ □ 

Distinguish the financial issues between 
different company sectors 
(manufacturing/services) 

□ □ □ □ 
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Management of the different performance 
functions within an enterprise 

□ □ □ □ 

Understanding of different forms of financing 
(self-financing, external financing) 

□ □ □ □ 

Basic sales-planning skills □ □ □ □ 

Knowledge of accountancy and taxes □ □ □ □ 

Ability to plan and control: direct costs, 
overhead costs, cost prices, gross and net sales 
price, and earnings/profits 

□ □ □ □ 
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Abstract. Granting the correct access between the agents and the artifacts is 
nowadays in the organizations agendas. The risk of allowing unauthorized ac-
cesses to critical information requires new solutions that are capable of dealing 
with a holistic perspective. Adaptive OACM refers to the capability of enforc-
ing fine-grained access policies to business processes, services and information 
systems whenever facing changes, for instance, governance policies. This paper 
proposes an OACM ontology based in the RBAC, UUID, Rules and architec-
tural model concepts. For exemplification purposes we instantiate the concepts 
of the ontology to an approval expense problem.  

Keywords: ACM, RBAC, Artifacts, Organization, Workflow, Services, Infor-
mational entities. 

1   Problem statement 

The access control modes (ACM) that are necessary to authorize a fine-grained access 
to organizational artifacts bounds an organizational wide problem. Moreover, if the 
artifacts are located in different architectural layers of an organization, or cross or-
ganizations, then an additional effort is needed. Organizational ACM (OACM) is thus 
defined as the structural aspects for granting or revoking the correct access between 
the agents and the artifacts. Typically, the ACM strategies are applied to silos inside 
the organization [5][9]. For each silo, a set of well-known requirements is used, e.g.: 
applications authorization, operating systems authorization or database authorization. 
However those approaches are not suitable for an organization-wide perspective. With 
this work we seek for a complete fine-grained rastreability between the agents (either 
Human or machines), the artifacts, their actions and the orchestration between the 
actions. An application example for this endeavour is the cloud computing environ-
ment [19][20] where the access to the artifacts in the cloud must consider the interop-
erability between the different Persons and systems working in a integrated manner.  
                                                           
∗
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From other point of view, the adaptability quality of an information system is 
broadly referenced in the foundations of Software Engineering, e.g.: the recom-
mended practices for software requirements IEEE 830-1998 [17] and the software 
architecture [21]. The software adaptability is identified, among others, as extra-
functional properties of a system that should be included in its design. The adaptabil-
ity quality in Software Engineering aims in minimizing the software deterioration due 
to change [18]. Also in the normalized systems theory presented by Mannaert et al. 
[13] a strong focus is given to the adaptability of a system: the postulate 1 defines that 
“a design pattern needs to be stable with respect to anticipated changes”. We define 
the OACM adaptability quality as the capability to enforce new or modified access 
policies the organizational artifacts, in real time, with the minimal effort. To enforce 
the OACM we consider the artifacts from the following architectures: business proc-
esses, services and informational entities.  

Therefore, with this paper we seek a solution to the adaptive fine-grained ACM en-
forcement in an organization by proposing a complete ontological model that includes 
adaptability concerns, in order to allow a fully configurable access authorization.  

At this point its also relevant to state that the U.S. Department of Homeland Secu-
rity [14] defines the following objectives that are strongly related with the ACM body 
of knowledge: (i) assigned in the strategic goal #5:“Integrate DHS Policy, Planning, 
and Operations Coordination. We will strengthen and unify strategic and policy di-
rection through improved strategic planning and assessment. We will ensure that 
these efforts are integrated with and informed by the Department’s operations coor-
dination and planning efforts. We will create and enhance a DHS operations coordi-
nation capability to plan for and coordinate non-routine, cross-cutting operations 
that require multi-Component activities”, and (ii) assigned in the strategic goal 
#3:“Improve Cyber Security. We will reduce our vulnerabilities to cyber system 
threats before they can be exploited to damage the Nation’s critical infrastructures 
and ensure that such disruptions of cyberspace are infrequent, of minimal duration, 
manageable, and cause the least damage possible”. These definitions reinforce the 
need to further investigate this problem, offering solutions that consider the overall 
complexity inside one organization. 

This paper is the result of an action research methodology effort supported by an 
OACM ontology simulator, which is implemented in OO and relational database 
schema. It is exemplified with a classical approval expenses problem in an organiza-
tion. This methodology allowed the experimentation of problem resolution strategies, 
as well as induced an iterative, detailed and coherent implementation of each ontology 
concept. The presented example is specifically concerned with the OACM issues 
rather than the architectural rastreability of the artifacts in the different layers. How-
ever, for OACM demonstration purposes of the fine-grained access control to organ-
izational artifacts we defined a static relationship between them.  

The rest of the paper is organized as follow. Section 2 presents the related work 
with the role based access control (RBAC) ACM and the existing efforts to apply it to 
organizations. Section 3 proposes an OACM conceptual meta-model and defines the 
main concepts. Section 4 exemplifies the OACM applied to a simplified approval 
expenses problem. Finally, Section 5 concludes and points to future work.  
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2   Related Work  

2.1   Role Based Access Control 

The standard NIST98 [5][9] models the concepts for symmetric role-based access 
control (RBAC) ACM to be used between the users, roles, permissions and con-
straints. It represents an evolution from the Discretionary Access Control (DAC), 
Mandatory Access Control (MAC) and other policies due to less provisioning effort 
needed [10]. The users are directly assigned to a role, each role has a set of associated 
permissions and changing the permissions affects the users associated with each role. 
Some well-known constraints are: separation of duties (SoD), conflict of interest 
(CoI), delegation of duties (DoD), binding of duty (BoD), history-based separation of 
duties (HsD) to newly identified constraints in the social networks such as the context 
constraints [4]. This model is applicable to organizational silos; however it is limited 
to only one kind of organizational artifact, at a single time. The NIST98 is broadly 
used in single architectural layers such as applications or databases [12], however the 
enforcement in WfMS is still an unsolved challenge [6]. Bertino et al. in [2][3] pro-
poses the combination of static, dynamic and hybrid constraints to split the enforce-
ment of RBAC in WfMS: the static constraints are processed offline and the dynamic 
constraints requires an execution engine to monitor the workflow sessions. Wolter et 
al. in [11] defines a set of workflow primitives and then experiments the concept of 
notations to express the associated constraints, however the concept of a transaction 
(rollback and commit concern) is not addressed by this proposal.   

2.2   Organizational RBAC  

Since there are no separation between the organizational and the system roles in the 
RBAC approach then it is not satisfactory to control the artifacts spread through the 
different architectures of an organization. This is true only in organizations where 
each Person has the same system and hierarchical role [10].  

Park et al. in [8] proposes to unify ACM by separating the organizational and the 
system roles. The OR-SRA maps them, in real-time, using the concepts of constraints, 
roles, permissions, sessions and hierarchy. The OR-SRA is mapped accordingly with 
a predefined set of relations, requiring an extra effort of role engineering [1]. 

An alternative solution is proposed by Myong et al. in [7] under the scope of inter-
enterprises business processes execution. Each enterprise has its own RBAC and the 
role domain of each one is passed through the communications. The authors argue 
that their approach (i) separates the application-level from the organization-level, (ii) 
achieve a fine-grained control and (iii) supports dynamic constraints. However, this 
proposal does not encompass the time and versioning concern, neither relates dispa-
rate architectural layers. 

Zhixiong Zhang PhD thesis’s in [15] extends the NIST98 standard with the con-
cepts of Organization and Asset, justified by the incapacity of the model for the cross-
organization ACM. The aim is to create a ROBAC between organizations that possess 
different assets. The roles are mapped with the assets and each asset has its own per-
mission set, but the assets are not further detailed neither the relation between the 
assets. It also lacks in the assumption that the organizations have comparable roles. 
To enforce it uses a manifold that implements a virtual organization which refers to 
the involved assets. By security concerns, in the end it is deleted.    
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3   Proposed Solution 

Fig. 1 depicts our proposed OACM concepts. The users are the ones that take actions 
in the organization, they might be either Persons or machines. The model is the core 
concept representing the architecture layers considered to the access control: (i) Work-
flow, is a set of orchestration steps, encompassing agents and actions; (ii) Services,  
are the actions performed; and (iii) Information entities, represents the entities that  
are computed by the actions. Each model is implemented by a set of Fieldmodel 
which represents the detail of each of the model. Further detail for each Fieldmodel 
can be expressed by the Property concept. Each Fieldmodel establish the  
permission required to execute it. Each Fieldmodel also requires the previous 
definition of a role. 

model Fieldmodel permission

user role Static
constraint

Dynamic
constraint

UUID

User/Role Role/
Permission

PropertyRule

 

Fig. 1. OACM conceptual meta-model 

Following the RBAC principles, an user can only execute a Fieldmodel if and 
only if (i) his role is assessed successfully by the User/Role mapping, (ii) his 
role is checked in the Role/Permission mapping and (iii) none of the static 
constraint and dynamic constraint are triggered. For exemplification 
purposes, the static and the dynamic constraint are implementing by sepa-
ration of duties (SoD) policy.  

Each model defines their set of users and roles, resulting in the creation of 
different identifiers for the same user or role through the 3 distinct models. To 
solve this issue, the UUID concept defines a transversal identification of users 
through the different models of the organizational.  

Fig. 2 distinguishes the concepts of model and session, the first is composed 
by Fieldmodel, roles and static constraint and the second is an instan-
tiation of the model by a user and by dynamic constraint. A transformation 
between Role and User is also required in the session. 

The enforcement of the RBAC in the sessions represents the local access control, 
e.g.: each user invocation of a task within a workflow is always checked to verify if 
the role is correct, the permission allows and no constraint is triggered. However, a 
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model

Session 3
of model

Session N
of model

Session 1
of model

Session 2
of model

...
 

Fig. 2. Architecture of workflow, services and informational entities: Model and Session 

global access control that is concerned with the relationship between the Session is 
also required, e.g.: the access to the workflow tasks is granted but the access to the 
information entities is not granted due to personal relationships of the user. To solve 
this issue we propose the concept of the Rule execution between different Models. 
The rules have adhoc definition.  

Therefore, the expected results from the OACM are (i) the access check to the arti-
facts of each model and (ii) the access check between the artifacts of different mod-
els. The output produced corresponds to a grant or to a revoke.  

3.1   Advantages of the Proposed Solution 

The following advantages are identified with the proposed OACM: (i) not intrusive to 
the organizational artifacts while it establishes a virtual architecture that intercepts the 
execution of the sessions; (ii) models are tailor-made and with least privileges en-
forcement; (iii) models representation could be independent from the sessions IS 
architecture representation used by the organization; (iv) a virtual architecture only 
exists when needed, it is deleted in the end of the execution of the sessions, improving 
the security; (v) a virtual architecture offers an adaptability mechanism to be used by 
the organization and (vi) it is possible to refining the ACM policy in each model.  

3.2   Primitives for the OACM Proposal 

From the above concepts we summarize them as a set of definitions to be used by the 
OACM computational simulation. These set of definitions allow a better understanding 
of the related concepts as well as facilitate the development process of the simulator. 
 

Definition 1: A model is a static representation of a workflow, or services, or  
informational entities, which are contained in an organizational environment, encom-
passing the FieldModels, the roles and the staticConstraints. The in-
stantiation of a model is a session. A session includes the same information as 
the model except concerning the (i) users and their transformation process to 
Roles and the (ii) dynamicConstraints.  

Definition 2: Each Person or machine, contained in and organizational environment 
have unique identities. The unique identities apply to the role, permission, 
staticConstraint, dynamicConstraint and user. The RBAC approach is 
used to enforce each identity to his Role and Permission. 

Definition 3: Consider that a model is represented by a graph G composed by arti-
facts A and relationships R. UR(A=user) represents the user mapping to a role. 
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RP(A=permission) represents the permission mapping to the correspondingly role, and 
that [] represents the computation of a constraint. Then, the check access assessment, 
for one specific model, is computed by the eq. (1), producing a result of true or false.  

CheckAccess() =  
  Gmodel(A=role , R) ∩ Gsession(A=UR(user) , R)  ∩  
  Gmodel(A=RP(permission) , R) ∩  
  Gmodel(A=role[staticConstraint],R) ∩ Gsession( A=UR(user[dynamicConstraint]),R)       

(1) 

Definition 4: The check access assessment between two different models is  
performed by adhoc rules. The rules are composed by a set of operators and prede-
fined operations. The operators are taken from the Model and session. The  
structure of the adhoc rules is virtual and is deleted in the end of the usage. 

Definition 5: The adaptability of the OACM is offered by: (i) the RBAC mapping, 
(ii) the staticconstraint and dynamicconstraint, (iii) the uuid map-
ping, (iv) the fieldmodel defined in each model, (v) the property defined  
in each fieldmodel, (vi) mapping functions such as UR() and RP() presented in 
definition 3 and (vii) adhoc rule definition.  

Definition 6: each OACM is only valid in a limited timeframe.   

4   Expenses Approval Example 

A simplified expenses approval scenario is used to demonstrate the applicability of 
the proposed OACM. Fig. 3 summarizes the set of activities involved in the expense 
approval. If the employee expense’s are less or equal than 500€€  than the manager is 
able to approve from a predefined budget, however for expenses greater than 500€€  a 
escalate procedure to the director is required. At any time, the expense requests might 
be rejected or cancelled. The result of enforcing the equation (1) in the models of 
workflow, services and information entities with a predefined access structure is a 
granting or a revoking to the desired access. The predefined access structure is pre-
sented in subsections 4.1 and 4.2, the models are presented in subsection 4.3, and the 
global enforcement in subsection 4.4. 

Employee

Manager

Director

Submit / Cancel
expense

> 500€ ?

Escalate

Reject/Approve
From Budget

Approve / 
Reject

Approve / 
Reject

Y

N

 

Fig. 3. Approval expense interactions including 3 Persons: employee, manager and director 
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4.1   Unique Identities 

Regarding the definition 2, and following an approach similar to [16], Table 1 pre-
sents the universal mapping for each Person that is involved in the expense approval 
problem. Each Person has a different user for each model, which must be maintained 
separately. The UUID column allows the definition of unique identifiers to be used 
when designing the rules between different models.  

Table 1. UUID - Universal access table 

Person UUID  Workflow User Application User  Information user  
António  0001  Actor1  A001  E_APP  
João  0002  Actor2  J002  M_APP  
Manuel  0003  Actor3  M003  D_APP  

4.2   RBAC for Local Access Control 

Also regarding the definition 2, each model have a specific RBAC definition, where 
(i) the workflow RBAC is defined by Table 2 and Table 3, (ii) the services RBAC is 
defined by Table 4 and Table 5 and (iii) the informational entities is defined by Table 6 
and Table 7. Each Person has a User, with a set of related Roles for accessing each 
Model, and correspondingly each Role is also related with a set of Permissions for 
that Model. It is possible to manage (e.g.: add, remove or change) the Users associ-
ated with a Role and it is also possible to manage the Permissions associated with a 
Role. 

Table 2. UR relationship for workflow 

Person User Work-
flow 

Role  
Workflow 

Antonio  Actor1  Employee 
Joao  Actor2  Director 
Manuel  Actor3  Manager  

Table 3. RP relationship for workflow 

Role Workflow Task Permission 
Director  Task3 
Employee  Task1 
Manager  Task4 
Manager  Task2  

 
 

 
 

Table 4. UR relationship for services 
 

Person User  
Service 

Role Service 

Antonio  A001 EmployeeService 
Joao  J002 ManagerService 
Manuel  M003 DirectorService 

 
 

 
 
 
 

Table 5. RP relationship for services 

Role Service Service Permission 
DirectorService  ApproveExpense() 
DirectorService  RejectExpense() 
DirectorService  Login() 
DirectorService  Logout() 
EmployeeService  ExpenseSubmission() 
EmployeeService  ExpenseCancellation() 
EmployeeService  Login() 
EmployeeService  Logout() 
ManagerService  RejectFromBudget() 
ManagerService  Logout() 
ManagerService  Login() 
ManagerService  ExpenseEscalate() 
ManagerService  ApproveFromBudget()  
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Table 6. UR relationship for information entities 

Person User  
Information 
Entity 

Role Information 
Entity 

Antonio  E_APP EI_Employee 
Joao  M_APP EI_Manager 
Manuel  D_APP EI_Director 

 
 

Table 7. RP relationship for information entities 
 

Role Information Entity Operation Permission 
EI_Director  UPDATE 
EI_Director  READ 
EI_Director  DELETE 
EI_Employee  READ 
EI_Employee  CREATE 
EI_Employee  DELETE 
EI_Manager  DELETE 
EI_Manager  CREATE 
EI_Manager  UPDATE 
EI_Manager  READ  

4.3   Model Definition 

Regarding the definition 1 for models and sessions, Table 8, Table 9 and Table 11 
define the three separate models, presented in a tabular form. Firstly, Table 8 presents 
the sequence of tasks that are necessary to define the workflow of expenses greater 
than 500€€ , using the notation proposed in [13]. A static constraint of SoD is defined, 
meaning that is not allowed for the Director or Manager to approve their own  
expenses. 

Table 8. Model definition for the approval expense workflow 

Start State  End State  Task name  Role WF Static constraint  
Creation  Submitted  Task 1, Submiting  Employee  SoD 
Submitted  Account available  Task 2, checking account  Manager  SoD  
Account available Approved  Task 3, approving  Director  SoD  
Approved  Reimbursed  Task 4, reimbursing  Manager  SoD  

 

Table 9. Model definition for the approval  
expense services  

Service Role Service Static 
Constraint 

ApproveExpense()  DirectorService  
Login()  DirectorService  
Logout()  DirectorService  
RejectExpense()  DirectorService  
ExpenseCancellation()  EmployeeService  
ExpenseSubmission()  EmployeeService  
Login()  EmployeeService  
Logout()  EmployeeService  
ApproveFromBudget()  ManagerService  
ExpenseEscalate()  ManagerService  
Login()  ManagerService  
Logout()  ManagerService  
RejectFromBudget()  ManagerService  

 

 

Table 10. Relation between the Services 
and the informational entities 

               Information 
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Login()   R     
ExpenseSubmission()  C       
ExpenseCancellation()  RD       
Logout()    R     
Login()   R     
ApproveFrombudget()      CR CR 
RejectFromBudget()      RD RD 
ExpenseEscalate()  RU       
Logout()    R     
Login()    R     
ApproveExpense()      RU   
RejectExpense()      RD   
Logout()    R      
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Table 11. Model definition for the approval expense information entities 

Information entity Operation Role IE Static constraint 
Account  DELETE  EI_Director  
Account  READ  EI_Director  
Account  UPDATE  EI_Director  
Authorization  READ  EI_Director  
Document  READ  EI_Director  
Authorization  READ  EI_Employee  
Document  CREATE  EI_Employee  
Document  DELETE  EI_Employee  
Document  READ  EI_Employee  
Account  CREATE  EI_Manager  
Account  READ  EI_Manager  
Acount  DELETE  EI_Manager  
Authorization  READ  EI_Manager  
Budget  CREATE  EI_Manager  
Budget  DELETE  EI_Manager  
Budget  READ  EI_Manager  
Document  READ  EI_Manager  
Document  UPDATE  EI_Manager  

Secondly, Table 9 presents which services are used by each Role. The service invo-
cation sequence is depicted in Fig. 3. None static constraint is used. 

Thirdly, Table 11 specifies the information entities that are used in expense approval. 
Each information entity is involved in one or more operation. The informational 
entities that are used in each service are presented in the CRUD matrix by Table 10. 
None static constraint is considered. 

4.4   Model Execution and Global Access Control by Rules 

Regarding the definition 3, for each model from subsection 4.3, the check access 
assessment is performed, using the equation (1). When a row of the table is deliv-
ered then it means that the access is granted for that Fieldmodel. As expected, three 
different areas are identified (by thicker borders) in Table 12: the workflow, the 
services and information entities. The user identifies the running sessions in each 
area. The Persons that execute the sessions are always one of the three involved: 
Antonio, Joao or Manuel. Any dynamic constraint must be also considered in this 
step. To guarantee security when all sessions stop then this access table must be 
deleted.      

Table 12 also presents the result of applying one rule presented by the adhoc equa-
tion (2) to the local check access assessment table. The result is represented by  
shadowed cells, it expresses the dependency between the workflow model and the 
informational entities layers. In this case, a session performed by Antonio in submit-
ting the expense, automatically grants the authorization to the UPDATE account by 
Manuel. Therefore, the rule allow the cross model access control, which is essential to 
a holistic perspective of the organization.   

CheckGlobalAccess() =  
/* automatic approval for Antonio expenses*/ 

IF (Antonio submits expense in task1) THEN Manuel UPDATE Account;  
(2) 
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Table 12. Execution sessions and global access control 

Person All User All Role workflow task service information entities 

Antonio Actor1 Employee Submiting - task1     
Manuel Actor3 Manager CheckingAccount-task2     
Joao Actor2 Director Approving - task 3     
Manuel Actor3 Manager Reimbursing - task 4     

Antonio A001 EmployeeService   Login()   
Antonio A001 EmployeeService   ExpenseSubmission()   
Antonio A001 EmployeeService   Logout()   
Joao J002 ManagerService   Login()   
Joao J002 ManagerService   ApproveFromBudget()   
Joao J002 ManagerService   ExpenseEscalate()   
Joao J002 ManagerService   Logout()   
Manuel M003 DirectorService   Login()   
Manuel M003 DirectorService   ApproveExpense()   
Manuel M003 DirectorService   Logout()   
Antonio A001 EmployeeService   ExpenseCancellation()   
Joao J002 ManagerService   RejectFromBudget()   
Manuel M003 DirectorService   RejectExpense()   

Antonio E_APP EI_Employee     Document CREATE 
Antonio E_APP EI_Employee     Authorization READ 
Antonio E_APP EI_Employee     Document READ 
Antonio E_APP EI_Employee     Document DELETE 
Joao M_APP EI_Manager     Account CREATE 
Joao M_APP EI_Manager     Budget CREATE 
Joao M_APP EI_Manager     Account READ 
Joao M_APP EI_Manager     Budget READ 
Joao M_APP EI_Manager     Document READ 
Joao M_APP EI_Manager     Authorization READ 
Joao M_APP EI_Manager     Document UPDATE 
Joao M_APP EI_Manager     Acount DELETE 
Joao M_APP EI_Manager     Budget DELETE 
Manuel D_APP EI_Director     Authorization READ 
Manuel D_APP EI_Director     Document READ 
Manuel D_APP EI_Director     Account READ 
Manuel D_APP EI_Director     Account UPDATE 
Manuel D_APP EI_Director     Account DELETE 

5   Conclusions and Future Work 

This paper proposes ontology for controlling the access to organizational artifacts 
(OACM). The ontology is exemplified with a simplified expense approval process. 
As referred by the definition 5 for the general case, and particularly for this example, the 
adaptive OACM counterparts are: RBAC and UUID configuration, model definition 
and constraints and the rules definition between models. These counterparts allow an 
organization to control his artifacts accesses either by a local or a global perspective.  

The OACM does not enclose all the security protocols needed in one organization 
but it is rather a structural mechanism that allows the fine-grained control access  
using a non-intrusive approach. Fine-grained is a continuous process of artifacts  
authorization running on a real-time basis. Furthermore, the enforcement result repre-
sents the OACM observability and the adaptive OACM counterpart represents  
the actuation. Hence, with OACM we obtain a security governance implementation 
capable of controlling cyber security or coordination security policies, applied to one 
organization. 
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We identify the following issues to be further researched as future work: (i) a com-
prehensive implementation of the meta-model in a real case study, the artifacts access 
information might be collected using interceptors and the grant/revoke operation 
might be implemented by remote controlling the execution of the interceptors, (ii) 
definition of a complete language set for the rules implementation and (iii) further 
develop the definition 6, integrating the time concerns in the equation (1) to achieve 
an history based OACM. 
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Abstract. The aim of this paper is to grasp the ethical dilemmas that arise into 
organizational knowledge and the importance of trust for diminishing these di-
lemmas. Therefore, it focuses three key issues: knowledge management (con-
cept; and, schools of thought); knowledge flowing models versus ethics (mental 
models; the Socialization, Externalization, Combination, Internalization (SECI) 
model; and, Fiske’s relational model); and finally, the importance of trust as a 
possible answer. Plus, this paper suggests that the previous models only focus 
knowledge as continuum process and the result of this process omits ethical and 
moral dilemmas (obligation to share, personal property, personal worth, auton-
omy, dignity, privacy, etc.). These ethical dilemmas clearly weaken a knowl-
edge management project, and how trust is a reliable answer. The absence of 
empirical work should be considered a limitation of this paper; however, does 
not diminish the importance for this debate. 

Keywords: Knowledge management; Organizational knowledge; Ethics; Or-
ganizational ethics; Trust. 

1   Introduction 

It is broadly recognized that society in which people live today has gradually been 
turned into a “global knowledge society” [1]. The knowledge society is a conception 
that has often appeared in the literature worldwide in recent years. The new era has 
also been referred by a variety of other authors: knowledge paradigm or to see the 
world from a knowledge perspective; knowledge economy; knowledge revolution or, 
knowledge capital era; knowledge era. Whatever name the “knowledge era” goes by, 
it is rewriting the rules of business and forcing a radical rethink of corporate values 
and business models of past eras, which means knowledge, is clearly a resource [2]. 
However, managers should realize that knowledge is bounded to people (human re-
sources) and therefore, implicating a considerable amount of ethical and moral  
dilemmas through the “knowledge continuum process” (creation, retention, and shar-
ing), which existent models of knowledge management seem to disregard. 

So, knowledge is currently a key organizational resource for corporate success [3]. 
Plus, ethical dilemmas arise into a knowledge management project, and to recognize 
                                                           
∗ Corresponding author. 
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these assumptions and the importance of trust is critical for managers, in order to 
reduce considerably the risk of losing organizational competitiveness. In conclusion, 
this paper discusses: the concept of knowledge management; the interaction of 
knowledge flow models with ethics; and, the importance of trust. 

2   Knowledge Management 

2.1   The Concept 

During the literature review process it is possible to acknowledge several definitions 
regarding knowledge management, as for instance, the one of [4]: knowledge man-
agement is the acquisition and use of resources to create an environment in which 
information is accessible to individuals and in which individuals acquire, share and 
use that information to develop their own knowledge and are encouraged and enabled 
to apply their knowledge for the benefit of the organization. Nonetheless, [5] echoes 
that two myths exist concerning knowledge management technology´s features: they 
deliver the right information to the right person at the right time; and, they can store 
human intelligence and experience (utopian perspective)! 

Thus, a knowledge management project embraces two different concepts: the 
learning organization and organizational knowledge. Learning organizations are adap-
tive to their external environment, continually enhance their capability to change or 
adapt, develop collective, as well as, individual learning, and use the learning results 
to achieve better results [6]. Meanwhile, the essence of organizational knowledge 
entails two perspectives: “knowledge as a process” that focus the issues regarding 
creation, use and recreation, as well as, the dynamics of such process; and, “knowl-
edge as a product”, that spotlight the way knowledge is shared, used and stored. These 
analytical dimensions only recognize the process or the results, not embracing the 
ethical dilemmas that arise in organizational knowledge. So, this assumption imposes 
the following questions: can we encounter ethics concerning organizational knowl-
edge? Do managers realize that these moral dilemmas exist? 

2.2   Schools of Thought 

Knowledge management is a reasonably recent research field, and therefore seems to 
engage a lack of conceptual stabilization, recognized by the insufficient empirical 
research and literature. Despite this conceptual youth, several schools of thought have 
arisen, originating a multiplicity of uses or applications in knowledge management. 
From them it is possible to distinguish three perceptions considering dissimilar geo-
graphical and historical contexts, as well as traditions or cultures that propitiate a 
theoretical orientation. A further analysis, allow us to catalogue these orientations as 
“more Japanese”, “more European” and, as “more American.” 

The first school argues that organizations are conceived as creative “entities of 
knowledge”, and for that, pleading the idea that knowledge is a process as [7], [8] 
demonstrate. The second approach assumes as presupposition the attempt to measure 
knowledge resources, namely through some European authors [9], seeking to audit 
intangible resources, accountancy and publishing, through intellectual capital indica-
tors and appropriate systems that allow its measurement and popularization. Finally, 
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the third perspective engages technology potential as a supportive tool to organiza-
tional processes, relating them with knowledge generation and management. Informa-
tion and communication technologies are considered relevant to knowledge manage-
ment, because they make possible optimization regarding extracting, structuring, 
codifying, storage, recovering and applying individual and organizational knowledge 
(see for example of [10]). 

3   Knowledge Flow Models vs. Ethics 

3.1   Mental Models vs. Ethics 

Organizational context can be characterized as a melting pot of people. People that 
present innate skills in different levels, which means in each step in the reasoning 
process the problem solver will have different “analytical speed” [11], which means 
that workers less faster in their mental construction (or internal representation) of the 
problem situation could be dependent of other workers. Another important question to 
be raised is: in a sharing environment can we morally oblige people to work faster 
than their innate skills [12]? 

Another important issue to focus is the implicit truth of a propositional logic. In 
spite of, [13] pleads the principle of truth in a human reasoner (particularly one that is 
ignorant of formal logic), is more likely to construct a model of what is true in pre-
sented information rather than of what is false: so the argument can be criticized… 
The main law of biology is the survival of the strongest and for that, competition is 
intrinsically bounded to that subject. In that sense, can we automatically deduce that 
people are constructing mental models based on truth when they have to share it [14]? 
As a form of defence, people can try to modify such principle, or during the transmis-
sion process can engage a different perspective on their mental construction. 

3.2   SECI Model vs. Ethics 

Researchers have created several frameworks and classifications concerning the exis-
tent types of knowledge transfer. For instance, [15] identifies five knowledge transfer 
situations usually seen in practice: serial transfer, near transfer, far transfer, strategic 
transfer, and expert transfer. Adopting a different perspective based on the actors 
involved in the process of knowledge transfer, [16] discerns four types, namely shared 
work producers, shared-work practitioners, expertise seeking novices, and secondary 
knowledge miners. 

These frameworks, however, focus primarily on concepts such as the purpose of 
knowledge transfer, the actor involved (knowledge consumer, knowledge intermedi-
ary, or knowledge provider), the kind of knowledge needed, and challenges in finding 
and selecting knowledge. Research and commentary around the issue of ethics  
in knowledge transfer usually does not distinguish between knowledge transfer  
and knowledge sharing; however, the former has an instrumental connotation while 
the latter has a social connotation. This research has regarded the creation of ethical 
environments that promote sharing [17]; utopian organizational cultures and commu-
nities of knowledge sharing [18]; the paradox of the trade-off between holding per-
sonal tacit knowledge for individual productivity versus sharing that knowledge for 
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organizational productivity [19]; and the use of ethics and self-interest as counter 
determinants of knowledge sharing [20]. Thus, the ethics of knowledge transfers and 
conversions become extremely important due to the individual loses sole rights to 
knowledge. Is this a transfer of property or personal worth [21]? 

As an individual’s private attribute, organizational programs that aim to forcibly 
develop knowledge-sharing cultures could violate individual privacy rights. These 
violations could become central in the ongoing debate regarding human rights protec-
tion, as a responsibility of multinational companies as well as governments. Do or-
ganizations “own” their employees knowledge, or is this knowledge an “attribute” of 
an autonomous individual and subject to protection under human rights to privacy or 
security-of-person? Is the development of knowledge-sharing organizational struc-
tures the rightful exercise of organizational intellectual property rights, or is it an 
invasion of worker privacy? Must there be an explicit employment contract that de-
fines these intellectual property rights in a fairly manner [21]. 

Knowledge exists in different forms, and different forms may involve different 
conflicts. The conflicts sometimes pit organizational rights to knowledge against 
individual rights to knowledge. Such rights arise from accepted human rights frame-
works that include property rights and privacy rights [22], and therefore this conflict 
is framed by cultural values that are shaped by national boundaries and organizational 
norms. 

There is a debate whether knowledge can exist beyond the individual. This ques-
tion seems to rests on how we define knowledge. Some definitions of knowledge 
emerge from the field of expert systems, encompassing structures beyond just infor-
mation to include the rules for processing information. Other definitions arise from 
the viewpoint of knowledge as an organizational property, similar to a knowledge 
base, that encompasses routines and processes that contextualize information and 
enable action. Still others characterize knowledge as an innately human attribute, 
something that resides in the living mind of a person, because the mind must identify, 
interpret and internalize knowledge. 

From a different perspective, organizational knowledge is also a knowledge asset 
or the “firm-specific resources that are indispensable to create values for the firm” [7]. 
Given their unique characteristics, knowledge assets cannot be immediately sold or 
bought. This is especially valid if knowledge assets are not in an articulated form but 
rather in the employees’ minds or as know-how [7]. Consequently, buying and selling 
organizational knowledge involves transferring groups of individuals with established 
patterns of working together. These transactions can be achieved through knowledge 
alliances, joint ventures, mergers and acquisitions. The potential for hostile mergers 
and acquisitions opens avenues for the seizure of rights to individual knowledge by 
organizations whose ethical posture might contravene the moral beliefs of some of 
these individuals. 

Moreover, organizational knowledge has a limited commercial value if it is not 
embedded in a particular setting. For instance, managerial experience and knowledge 
about customers, suppliers and competitors is “trapped inside the minds of key-
employees” [7] and therefore, this knowledge may be useless. This observation offers 
additional support to our argument that an organization has the right of property over 
the employees’ organizational knowledge. Hence, organizations depend on employ-
ees’ behaviour to create and to transfer knowledge [23]. 
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Personal knowledge may be excluded from manageable knowledge. For example, 
Klynveld Peat Marwick Goerdeler (KPMG) defines intellectual property as “not just 
patents, trademarks, copyrights, database rights and other pure intellectual property, 
but other forms of articulated knowledge, such as business processes, methodologies 
and know how” [24]. This means that some organizations will not consider personal 
knowledge as intellectual property. The transfer of personal knowledge is not well 
understood, and is often regarded by economists and social scientists using a “cost-
free” assumption. Instead, the transfer of tacit knowledge is known to be difficult 
without the transfer of people. In some ways, personal knowledge is regarded as more 
easily managed, since it can be “more readily bought and sold” by hiring and firing 
individuals [7], which the authors do not agree. 

Thus, the transfer of personal knowledge engages ethical decisions regarding per-
sonal worth. Not surprisingly, a circumspect employee might withhold personal 
knowledge and avoid sharing knowledge. An employee might hold back his personal 
knowledge in the interest of maintaining job security [19]. This holding also arises 
self-interest issues, namely when organizational culture views knowledge sharing as a 
setting of reciprocity, or strong competition for performance among workers within 
the organization [20]. 

3.3   Fiske’s Relational Model vs. Ethics 

Within communal sharing relationships, knowledge is perceived as a common re-
source, rather than an individual property. Knowledge is not personally marked, since 
it belongs to the whole group. Knowledge is freely shared among people belonging to 
the same group or dyad, following the idea “what’s mine is yours”, and however 
some common substance is required. It is important to realize that this common sub-
stance between people can be based on different objects or different grounds for cohe-
sion, which means a dilemma: do people of different groups’ value in the same way 
the sense of membership [25]? Although communal sharing is frequently not the 
dominant structure for sharing knowledge organization-wide, there might exist some 
subsets within the organizational context where knowledge is being shared. Further-
more, people might share knowledge with others, since they feel connected with them 
based on shared ideological objectives or based on solidarity, which implies another 
dilemma: if “what’s mine is yours” how it is possible that the model advocates that 
communal sharing is not the dominant structure [26]? Supposedly, if knowledge is a 
common resource should be longitudinal to the organization. 

In authority ranking knowledge is perceived as a mean to display rank differences, 
whether rank is based on formal power, expertise or age. Higher a person’s rank bet-
ter access to knowledge [27]. A person with a higher rank, that shares knowledge with 
someone lower in rank demonstrates his nobility and largesse and expects to get au-
thority or status in return. A subordinate shares knowledge because either he has to or, 
because he wants to gain favour with his superior. In both cases the subordinate can 
expect a kind of “pastoral care” in return. In this respect knowledge sharing is moti-
vated by power differences [28]. People are less or not willing to share knowledge 
when it can change their balance of power negatively. “Negative” knowledge is fre-
quently withheld by window dressing behaviour and a knowledge overload may 
originate from largesse and sweet-talk, which generates the following question: who 
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people evaluate as negative knowledge (negative knowledge can be seen as gossip) 
[29]? There is a standard evaluation process to power balancing regarding knowledge? 

Within equality matching relationships knowledge is perceived as a mean of level-
ling out knowledge sharing efforts. The principle behind knowledge sharing is based 
on the exchange of knowledge for similar knowledge. Knowledge is being shared 
because someone else has shared something similar before or, because one expects 
something similar in return. It is the desire for equality that motivates knowledge 
sharing. But in ethical terms how could a person identify equality [28]? Quantifying 
knowledge, for example, you shared two pages of knowledge? This does not seem 
reasonable. Or qualifying that shared knowledge, for instance, you share highly qual-
ity knowledge; but does that knowledge represent the same quality? A person could 
already know what is being shared. Plus, can we morally obliged a person to share 
something in return by sharing knowledge oneself [21]? People are less or not willing 
to share knowledge when nothing similar can be shared in return within a reasonable 
time span [27]. 

Into market pricing relationships knowledge is perceived as a commodity which 
has a value and can be traded. Knowledge is being shared because one receives a 
compensation for it (not being similar knowledge or status). People are motivated to 
share knowledge by achievement. When the perceived compensation is not high 
enough, people are less or not willing to share knowledge, so which means a di-
lemma: if knowledge is traded to whom belongs the intellectual property? And in 
ethical terms, what happens when people, organizations, or even countries cannot 
obtain such knowledge due to their budget restrictions? [30] So a “knowledge divide” 
is created. 

4   The Importance of Trust 

Trust involves risk taking; that is, both parties know that the actions of one party can 
materially influence the other, but both share ideas, concerns or issues truthfully not-
withstanding. The sociological literature conceptualizes trust as either the property of 
individuals, social relationships, or the social system with disproportionate attention 
to behaviour based on actions at an individual level [31]. When seen as a characteris-
tic or property of individuals, trust is a personality variable, thereby placing accent on 
individual characteristics like feelings, emotions, and values. A second perspective 
observes trust as a collective attribute that can be drawn upon to achieve organiza-
tional aims. It may therefore be applied to the institutional basics of society. The third 
treats trust as a valued public good facilitated and sustained by a social system. 

These three dissimilar levels of trust are interrelated. On the individual level, you 
trust an individual to do something based on what you know of his disposition, his 
ability, his reputation and so forth not merely because he says he will do it. On the 
collective level, if you don’t trust an agency or organization with which the individual 
is affiliated, you will not trust him to fulfil an agreement [32]. In addition, individuals 
consider the background, culture, and social system of another when seeking to de-
termine whether to trust him. It is the interconnectedness that advocates how building 
trust on the micro-level contributes to the determinant of a more abstract form of trust 
on the macro-level [33]. 
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Moreover, a considerable number of academics contend that trust is rather difficult 
to produce intentionally. For example, [34] suggests that as a rational account of hu-
man behaviour, trust can only be produced in informal, small, closed and homogene-
ous communities which are able to enforce normative sanctions. It is unclear how; 
precisely, to create trust within communities, especially in diverse or heterogeneous 
societies, or as [35] states insecurity and conformity may produce such results. Still, 
many researchers continue to search for conditions that may help to facilitate trust and 
thereby allow efforts to create it deliberately. 

Trust is a social mechanism that is embodied in structures of social relations. So-
cial structure is important not only for the formation of social capital, but also for the 
generation of trust itself. It allows a more rapid proliferation of obligations and expec-
tations, imposing sanctions on defection from an obligation, and helps to generate 
reputation [34]. In addition to social relations, shared norms are a source of trust, as 
pointed out by [36] defines trust as “the expectation that arises within a community of 
regular, honest, and cooperative behaviour, based on commonly shared norms, on the 
part of other members of the community.” 

As explained previously knowledge can be categorized along a continuum running 
from the explicit to the tacit; and, the “natural” process of knowledge management in 
an organizational context is the dynamic transformation process, and governing the 
worker’s need to create, capture and share knowledge. For that, managers should 
create a favourable atmosphere, where knowledge that is not protected through legis-
lation is not an inhibition factor for workers. In that context another problem arises, to 
whom belong the intellectual property rights: to the worker that transformed tacit 
knowledge into explicit knowledge, to a team of workers, or to the organization that 
supplied the atmosphere and necessary means? A clear position by the managers will 
allow a clear answer. 

So far, we have considered the need of trust in knowledge sharing and knowledge 
protection, but what can be considered as correct and wrong in knowledge change? 
The challenge that managers face is complex [37], because it not only depends on 
organizational core values, but also the ethical code of each worker. In fact, workers 
behaviours or attitudes (values) dynamics can be contradictory to organizational val-
ues [38] or not, assuming that organizational values socialize them in some key issues 
[39]. Beside the previous analysis managers own discourse also face ethics as [40] 
states. A stance ethical discourse entails stringent requirements for those in the or-
ganization. The primary responsibilities inherent in the organizational ontology by the 
discourse ethics, then, stand or fall on two assumptions: 

- normative claims to be valid have cognitive meaning and can be treated like 
claims to truth; 

- the justification of norms and commands requires that a real discourse be 
carried out and thus cannot occur in a strictly monological form. 

The first assumption is vital, but it places a particular responsibility on every speaker. 
What is said must be believed by the speaker and should have a rational basis. More 
specifically, a claim may well warrant assessment, but the assessment should be made 
on rational epistemological grounds, rather than on preferences or biases. It should be 
noted that rationality introduced is not the reductionist plead by some economists. The 
reduction may frequently take the form of quantification, which is valid and necessary 
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most of the time, but obscure at other circumstances. Most organizations have some 
form of hierarchical structure, which is necessary to ensure that decisions are made 
and directions are chosen. And, the communicative action is not easy or simple. It 
requires an ethical stance that recognizes that every individual entails a commitment 
to truth, leading to trust. 

5   Conclusion 

It is clear that any model configures a reality representation, meaning that errors in its 
conception are admissible. Beside, knowledge management is a recent research field 
leading to plausible critics to the existent models. So, this paper aims not to suggest 
that these knowledge flow models are invalid, but to reinforce the idea that is essential 
to evaluate the existent ethical and moral issues that occur during the process of gen-
eration, creation and use of knowledge within an organization. However, mental 
models entail mental fluxes, therefore the praxis for understand personal knowledge 
meaning that is not comparable with an organizational “stream”; the other models at 
some extent can be compared because both debate organizational flows, however 
aiming for dissimilar contexts. The first debates organizational in a traditional sense 
(companies), and the second as collective/societal knowledge. 

Although, can trust be the “key” for diminish these ethical dilemmas? Having in 
consideration all the previous sections, it seems that indeed trust plays as a vital role; 
nonetheless, a definitive answer is extremely difficult to obtain because contexts are 
not easily reproduced; so, each organization represents a case study and a possible 
different answer, leading to a necessary analysis off organizational values, managers 
values and workers values within that specific organization. 
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Trust in ‘E’: Users’ Trust in Information Resources in 
the Web Environment 

Alison J. Pickard, Pat Gannon-Leary, and Lynne Coventry 

Northumbria University, Newcastle upon Tyne, NE1 8ST, United Kingdom 

Abstract. The paper describes a Joint Information Systems Committee (JISC)-
funded project, conducted by a cross-disciplinary team, examining trust in in-
formation resources in the web environment employing a literature review and 
online Delphi study with follow-up community consultation. A tool was devel-
oped from analysis of the literature and discussed in the consultation. Elements 
comprising the tool include external factors, internal factors and user’s cogni-
tive state. Each element is detailed and discussion focuses on the key issues of 
risk and return on investment as perceived by stakeholders.   

Keywords: trust, information environment, return on investment, risk. 

1   Introduction 

This paper reports on a UK Joint Information Systems Committee (JISC)-funded study 
on users’ trust in information resources in the web environment. This study involved a 
cross-disciplinary team from Information & Communication Management, Learning & 
Teaching and Psychology & Communications Technology and had three aims. Firstly, 
to provide an overview of the ways in which trust is either assessed or asserted in rela-
tion to the use and provision of resources in the Web environment for research and 
learning. Secondly, to assess what solutions might be worth further investigation and 
whether establishing ways to assert trust in academic information resources could assist the 
development of information literacy, and, thirdly, to ‘help increase understanding of how 
perceptions of trust influence the behaviour of information users. 

2   Background 

As Hagar [1] states  ‘Little attention has been paid in information science to issues of 
information and trust..., particularly such questions as, What sources of information do 
people trust? Which information providers do people trust?’ This situation stands in 
marked contrast to research in the field of e-commerce, where research on trust is quite 
well progressed. As early as 1999 an influential report by Studio Archetype/Sapient and 
Cheskin Research [2] argued that in order to develop a successful e-commerce busi-
ness: ‘The factors that produce a sense of trustworthiness need to be identified, in 
their entirety. Their interactions need to be understood, and their relative importance 
determined’.  Since then, 10 years’ of studies on trust in e-commerce (Briggs [3]) and, 
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more recently, on trust in e-health have underlined the importance of factors such as 
website appearance, site usability, credibility and personalised content in helping to 
establish online trust (Patrick et al [4]; Sillence et al [5]). 

This paper brings together the e-commerce, e-health and information trust litera-
ture to provide a broader picture of what is already known around issues of trust in the 
use of web resources within higher education (HE) and to create a model repre-
sentative of the trust in information seeking process. 

3   Methodology 

The first phase  of the project methodology comprised desk-based reviews of relevant 
literature that analysed and synthesised the outcomes of existing research and studies 
in the three areas of interest, i.e. how users place their trust in digital information 
resources in the web environment; means by which digital information providers 
currently engender trust in their resources; and the desirability and feasibility of certi-
fying the authenticity and provenance of digital information resources to the end user. 
In doing this, a modified version of a systematic literature review was employed. 
Two team members were engaged in searching and together they built an Endnote ™ 
library based on the retrievals, sharing selection and assessment criteria and key 
search terms. The final Endnote™ library contained more than 400 references. The 
ultimate selection of references to include in the study was made on the basis of their 
appropriateness to the aims of the project and to a model of trust which was concur-
rently being developed by the team. 

The second phase of the project methodology involved community consultation of 
the findings from phase 1 with users and providers using an on-line modified Delphi 
study and a round table. This was to validate and extend the findings from the litera-
ture review; to establish users’ and providers’ perceptions of the desirability and  
feasibility of certifying authenticity and provenance and, in addition, to explore the 
potential for developing a framework of trust that could help develop information 
literacy. The online modified Delphi took the form of 7 open-ended questions, re-
sponses were received from 26 respondents, of whom four were librarians, two re-
searchers, one PhD student, seven students, six academic staff, three commercial pro-
viders, two managers (one resource manager & one research operations manager) and 
one student support officer. One respondent was also representing the professional 
association CILIP. The round table was in essence a semi-structured face-to-face meet-
ing of the individual questionnaire respondents who, having recorded their initial indi-
vidual ideas, had the opportunity to share and discuss these – facilitated by the research 
team – and then engage in ranking procedures to assist in the determination of priori-
ties. The event consisted of four activities based around consultation and negation. 
Participants were divided between four tables, each table being engineered to accom-
modate a pre-defined combination of users. 20 respondents who completed the  
questionnaire were also able to attend the round table event and included three  
librarians, three members of academic staff, two researchers, two commercial provid-
ers, two managers, one PhD student and seven students. Again, one participant was 
representing CILIP. 
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4   Results 

People make trust decisions regularly in respect of web-based behaviour, e.g. that 
they are ‘talking’ to the right person (e.g. their bank), that their children are not ac-
cessing pornographic sites etc.  Perceived trust or credibility has a strong influence of 
people’s willingness to engage with online activities such as shopping or banking, 
where sensitive information is involved. However, with education, students seem 
more than willing to engage with online information. This may, in part, be attributable 
to their perceived self-efficiency in terms of their experience with technology. They 
may enter higher education (HE) with experience of search engines such as Google 
but lack of experience in information retrieval using more scholarly databases. Their 
past experience with Google and similar search engines may have led to a perception 
that Google is trustworthy and, given that their use of Google does not involve shar-
ing sensitive information such as financial details or personal information, they are 
unlikely to have had a negative experience to make them disposed to distrust. 

From a review of the literature, three factors affecting trust/credibility of online in-
formation have been identified. These are external factors, internal factors and user’s 
cognitive state. It would appear that user’s cognitive state and external factors influence 
a user’s decision as to whether or not to conduct an internal assessment of information. 

 
Fig. 1. Trust model 

External Factors 

Agarwal and Prasad [6] found external factors that impacted on user beliefs about 
usefulness and ease of use of information technology. These factors give external cues 
of credibility or trustworthiness and include the following: 

 

• Whether or not the information must be paid for or is free – students, e.g., are 
unlikely to want to pay for information  (OCLC [7]); 

• Seals of approval such as HONcode or TRUSTe (Walsh [8]); 
• Credibility rating systems controlled institutionally (that might use authority, 

currency, objectivity etc to rate) – if a library did this it could be seen as an 
extension of their collection development function (Herring [9]); 
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• Preapproved databases, e.g. JSTOR or ERIC  (Baker [10]); 
• PIC labels that certify the trustworthiness of a site (Walsh [8]); 
• Digital signatures that ensure authenticity of author and information (Bradley 

[11]); 
• Recommendations from others (peer reviews via eBay, Amazon or a peer  

reviewed journal, lecturers recommendation in the case of students)  
(Shippensburg[12]) which lends what Liu [13] terms reputed credibility; 

• Rankings (Hess & Stein [14]); 
• Offline credibility, i.e. sites with strong offline credibility might be assumed 

to have equal/commensurate amounts of credibility in their online forms; in-
formation based on a respected print source  (Lubans [15]);  

• Presentation of the site or the provider, e.g. site ownership is explicit 
(Hertzum et al [16]); and 

• Ease of use of the site (Fogg [17]). 

Internal factors 

In additional to external cues, there are factors linked with internal cues of informa-
tion’s credibility/trustworthiness including the following: 

• Accuracy, freedom from errors and verifiable elsewhere (Rieh [18]; Hung [19]);  
• Authoritative, i.e. reputation of the source, qualifications etc (Herring [9] 

Hung [19]; McKnight & Kacmar [20]);  
• Objectivity, i.e. fact rather than opinion (Hung [19]); 
• Currency, i.e. site displays a recent date, information contained is topical, up 

to date (Rieh [18]; Lubans [15];Weiler [7]);  
• Coverage, i.e. comprehensive, in depth (Klein [21]; Grimes & Boening [22]; 

Metzger et al [23]; Hung [19]; Weiler [7]); 
• Presentation and format, i.e. quality of writing, structure (Rieh[18]; Hung 

[19]); 
• Affiliations of source or site (traceable by tools such as WhoIS, traceroute, 

wslookup) (Rieh [18] Hung [19]); 
• Source motivation, i.e. why are they publishing this information (Rieh [18]); 
• Citations, i.e. by whom has reference been cited; inclusion of references (Liu 

[13]); and 
• Type of ‘object’, e.g. a journal, a blog (Princeton [24]). 

User’s cognitive state 

In addition to external and internal cues, the user’s cognitive state impacts on their 
beliefs about credibility or trustworthiness of online information sources. McKnight 
and Kacmar’s study [20] provided evidence that initial information credibility is built 
through three general dispositions: 

• Disposition to distrust 
• Trust in general technology 
• Risk propensity 
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McKnight and Kacmar also found that, in terms of building information credibility 
important factors were: 

• Trusting beliefs 
• Perceived reputation 
• Willingness to explore information 

These are among the factors linked with cognitive state that include the following: 
 

• Need for closure (Amichai-Hamburger et al [25]); 
• Need for cognition (Verplanken et al [26]; Amichai-Hamburger et al [25]); 
• Willingness to explore (McKnight & Kacmar [20]); 
• Motivation or disposition to believe that may be intrinsic or extrinsic (Weiler 

[7] ; Lim [27]); 
• Purpose (Rieh [18]; Collis & Moonen [28]); 
• Prior knowledge (Rieh & Belkin [18]); 
• Time available (Verplanken et al [26]; Klein [21]; Metzger et al [29]);  
• Ability (Collis & Moonen [28]); 
• Past experience with site (Lim [27]) which lends what Liu [13] terms earned 

credibility; 
• Past experience with the author or their institution (Rieh [18]); 
• Propensity to trust (Mayer et al [30]; McKnight & Kacmar [20]); 
• Trust in technology (McKnight & Kacmar [20]); 
• Risk propensity (McKnight & Kacmar [20])); 
• Faith in humanity (McKnight & Kacmar [20]); 
• Suspicion of humanity (McKnight & Kacmar [20]);and 
• Internet anxiety (McKnight & Kacmar [20]). 

 

All three factors – external cues, internal users and user’s cognitive state interact in 
information seeking to lend trust in, and belief in the credibility of, the information 
found.  There are two elements of trust involved here, firstly, trust in the methods 
involved in finding the information and, secondly, trust in the information retrieved. 
Once the information is found, the user has to make the decision as to whether or not 
to use it for their purpose/s. At this stage, consideration is given to the perceived risk 
in using the information and its perceived usefulness for the intended purpose/s, also 
to how easy it is to use and how accessible it is. 

Perceived risk and perceived usefulness 

Seleznyov [31] describes  trust  as ‘’... a measure of willingness of a responder to 
satisfy an inquiry of a requestor for an action that may place all involved parties at 
risk of harm, and is based on an assessment of the risks and reputations associated 
with the parties involved in a given transaction’’. (Seleznyov 2004: 99). Several au-
thors on the concept of trust have highlighted the fact that the presence of risk creates 
a need for trust (Seligman [32]) and that willingness – and freedom – to accept rather 
than reject that risk is a vital dimension of trust (Mayer et al [30]). Willingness  
indicates the voluntary nature of trust as opposed to being coerced or exploited  
into risk-taking. Trusting behaviour, trusting intentions or behavioural trust are also 
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differentiated from confidence or belief in something which may not involve taking 
any action based on that confidence or those beliefs and, consequently, will not in-
volve any related risk-taking. (Mayer et al [30]). Risk features in many definitions of 
trust (Mayer et al [30]) and, as Corritore et al [33] say, risk is particularly relevant in 
the online environment. 

The stakeholders in the community consultation were asked to consider risks in the 
information environment rather than in e-health or e-commerce and to give considera-
tion to the potential rewards or return on investment of using that information. These, 
participants, were told, did not have to be ‘paired’ although some participants pointed 
out that, in certain instances, the risks might be the opposite of the rewards. Table 1 
below summarises their thoughts on these issues. 

Table 1. Risks and rewards in the information environment 

Risk Reward 
To the information provider To the information provider 
Cost of maintenance, quality etc – limited 

future if not implemented 
Income generation/ funding 

Poor service – loss of respect/reputation Positive feedback from others 
Negative impact on the organisation Positive PR – credibility, status, reputation 
Loss of business Positive impact on others – sharing good 

practice 
Litigation – slander/libel/breach of 

copyright/plagiarism 
Integrity 

Costs in time & effort as well as money  
To the information user To the information user 
Failure/having to repeat a year/ loss of 

degree/job & concomitant financial risk – 
paying back fees if fail 

Academic achievement/recognition, e.g. 
high marks,  high level pass, degree leading to 
job 

Disappointment Personal well-being, sense of achievement, 
impressing family, friends, tutors 

Discredit – linked to professional body Praise/prizes/kudos – being referenced by 
others 

Chance of being ‘found out’ and 
challenged 

Progression in studies & career,  
employability 

Lack of knowledge & high uncertainty Peer placement, ‘top of the class’! 
Leads to wrong decision making Education/lifelong learning 
Public embarrassment, condemnation, e.g. 

climate change data 
Transferability 

 Confidence in (search) strategy 

 
In discussion, situated context was mentioned and the effect this has on the weight-

ing of the risk. The higher the risk, the more effort was invested, the more intensive 
the searching and the greater necessity that the information be trustworthy. Partici-
pants commented how, if they used information well, then people would believe in 
them, i.e. they would be more credible. In the case of an academic member of staff, 
e.g., they hoped that such good use of information would inspire students to go away 
and research for themselves exhibiting similar good use of information. In the case of 
an information provider, the reputation of their organisation was ‘on the line’ and 
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their service was unlikely to be used again by a client who was misled, given misin-
formation or given information that was not well presented.  In both cases participants 
felt that there was a potential reward if they and, by inference, their organisation had 
high credibility in information provision since this would lead to good PR and more 
income (in the form of more students in the case of the academic). 

Choice of information resource may be based, among other factors, on purpose and 
the degree of risk involved. With health information, e.g., there is a high degree of 
risk since it has the potential to benefit/harm a large number of people (Mayer et al 
2[30]). Users seeking such information need a guarantee that websites visited meet a 
minimum quality standard, e.g. that information contained thereon is vouched for by 
suitably qualified professionals (Mayer et al 2[30]).   

Under what circumstances do users feel strongly enough about the quality of in-
formation they access to deem a form of certification, such as some of those identified 
amongst the external cues and used on websites containing medical or health informa-
tion,  desirable? If they do feel strongly, and if librarians are to play a role in this, do 
users have similar respect for information professionals as they do for medical profes-
sionals?  In terms of credibility rating systems, e.g., would users trust digital informa-
tion resources more if librarians or publishers reviewed them and gave them a seal of 
approval? 

In the community consultation workshop members believed that, if a HE library 
subscribed to a resource it could be trusted and if a web page was hosted on an aca-
demic site it was more trustworthy than such a page hosted on an independent site. 
However, they queried who would be held accountable if information provided was 
proved inaccurate or untrustworthy. 

Technically certification is feasible but how desirable is it? It could be advanta-
geous in terms of simplifying and reducing the complexity of information seeking in 
the digital environment. It could negate the need for users to visit numerous web sites 
prior to finding out if the content were suitable for, or accessible to, them; and pre-
sumably organizations would benefit from more standards and codes of conduct being 
adopted more widely with a concomitant improvement in user trust. 

Members of the community consultation workshop believed that certification from 
commercial organizations was questionable since, e.g. it could involve ‘paying the 
subscription and getting the badge’ and wondered how such schemes were policed. 
They felt that information was subjective and difficult to certify and discussed 
whether certification could be done formally by a University or less formally through 
peer reviews whilst still involving the individual seeking the information in cross-
checking to verify information and to build up a layer of trust and confidence. 

5   Concluding Remarks 

From the literature and from the consultation it would appear that there is a limit to 
what can be done by certification and what, ultimately, must be left for human/social 
judgement in relation to authenticity/integrity/provenance of information. Many certi-
fication procedures are basically about trust in identity and identity alone does  
not guarantee that the information provided or warranted by an organization can  
be trusted, since much is dependent on the policies and degree of integrity of the  
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organization. Potential users of information provided by such organizations may still 
need to establish trust in the behaviour of that organization, i.e. entity-centred trust 
(Gil & Artz [34]) as opposed to content trust. The use of certification assists the trans-
ference process of trust building, i.e. you need to trust the ability/integrity/reputation 
of the information provider acting as third party that awards the certification such as a 
librarian, a manager of a digital repository or a publisher before you trust the content 
of the information provided.  If such third parties work in partnership to help users to 
develop skills that enable them to recognize not only external cues such as certifica-
tion but also internal cues about information and how it is presented this should help 
users make informed choices in their use of literature during and beyond their time in 
HE, to avoid risk and to reap the maximum return on their investment. 

In addition to perceived risk and perceived usefulness, the trust model posits that 
ease of use and accessibility play a part in a user’s decision to trust, and use, informa-
tion for their purpose/s. Research [35, 36] has indicated that student users find search 
engines such as Google easier to than some of the federated search systems and por-
tals provided by HE libraries. They similarly find the ‘one-stop shopping’ nature of 
Google as more accessible than the multiple approaches sometimes demanded by 
library portals. In consequence, they may use Google to the exclusion of library sys-
tems and may risk compromising the quality of their search results and concomitantly 
compromising the quality of their work and their originality of thought (Grimes & 
Boening [22]). If students take this surface, utilitarian approach to learning, then there 
is a further risk that they  will fail to engage in behaviours associated with self-
regulated learning and will not develop information literacy skills (Wiley & Goldman 
[37]) that would transfer into the work place. 

The project team now wishes to take the research forward. The community consul-
tancy indicated that the trust model is valid but this validity needs to be tested further 
in follow-up research with HE users. 
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Abstract. The information society depends ever-increasingly on Information 
Security Management Systems (ISMSs), and these systems have become vital 
to SMEs. However, ISMSs must be adapted to SME’s specific characteristics, 
and they must be optimised from the point of view of the resources which are 
necessary to install and maintain them. Furthermore, when installing ISMSs, the 
majority of models have until now been centred on technical and management 
aspects, and the third aspect, which is institutional and is of particular relevance 
to SMEs, has been virtually ignored. In this paper we present the importance  
of the security culture for SMEs, along with our proposal to introduce this  
concept into SMEs in a progressive and sustainable manner. The model is cur-
rently being applied in real cases, thus leading to a constant improvement in its 
application. 

Keywords: ISMS, Security Culture, SME. 

1   Introduction 

Security culture is of great importance when maintaining an ISMS in SMES, but until 
now the majority of models have concentrated on covering technical and management 
aspects, whilst aspects related to social factors have been left to one side [1]. Von 
Solms [2] therefore states that information security should not centre solely upon 
these two orientations (technical and management), but should be completed with a 
third orientation (institutional or security culture). The principal function of each of 
the aforementioned orientations would therefore be: 

• Technical orientation: This deals with the technical direction of information se-
curity through the use of the computing system installations, such as authentica-
tion and access control services. 
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• Management orientation: This came into being when the top management be-
came involved in information security as a result of the evolution of the Internet 
and electronic business activities, along with tasks with which to prepare secu-
rity in information, policies, procedures, and methods, and the designation of a 
person who would be responsible for security. 

• Institutional tendency: This is parallel to the first and second orientations and 
includes the creation of a corporate security culture dealing with regulation, 
certification, measurement and concerns about the human aspect in information 
security. 

The objective of institutionalization is to construct an information security culture in 
such a way that information security becomes a natural aspect of all the organization’s 
employees’ daily activities [2]. Information security culture is developed with the 
intention of controlling the improper use of information by information system users 
[3, 4]. In an information security culture the employees’ behaviour contributes to the 
protection of data, information and knowledge [4], and information security becomes 
a natural part of these employees daily activities [5]. The potential value of an infor-
mation security management culture was demonstrated by Galletta [6], who showed 
that between 20-50% of employees reveal information related to the company or 
make inappropriate use of the information system [7-9]. According to a study carried 
out by Ernst&Young [10], an important advance in the establishment of the security 
culture has taken place in recent year, but much work still remains to be done. 

Many governments have made great efforts to attempt to improve the level of secu-
rity in their companies. The intention of the United Kingdom’s group of information 
security policies (DTI) [11] is, therefore, to assist businesses to effectively manage 
their information security and to provide a set of documents which serve as a starting 
point. The “OCDE guidelines for security in information systems and communica-
tion” [12] describe the need for a greater awareness and understanding of security 
questions and the necessity to develop a “security culture”. 

This paper continues in Section 2, in which the main research proposals focusing 
on security culture are briefly described. Section 3 provides a short introduction to  
our proposal for the progressive introduction of security culture in SMEs. Finally, in 
Section 4 we show our conclusions and future work. 

2   Related Work 

The majority of recent research into information security culture [13-19] stresses that 
a corporative culture that includes a security culture is a transcendent collective phe-
nomenon and can be designed by an organization’s own management. Nosworthy 
[13] puts particular emphasis on the fact that organizational culture plays an important 
role in information security, since it allows the organization to resist changes that 
occur in its system. Although the majority of research works coincide on the impor-
tance of a security culture for ISMSs [13], no clear definition of the concept of “secu-
rity culture” [19], has been provided, and different points of view exist: 

• Siponen [20] states that “information security awareness” is a state in which an 
organization’s users are conscious of their mission in security, which can be  
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divided into two categories: i) application framework (the regulation, certifica-
tion and measurement of institutionalisation activities); and ii) content (human 
aspect). 

• On the other hand [21, 22] suggest the establishment of a training and coopera-
tion culture with the employees, based on a progressive adaptation of the  
organization’s security management and the users’ individual values and  
behaviour. 

• Dhillon [23] has a wide view of the term “security culture”, and defines it as the 
behaviour of an organisation’s users which contributes to the protection of data, 
information and knowledge.  

• Para For Chia [24] information security culture is a fundamental aspect, and this 
work defines a set of dimensions which are important for measuring the infor-
mation security culture’s efficiency: i) the growth in importance of information 
security; ii) long and short term equilibrium, goals, policies, procedures and 
continual improvement processes; iii) cooperation and collaboration; iv) atten-
tion to the objectives of auditing and fulfilment. However, this list has recently 
been criticised by Helokunnas [25], who particularly emphasises the human as-
pects of information security. 

• Straub [26] maintains that in information systems it is almost always assumed 
that a person belongs to a single culture, and therefore proposes the theory of 
social identity which can be used as a basis for research into information secu-
rity culture. Social identity culture suggests that each individual is influenced by 
a multitude of cultures. 

• Dojkovski [27] put forward the idea of constructing an SME oriented ISMS, 
taking the security culture as its central point. This was done by analysing the 
state of SMEs in Australia, and the conclusion was reached that in the last fif-
teen years security risks in Australian SMEs has increased as a result of greater 
access to the Internet, but that the level of information security and awareness in 
SMEs has not maintained a good rhythm and continues to be low. 

• Sneza [28], proposed the construction of an ISMS by taking the development of 
information security culture as its central point, and bearing in mind how people 
think and behave.  This was done by basing the framework on the establishment 
of the security culture on qualitative aspects at the expense of quantitative as-
pects. The framework was defined by carrying out a study on Australian SMEs 
with less than 20 employees [29]. 

• Finally, a report presented by ABS [30] considers security culture to be a key 
aspect of ISMSs, and develops a general framework for information security 
based on eight dimensions. Chia [19] applied these eight dimensions to the areas 
of information security and identified the main information security factors in 
each dimension. 

Although recent studies demonstrate SMEs’ concern with regard to the difficulties 
involved in developing an information security culture [31], the fact is that a security 
culture has a series of additional problems when it is installed in SMEs. According to 
Dojkovski [27] and Hutchinson [32], SMEs are particularly badly affected in the  
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search for an information security culture in comparison to large companies. There 
are various reasons for this: 

• SMEs lack the funds, time and knowledge which are necessary to coordinate in-
formation security, or an efficient manner in which to impose an information se-
curity culture [33, 34].  

• SMEs do not tend to have access to policies or procedures, and information  sys-
tem users’ responsibilities have not been defined [35]. 

• SMEs are more susceptible to national influences, such as changes in legisla-
tion, than large companies [36].  

As a conclusion we should highlight that various security management frameworks 
oriented towards the development of information security culture have been devel-
oped [2, 5, 14, 16, 22, 25, 37-39], but that these tend to be oriented towards large 
organisations. However, according to other research works [27, 40] the frameworks 
for SMEs should be based on a study of their real necessities in order to identify and 
develop a specific framework for them. 

Experts have proposed various conceptual frameworks with which to manage in-
formation security including information security culture on the basis of initiatives 
regarding policy management, awareness, training and education [41, 42]. However, 
these frameworks may be more appropriate for medium-sized and large organisations 
owing to the resources which are necessary. Various frameworks with which to estab-
lish security culture have appeared in recent years and are based on: organizational 
culture and information security culture measurement [5, 15]; shared values [35]: 
information security phases, maturity levels [2]; measures related to the development 
of the individual, group and organisation, which allow deficiencies in security mate-
rial to be discovered [14]; the socio-technological level of information security [43]; 
user moral and ethics-based measures [20]; informal awareness methods [22]; key 
concepts in organisational culture [16]; capacities of personnel [38]; organisational 
learning [39]; and a multifaceted focus [24]. While these frameworks are clearly valu-
able, they centre on fragments of the theoretic field and are not integrated into a com-
plete common framework. What is more, they do not tackle the special requirements 
of SMEs. 

Kuusisto [44] therefore reached the conclusion that no regulation exists which is 
appropriate for managing security in SMEs, and that there is principally a necessity 
for models which are valid and which will permit the security culture in SMEs to be 
increased. 

3   ISC-SME: Installing Security Culture in SMEs 

The main objective of this process is to establish a security culture based on the users 
who will have to work with the company’s information system, and without which the 
users will be unable to access this system. 

During the development of this research we have tested various methods through 
which to establish a security culture in SMEs. The procedure that we have finally 
decided to implement consists of giving employees a series of security-related tests 
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associated with ISMS regulations, with the objective of maintaining and improving 
the company’s security culture without high maintenance costs. 

The principal idea is that the users of the information system will have to obtain a 
“certificate of cultural level”. This certificate could be withdrawn and must be peri-
odically renewed to guarantee that the necessary level of security culture continues to 
be maintained. 

It has been shown that the simplicity and the short amount of time involved in car-
rying out this activity lead to the progressive creation of a security culture in its users. 
The automation of this culture avoids additional maintenance and planning costs, and 
ensures that the security culture remains inherent to the information system itself. 

iSC – Implanted Security Culture
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Fig 1. Schema of ISC process 

En la Fig. 1 shows a detailed schema of the inputs, tasks and outputs of which this 
task consists: 

• Inputs: The inputs are the users’ responses to the test with regard to questions 
about the regulations generated by the system. 

• Tasks: The sub-process consists of a single task concerned with the issuing of 
security certificates. 

• Outputs: The outputs of this sub-process consist of the security culture certifi-
cates, all supposing that five out of a possible ten marks are obtained in the test. 
Otherwise the certificate will not be issued. Any users that fail the test are ad-
vised to study the security manual included in the ISMS, or to attend a security 
management course to increase their knowledge of this subject. 

The objective of the process is to evaluate any user who wishes to access the com-
pany’s information system with regard to his/her knowledge of the ISMS’s regula-
tions, in order to determine whether s/he is suitably prepared to access this system. 

Limiting users’ access until such a time that they are able to demonstrate that they 
have a basic knowledge of how they should behave with the system mitigates the 
risks to which the system is exposed, thus obliging users to progressively increase 
their security culture at a low cost. 
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If the user fails the test s/he must once again study the information regarding the 
ISMS or attend a security management course to attain the level of knowledge re-
quired to access the system. 

This task consists of two different processes: i) Obtaining a security culture cer-
tificate; ii) Renewing the security culture certificate. 

The first time that a user accesses the information system s/he must accept the 
company’s security policy. This guarantees that that the user will read, albeit quickly, 
the company’s policy (thus improving the security culture). The user must then pass 
an initial test consisting of 20 randomly-chosen questions related to the company’s 
ISMS. 

If the user does not correctly answer 50% or more of the questions in the test, 
his/her “security culture” for the company’s information system will be considered to 
be inadequate, and s/he must continue to take the test until a mark of 5 or more is 
achieved. The user cannot access the company’s information system until s/he has 
attained an appropriate level of “security culture”. This guarantees that the culture 
will be efficiently implanted. 

Once the user has passed the test, his/her mark is stored in a register, s/he is given a 
“security culture” certificate, and access is provided to the information system. The 
mark obtained in the initial test is important if the user wishes to maintain the certifi-
cate, since this mark may be modified according to the user’s behaviour when carry-
ing out other tasks in the system. 

The second process of which the “carrying out the security culture test” is com-
posed is the renewal of the security culture (SC) certificate, either because it has ex-
pired or because marks have been lost. 

In order to avoid interference with the users’ day-to-day work, they are notified of 
the certificate’s expiry 1 month before the expiry date comes into effect, thus permit-
ting them to take the appropriate tests at the moment best suited to them during that 
period. The system reminds users of the time remaining to renew the certificate on a 
daily basis. Once the expiry date is reached, if the user has not taken and passed the 
test, then his/her access to the system is blocked until the certificate is renewed. 

Given that the time taken per resource (TpR) is one of the methodology’s principal 
success factors (particularly in SMEs), we have estimated the time needed to install 
the security culture, and have reached the conclusion that the process’ simplicity 
makes it totally acceptable for SMES (it has been estimated that 1 to 2 hours may be 
needed to obtain the initial certificate, consisting of approximately 90 minutes to read 
the security policy and understand the elements of the ISMS, and 30 minutes to take 
and pass the test). The investment of time will only take place initially since, although 
the certificate must be renewed periodically, the security policy only needs to be read 
and passed in the initial step. Experience obtained in the test cases carried out shows 
that information system users consider this to be a reasonable investment of time. 

Finally, it is worth mentioning that those users who ‘saved time’ by not reading the 
security policy had to repeat the tests several times, and eventually spent as much 
time on this as they would have done if they had read the policy. Either of these two 
methods could be considered as correct since both lead to the objective of planting the 
initial seed of “security culture” in the users. 

This simple task signifies that users never lose sight of the importance of keeping 
their level of security culture updated. Likewise, given that the test consists of a  
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random selection of questions regarding the company’s security regulations, the users 
obtain an ever-increasing and intuitive awareness of these regulations at a minimum 
cost. 

However, certain events may lead the marks in the security culture certificate to al-
ter: i) breaches of security regulations; and ii) loss of the security culture certificate as 
a result of having  less than the required amount of points. 

This research has led us to the conclusion that the greater the company’s security 
culture, the greater the number of users who are reported, particularly when these 
reports do not imply serious sanctions against the person reported. 

When a security incident is reported and the person responsible for security con-
siders that this report is justified and therefore approves it, this not only affects the 
company’s global security level, but also the punctuation in the security culture cer-
tificate of the user who has committed the breach of security. Each breach implies the 
loss of one point from the security culture certificate (cSc). These points consist of the 
mark initially obtained in the security culture test, less any points that have been de-
ducted during the certificate’s period of validity for breaches of the company’s regu-
lations. If the loss of points owing to security breaches causes the security culture 
certificate’s marks to drop below 5 points, the certificate is withdrawn from the user, 
along with his/her access to the company’s security information system, until a new 
security certificate is obtained. 

This process serves as a preventative control to make the information system users 
aware of the fact that security breaches have their price. However, the measure is not 
excessive and users do not therefore reject it. This control does not imply a represen-
tative management cost for the company in either time or resources, but supposes an 
important reinforcement through which to establish a correct security culture. 

In conclusion, this activity allows users to obtain a security culture certificate in a 
simple manner, thus facilitating their increase in knowledge of the ISMS and evaluat-
ing their level of knowledge of it. 

4   Conclusions 

This paper shows the importance of the security culture of ISMSs in SMEs, along 
with how the MSM2-SME methodology [45] has been incorporated and the advan-
tages that its use has supposed. 

This simple process fulfils the principals which, according to the OCDE [12], all 
ISMS instalment and maintenance methodologies should follow if they are to have a 
correct information security culture, thus guaranteeing the success of the ISMS in the 
company. 

The characteristics of this process and its orientation towards SMEs have been very 
well received, and its integration into the MSM2-SME methodology has allowed us to 
increase the success rate of the maintenance of ISMSs in SMEs. 

All future improvements to the security culture process will be oriented towards 
reducing non-fulfilment of security management by information system users, 
whilst always respecting the cost of resources and orientation towards the security 
culture. 
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Abstract. Within this contribution a framework of an Enterprise System Learn-
ing Environment (ELSE) is introduced on the basis of an Adaptive Learning 
Cycle. This framework integrates learning into Enterprise Systems, like e.g. 
ERP systems, under the consideration of the underlying business processes. The 
idea of this approach is to track, analyze and categorize the learner’s behavior 
during the learning process based on e.g. case studies, in order to generate more 
individual and adequate learning material and to measure the success or failure 
within the cycle. On the basis of these results the competence-building for 
learners like students, workers, etc. can be improved, in order to gain a higher 
knowledge level and a better understanding of ES in general.  

Keywords: Enterprise System, Higher Education, Enterprise System Learning 
Environment, Adaptive Learning Cycle and Application Usage Mining. 

1   Introduction 

The actual situation in the field higher education is affected by universities with 
high drop-out rates, shoestring resources and increasing pressure of competition. 
Besides, they are fighting with manifold public criticism. Concurrently the change 
from the industry to a knowledge society enhances the relevance of universities as 
knowledge imparting institutions. So investments in education have a high Return 
on Investment. But the increasing amount of students and the enormous costs of this 
education bare the need to more efficiency and effectiveness in teaching. The  
classic lecture without the interaction with students has no cheaper alternative, 
because more interaction causes more effort in time and resources. Individuality 
and attractive learning offers could be only realized, if they compete in economic 
aspects. So, high-quality teaching stands in tension with economic aspects. The  
aim is to receive an increase in productivity of the teaching through the rise of the 
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output (i.e. satisfaction and learning success) under concurrently reduction of the 
input (teaching effort). 

To achieve an acquirement in factual and practical knowledge as well as in specific 
professional comprehensive competencies, a learning progress with interaction be-
tween the instructor and the learner is necessary. But the result is difficult to measure 
and depends much on the input and engagement of the learner. Both, instructor and 
learner have to invest in the teaching process, which makes it important to consider 
the input and output within the learning process. The actual conversion of the degrees 
to the bachelor and master system following the bologna process and the resulting 
demand on competence orientation entail new requirements for the higher education 
system. They contain a change of the objectives in academic teaching from the pri-
mary scientific education to a professional oriented competence-building. This re-
quires new teaching and learning forms to build up competence.  

Basically, academic teaching can be differentiated in three major tasks: the knowl-
edge transfer, the knowledge application, expanding and deepening the knowledge 
revision. The aim should be to utilize the knowledge and to build up problem-solving 
competence. But the initial euphoria about the potentials of pure eLearning disap-
peared [1] and we need methodic foundered instruments of evaluation for specific 
teaching and learning situations to build up this specific competence. 

This contribution introduces an approach for a new learning environment for En-
terprise Systems (ES). The concept focuses on the needs of teaching and learning in 
higher education institutes. After this motivation, a short introduction in ES will be 
given in the next section, followed by essentials in the competence-building theory 
and the Adaptive Learning Cycle. Afterwards an overview about technical learning 
solution is given and explained in detail. The paper closes with the conclusions and a 
future outlook. 

2   Enterprise Systems 

Business Informatics and Business Information Systems deal with the development 
and application of theories, concepts, models, methods and tools for the analysis, 
design, and usage of information systems [2]. ES such as Enterprise Resource Plan-
ning (ERP) systems represent an automated partly system of a comprehensive opera-
tional information system in form of integrated application systems. They support 
nearly all operational business processes and are highly complex. Higher education 
institutes, like universities or universities of applied science, can not ignore the need 
to teach these well know application and information systems. Though, interferences 
and complexity of the different perspectives in computer science, business economics 
and the technology aspects make teaching and learning quite difficult in this field. 
Students need to be taught on practically approved systems to develop their own prac-
tical experience besides the theoretical lectures. Therefore ES offer the capability for 
future pedagogic innovation within higher education, which results from the possibili-
ties in illustration, visualization and simulation of business and decision-making proc-
esses to students [3].  
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The main goal of using ES, such as e.g. ERP systems, Business Intelligence, etc., 
in higher education is to prepare the students for real work life and to give them prac-
tical experience in the application of these technologies. Although many studies have 
shown that graduates with experience with ERP systems have better chances on the 
job market [4], [5], [6]. Hence, it is not a question anymore, that skills and knowledge 
in the development and application of ES are highly recommended and a component 
of a modern academic education. But especially [6] has shown in his study, that the 
successful integration of ERP systems in the actual teaching is not that easy and re-
quires a detailed planning. The different needs of instructor and learner have to be 
considered as well as the business process context within the systems to achieve a 
progress in learning. 

3   Competence-Building and Adaptive Learning Cycle 

Learning theories are scientific theories that are needed to clarify, which conditions 
and which reasons effect the learning processes. Teaching theories include common 
didactic models, but also the more technological discipline of instructional designs. 
All in all there are three big approaches for explaining teaching and learning: the 
behaviorism, the cognitivism and the constructivism. With the constructivist approach 
a fundamental subject-related perspective on learning and teaching entered the whole 
discussion since the 1980s. The constructivist approach of learning and teaching ema-
nates from the primacy of construction. Learners are considered as self-directed and 
self-organized creators of knowledge [7]. With this perspective finally the learner is 
the centre of theory building: learners, who construct self-directed their own world 
and their knowledge about the world. 

3.1   Competence-Building 

The constructivist learning paradigm leads to shifted roles of teachers/lecturers and 
learners. Lecturers create learning situations together with learners. That means i.e. 
that learners can follow up their own action objectives, learners take the responsibility 
for their thinking, knowledge and acting and options to design learning environments 
should be offered to learners [8]. Following those suggestions for creating learning 
environments, learners will acquire and develop professional competence. In this 
context of higher education, professional competence means a constructive bundling 
of single competences, that people need to cope with specific job-specifications [9] 
and leads to a competence model – based on the previously presented learning theory. 

In our understanding six competence dimensions constitute professional compe-
tence. They are related in a circular connection [9], [10], [11]. Due to that circular 
structure, it is not possible to promote only a single competence, professional compe-
tence can only be developed as a whole (see Figure 1). The main components of pro-
fessional competence are the knowledge-competence (know-that), the creative-
competence and the social-competence. The methodical-competence (know-how), the 
moral-ethical-competence and the abstraction-competence bring in bridging func-
tions: they connect the three components and create the circular structure of the 
model. 
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Fig. 1. Model of Professional Competence [9] 

First of all, professional competence means to have knowledge-competence. It in-
cludes task-, organization-, process- and workplace-related knowledge [12]. Employ-
ees develop their individual knowledge-competence by gaining new experiences and 
connecting them with previous experiences. This cognitive process of construction is 
marked by individual percipience and experiencing [13]. Another important core 
competence is the creative-competence: it describes the transformation of own ideas 
and concepts in order to deal with job-specific tasks and issues in business [14]. An 
essential pre-condition for vocational creating is that employees get an appropriate 
scope for following up their own ideas. The social-competence represents the skills 
for a situation-adequate interaction with other people and is expressed in the capacity 
for teamwork, the ability to cooperate, professional communicative skills and also the 
ability to solve conflicts [15].  

The methodical-competence (know-how) bridges the knowledge-competence with 
the creative-competence in the circular model of professional competence. Methodi-
cal-competence enables the strategically planned and task-oriented transformation of 
existing knowledge, behavior patterns and skills when diverse tasks and problems 
have to be managed [16]. Through the connection of the creative-competence with the 
social-competence, the moral-ethical-competence is generated: it is regularly de-
manded in social contexts when there is a need to solve a problem conjointly. Many 
companies declare code of conducts that are based on ethical values such as equity, 
solidarity, responsibility and fairness. Those values offer a normative orientation for 
employees and they help them to create convincing proposals that make sense for all 
involved individuals [17]. Finally, the abstraction-competence is a result of bridging 
social competence with knowledge-competence: firstly, it is expressed as the ability 
to generalize (abstract) the own knowledge and the own experience in a way that 
other people can understand it. For the development of professional competence ade-
quate concepts for teaching and learning have to be offered and need to be applied to 
the higher education environment. 

3.2   Adaptive Learning Cycle  

Today’s learning material does not respond to different education levels of the stu-
dents and their fields of study. Some students are studying economics, some others 
computer science, e.g. Thus, the learning groups are often very heterogenous  
from different point of views and there are still problems occurring from missing 
background information as well as the differences in the domain knowledge of the 
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learners. Following the constructivist learning paradigm, the focus is on the learner 
itself. The orientation on the individual replaces the principle of orientation on the 
participants, which concentrates on bringing participants into the institution of adult 
and continuing education. This development is resulting from the fact that traditional 
educational systems are not considering the learner’s needs. By orienting on the 
learner and his behavior, the learning process has a higher degree of individualization. 
This results in a higher self-organization and a more independent learner. 

In the following section we present our technical oriented approach to improve the 
learning progress in the educational area. The aim is provide a technical solution and 
consider the personal learning process and progress to improve learning material and 
teaching methods. It is a new method to give learners and teachers a feedback about 
the individual problems of the learning group within the material and the tasks itself 
to enhance the education in the field of ES in Higher Education. This learner-oriented 
view assumes that an improved learning environment is based on the individual and 
his or her specific qualification [18]. In our approach we focus on an Adaptive Learn-
ing Cycle (ALC) where exercises and tasks are adapted to the individual state of the 
learner (see Figure 2). 

 
Fig. 2. Adaptive Learning Cycle [18] 

The ALC is subdivided into four areas: Initially, it starts with the tracking of the 
learner’s behavior, while he is performing a specific task or transaction in the system. 
On the basis of this information, it is possible to analyze the learner’s behavior and 
derive some detailed information about the knowledge level, strengths and weak-
nesses or general information about the learner and his familiarity with the system. 
This leads to a categorization of the learner as a result of the analyzing phase. De-
pending on the assigned category, the learning material can be modified by an advis-
ing entity (a lecturer e.g.) and presented to the learner. The effectiveness of this new 
advisement can also be measured by our approach. More precisely, the success of the 
new modified learning material, which was presented to the learner, can be analyzed 
via a second run through our ALC. If applicable, a new categorization of the learner 
can be made. The concrete functionality will be described within the framework of 
the Enterprise System Learning Environment. 
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4   Enterprise System Learning Environment 

The ESLE framework, which is shown in Figure 3, consists of different layers. After a 
short introduction of each part of the framework, every single layer will be described 
in more detail in the following subsections. The basis of the ESLE framework is the 
ES with the underlying business processes. In our context, this ES with the corre-
sponding business processes is the main objective the user needs to understand. 
Therefore, the behavior of each user can be tracked by the tracking component of the 
ESLE. As described in the ALC, this tracking can be carried out during the daily work 
integrated into a workplace, during a training course or in a curricular environment 
for example.  

 

Fig. 3. ESLE Framework 

In the next step, the ESLE can analyze the tracking information which was re-
corded before and find out specific patterns according to the knowledge level of the 
performing user. In this part different mining technologies, like Application Usage 
Mining (AUM) or Educational Data Mining (EDM), come into operation [19], [20]. 
These technologies are described in section 4.2. The analysis leads to a categorization, 
where different users can be divided into groups. This categorization can be done on 
the basis of variable characteristics, like knowledge level, systems familiarity or de-
gree of target achievement, e.g. As a result of the categorization phase, the learning 
material for each user will be modified according to their individual state. The learn-
ing material itself has a major impact on the learning process. The learning process 
bears resemblance to the underlying business process.  

The success of the generation of different learning materials can also be measured 
by the ESLE, because iterations within the learning process are tracked and analyzed 
as well. The visualization of the learning material and the ES itself are shown to the 
user via the ELSE GUI, which combines the interface of the ES with the learning 
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material the user has to work with. The graphical user interface matches the regular 
user interface of the ES with the learning material which is presented to the learner. 
As already introduced in the first sections, the learning environment should be as 
much workplace-integrated as possible. Therefore the learning material can be pre-
sented directly in the ES, in order to give the learner a realtime problem solution. 

4.1   Business Processes and Enterprise Systems  

The main objective of our research is the improvement of the competence-building 
for ES in the field of higher education. ES in form of business information systems 
are getting more and more complex, whereby the handling those systems requires an 
improved knowledge of the interacting users. Furthermore, integrated ES affect dif-
ferent divisions of an enterprise, which also leads to a rising complexity. Most of the 
business processes of today’s enterprises are realized within ES, like ERP systems for 
example. Finally, every user needs to understand the underlying business logic which 
is supported by the system.  

In the introduced ESLE framework (see Figure 3), this business logic in form of 
business process is the basis for the creation of learning material. Therefore we define 
the business processes as the main objective in the learning process and as the do-
main, which needs to be understood by the learner. Within the considered ES the user, 
which is also the learner in our case, leaves traces in form of entries in specific log-
files, which are provided by the most of the ES by default. In a SAP ERP system for 
example, we have a huge amount of transaction data recorded by the system during 
the regular use. This transaction data can be used for the generation of behavior pat-
terns and the visualization of knowledge levels of different users within the ELSE. It 
builds up the interface between ES and ESLE.  

4.2   Tracking, Analyzing and Categorizing in ELSE 

The tracking of the learner’s behavior is the initial phase of the ALC, which was in-
troduced in section 3.2, and the first step the ESLE is performing as a subcomponent. 
Here, the learner is performing a specific task according to his exercise in the system. 
It is important that the learner acts in his working environment in order to maintain a 
familiar working and also learning atmosphere. Regarding the technique of tracking 
the learner’s interaction with the system, there are a lot of possibilities existing. The 
already mentioned and most obvious solution is the logging of transaction data via 
trace-files and protocols. Most systems already deliver this possibility more or less. In 
a SAP ERP system for example, a huge amount of data is collected while the system 
is used. In so called user-trace-files detailed information (e.g. name of the performing 
user, transaction codes, input values, time duration, etc.) about the performed interac-
tion between the user and the system is stored. This allows us to deduce detailed in-
formation concerning the learner’s behavior. Kassem uses this technique in his Appli-
cation Usage Mining (AUM)-approach [19]. In his work, he achieves an optimization 
of business processes on the basis of the described tracking information. Hence, his 
focus is on the identification of unused business processes in an enterprise system in 
order to optimize them. 
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The biggest challenge is, to find out the individual state of each learner in order to 
categorize these types for a most effective learner support. Therefore we have the 
tracking information from the previous step, which has to be analyzed in this follow-
ing step. The superior aim of the analyzing phase within the ESLE is to find out 
meaningful information about the knowledge level of the learner. In this part we can 
benefit from a widespread experience in mining techniques, which will be introduced 
in the following more in detail.  

Data Mining is the major discipline for generating information or detecting pat-
terns in a huge amount of unstructured and raw data [21]. The use of this information 
is depending on the domain in which the information is needed. Data Mining is the 
basis of all mining technologies, but in the field of Higher Education we have to take 
different specific mining technologies into account. Process Mining is one specific 
area of Data Mining and aims on process knowledge in general. Therefore, Process 
Mining extracts data, which describes the execution of processes in order to store, 
transfer and reuse the process knowledge in form of models or schemas [22]. A very 
close related technique to Process Mining is the method of Workflow Mining. It is 
used to control, optimize, execute and monitor business processes. As an example, 
enterprises often run different business processes which are not really needed in prac-
tice. Via Workflow Mining these processes can be identified and displace or changed. 
In contrast to this, some other business processes which are used very frequently can 
also be identified with Workflow Mining and optimized later on [23]. All these proc-
esses can be identified from transaction data or event logs of an enterprise software 
system in order to generate the described effects. An approach which aims on the 
identification and optimization of business process in an enterprise is the already 
mentioned AUM-approach by Kassem.  

Data, Process and Workflow Mining are not directly addressed to the field of ana-
lyzing the knowledge level of a learner. They can only help with the identification of 
patterns in unstructured data belonging to different application areas. Therefore, we 
have to take other approaches into account. One idea, which deals with educational 
data, is the Educational Data Mining (EDM). It is used to convert raw data from edu-
cational systems like interactive learning environments, computer-supported collabo-
rative learning or administrative data from schools and universities, to meaningful 
information to better understand the learner. This emerging discipline is primarily 
used by educational software developers, learners, teachers, parents and other educa-
tional researchers [20]. For the learner categorization, as the third step in our ALC 
and the last subcomponent of the ESLE framework, the usage of different mining 
techniques is not sufficient enough. The challenge for the categorization is to integrate 
the intended learning target of the actual task the learner performs in the system into 
the applied mining technique, like EDM for example. 

4.3   Learning Processes and Learning Material  

The result of the categorization phase will affect the future learning material which is 
presented to the learner. Because of the adaptive individuality of our approach, the 
learning material is specific to each learner. According to the category the learner has 
been classified before, the following tasks are more or less difficult then the task as-
signed before. Especially in this phase of the ALC the advising entity, like a supervi-
sor or teacher, can influence the assignment of tasks. For example, if the majority of 
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learners were categorized on a very low knowledge level, the teacher has to rethink 
the initial situation. Furthermore, the way how the learning material is presented can 
be influenced by the teacher as well. The adequacy of the presented learning material 
or future tasks can be measured in the following analysis within the ALC of the state 
of the learners. If the learning material was adequate, the next categorization will 
provide information of a successful knowledge increase. 

Learning processes are the basis for the generation of learning material. It needs to 
be defined, which aim a specific exercise has and if it fits into the learning process the 
learner is following in the moment. In section 4.1 we underlined the importance of the 
understanding of the underlying business processes. The business processes are linked 
very close to the learning processes. The similarities and differences between learning 
processes and business processes are part several other scientific investigations [24]. 

5   Conclusions and Future Work 

After a short reflection of the actual situation in the field of higher education insti-
tutes, we found out that there are new needs for teaching and learning and new  
requirements for the higher education system at all. A professional oriented compe-
tence-building is one of the major challenges universities and universities of applied 
sciences are facing today. On this problem, we introduced the Adaptive Learning 
Cycle, which describes the concept of our idea and contains an approach how exer-
cises and tasks are adapted to the individual state of the learner. On this basis the 
ELSE framework gives an overview about the different components we are using in 
our approach. In a next step these components need be defined in a more detailed way 
in order to determine concrete requirements for a reference architecture and the first 
prototypical implementation of this approach. Finally, the ESLE needs to be evaluated 
in a curriculum of a university for example, to measure the potential in comparison 
with other existing approaches like e.g. case studies. 
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Abstract. This paper describes an investigation of the use of Microsoft Share-
Point in UK higher education institutions (HEIs). The study was funded by 
Eduserv, and conducted by Northumbria University in 2009. It aimed to dis-
cover how SharePoint was used, the views of stakeholders and any lessons 
learnt. The study comprised: a literature review; a telephone survey of IT  
Directors/Managers in 40 HEIs; an online survey with responses from 47 HEIs; 
an online community consultation; three detailed case studies; a public event. 
The study found that most UK HEIs were using SharePoint to some extent.  
Aspects of the SharePoint implementations - procurement, implementation ap-
proaches, drivers, critical success factors, use in teaching and learning and  
research, and barriers - are described. The conclusions look to the future  
of SharePoint use in UK HEIs as the 2010 version of the product becomes 
available. The transferability of the findings to other sectors is discussed. 

Keywords: SharePoint, implementation, higher education sector, United  
Kingdom. 

1   Introduction 

Interest in Microsoft SharePoint solutions is growing within UK higher education 
(HE) and the wider public sector. In 2009 Eduserv, under their Research Programme, 
funded a study into the use of SharePoint by Higher Education Institutions (HEIs). 
Eduserv’s aims were: 

• to improve HEIs’ understanding about the level and nature of interest in 
SharePoint and whether it is justified in terms of accepted good practice 

• to enhance Eduserv’s understanding about the uptake and usage of Share-
Point solutions in the UK HE community and influence their 2-3 year 
plans for service provision in line with their charitable mission. 

Eduserv is a not-for-profit organization dedicated to the development and delivery of 
technology solutions for the public sector. The study was undertaken by Northumbria 
University using a team of internal and external staff. 
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With SharePoint 2007, Microsoft launched onto the market an extremely versatile 
and wide ranging product that can be used for: 

• hosting and managing websites, intranets and portals  
• providing collaboration sites for teams and groups to share information, 

news, and resources  
• document management  
• provision of some social computing capabilities 
• process improvements through the implementation of workflows  
• drawing in data from other organizational systems for use within the Share-

Point environment  
• a development platform within which applications can be written. 

Since its launch in November 2006, SharePoint 2007 has seen a growing uptake in 
most sectors, including HE, in the UK and internationally. The reasons for its rapid 
growth can be ascribed to: (i) the flexibility that it gives teams to configure their own 
working environment. The more corporate-centric ECM (Enterprise Content Man-
agement) and EDRM (Electronic Document and Records Management) systems have 
largely failed to catch on in HE and SharePoint seems to provide an alternative that is 
more acceptable to local teams; (ii) the selling power of Microsoft, which already 
enjoys good relations with many IT departments; and (iii) its integration with Micro-
soft Office and Outlook (particularly Office 2007). 

The versatility and flexibility of SharePoint give rise to its two main weaknesses. 
First, SharePoint is often described as 'a jack of all trades and master of none'. Unlike 
many other ECM systems SharePoint is not a modular system, e.g. if an organization 
purchases SharePoint for its intranet it finds that it has all of the other capabilities of 
SharePoint available to it. As a result some organizations use SharePoint 'because we 
have it' rather than because it is necessarily fit for the particular purpose. Secondly, 
SharePoint implementations are hard to govern. 'SharePoint sprawl' (the unfettered 
expansion of team sites and sub-sites) is an acknowledged phenomenon, and the records 
management features of the product are both weak and very difficult to implement. 

The opportunities for the UK HE sector stem from: (i) a large user base using one 
product. These opportunities include sharing of best practice, specific tools and 
SharePoint ‘web parts’; and (ii) influence on the market place. 

The threats stem from: (i) the risk of lock-in to one vendor. This is acute with 
SharePoint 2007, which only runs on a Microsoft stack (Windows and SQL server); 
and (ii) damage to existing, more specialist, systems, such as line of business systems 
and Virtual Learning Environments (VLEs). 

2   Project Methodology 

The study was undertaken by Northumbria University over the summer and autumn 
of 2009, using a team of internal and external staff. The study’s methodology was 
qualitative, comprising: a literature review, a telephone survey, an online survey, an 
online community consultation, three detailed case studies and a public event. 

An initial review of selected current literature on SharePoint in the HE sector: Be-
cause SharePoint 2007 is a relatively recent phenomenon and a proprietary product, 
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little has been published in peer-reviewed academic literature. This was established 
through searches of relevant information and education databases (i.e. LISA, ERIC 
and the British Education Index) and a journal contents page search (via Zetoc).To 
ensure coverage of current information, searches were also conducted during July and 
August 2009 on the websites of HEIs and on the web using Google. The review was 
largely confined to the UK HEI sector, although some examples from overseas (US 
and the Netherlands) were included. 

A telephone survey of a purposively selected sample of UK HEI IT Direc-
tors/Managers: 40 HEIs were interviewed between August and October 2009; this 
represented approximately 25% of the UK HEI population and reasonably matched 
the population in terms of type of HEI and geographical location. 

An online survey targeted at IT Directors and SharePoint Project Managers: An 
online survey was made available via SurveyMonkey and advertised through listservs. 
It was conducted in the last two weeks of October 2009. Informed by the telephone 
survey, this survey obtained further information on the scale and nature of HEI 
SharePoint use. 51 responses were received from 47 different HEIs. 

An online community consultation with a wider range of stakeholders in HEIs: A 
brief questionnaire was made available via the project website and advertised through 
a wide range of listservs: response was via email. The aim was to enable professional 
groups, institutions, vendors and individuals with an interest in SharePoint in the UK 
HE sector to express their views on its impact and on what the sector needs to do to 
maximize the opportunities it offers and to minimize any risks. The consultation was 
widely publicized and open from 21 October to 9 November 2009; seven responses 
were received. 

Detailed case studies of the use and potential future use of SharePoint in three 
HEIs: Face-to-face interviews were held with small numbers of staff in different roles.  

A public event: The meeting, ‘Use of Microsoft SharePoint in UK Higher Educa-
tion Institutions’, was held in London on 25 November 2009. The presentations com-
prised interim findings from the project and case studies from a number of HEIs who 
had experience of implementing SharePoint. About 100 people attended the event. 

3   Project Findings 

The detailed findings from the study can be found on the project website at 
http://www.northumbria.ac.uk/sharepoint_study. A summary is provided here under 
key headings: literature review; uptake; procurement; implementation approaches; 
drivers; critical success factors; role in teaching and learning; role in research; barriers. 

3.1   Literature Review - Sample of References Found 

Because SharePoint 2007 is a relatively recent phenomenon and a proprietary product, 
little has been published in the peer-reviewed academic literature. The material that we 
found comprised information on websites and blog posts. These described how people 
were using, or planning to use, SharePoint or gave individuals’ views on the pros and 
cons of SharePoint. A sample of the items found is given in the References section [1-
24]. This review found that SharePoint has spread rapidly in HE and has been put to a 
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wide variety of uses. Implementations range from team sites supporting team collabo-
ration (the most common use), to specific functions (e.g. teaching and learning), to 
portals for staff and/or students to access key resources from one place 

In most of these implementations SharePoint use is the decision of teams or de-
partments. This makes an interesting contrast with the standard implementation 
method for ECM systems and EDRMS, where top-down decisions designate which 
parts of the organization will receive the system. 

3.2   Uptake of SharePoint 2007 within the UK HE Sector 

The study suggests that most UK HEIs are using SharePoint to some extent. In the 
telephone survey of 40 UK HEIs, 78% said that they were making some use of 
SharePoint. A further 47 UK HEIs completed an online survey and 61% said that they 
were making some use of SharePoint. Dominic Watts, UK HE Business Manager at 
Microsoft, estimated that, 80% of UK HEIs were using SharePoint in some form at 
the time of the study (Personal communication, 11 September 2009). However, it 
should be noted that this use is not always across the whole HEI but might be focused 
in one part of the organization or for one specific purpose, and an HEI might have one 
or multiple SharePoint implementations. 

SharePoint’s rise in use over a few years is noteworthy given the relative lack of 
success of other ECM systems in HE. Whereas the other big vendors of proprietary 
ECM systems (IBM, Oracle, Open Text, EMC etc.) all have HE customers, none of 
them has established any dominance in the sector. The majority of HEIs in the study 
were not using a proprietary ECM system before SharePoint 2007 appeared. 

The uptake of SharePoint 2007 in UK HEIs could be related to several factors, e.g.: 

• SharePoint is easier to procure than most of its ECM system competitors 
• SharePoint 2007 is versatile 
• SharePoint 2007 devolves power to teams and end-users  
• SharePoint 2007 is a platform with a large ecosystem around it. 

3.3   The Procurement of SharePoint by UK HEIs 

Most of the HEIs surveyed had procured SharePoint licenses though their Microsoft 
Campus Agreement. The Microsoft Campus Agreement allows an HEI to: (i) choose 
which Microsoft software (both client and server software) it wishes to use; and (ii) 
designate how many users, devices or servers it wishes to be able to use or run that 
software. Microsoft prices the campus agreement according to the numbers of us-
ers/servers/devices that will use or run the chosen software. Most HEIs in the study 
have included the Client Access Licences (CALs) for SharePoint 2007 in their cam-
pus agreement.   

This should not be taken to imply that SharePoint 2007 is free for universities. The 
CAL licenses staff and students to use SharePoint, but in most cases HEIs still need to 
pay for additional facilities and services as well as development and project costs. The 
complexity of SharePoint 2007 can require complex development/configuration, often 
requiring the use of external consultants. Nevertheless SharePoint is still perceived as 
being a low cost solution in comparison to other proprietary ECM systems. 
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3.4   Implementation Approaches 

Two broad types of approach to implementing SharePoint within UK HEIs were ob-
served in the study, which can be characterized as the organic, bottom-up approach 
and the corporate, top-down approach. 

The organic, bottom-up approach typically comprises the provision of collabora-
tive team sites for local work groups. A part of the organization starts using or provid-
ing SharePoint team sites and the implementation grows organically over a period of 
time. The main strength of the organic approach is that, because it is focused on pro-
viding sites where teams need and want them, there is generally high user acceptance 
and adoption. However, it can result in 'SharePoint sprawl'. The main challenge for 
the organic approach is the issue of scalability.  

The corporate, top-down approach typically comprises the use of SharePoint as an 
intranet and/or a portal, though most of these projects also involve (or envisage) the 
provision of collaborative team sites for local work groups. Institutions taking a cor-
porate approach choose to implement SharePoint for a specific purpose or purposes as 
a corporate project with dedicated corporate resources. The corporate approach starts 
with bigger ambitions and more resources than the organic approach. With this ap-
proach HEIs are able to begin with the infrastructure and support arrangements that 
they need in order to sustain the implementation on an institution-wide scale. Corpo-
rate approaches are more likely to need customization than organic approaches. The 
main challenge with the corporate approach is that institutions that have no prior ex-
perience with SharePoint are launching with very demanding projects. SharePoint 
2007 is not an easy product to install and configure, and the learning curve is very 
steep. 

3.5   Drivers Behind SharePoint Implementations 

SharePoint is a system with a wide variety of functionality that can be put to a wide 
variety of different uses. The SharePoint implementations explored in this study vary 
widely in their scale and scope. However, it is possible to identify a relatively small 
list of drivers behind the implementation of SharePoint within HE: to improve ser-
vices/systems/management; collaboration; the SharePoint product itself; and user 
demand. Improvements of services/systems/management are too many and too spe-
cific to list here but some examples are automating cross institution processes, replac-
ing networked/shared drives or public folders, centralization, web-based services, 
personalization, a point solution. SharePoint is primarily seen as a collaborative tool, 
and collaboration can be needed across-schools/departments, with colleagues outside 
the institution, and for document management. SharePoint is seen as a stable, long 
term product providing required functionality and fitting in with an existing Microsoft 
environment. User demand could come from existing small scale implementations 
requiring scaling up to corporate-wide coverage, or from knowledge of implementa-
tions in other organizations. 

3.6   Critical Success Factors for SharePoint Implementations 

Critical success factors (CSFs) apply to organizations adopting a corporate approach 
to SharePoint implementation or to any implementation that needs to be sustainable 
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and scalable. The main CSFs that emerged were: a clear focus; a clear relationship 
between SharePoint and other systems; governance arrangements; managing customi-
zations; training and advice. SharePoint has such a wide functionality scope and can 
be put to so many different uses, that an organization needs to identify and focus on 
what aspects it wants to implement. SharePoint functionality will duplicate that of 
other HEI systems so SharePoint’s scope and relationship to these other systems 
needs to be clarified. To prevent SharePoint sprawl governance arrangements need to 
be established, e.g. planning SharePoint’s technical and information architectures; 
managing and controlling the provision of new collaborative team sites. Most Share-
Point implementations will need customizations. These need to be identified and 
managed and the necessary skills obtained, possibly by the use of external consultants 
in the short term, but by training of in house staff for the long term. As SharePoint is a 
complex system, end users need training and advice to enable them to make best use 
of the system. This can be a challenge for organic implementations, where the HEI 
does not know in advance who is going to become a SharePoint user. 

3.7   SharePoint and Teaching and Learning 

The vast majority of UK HEIs already have a VLE, which in effect acts as a content 
management system for teaching and learning content. VLEs enable HEIs to provide 
students with access to learning materials, news and information relating to their 
courses. The market for VLEs in the United Kingdom is dominated by two systems: 
Blackboard (a commercially licensed system) and Moodle (an open source system). 
Microsoft would like SharePoint to be perceived and used as a VLE, but in terms of 
market share it is a long way behind the two leaders in the VLE market. Only two 
examples of HEIs deploying SharePoint as their institutional VLE were identified 
during the study. However, SharePoint is being used in teaching and learning, but 
generally for specific purposes for which the institutional VLE is not so suited. One 
HEI that offers custom MBA courses for external clients uses SharePoint to provide 
each client with a customized learning environment accessible through the client’s 
website. Another HEI uses SharePoint when students are doing a group project or a 
group presentation. 

3.8   SharePoint and Research 

The market for systems to support the research activities of HEIs is much smaller, less 
homogenous and not as mature as the market for VLEs. The demands of a HEI in 
relation to research are many and various, the nature of research projects is much 
more diverse (scientific data, text, audio, performance etc) than the nature of taught 
courses. It is hard to conceive of research needs being satisfied by one package; in-
deed there is no dominant provider of research support systems within HE. 

However, some of the HEIs in the study were using SharePoint to support research 
projects, particularly for collaboration with external partners. The largest scale at-
tempt was found at Oxford University who are defining a template SharePoint team 
site for research teams to use for their research projects. Cranfield University, one of 
the case study HEIs, were gathering requirements for a research information system to 
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help them assess themselves for the REF, the next UK research quality assessment 
exercise. 

3.9   Barriers to Adopting SharePoint in Higher Education 

There are various barriers to adopting SharePoint in the UK higher education sector: 
technical, people and organizational. 

Examples of SharePoint functionality and technical features that act as barriers are: 
SharePoint is a complex product with a complex architecture. It is not particularly 
usable ‘out-of-the-box’ and requires complex development/configuration to reduce 
the product scope. SharePoint 2007 only works under the Microsoft environment 
causing incompatibility problems with the other systems and products used by HEIs. 

Examples of organizational factors that act as barriers are: the difficulty of balanc-
ing demand for SharePoint versus control of the implementation. SharePoint sprawl 
can be a serious problem if the organic approach is adopted. If a centralized, con-
trolled approach is adopted it can place enormous demands on the governance struc-
ture. The additional resources and costs for SharePoint implementation - development 
costs, costs of consultants, investment in staff training - can be high. 

Examples of people factors that act as barriers are: the skills needed for configuring 
and implementing SharePoint which are often lacking in HEI IT staff so consultants 
with such expertise may need to be employed. SharePoint is not simple to use so end-
users will need training.  

Some HEIs had doubts about the feasibility of deploying SharePoint across the 
whole of the organization. In theory SharePoint is an information system that crosses 
the divide and spans both the administrative and academic functions. In practice 
SharePoint was found to have been stronger within the administrative functions than 
academic functions. 

4   Conclusions 

This article has presented a sector survey/view of the use of SharePoint. The aim of 
the survey was to discover how SharePoint was used in UK HEIs, and obtain the 
views of the stakeholders involved and the lessons learnt they had learnt. The study 
discerned two distinct types of SharePoint implementation in UK HEIs: (i) organic, 
bottom up implementations which started small and evolved over time without a pre-
existing strategy or plan; and (ii) corporate, top down implementations setting out to 
achieve specific objectives. The two approaches have different advantages and chal-
lenges. The implementations observed had a relatively small list of drivers: to im-
prove services/systems/management; collaboration; the SharePoint product itself; and 
user demand. A number of critical success factors for SharePoint implementations 
were identified: a clear focus; a clear relationship between SharePoint and other  
systems; governance arrangements; managing customizations; training and advice. 
Lessons learned were: the need to be aware of the amount of initial customisation 
required; the importance of using external consultants in the right way i.e. working 
alongside them, so that HEI staff can learn the skills; the importance of user education 
as there is often more than one way to do something in SharePoint.  
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Though the study was sector specific, many of its findings are transferrable to other 
sectors in the public, private and not for profit domains. There seems no reason to 
think that large organizations, particularly those where parts of the organization or 
individuals have some freedom of action to initiate bottom up implementations, 
would not be able to benefit from the lessons learnt in the UK HE sector. The details 
of specific use, particularly in the areas core to HE – teaching and learning and re-
search – would not be so widely transferrable but could be transferrable to HE sectors 
in other countries. 

The research was conducted in the summer and autumn of 2009. Looking ahead to 
2010 and beyond the following trends in the UK HE sector can be anticipated. 

Beginnings of the adoption of SharePoint 2010. SharePoint 2010 was launched in 
May 2010, though it may well be 2011 before it starts to have an impact in HE. 
SharePoint 2010 has many improvements over the 2007 version, e.g. improved work-
flow, enhanced business intelligence tools, ‘in-place’ records management, sophisti-
cated search, more social computing functionality. However, a number of the more 
advanced capabilities are only found in the Enterprise version. 

Slow inroads into the teaching and learning function. There is no prospect, in the 
near future, of SharePoint challenging the market leaders for institutional VLEs. Cur-
rently SharePoint seems to be being used at the margins of teaching and learning, 
filling in for areas where VLEs are weaker. It has a long way to go before it is any-
thing more than marginal to teaching and learning.  

Increase in the average size of SharePoint implementations. When the study was 
conducted many of the implementations examined were at an early stage. The boom 
in SharePoint use came in 2008 and 2009 as HEIs started to pick up on SharePoint 
2007. We will see the maturation of many implementations which are currently less 
than one year old. This is likely to bring with it some governance challenges (for 
example ‘SharePoint sprawl’) which are not apparent when implementations are 
smaller. It will also increase the percentage of staff and students in HE familiar with 
SharePoint as a working environment. 

Competition from Google Apps for the collaboration space. It seems that the most 
likely form of new competition in the collaboration space will be Google Apps which 
offers significantly less functionality, but operates on a web hosted subscription 
model (as well as offering a free basic version) which may appeal to HEIs that want 
to avoid the complexities of the configuration and management of SharePoint.   

Formation of at least one UK HE SharePoint User Group. It is surprising that there is 
a lack of UK HE SharePoint user groups. There are two JISCmail groups (SharePoint-
Scotland and YH-SharePoint) but traffic on these two lists is low. The formation of one 
or more active SharePoint user groups would seem to be essential given the high level 
of take up in the sector, the complexity of the product, the customization and configura-
tion challenges it poses, and the range of uses to which it can be put. Such a user group, 
or groups, could: support the sharing of knowledge across the sector; provide the sector 
with a voice in relation to both Microsoft and to vendors within the ecosystem around 
SharePoint; enable the sector to explore the implications of Microsoft’s increasing 
dominance within higher education, as domination of the collaboration space is added to 
its domination of operating systems, e-mail servers, and office software. 
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Abstract. The use of P2P applications in universities has been mainly focused 
on questions related to file sharing and copyright violation, and little attention 
has been given to the development of secured and authenticated P2P applica-
tions, specially conceived to academic environments. In this paper, we describe 
Bumerang, an authenticated campus P2P network, which despite technological 
quality and top level institutional commitment, didn’t reach critical mass of  
users, failing at the individual adoption level. To understand the factors that 
contributed for this result, we make a retrospective analysis of the process of 
conception and diffusion including results from the network activity. We con-
clude that we must reinforce their perceived utility, deal with the security con-
cerns with new approaches and stay away from using the P2P term. 

Keywords: peer-to-peer file sharing; authenticated peer-to-peer networks in 
academic environments; technology adoption; UTAUT; case study. 

1   Introduction 

The core characteristic of the Peer-to-Peer (P2P) technology is the possibility of shar-
ing digital resources – digital contents, processing power, bandwidth and storage – in 
a free and equal way, amongst the members of a community (peers) in a self-
regulated way [1]. 

Although this technology demonstrated its potential in business and project do-
mains with global impact [2] and maintains a high presence in the global Internet 
traffic [3], there are still few application domains that have exploited it on a large 
scale [4]. According to several authors [5, 6] the potential of P2P is not wet being 
met, due to technical and non-technical reasons. The excessive controversy with 
anonymous P2P file-sharing networks and copyright violation, maintains the research 
focus around technological and legal issues [7]. In the case of academic environ-
ments, despite the recognized potentialities of P2P technology and applications to 
share and collaborate in academy [8], the organizations imposed a lot of restrictions to 
the attempts of exploring P2P potentialities. 
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In this paper, we describe our experience with Bumerang, a secure and authenti-
cated P2P campus network. It was developed at the University of Minho, in a unique 
context of institutional commitment and openness to innovation, which is a rare com-
bination when it comes to P2P. However, against our expectations, and despite the 
recognized technological quality, the Bumerang network did not reach critical mass of 
users and resources to be self sustained. It failed at the individual adoption level, 
hinder the development of its full potential. This result was mainly related to human 
factors, in the area of Technology Adoption and Diffusion [9, 10]. With the study of 
this failure, we expect to enrich the knowledge about the factors that contribute to the 
individual adoption of this kind of P2P networks.  

2   Related Work 

The P2P phenomenon started at the universities with Napster in 1999. Quickly, they 
was brought to the middle of the digital rights battlefield [11, 12], raising serious 
problems to the attempts of exploring P2P potentialities in academic environments. 
Despite the difficulties, there were a few cases of P2P networks specially conceived 
and configured to academic environments. However, like Bumerang, these projects 
had a common problem: they had difficulties in acquiring critical mass of users in 
order to be self sustainable and develop their full potential. 

Lionshare was the most visible project in this area, with large resources and institu-
tional support. It had facilities for authenticated P2P collaboration learning among the 
members of an academic community. The final results indicated that the authentication 
and access control features wasn’t appeal to students, because their perception of P2P 
was that it was for sharing “any type of files” [13]. At May 2009 Lionshare was dis-
continued. 

The SPIRE project tried to explore Lionshare in the support to informal reposito-
ries at the UK academia. Due to technical difficulties and to the believe that “it would 
be a fruitless effort to attempt to combine the high levels of security necessary to 
reassure academics and their institutions with the flexible paradigm of P2P” [14], the 
project team abandoned the Lionshare implementation. 

vuCRN [15] was a prototype of an authenticated P2P network for legally informa-
tion sharing between academics and researchers, imposing authentication and DRM 
mechanisms. The purpose of the research team was to use file sharing as the begin-
ning of larger P2P network with an unlimited potential for collaboration between 
academics and researchers. 

Finally, regarding empirical studies about individual adoption of authenticated P2P 
networks in academic environments, as far as we known, Lin et al [16] is the single 
empirical study available. The study analyzed the use of P2P network for information 
sharing in collaborative learning, and concluded that the adoption and use by students 
was low and was only positively related with subjective norm. This study reinforces 
the necessity for further work in this area, in order to explore the full potential of P2P 
in academic environments. 



 Adoption of Authenticated Peer-to-Peer Academic Networks 347 

 

3   Bumerang Conception and Diffusion 

Bumerang resulted from the project “P2P Knowledge Sharing” [17], which we started 
at the end of 2004, in response to the challenge of built a P2P platform, at the Univer-
sity of Minho, in order to “create and spread a culture of knowledge share between 
students, teachers and other staff, supported in applications of P2P technology”. It´s 
important to note that the central challenge posed to the project, was the exploitation 
of the P2P technology in an academic environment. Three main goals were defined to 
the project: 

Explore the potentialities of the technology to support communities of knowledge 
share, regarding formal and informal processes or relations, in the rich social and 
cultural environment of the academic community; 

Explore the potentialities of the technology regarding the possibility of sharing and 
aggregating resources, with more or less institutional intermediation and control. The 
idea was to build a scenario where the academic technological infrastructure could be 
reinforced, with low costs through a larger P2P network, using resources from indi-
viduals (e.g. students) or entities (e.g. schools and departments); 

Guarantee the maximum protection of the organization from the potential dangers 
of the use of this technology. 

3.1   Potential Problems and Solutions 

We wanted explore a disruptive and problematic technology minimizing the risks for 
the institution. Hence, the protection of the organization was the main goal of the 
project, and was addressed considering problems at the legal, technological and social 
dimensions: 

Legal problems: Copyright violation and personal image violation or defamation; 

Technological problems: uncontrolled usage of the computational resources and infra-
structures; the guarantee of service quality; and external attacks to the network; 

Social problems: internal resistances from technical and academic staff related to the 
negative connotation of P2P, and to the overlapping of functionalities with other ser-
vices; problems with the University public image, due to the problematic and uncer-
tain external context around P2P, at national and international levels. 

To deal with legal problems, a clear legal context was defined to regulate the rela-
tion between users and institution, in order to the University defends itself in cases of 
legal litigations. This was achieved with the definition of the general use terms 
agreement, together with the guarantee of the identification of the authors of viola-
tions, using a user institutional authentication process. 

The technological problems were approached through control mechanisms together 
with a closely relation with the Communications Services (SCOM) – unit responsible 
for the University network infra-structure. SCOM controlled the authentication of the 
users and the access to the network from the outside of the University, which was 
available only through a Virtual Private Network (VPN), slowing the access to the 
network from outside the University. 
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Regarding the University public image, we followed an overcautious approach, 
adopting a low profile and the avoidance of conflicts, in the internal and external 
contexts. This was achieved with a restrictive publicize strategy based essentially in 
the word of mouth, especially between students, and the availability of the project 
website restricted to the inside of the University network. 

Finally, in order to deal with internal resistances about services overlapping and 
the lack of some resources, we delivered the growth and sustainability of the system 
to the participants. This way, we expected that they perceived the utility and poten-
tials of the system and contributed with their own services and resources, adopting a 
bottom-up process to the growing of the system. 

3.2   Bumerang Concepts and Architecture 

The users participated in the Bumerang network trough communities. A community 
could be open to all members of the network our closed to a restricted group of mem-
bers. A user could simultaneously belong to several communities in the system. Fig. 1 
shows the global structure of the Bumerang P2P network, based on JXTA technology, 
whose members were: peers, super-peers and the Bumerang server. 

 

Fig. 1. The Bumerang P2P network: peers, super-peers, and Bumerang server 

Bumerang peer was the application used by any peer participating in the network 
and had to be installed in each machine. It was built with plug-ins, allowing the de-
velopment of an extensible application for each peer. Because each peer was associ-
ated to a user, who participates simultaneously in several communities, a peer could 
dynamically add plug-ins according to the requirements and resources of the different 
communities which the user belonged to. 

The user disseminated links inside a community, to the local files he wants to 
share, using advertisements - messages that contained information about the files 
(metadata). These were automatically propagated to all members of the community 
that were online, which could download the files as long as the sharer was online. 
There were no restrictions to the size of the files. The user could also send instant 
messages to members of the communities and participate in chats. A plug-in to send 
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files directly to another user was available at the end of the first semester of operation 
of the network. 

Bumerang server was the central element in this network. It contained: the data-
bases which audited the system, using the system logs; the tools for the administration 
and configuration of the system; and the authentication mechanism. 

Super-peers were peers with more power and capabilities, used to ensure systems’ 
scalability and performance. A peer could become a super-peer by using a special 
plug-in. Each community could have its own super-peers which could be fixed or 
mobile, permanent or temporary. 

Community: The concept of community was the way by which the users participated 
in the Bumerang network and simultaneously was the base of the growth and 
sustainability of the network. 

A community was composed by a set of users that shared a common interest, inter-
acting and sharing knowledge inside it, and gradually defined its own profile, built its 
own identity and had its own resources. A community could create new services on 
their own (e.g. plug-ins), having the possibility to provide the new service to other 
communities or to the entire institution. This way, we expected to have a diversity of 
communities that translated the structure of the academic community in all dimen-
sions – formal and informal. 

Persistence: One of the major problems with P2P networks and applications is the 
volatility of the system, due to the instability of their peers, which are permanently 
connecting and disconnecting. This brings the problem of resource availability, which 
increased in the case of Bumerang because the majority of the peers are portable 
devices (laptops) connected to the wireless campus network. In Bumerang, despite the 
predictable system instability, we did not provide a persistence service due to internal 
resistances from some technical and academic staff. 

4   Bumerang Results 

In order to analyze the Bumerang results, we use a holistic approach, resorting to data 
triangulation: quantitative data about the network activity; qualitative data about the 
complex context of the design and implementation of Bumerang, including news and 
events occurred in the internal or external organizational context; and qualitative data 
among users and non-users (10 interviews), in order to understand their behaviors and 
expectations. The analysis is guided by the model of individual adoption of P2P au-
thenticated academic networks [18], presented in section 4.2. 

4.1   Network Activity 

We have logs from more than two years of Bumerang activity at the University of 
Minho, from 23/11/2005 to 9/4/2008. These logs had inconsistencies, caused by the 
experimental nature of the project. We developed an application which uses consis-
tency and consolidation heuristics, and generates a system representing the Bumerang 
entities (users, files and communities) and their temporal activity, summarized in 
Table 1. A deep analysis of this data is outside the scope of this paper. 
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Table 1. Static and Temporal entities 

 

 

The files detected in the network (3.188) were classified according to Type and 
UseType. Type was based on the files extension and UseType was based on the use of 
the file, considering the categories work and entertainment. Work relates to academic 
work, and Entertainment includes all the other activities – we didn’t consider aspects 
related to illegal file sharing. 

The results for UseType are: considering number of files, 22% to work and 78% to 
entertainment; considering size of files, 12% to work and 88% to entertainment. 

The users of the network were classified according to their gender, position (stu-
dent, teacher, staff and undefined) and scientific area (Informatics, Engineering, Sci-
ence, Medicine, Architecture, Management, Law, Social Sciences and Others). The 
researcher position was included in the staff position. 

The results are: Gender (Male 85%, Female 8% and Undefined 7%); Position (Stu-
dent 93%, Staff 6%, Teacher 1% and Undefined 1%). Regarding the distribution of 
users according to area and position, we have some relevant facts: 86% of students 
were from Informatics, Engineering or Science; from the group of non-students (29), 
28% (8) were members from the staff of University Documentation Services, which 
included the Bumerang development team (5). These 8 members were responsible for 
the major activity of the network.  

Temporal activity and Events: The major network activity occurred in the first 4 
months, from 23 November 2005 to 28 March 2006. The first significant failure of the 
system (13 days) occurred during July 2006, which means it was operating 8 months 
almost uninterrupted, continuing operating uninterrupted until December 2006. After 
that, its operation had a significant breakdown, with large periods totally disconnected. 

There were several events that could affect the individual adoption of the system. 
The events were: news in the media about P2P litigation and websites closed in Por-
tugal; internal publicizing; and a national award that was given to the project by a 
Governmental Agency (UMIC) and SUN Microsystems, during November 2006. 
Apparently, only the last event had some effect on the network activity. The other 
events occurred after the initial period when the major network activity occurred. 

4.2   Individual Adoption Results  

The model of Individual Adoption of Academic P2P Systems [18] in Fig. 2, is an 
extension to UTAUT [10] with factors related to: adoption of collaborative technolo-
gies [19.20], Network Externalities, Social Exchange Theory [21] and Perceived Risk 
[22]. The findings for the constructs in the adoption model are described next. 
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Fig. 2. Individual Adoption of P2P authenticated academic networks 

Performance Expectancy: Performance expectancy relates to how well individuals 
believe the Bumerang helped them to perform their academic activities, and has the 
strongest influence on the individual intention of using the system [10]. In the 
interviews the distribution of very large files and the spontaneous distribution of files 
in a community, were considered useful.  

However, the interviewed pointed the useless of the Bumerang network to the ex-
change of files for academic activities, considering the existing alternatives. Regard-
ing the distribution of very large files, it was pointed that was rarely used. All the 
interviewed associated P2P mainly with piracy and copyright violations in anony-
mous P2P file sharing networks. 

Based on the classification of files by useType and the size of files, we can validate 
the above results. The use of the network to support work activities gives a more 
precise measure of the construct Performance Expectancy. The network data indicates 
that the system was used mainly to exchange entertainment material. The files related 
to work represent 12% of the total files considering size, and 22% considering the 
number of files. About the exchange of large files related to work activities, only 10 
files with size larger than 50 MB were exchanged. Considering the files exchanged in 
communities, the results indicate that from a total of 135 communities, none was used 
mainly to work activities. 

Effort Expectancy: Effort expectancy relates to how the users found the Bumerang 
easy to use. All the interviewed, considered Bumerang easy to use and intuitive [10]. 
This is confirmed with the very few messages asking help to the support staff. The 
major problems were related to the authentication process and the use of VPN to 
access from the outside of the University. 

Social Influence: Social Influence relates to the extent to which an individual 
perceives that it is important others think that he should use the system [10], in other 
words, how the use of Bumerang will affect their image or please their supervisor or 
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co-workers. Based on logs and interviews, we have no evidences related to these 
construct. In academic environments, this construct is generally relevant in scenarios 
where the instructor plays a critical role in motivating students to use of the 
technology. Considering our data, we only had 6 teachers using the system for a short 
period of time. 

Facilitating Conditions: Facilitating conditions relates to the extent to which an 
individual perceives the availability of organizational and technical resources to 
support the use of the system [10]. The majority of interviewed users consider that 
Bumerang had a good technical support. 

The technical staff was very responsiveness to the problems reported by users. 
However, we must considerer two distinct periods: 

• From start to December 2006 the project had permanent technical support, with 
small periods of inactivity occurring during weekends or holydays; 

• After December 2006, the project team ended, and the permanent technical sup-
port ceased, causing a stop of 2 months, followed by other large stop periods. 

When the award from UMIC and SUN Mycrosystems (see section 4.1.) was announced 
(during November 2006), appeared a new slight activity, interrupted by Christmas holi-
days. In the reopen of the academic activities (January) the network remained closed, 
without technical support, which promoted the final breath of the system. 

Perceived Risk: Perceived Risk relates to the individual perception about losses and 
damages in using the system [22]. This can be measure by the identification of profiles 
of users and communities, according to the type of files they exchanged. We have no 
means to verify copyright violation, and there was no report of abuses our defamation, 
however, the interviewed reported lawsuits as a significant perceived risk. 

Technological characteristics: Social Presence relates to the individual perception 
about capacities of the technology in transmitting the presence of the other users in 
the system [19]. In Bumerang, all users were visible and represented by an icon, with 
two stages: online or offline.  

Perceived size of the system relates to the individual perception about the size of 
the system, regarding the number of files available and the number of active users. 
According to the interviews, this construct had a strong influence on the perceived 
usefulness of the system. “When I connected there wasn’t anyone there” was pointed 
during an interview. The large number of small user sessions without any exchanged 
file reinforces this result. 

Perceived Network Externalities relates to the individual perception about the in-
fluence that the size of the system has on its potential benefits [21]. The results are the 
same as for Perceived size. 

Individual and Group characteristics: The constructs related to collaboration 
technology [20]: experience with a particular technology (Technology Experience); 
perceived self-efficacy in using the technology (Self-efficacy); and the familiarity 
with the communication partners (Familiarity with Partners), can be measure by the 
user’s profiles according to area. 
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We have a total of 90% of users from the areas of Informatics, Engineering and 
Science, indicating a high level of technology experience and self-efficacy. We con-
sidered the staff in this group because they were mainly informatics. 

Task characteristics: Regarding task characteristics, mobility is related to the extent 
the user tasks require that he must be outside the work environment [19], in this case, 
the University network. 

The mobility in Bumerang was limited to the IP address of the University, due to 
security concerns. The only way to access the network from the outside of the Univer-
sity was by using a VPN, which slowed and difficult the use of Bumerang outside of 
the University. According to the interviews, this construct had a strong influence on 
the perceived usefulness of the system – “I couldn't work with it at home, so I couldn't 
rely on it to my work”. 

5   Conclusion 

In this paper, we have presented Bumerang, a secured and authenticated P2P campus 
network, and described the complex process of its design and implementation, which 
includes technological, legal and social constraints, and the results from the network 
activity. 

Against our expectations, the network did not reach critical mass to be self sus-
tained, failing at the individual adoption level. The presented results indicate that the 
users didn’t consider the system useful to their academic activities, associating P2P 
with sharing files related to entertainment activities. Moreover, a security mechanism 
like VPN, was considered a strong limitation to mobility, and consequently, to the 
utility of the system. 

The useless of the system in the user’s academic activities is according to the theo-
retical models of Technology Adoption and Diffusion by individuals [9, 10] is the most 
important factor that influences the intention of the users in using the technology. 

Concluding, in order to explore the potential of authenticated P2P networks in aca-
demic environments, we must reinforce their perceived utility and deal with the  
security concerns with new approaches. We must also stay away from using the P2P 
term, which is poisoned by the anonymous file-sharing networks and copyright con-
cerns, affecting the perceived utility. We must describe P2P in a different way, like 
file back-up and synchronization or cloud computing, which is been made by a new 
generation of P2P tools and services, like LiveMesh and Dropbox. The comparison of 
Bumerang results with the results obtained with these new tools, in academic scenar-
ios, will give more insights in the individual adoption of authenticated P2P networks 
in academic scenarios. 
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Abstract. In recent years, mobile learning has emerged as an educational ap-
proach to decrease the limitation of learning location and adapt the teaching-
learning process to all type of students. However, the large number and variety 
of Web-enabled devices poses challenges for Web content creators who want to 
automatic get the delivery context and adapt the content to mobile devices. In 
this paper we study several approaches to adapt the learning content to mobile 
phones. We present an architecture for deliver uniform m-Learning content to 
students in a higher School. The system development is organized in two 
phases: firstly enabling the educational content to mobile devices and then 
adapting it to all the heterogeneous mobile platforms. With this approach, Web 
authors will not need to create specialized pages for each kind of device, since 
the content is automatically transformed to adapt to any mobile device capabili-
ties from WAP to XHTML MP-compliant devices.  

Keywords: SOA, interoperability, services, e-learning. 

1   Introduction 

In our University we use a Learning Management System (LMS) to provide access to 
the learning resources and activities. In a recent survey (see section 3) we verify that a 
large number of students use mobile devices. They are already experienced with mo-
bile technology, and are eager to use their devices in e-Learning scenarios. Another 
argument for the usage of mobile devices results from the students’ profile since most 
of them is already employed while studying part-time. This situation decreases the 
chance to attend virtual events synchronously. Moreover, we also noticed that the 
students present different mobile devices with different characteristics that difficult 
the user experience regarding the access to mobile content. Based on these facts, we 
argue the need to automatically deliver uniform educational content on particular 
devices, normally referred as content adaptation. 

In this paper we explore the use of open source technologies to provide a better  
design experience regarding mobile learning (m-Learning) content adaptation and 
promoting the “write once run anywhere” concept. 
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The remainder of this paper is organized as follows: Section 2 defines context de-
livery and enumerates several initiatives working on this subject. In the following 
section we present a survey made in our School regarding mobile devices. Then, we 
introduce the architecture of ESEIG Mobile and the design of its internal components. 
Finally, we conclude with a summary of the main contributions of this work and a 
perspective of future research. 

2   State of Art 

The concept of Content Adaptation is commonly related to mobile devices. Due to the 
variety of types and technologies supported they require special handling through a 
series of content transformations, in the deliver process, made by the content provider 
(server) [1]. Instead of authors having to create specialised pages for each kind of 
device, content adaptation automatically transforms an author's content to match the 
device characteristics. Some examples of such features are related with their limited 
computational power, small screen size, constrained keyboard functionality and media 
content type supported. The W3C Device Independence Working Group described 
many of the issues [2] that authors must face in an environment in which there is an 
increasingly diverse set of devices used to access Web sites. 

One approach is to use the common capabilities of the mobile devices and ignore 
the rest. Finding the Lowest Common Denominator (LCD) of the capabilities of target 
devices, will allow to you design a site that will work reasonably well in all devices. 
In order to allow content providers to share a consistent view of a default mobile 
experience the Best Practice WG has defined the Default Delivery Context (DDC) as 
a universal LCD [3]. This purpose is commonly adopt, however it limits the devices 
with better capabilities than LCD and decreases the use of a wider and heterogeneous 
mobile audience.  

There are different adaptation points in the delivery of content to the device: 
server-side, in-network and client-side. The former needs to negotiate which version 
of a document should be delivered to a user in order to define the delivery context. 
One of the most widely used delivery context information is through the HTTP accept 
headers. These headers can be used to obtain the capabilities of a requesting device, 
such as, MIME types, character sets, preferred reply encoding and natural languages. 
In addition to the accept headers, the User-Agent header includes not standard infor-
mation about the device and the browser being used. This lack of standardisation 
increases the difficult to interpret and extend this data [4]. 

To overcome these difficulties emerged in recent years the device profiling concept 
- a repository of device capabilities, where a user agent (client) can supply the profile 
to the content provider (server), which can then adapt the content to suit the client 
device capabilities. The definition of the structure of the profile data is being covered 
by several standards, such as [5], [6] and [7].  

Recently, to overcome the UAProf issues, the W3C MWI (Mobile Web Initiative) 
have outlined specifications for a Device Description Repository. These specifications 
include a formal vocabulary of core device properties and an API [8]. The consortium 
also published a working draft for a new independent language specification named  
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W3C's DIAL (Device Independent Authoring Language). This specification is a lan-
guage profile based on XHTML 2 and XForms, and uses the DISelect vocabulary to 
overcome the authoring for multiple delivery contexts. One known implementation is 
the XDIME language. Targeting e-Learning, several extensions appears in recent 
years to expose the LMS (e.g. Moodle) in mobile devices. One such case is the Mo-
bile Moodle (MOMO). 

In recent years others specifications arises regarding this subject. It’s the case of 
WNG [9] and WURFL. The Wireless Abstraction Library New Generation (WNG) is 
a Java tag-library that supports the use of universal mark-up for wireless devices. 
WNG allows the developer to write a web application once and have optimized con-
tent delivered to a variety of devices.  

WURFL is a repository of wireless device capabilities describing the capabilities 
of common wireless devices worldwide and providing an API to programmatically 
query the capability repository. 

3   Mobile Experience Survey 

An exploratory study concerning mobile devices usage was made at our Institution. 
The aim of this study was characterizing the mobile devices usage, namely the diver-
sity of mobile technologies and services used by students and professors, and analyz-
ing future expectations concerning the usage of m-Learning platforms. 

3.1   Research Methodology 

The survey was made using a questionnaire, sent to the Institution community, which 
includes almost a thousand and two hundred students, and eighty teachers. The ques-
tionnaire was sent by e-mail to all teachers, and the students were invited to answer 
the questionnaire through the Moodle e-Learning platform.  The questionnaire was 
accomplished with a brief description of the study and their objectives, and it was 
structured in three main sections:  

• Inquired profile: student or teacher; 
• Services and technological characteristics: it comprises the identification of 

the main mobile services used and technological issues concerned with mo-
bile devices;  

• Educational mobile contents: it comprises the expectations about the usage of 
m-Learning platforms, the main services that they would like to use and the 
m-Learning constraints. 

3.2   Results and Discussion 

We received one hundred and fifty valid questionnaires answers. From these ones, 
thirty two were from teachers and one hundred and eighteen were from students. Only 
two students answered that they haven’t mobile devices. Regarding those who have 
mobile devices, we analyze that the majority of them owns a mobile device with 
Internet connection as shown in Figure 1. 
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Fig. 1. Internet connectivity 

In fact, according to the survey results, eighty two percent of inquired persons have 
mobile devices with internet connectivity; from these ones, eighty six percent use 
internet connectivity based on GPRS (General Packed Radio Service) or WAP (Wire-
less Application protocol) technology, and only twelve percent of mobile devices 
support WiFi (Wireless LAN) technology.  

One question addressed in the survey was about the main mobile services generally 
used by inquired persons. Figure 2 summarizes the achieved results. 

Another issue addressed in the study was the potential role and expectations about 
educational mobile contents and services. Figure 3 summarizes the most relevant 
educational mobile services, according the survey answers. 

 

 
Fig. 2. Mobile services used 

 
Fig. 3. Educational mobile services desired 
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On the other hand, Figure 4 presents the main m-Learning constraints identified 
through the survey. The cost of the Internet provider, the screen dimensions and reso-
lution are some of the students’ complaints regarding the use of mobile devices. 

 

 

Fig. 4. Main constrains for the use of mobile devices 

The survey also includes two questions to analyse the expectations about the value 
added that m-Learning can bring to the students learning process. These questions are 
based on a likert scale of five degrees [10], from nothing important (level one) to very 
important (level five).  

One of them if about the potential role of m-Learning in the learning student’s 
process: eighty six percent on inquired persons answered from important to very im-
portant, like shows Table 1. 

Table 1. Role of m-Learning in the learning students process 

Likert scale Answers (%) 
Nothing important 3% 
Some significance 13% 
Important 39% 
Significant 34% 
Very important 13% 

Another question is about the potential role of m-Learning in the distribu-
tion/access to learning contents: eighty five percent answered that m-Learning could 
perform an important or very important role in this field as shown in Table 2. 

Table 2. Role of m-Learning in the distribution/access to learning contents 

Likert scale Answers (%) 
Nothing important 4% 
Some significance 11% 
Important 38% 
Significant 42% 
Very important 5% 
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According the survey results it is possible to present some considerations: 

• Almost all students and teachers use mobile devices with internet connec-
tivity, however these devices present different characteristics and support 
different technologies; 

• There are a set of educational mobile contents and services, identified by in-
quired persons, that they would like to use in a m-Learning platform;  

• A large percentage of students and teachers recognize the potential contribute 
of m-Learning in supporting educational contents and services, bringing 
added value to the learning students’ process. 

4   Overall Architecture 

Based on the previous survey, we decided to design an open system, called ESEIG-
Mobile, to uniform the delivery of e-learning content to mobile devices. The ESEIG-
Mobile system comprises two components – the Core and the Repository – that can 
be integrated in any e-Learning system. Figure 5 shows the inclusion of these two 
components in a typical e-Learning system. The Core component receives HTTP re-
quests, performs the respective transformations in the requested resource and delivers 
an adapted content based on the capabilities of the requester device, stored in a special 
repository. This repository stores information about capabilities and features of many 
mobile devices. The repository is based on WURFL, an XML configuration file. 

 

Fig. 5. Overall architecture 

4.1   The ESEIG-Mobile architecture 

The architecture of the ESEIG-Mobile system is described by the UML component 
diagram shown in Figure 6. 
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Fig. 6. Component diagram of the ESEIG-Mobile system 

The component diagram includes two main packages:  

• The core package: receives HTTP requests and adapts content based on the 
capabilities of the device stored in a special database formatted as an XML 
configuration file;  

• The repository package: includes a repository with device capabilities and a 
patch to handle new updates. 

The core package includes two main components: the Adapter and the Connector 
component. The former is responsible for adapt the contents requested by the client 
device. This adaptation will be ensured, in a near future, by the use of WNG [10]. 
WNG is a JSP tag library that abstracts the mark-up differences in all known wireless 
devices and allows the page creation similar to HTML, while delivering WML, C-
HTML and XHTML Mobile Profile to the client device. Device capabilities are que-
ried dynamically using the WURFL API. The connector component deals with the 
information querying and merging from the specific resources. The connector compo-
nent handles the connection with web resources. 

The repository package contains a file with a large list of device features based on 
WURFL. The WURFL is an open source database (XML file) of wireless device 
capabilities. The WURFL repository can synchronize with a public repository of the 
WURFL DB where the developer community can make new additions to the WURFL 
DB. The Patch repository is a small XML file called wurfl_patch.xml that can enrich 
WURFL data dynamically. This file stores modified/enhanced groups and capability 
lists for new or existing WURFL devices. When the WURFL is parsed, the patch file 
is also imported to build a modified version of the device database. 

In Figure 7 we present the schema file of the WURFL repository. 
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Fig. 7. The WURFL schema 

The WURFL is based on the concept of family of devices. All devices are descen-
dent of a generic device, but they may also descend of more specialized families. This 
mechanism, called 'fall_back', lets programmers derive the capabilities of a given 
phone by looking at the capabilities of its family, unless a certain feature is specifi-
cally different for that phone.  

For instance, Nokia phones support tables because fall_back is defined as generic 
(WURFL default) as described in the following piece of code: 
 
<device user_agent="Nokia" fall_back="generic" 
id="nokia_generic"> 
 <group id="ui"> 
  <capability  
      name="break_list_of_links_with_br_element_recommended"  
      value="false" />  
 </group> 
</device> 

4.2   Evaluation 

In this moment ESEIG-Mobile is in early development as we are only detecting if the 
HTTP request is made from a mobile device. We use the WURFL API to query the 
repository based on the User Agent header of the request and present a resource suit-
able to the respective device capabilities. The following snippet of code demonstrates 
how the detection is performed and how we can query a particular device capability: 

… 
require_once('./wurfl_config.php'); 
require_once(WURFL_CLASS_FILE); 
$userAgent = $_SERVER['HTTP_USER_AGENT']; 
$wObj = new wurfl_class(); 
$wObj->GetDeviceCapabilitiesFromAgent($userAgent); 
$max_colors = $wObj->getDeviceCapability('colors'); 
… 

The result is the adaptation of a suitable web resource according with the requester 
device capabilities as shown in Figure 8.  
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Fig. 8. An ESEIG-Mobile resource 

5   Conclusion 

In this paper, we presented several approaches for defining delivery context and also a 
survey targeted to ESEIG students and teachers that base our work. The survey dem-
onstrated the real perspectives and expectations of students and teachers’ community, 
in this field of educational mobile contents. 

We presented also the design of an open system for the delivery of suitable e-
Learning content to the mobile devices of our students. The mobile devices advent 
could enable a more useful proximity between students and teachers, facilitating and 
promoting the learning process. 

Our work is in progress, but we expect some challenges in the prototype imple-
mentation process regarding, for instance, the transformation of the Web resources in 
the WNG format. For this task we are considering using XSLT to formally describe 
the transformations. 
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Abstract. An organization is an entity of systemic nature, consisting of one or 
more people interacting with each other to achieve common goals, being one of 
its greatest challenges the attempt to follow the evolution of their environment.  

Adoption of Technologies and Information Systems enables organizations to 
improve their information flow and, when used strategically positively 
differentiates, providing competitive advantages, for the dissemination and 
updating of organizational knowledge. This dissemination in a global world 
requires the adoption of distance communication procedures, e-learning. 

Shared Services an organizational management model, continue to be 
implemented in Economic Groups and Public Administration, with the aim to 
provision of services appropriate to each Internal Customer or Organizational 
Unit, collaborative and virtual, supported by a single technology platform and 
enterprise architecture service-oriented. The implementation model of shared 
services proposed here, three-layer model, adds e-learning as a shared service. 

Keywords: Shared Services, E-learning, Management and Organizational 
Knowledge. 

1   Introduction 

Organization success depends on their ability to interact with the environment, i.e., its 
ability to operate globally. If this new reality represents, on one hand, a constraint on 
their activities and even on their own survival, leading to new challenges and threats 
may, moreover, provide new business opportunities to avail of. 

An organization is an entity capable of producing goods and services better than 
competition and whose goods and services and the activity itself are in the interests of 
third parties such as customers, employees, or to affected entities, positively and 
negatively, by the work on organization. [Sousa, 1990] 

An organization can be identified as an open system. The open systems exchange 
matter, energy and information regularly with the environment and are fundamentally 
adaptive because, to survive, they need to adjust, continually to the changing 
conditions of the environment. That adaptability is a continuous process of learning 
and self-organizing of the open system. System is a set of elements dynamically 
interrelated, developing an activity or function to achieve one or more objectives or 
assumptions. Speaking, generally, in systemic nature, is intended to refer to the 
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overall operation, total and integrated, in which the whole is greater [or different] than 
the sum of its parts. [Chiavenato, 1992] 

E-learning is education just-in-time integrated with value chains of an 
organization. It is the individualized and detailed delivery of dynamic learning 
content in real time, aiding the development of knowledge communities, linking 
students and professional experts. [Drucker, 2000] 

The underlying principle for e-learning is that the tools and knowledge necessary 
to perform a job are promoted by the workers, wherever they are. The focus of 
learning revolves around the people. This contrasts with traditional education, which 
usually brings together a group of people around the learning, i. e., a typical school 
environment. 

E-learning has its origins in computer-based training [Computer-Based Training 
CBT], which was an attempt to automate education, relief from the instructor and 
enhance rates of learning appropriate to each learner. 

The focus of e-learning extends and improves the CBT picture by an approach of 
learning that removes time barriers and distance and customizes learning to the user 
and business needs. [Barker, 2000] The key to success is the ability to reduce cycle 
time to learn and adapt the learning content to the learner and their environment. 

Shared Services Centers have emerged in order to maximize effectiveness and 
efficiency of organizations. Shared Services concepts are based on three principles: 
standardization, consolidation and reengineering, in which the transaction processing 
and other services may be performed centrally or in different locations. 

If the adoption of technology e-learning by Shared Services Centers, does not 
represent much difficulty, the definition of e-learning model and its acceptance by the 
Client Organizations, including their human resources, has setbacks that justify a 
planning and change strategy, only possible with a real framework of e-learning in 
shared services. 

This article presents a simple structure, starting with the summary that presents the 
outline of the work. Then, in Chapter 1 is presented the introduction, that 
contextualizes the work, presented the motivations for the study. Next is the review of 
literature, where, in Chapter 2 are presented the studies on shared services and in 
Chapter 3 are presented the studies on e-learning. Chapter 4 is devoted to the intended 
contribution of this article. Finally, in Chapter 5 is presented the conclusions which 
indicate future work, finishing with the bibliography used. 

2   Shared Services 

Shared services are a collaborative approach aimed at optimizing human resources, 
capital and other corporate resources, focusing on a new business unit (Shared 
Services Center) (semi)-autonomous designed to promote efficiency, create value, 
reduce costs and provide excellent services to the entire Organization. According to 
Quinn [2000] there are four models of Shared Services, Basic Model, Marketplace, 
Marketplace Advanced and Enterprise Independent. 

The adoption of information technology allows companies to improve with 
technology, their information flow and, when used strategically, serving as facilitator 
of organizational processes, positively differentiate organizations by providing them 
with competitive advantages. [Janssen & Joha, 2008] 
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Fig. 1. Shared Services and Porter Model 

The role of IT in organizations has changed significantly, evolving from 
administrative support to a strategic role, supporting and defining business strategies. 
[Henderson & Venkatraman, 1993] 

The definition of strategic alignment differs among authors, depending on the 
focus of your quest. However, some definitions which are considered as the most 
significant, put the focus on the alignment between the Strategic Planning of 
Information Systems and Strategic Planning of the Organization. (Mendoza, 2009) 

The alignment between the Strategic Planning of Information Systems and 
Strategic Planning of the Organization may be conclusive for the development of 
business competitiveness. Thus, one should seek to identify the factors that influence 
its implementation. These factors deserve special attention from organizational 
managers [Teo & Ang, 1999] to increase the effectiveness of that alignment. 

The context in which the push factors of strategic alignment between the Strategic 
Plan for Information Systems and Strategic Business Plan, need to be clear. That is, 
identify the Critical Success Factors that favor the alignment between the Planning of 
Information Technology and the Strategic Organizational Planning. [Löbl, Bobsin, & 
Visentini, 2008] 

The development of e-learning as a service in a Shared Services Center, is justified 
by the convenience to provide simultaneously a set of information, in heterogeneous 
environments, characterized by cultures, customs and different languages, social 
organizations and different time zones. 

There is an economy of scale when the expansion of production capacity of one 
company or industry results in an increase in total production costs less than, 
proportionally, to the product. As a result, the average production costs fall in the 
long term. For a given cost function, the existence of economies of scale can be 
checked using the concept of elasticity of cost, which is determined by the ratio 
between the relative change in average production costs and the relative variation of 
the quantities produced [Lootty & Szapiro , 2002]. 

Associated with the concept of economy of scale is associated the concept of 
economy of scope1 or of diversification.  The economies of scope are derived from 
the share of tangible and intangible resources in the production of multiple business 
units, resulting in reduction of global joint costs of production, with impacts on 
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reducing unit costs of each product line. The economies of scope and diversification 
occur, as we have seen, when the production of various products by the same firm is 
superior to that produced by several companies, each producing a single product. 

Globalization and Technology and Information Systems lead to strategic changes  
a fundamental aspect nowadays [Bradley, Hausman, & Richard, 1993]. In fact, 
globalization, technology and Information Systems have reinforced each other, since 
globalization calls for innovation in Information Technologies. Organizations need to 
coordinate their global operations through the Technology Information Systems, 
while the actual development in information technology has boosted the organizations 
to be more global in their business.  
The strategy of globalization has been accompanied by a number of important 
changes in technology and information systems, since they have suffered not only the 
impacts of strong growth and diversification, but also had to be a support to the whole 
transformation process. 

2.1   Models of Shared Services 

The basic difference of shared services when compared with centralization of services 
is the strategy to focus on internal customer - the business units. [Quinn, Cooke & 
Kris, 2000] 

Shared services are not in any way the centralization, as awry can be mentioned. 
The concept of centralized brings with it a "corporate” mentality. [Schulman, Lusk, 
Harmer, Dunleavy, & Schulman, 1999]. Schulman clarifies the difference between 
the centralized model and shared services, defining shared services as the 
concentration of organization resources instead of centralization of the organization's 
resources. 

The approaches adopted to focus on internal customer involve reduced costs from 
economies of scale and attention to quality level required to support services. 
Second [Quinn, et al., 2000] there are four models of shared services that have 
evolved from the basic model, resulting from the consolidation of support activities 
into one unit: 

Basic model-It has as main characteristics the concentration of activities and 
transactions of support in a single location and the compulsory use of  services by 
business units. The main objective of this model is the use of  economies of scale to 
reduce costs and standardization. 

Marketplace model - With the evolution of the basic model comes the marketplace 
model. The use of services by business units is not obligatory. Skilled professionals 
and consultants are recruited. The range of services  offered is expanded in order to 
satisfy all the needs of business units. 

Advanced marketplace model - In the evolution of the models, consolidates the 
marketplace advanced. With it, opens the possibility of purchasing services in both 
the CSP and by the business units. In this environment, only the services that prove to 
be competitive with the market still operating internally. The expertise gained in 
developing the model provides the  delivery of some services with high quality and 
competitive costs.  
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Fig. 2. Model of Shared Services 

Independent Company Model - The last step in the evolution of shared services is 
its structure as an independent business using the skills acquired in the evolution of 
the organization from a basic model. Services are provided to multiple clients with the 
aim of the new company to generate revenue and profits for its maintenance in the 
market. 

2.2   Enterprise Architecture 

Organizations are unique and complex realities. In its characterization is usual to 
consider such diverse topics as the chain of custody and reporting, business processes, 
information required for business management, systems and information technology, 
among others. The representation of all those aspects in an integrated and consistent 
way is far more demanding than their individual representation. 

The ability to change of the organization is heavily dependent on how the various 
aspects of the organizations cited above, are aligned and are known by the 
organization. In this sense, shared and understood representations by all are essential, 
because they allow detecting differences between the reality that it is and what should 
be. The enterprise architecture is reflected in the representation of organizations that, 
through continued practice, allows aligning its various constituent aspects in an 
integrated environment. Taking the convergence all aspects as its central goal, 
eliminating the so-called misalignments. 

The concept of Enterprise Architecture has been developed and enriched over the 
past decades, being in genesis a work tool called as "Zachman Framework  
for Enterprise Architecture". The "Framework" is a semantic structure which is a 
form of descriptive representation of any object that crosses two aspects: the key 
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questions - "what," "how, where," "who," when" and "why "- with the prospects of 
those who make these issues: the owner, the designer, the builder [Zachman, 2004]. 

Rarely this framework displays a consistent architecture and is part of an overall 
strategy for management. However, any change in operation or structure of the 
organization is conditioned by a reengineering effort in IT's. The restructuring of the 
IT architecture is the main barrier for the transformation of old enterprises and can 
result in frustration and expense due to IT projects that failed's becoming a great 
source of organizational inertia. [Nolan & Croson, 1995] 

3   E-Learning 

The implementation of e-learning technology or b-learning [blended learning], a 
combination of methods of teaching / learning classroom and distance, found a 
turbulent journey of adoption, experiencing moments of euphoria but also dismay. 

Learning based in the Emitter is called first Wave [teacher, trainer, teaching materials 
of distance learning and self-study on and off line, etc..], the learning that takes place 
via the b-learning, defined as second vague and, finally, the one that involves all 
systems of teaching and learning [Distributed Technologies, Interactive Technologies 
and Collaborative Technologies], defined as the third wave. [Fernandes, 2005] 

The application of new paradigms of distance training or combined training with a 
classroom component and another component at a distance using information 
technology and communications have not evolved according to expected. Observing 
the evolution of Education and Vocational Training schemes or distance leads to the 
conclusion that is unparalleled progress of other technical and scientific with the 
Teaching and Education. [Fernandes, 2005] 

 
Fig. 3. Technologies for e-learning 
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The evolution of societies is dependent on lifelong learning, recognizing that 
everyone, regardless of age or social status, remain able to dominate and profit from 
the development of personal and professional level.  

Is widespread belief that the success of this new paradigm of lifelong learning is 
dependent on new forms of technology to support the teaching / learning process. 

3.1   Basics of e-Learning 

3.1.1   Ontologies for e-Learning 
Ontology is part of metaphysics that studies being in itself, its properties and methods 
by which it manifests. [Dictionary Online Porto Editora] In philosophy, ontology is a 
theory about the nature of existence, about what kinds of things exist; ontology as a 
discipline studies such theories. Researchers of artificial intelligence and Web used 
ontology as the description of a formal concept and shared, in a particular field of 
interest. Ontologies are specifications of the concept and corresponding vocabulary 
used to describe a domain [Gruber, 1993]. 

By defining shared theories, of common domain, ontologies help people and 
machines to communicate concisely, supporting the exchange of semantics and not 
just syntax. It is therefore important that any semantics for the Web is based on an 
ontology explicitly specified. Thus, consumers and producers can reach a shared 
understanding by exchanging ontologies that provide the vocabulary needed for 
discussion. 

3.1.2   Semantic Web and e-Learning 
The fundamental property of the architecture of the Semantic Web enabled by a set of 
appropriate agents, provides a powerful approach to meet the e-learning demands: 
efficient, just-in-time and learning task relevant. Learning material is semantically 
annotated, which, for a new need can be easily combined in a new way of learning. 
[Aroyo & Dichev, 2004] 

In fact, the Semantic Web could be exploited as a very suitable platform for 
implementing a system of e-learning, because it provides all means of e-learning: 
ontology development, ontology-based annotation of learning materials, their 
composition in training courses and delivery of assets of learning materials through 
portals of e-learning. [Anderson & Whitelock, 2004] 

3.1.3   E-Learning and Metadata 
Compared with traditional teaching where the teacher plays the role of intermediary 
between the student and learning material, the learning scenario in e-learning is 
completely different: instructors no longer control the supply of material and students 
are able to combine learning material according to their preferences. Thus, the 
management of the learning material should be on their own. However, regardless of 
the time spent to create training material, this may be useless unless it can be searched 
and indexed easily. What becomes critical with the increase of content and types of 
learning. A solution to monetize the content is produced using metadata. At a more 
basic level, metadata can be understood as a set of tags that can be applied to any 
resource, regardless of who created them, what tools they used or where they are 
stored. Tags are, in essence, data that describes data. Tagging metadata enables 
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organizations to describe, index and search their resources being essential to reuse 
them. 

3.2   Technologies of Support to e-Learning 

Technologies can be Distributed, Interactive and Collaborative. Distributed 
Technologies represent the formal and traditional pedagogy. Grounded in secular 
practices, such as the Distance Learning building, the e-learning from the 1st wave. 
About Interactive Technologies must be said that in a scientific perspective, they are 
also in the behavioral area, because we learn by repetition, imitation and trial/error. 
That is, through simulations and training it is possible to develop the acquisition of 
skills and capabilities. There are in these technologies a qualitative leap, which comes 
to move on transmission of information, pure and simple, the performance focusing 
on action by the student / trainee, hoping some of this initiative. The enterprise 
technologies, used since the e-learning of the 2nd wave, reach the fullness with the 
3rd wave, by boosting the student / trainee to assimilate new concepts and 
accommodation, within established parameters, in perfect interaction with the group it 
belongs to. Here, the collaborative or cooperative is not only an asset, but also the 
engine of the process itself. [Fernandes, 2005] 

4   Conclusion 

Organizations that want to achieve and sustain competitive advantage need to 
improve the knowledge and skills of their workers. E-learning and knowledge 
management are separate disciplines but with the same objective of achieving the 
purpose of increasing organizational knowledge. [Mallinson & Vos, 2008] 

If the goal is the adoption of e-learning by the Shared Services Centers, technology 
does not present any difficulty, the definition of the type of e-learning and its 
acceptance by the client organizations, including human resources, has setbacks  
that justify a planning and change in strategy, only possible with a real framework of 
e-learning in shared services. 

The first Shared Services Centers installed, were inspired by the centralized model, 
which led to the implementation of the basic model, differing on self-governance, 
value for money and the vision of customer service, using, however, a "pricing" 
distribution costs incurred. In the difficulty of demonstrating the nature of costs, it 
add the need to invest and increase productivity on the part of managers of the 
centers, and thus counter the dissatisfaction of some customers forced the emergence 
of more open models, using a market logic. The diversity of business, the different 
states of  technology use and the different sensitivities of managers, determine the 
level of service to contract, causing mismatches between what is needed and what 
Shared Services Center has to offer. 

In this context where shared services have proven to be a good solution for many 
organizations and e-learning has established itself as an inescapable reality in 
organizations, we intend to define the framework for e-learning in shared services, 
taking into account all its specificity. It is necessary to define, among other things, in 
what context it makes sense to use e-learning, identify the positive and negative 
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aspects of shared services that are inherited by e-learning, which recommended the 
technological solution and what type of e-learning to be taken in each context, what 
strategy to follow to promote the services, how to measure the impact of e-learning in 
the acceptance of shared services, until the cost of e-learning is behavioral. 

The introduction of a new service with the features of e-learning for a Shared 
Services Centers, means knowing which is the impact of that adoption in the 
organizational architecture and what is the influence of the new service on existing 
services. 

Organizations, as complex systems, interdependent, want to reach a stable state, 
believing it to be possible by adapting to changes in the external environment. Yet 
what modern science has shown, such as the theory of chaos, this balance is the 
exception rather than the rule. In this context the Shared Services Centers, as 
providers of services, need to maintain sufficient stability to ensure the level of 
service, but the ability to innovate and respond to different levels of service requested. 
E-learning is a process based on technology that allows today's update of 
organizational knowledge. The Shared Services Centers, defining enterprise 
architecture, adopting ontologies that define e-learning and rules for the Semantic 
Web, are able to provide a quality service to all its partners seeking for the constant 
stability, supported by the theories of science organization. The adoption of e-learning 
services and the Shared Services Centers requires a strategy and framework that 
becomes a value for the entire organization. 
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Abstract. In recent years research which has been undertaken on the teacher-
student pedagogic relationship has been unanimous in stating that a learning 
model focused on the social interaction of the learning individuals is much 
more effective in their development. We can therefore say that the interactive 
model is of paramount importance in the teaching-learning process, taking as its 
central focus the mediation conducted by the teacher, by a more experienced 
colleague, by an adult or through educational multimedia programmes. Thus, 
the role of the mediator can and should be considered as an agent of change, to 
the extent that through this mediation the learner can bring meaning to the 
learning of strategies and their usefulness. How should the teacher/mediator 
manage this function in virtual learning environments? How can the interac-
tions be defined? Or, furthermore, which mediation strategies can and should be 
implemented? This reflection concerns the tension between teacher, student, 
knowledge and the harmony generated by the work of pedagogic mediation 

Keywords: Virtual learning environments, teaching-learning strategies, online 
pedagogic skills, interaction, mediation. 

1   Introduction 

I think that never were the issues pertaining to the teaching-learning process, the role 
of teachers and students, along with curriculum development and pedagogical models 
discussed as much as they were in the last third of the twentieth century. 

Interactive Communication Systems1 and the products which emerged from them 
targeted at education and vocational training were not only concerned with the or-
ganisation and structuring of knowledge, but also with motivating students within a 
given context. It is really important to create good environments and learning contexts 
that facilitate positive emotional experiences in order to maintain ongoing motivation 
for learning. The gradual improvement of computers and their respective programs, as 
well as the emergence of the Internet that has made electronic distance learning possi-
ble, have contributed to this fact. Whether in relation to the face-to-face model, or in 

                                                           
1 It is considered that Interactive Communication Systems bring together two sets of systems: 

The technological system composed of computers, software and tele-teaching and the teach-
ing and pedagogic system composed of content, contexts and communities of learners. 



 Mediation and Virtual Learning Environments 375 

 

relation to the traditional distance learning model, it was not that the electronic teach-
ing-learning model brought with it an improvement in the acquisition of knowledge, 
but rather in that the difference lies in the new forms of interactive communication, 
teaching and learning made possible by the Internet, which the traditional model of 
distance learning did not offer. 

Sometimes questions arise about whether a certain model of education is or is not 
better than other models. A number of studies have been carried out, the result of 
observations and academic research, but none of them firmly argues for the primacy 
of one model over others. Each model has specific objectives and audiences, the mod-
els being used in accordance with individual and organisational needs and contexts, 
with regard to space and time. It should be noted that teaching models which are 
completely electronic in nature should be excluded from models aimed at childhood 
and adolescence. In both cases it is considered essential to promote socialization, 
face-to-face interaction - essential factors for growth, development, facilitation of 
learning - and not place the child or adolescent alone in front of the computer, cut off 
from contact with others.  Neither the development of the child nor the adolescent is 
sufficient to enable them to plan and manage a process of autonomous learning, in an 
open and flexible structure, with regard to time, space and activities. The willingness 
to learn, individual construction along with social interaction, situations involving 
sharing, construction, deconstruction and new constructions requires a face-to-face 
pedagogic model. 

However, the teacher can and should make use of multimedia educational pro-
grams, the Internet and learning platforms, to provide resources, guidance for reading, 
or research into the nature of educational support for these age groups. Virtual learn-
ing environments promote diverse forms of teaching and learning, and provide multi-
ple opportunities for interaction which are an effective support for the use of content 
(text, images, sound), as long as they are imbued with a conceptual philosophy of e-
learning. Laurillard (1993)  and Lim (2001) have set out a conversational model for 
virtual learning environments based on four processes: to enable discussion, interac-
tion, reflection and adaptation, implemented through being based on theories of teach-
ing and learning (I. Tomé and B. Detry, 2001: 646-647). In this way  it is vital to 
develop virtual learning spaces, in so far as the educational domain is one of the im-
portant sectors for the development of multimedia systems, since these enable, as M. 
Farzad and S. Paivandi (2000: 53), have indicated, “the development of an educa-
tional society, where locations, means, times and training are multiplied”. 

Virtual communities or virtual learning environments have also shown themselves 
to be as an alternative curriculum model to face-to-face teaching-training models for 
the adult population seeking to acquire or update knowledge and skills. This model is 
intended to bridge distances and the lack of local schools or training centres, and also 
provide educational support for students who need this. 

2   Teaching and Learning On-Line 

The idea of technology still causes some unrest in the area of teaching and learning. 
This is due in part to the difficulties imposed on the educational system, the lack of 
dialogue between the parties, and the prejudices that still exist, but which are gradu-
ally being dismantled. In the twenty-first century it is no longer acceptable to have a 
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mechanistic view of education, with passive teachers,  reactive interaction, the func-
tion of which being the simple transmission of knowledge, in fulfilment of a strictly 
prescriptive methodology. Nowadays more and more students come to schools with 
different profiles, levels of knowledge and difficulties and school is not the only 
source of knowledge. We therefore need to establish another form of dialogue be-
tween the teacher, students and knowledge. 

Given these problems it is advisable to reflect on the teaching-learning process at 
multiple levels, from student characteristics, their levels of knowledge, their skills, the 
role of the teacher and institutional initiatives, in order to implement various learning 
strategies and face-to-face and online pedagogic models. I believe learning to be the 
central concept, the core of the whole educational system, on which must be imple-
mented new attitudes to generate new skills, whether the chosen model be face-to-
face, electronic or a mixed one. 

However, the form of access to information, knowledge, coupled with the fact that 
computers can enable an interactive environment with the user, have provided new 
learning environments and the provision of new educational services. In this way 
students and teachers can benefit from innovative learning environments by imple-
menting various methods and using different learning strategies. The teaching and 
learning technologies delivered by the Internet enable the construction of interactive 
pedagogic platforms, which through collaborative and interactive participation strate-
gies, form flexible educational spaces and enable online pedagogic support, bridging 
the isolation of the student, through the development of synchronous or asynchronous 
communication. The integration of video, sound, images and texts, knowledge and 
expertise shared on a network throughout the world enables a relational dynamic that 
students are developing into a new spatial and temporal reality. 

But how do teachers know what to do when faced with change and the refashion-
ing of curricula and practices? The teaching and learning models made possible 
through virtual learning environments are much more than that which the technolo-
gies enable, as they represent a complete change in the pedagogical model of teaching 
and learning. In the words of Garrison (2008: 5) "the key is" among other assump-
tions (...) "in fundamentally rethinking the curriculum in order to involve the student, 
in restructuring and replacing the form of contact of the face-to-face classroom". 

To answer the question raised above, there is no need to give recipes, but at the 
same time reflect on teaching and curriculum strategies to be used in order to promote 
learning. I do think that there good or bad strategies or learning methods. There are 
rather methods and strategies that are useful for some students and not for so others, 
since everything depends on their cognitive styles, their motivation, and their difficul-
ties. What matters is that educational actions are appropriate, and within the same 
subject there are diverse approaches to teaching so that students, in a dynamic process 
of learning, can unblock their difficulties, obtain information and relate it to the con-
struction of knowledge. This dynamic process of learning is understood as the various 
activities undertaken by the student through observation, experience, interactions with 
the teacher and peer sharing and cooperation. 

The transformation that one wishes to be seen implemented in the teaching and learn-
ing system through the use of technologies, or rather of interactive communication sys-
tems, inevitably involves a relational approach, where teachers and students act both 
actively and interactively, engaging in personal and group learning strategies, managing 
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and enabling motivation and helping students to engage in reflection. Otherwise tech-
nology would become an extremely poor educational resource, since it would just be a 
tool to be learned and to offer access to content in an agreeable manner. 

So what means be used? What means should teachers make use of to implement 
the teaching and learning strategies that they wish to implement? P. Vianis (2009:210) 
has stated that “it serves no purpose” 'giving’ working strategies and methods to stu-
dents, of the ‘ready to go’ type, if they are still a long way from reflecting on their 
learning process, in so far as they may not rethink, nor assimilate them". What is thus 
important is that the "key" is the understanding that the students have concerning the 
efficacy of the strategies.  

However, teaching and learning online is not easy, as it requires skills and profiles 
along with motivation and specific strategies. The needs and motivation to learn are 
the conditions that can overcome the obstacles and difficulties inherent in this model 
of education. 

If needs and motivation are considered the driving forces behind the act of learn-
ing, we cannot forget the importance of leverage which can maintain and nurture the 
desire to learn. Thus, it is much more important that we learn to define how to imple-
ment a learning strategy, instead of considering the learning strategies to use. With 
some minor variations in terminology, but with similar guidelines, all those research-
ing the teacher-student pedagogic relationship are unanimous in stating that the model 
which focuses on the social inclusion of the individual who is learning will be much 
more effective when compared to others that could be used. We can therefore state 
that when the online teaching and learning model uses structured environments, based 
on the social constructivist theory of Vygotsky, to enable interaction between teacher 
and student, collaborative learning between students, it promotes reflection and an 
experience that other types of distance learning cannot. This interactivity, this rela-
tionship of help, underlying the process of the development of reflective competence, 
requires a mediating role on the part of the teacher. 

We thus have here one of the key roles of teachers, in that they must know their 
students and try out various strategies in various contexts, so that they can see the 
effectiveness of each strategy, but above all so that they can understand the reason for 
their efficacy, given that learners do not know other strategies, except those which 
they use, and so how can they evaluate their relevance and efficacy relative to those 
which they do not make use of? Without learning mediated by the teacher or by a 
more senior colleague, the learner has many more difficulties in obtaining positive 
results. But this mediation can be also performed by stimulating learning environ-
ments, or through multimedia educational programs, in which the mediator, despite 
not being present, has contributed with his/herknowledge in the conceptualization and 
development of the means which seek to increase the capacity of the learner to make 
use of learning situations. 

The work of mediation is a difficult line between teacher, student and knowledge. 
Houssaye (1993) states that it is a linked triangle, where the teacher has either a some-
what direct role, or a lesser role according to the extent of the students’ needs or diffi-
culties. This involves maintaining a very delicate balance, of managing when to know 
how to stay at a distance or to intervene. We may consider that the art of teaching is  
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Fig. 1. Proximal Learning Zone and Proximal Development Zone 
 

based on the combination of the existing tension between these three points: teacher, 
student, knowledge and the harmony established in the linking of these points. 

As illustrated in Figure 1, the mediator (teacher, more experienced colleague, an 
adult – in the case of children - is an agent of change, in that through him/her the 
learner can give meaning to learning strategies and their usefulness. Constructivism 
centres students in the teaching-learning process, making them responsible for learn-
ing, and it is their knowledge, their cognitive development (PLZ). In this area, they 
build their knowledge through cognitive activities that they explore; this is the Pia-
getian process of assimilation-accommodation. But this is not enough as they need a 
mediator to help them go further, which will help to broaden horizons, to teach them 
to learn learning strategies (PDZ)2. It is this Vygotskyan socio-constructivist interac-
tion which allows the learner to develop cognitive methods and modalities, which are 
determinant factors in their development. Through mediation with others, who help 
them make better use of knowledge, they will give utmost importance to issues re-
lated to the problems posed by the need to learn to learn - a privileged field of meta-
cognition. For teachers, they must focus on an attitude of continuous monitoring, 
encouraging, suggesting, clarifying questions, so that learners will develop and ac-
quire the notions of self-esteem, self-regulation and autonomy. 

                                                           
2 Mediation is also very often called scaffolding. The concept can be understood as a teaching 

and learning strategy mediated by the teacher. Students will place scaffolds on their knowl-
edge "building", gradually constructing and securing their knowledge. This methodology or 
strategy can and should be used by the teacher as a facilitating agent, as a bridge joining what 
students already know and what is needed to attain that which students still do not. 
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2   Final Considerations 

The pedagogical potential contained in virtual learning environments and the role it is 
desirable that these new means take on in the actual process of change, provide dy-
namic and flexible teaching situations. Their use as devices mediating knowledge and 
as support to students is becoming widespread at all levels of education, thereby 
breaking with the unity of time, place and action. These platforms are the support that 
best supports the social constructivist theory of learning. 

Of course, this change is not seen at the level of concepts and principles in educa-
tional sciences, such as knowledge, collaborative learning, self-regulated learning, 
motivation, cognitive development. Thus, this change is not changing the theoretical 
foundations of teaching and learning, but at the level of pedagogic practices. Many 
studies have shown that the absence of interaction, teaching and pedagogical strate-
gies, of emotional and cognitive relationships, are reasons for lack of success in teach-
ing models based on virtual learning environments. Palloff and Pratt (1999) consider 
the interactions generated between students and between teacher and students as the 
as key to the success of students, . For Zimmerman (2002) this will provide a boost in 
the motivation that students feel to learn, because the higher this behavioural state, the 
more easily they engage in activities designed to facilitate learning. 

Thus, we can consider that the terms "interaction", "motivation" and "mediation" 
are keywords, among others, when we situate learning in virtual environments. 

What changes in teaching and learning online is the way of looking at things, as  
Maragliano (2004) has stated. It changes the teacher-student relationship. It is a proc-
ess that involves its own development concerning things taught; it changes the rela-
tionship with the learning resources, no longer separated from each other, but con-
nected, or rather connectable within a network perspective; it changes the centre of 
the action, which is no longer just teaching and its organisation, to also and mainly be 
that of learning and its individual and group dynamics. Teachers and students used to 
the face-to-face model need to become familiar with virtual and network learning 
environments not because of external requirements, but because of personal require-
ments. The computer must first become personal, and should be a tool to use to culti-
vate the curiosity of each one, feeding their propensity to enter into relationships with 
others, playing, in a certain “living” sense, and then it can become, as happens natu-
rally, a teaching and pedagogic resource for each one, where the attention should be 
centred on "how to do" and not so much on "how can we use". 

In light of the argument that has developed throughout this reflection, the central 
issue, directly linked to educational and pedagogical practices, relates to the "How?" 
The answer to this question brings us to the "way of doing", i.e. how to teach and 
learn through a virtual learning environment. How to effectively implement peda-
gogical practices?, Which motivating strategies to develop?, Which communication 
mode to use?, Which features to choose?, How to innovate and produce content? How 
to establish communication and implement support methods? All this implies a choice 
of pedagogical procedures and competence in reconciling theories, techniques and 
practices. It is then for teaching, pedagogy and learning theories and not computer 
science, to choose which technological resources, which means of interaction and 
mediation to enable and serve teaching methods and strategies in order to signifi-
cantly improve learning, through the mediation of teachers who will thus provide a 
differentiated pedagogic experience. 
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Abstract. The substantiative experimental study of private information box 
project of Japanese e-Government proved the effectiveness of the New 
Authentication Extension Technology to combine different social infrastructures 
to create new Secure services between Public Sector and Private Sector(Citizen). 
Though there are still issues to cope with outside of the realm of technology 
including accountability of each participants and the level of the service, OpenID 
and SAML are key federated identity protocols. Both SAML and OpenID define 
mechanisms in support of expressing assurance information on protocol  
messages, respectively Authentication Context and the Provider Authentication 
Policy Extension (PAPE). In deployment scenarios that require proxying from 
one of the protocols to the other, it becomes necessary to map to and from  
the corresponding assurance mechanisms. This paper provides theoretical and 
experimental study on this mapping and related issues.  

Keywords: OpenID, SAML, Authentication Extension, Contract Exchange, 
Proxing Assurance, Information Box Project. 

1   Introduction 

In ubiquitous network society, various internet services are being provided now. 
Moreover, it has come to be created innovative services in internet service fields 
which will be user-focused by being connected with the existing infrastructure and 
these diversified services suitable for the user needs. However, in the current envi-
ronment, these services can not allow a useful connection to other services on original 
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specification and different specification between public sector and private sector. 
With the rapid development of authentication services, the system which makes exist-
ing each service and infrastructure connect to keep providing the trusted information 
services are necessary. It is suitable for user’s needs in the future. This issue is espe-
cially important in the recent condition of rapid increase of mobile internets because 
of increasing the need of e-commerce for improvement and a great concern for secu-
rity. In the e-commerce market, a considerable volume of information and transac-
tions are exchanged online(Ref.19). 

2   Technical Overview of Private Information Box Project 

The purpose of our study is to prove and develop a new authentication technology by 
sharing the Authentication Extension  Technology to combine different social 
infrastructures to create new Secure services between OpenID and SAML among the 
existing infrastructures and the effectiveness of authentication technology between 
different organizations. Internet, user and devices are collaborate through one-stop 
authentication. In some cases, Authentication does not allowed a helpful connection 
among services with original and different specification. Our objective is to develop a 
new authentication transfer technology through more demonstrative experiments for 
the research. The authentication exchange technology enables internet service user to 
extend the connectivity service between public authority and private user that regis-
ters different authentication systems.  

Figure 1 shows overview of Private Information Box Project. Green Arrow shows 
OpenID Contract eXchange. Figure 2 shows Experimental Study Sequence of 
OpenID CX  (OpenID Get/Post Binding). 
 

 

Fig. 1. Overview of Private Information Box Project(Ref.11) 
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Fig. 2. Experimental Study Sequence of OpenID CX  (OpenID Get/Post Binding) (Ref.11) 

3   Technical Method of Proxing Assurance between OpenID and 
SAML 

OpenID and SAML are two major federated identity protocols that have been adopted 
in government, education and many other industries. In many cases, either one of the 
protocols is employed to implement their identity federation but rarely both are used 
simultaneously in a interoperable manner. 

When collaboration of social infrastructures among public sectors and private 
sectors is considered, the environment is usually heterogeneous. Many systems in 
government and education already have adopted SAML as their standard federated 
identity protocol among organizations. On the other hand, OpenID is more likely to 
be adopted among new comers such as Web 2.0 service providers as well as 
enterprises that are considering identity federation to enhance their services with 
better user experience. This heterogeneity will continue to support diversity in 
technical preferences. In this environment, how the systems which employ different 
federated identity protocols are interoperated each other is the key issue to be solved. 

Madsen and Sakushima suggest assurance information that is conveyed in 
federated identity protocols can be used to inter-connect two protocols in a 
interoperable manner[20]. Both OpenID and SAML define such mechanisms to 
express assurance information on protocol messages. The assurance information is 
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usually categorized into some levels, which are called "levels of assurance (LOA)". 
LOA are defined by assurance frameworks such as OMB M04-04[13] and NIST 
SP800-63[12] not by protocols. However, the protocols provides mechanisms to 
enable an Identity Providers (IDP) to express compliance to a certain LOA on  
which policies and procedures are defined by assurance frameworks and followed by 
the IDP. 

3.1   OpenID Provider Authentication Policy Extension  

OpenID Provider Authentication Policy Extension (PAPE) is an OpenID protocol 
extension which allows a Relying Party (RP) to request particular authentication 
policies to an OpenID provider (OP) in authenticating an end user and the OP to 
express whether it meets the policies in an assertion message[20].  

OpenID PAPE specifies three authentication method policies which OP applies to 
authenticating users, Phishing-Resistant, Multi-Factor and Physical Multi-Factor. 
Those policies are sort of a starting point to cover the most common use cases. If 
those policies are not sufficient, additional policies can be defined and introduced. 
PAPE also support conveying LOA as more abstract policies; however a mean RP 
requesting a specific LOA to OP is not provided while RP is able to request three 
authentication method policies to OP. To remediate this issue, the US government's 
Federal Identity, Credential Access Management (ICAM) has developed OpenID 2.0 
Profile and defines a mechanism to specify a LOA in a request message by adding the 
LOA policy into the authentication method policy mechanism [2]. Although lack of 
mechanism to express a LOA policy from RP in the current PAPE specification can 
be remediated, we hope that the future specification will provide a more standardized 
way to do so and support symmetry in request and response messages. 

3.2   SAML Authentication Context  

SAML Authentication Context (AC) provides mechanisms by which the SAML IDP 
and SP can indicate the nature of authentication so that SP is able to request IDP more 
information additional to the assertion itself in order to assess the degree of 
confidence[1]. The SAML AC specification defines a syntax for writing an XML 
schema which is definition of authentication context declarations in SAML.  

Since SAML is a markup language based on XML, any SAML AC declarations 
can be added into SAML-based messages. The specification also defines a number of 
Authentication Context classes which are written by following the SAML AC syntax 
for simplifying their interpretation. There are twenty five pre-defined AC classes in 
the specification including Kerberos, MobileTwoFactor, Password, Public Key and so 
forth. Although those classes are pre-defined for convenience, some of them can be 
out of context because how authentication takes place depends on technologies, cul-
ture and convention adopted by people in a certain region or industry. LOA is a more 
universal concept can be used in any region or industry. It is also more interoperable 
and light-weight as a protocol. SAML has recently defined the LOA profile based on 
SAML AC[7]. SAML Identity Assurance Profile provides standard means for SAML 
IDP and SP to exchange LOA information.  
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3.3   Sequences of Proxying Assurance between OpenID and SAML  

Madsen and Sakushima has created recommendations for the entity playing the role 
of protocol proxy between OpenID and SAML, differenciated by the protocol sup-
ported by the eventual consumer of the assertion, which are OpenID RP or SAML 
SP[10]. The recommendations are written in a way to support bi-directional; however, 
only either one of sequences can be employed in order to implement a proxy system.  

3.3.1   Proxying OpenID Request to SAML IDP  
For proxying an OpenID request to a SAML IDP, the sequence starts by an user visit-
ing OpenID RP first with an arbitrary user agent (UA) such as a web browser. OP is 
the proxy which plays a role as SAML SP to SAML based-IDP. (Figure 3)  

The user provide either his full OpenID URI or an OP Identifier which only specify 
the OP where the user is registered. In terms of privacy, initiating authentication with 
the OP Identifier is very useful. If the OP receives the OpenID authentication request 
contains a PAPE LOA policy URI that the OP is unable to satisfy, the OP can choose 
to proxy the request to the SAML IDP which supports it. Since the SAML LOA pro-
file defines a metadata mechanism by which a SAML IDP can advertise the levels of 
assurance it supports, this mechanism can be used to choose appropriate IDPs. Obvi-
ously, the OP must maintain a mapping table of SAML IDPs coordinating with the 
requested LOA. Also, the OP should maintain mapping identifiers between two pro-
tocols in order to identify the user at this OP is the owner of the identifier in an asser-
tion from the IDP. To make this mapping possbile, NameID in a assertion from 
SAML IDP must be persistent.  

 
Fig. 3. The Sequence of proxying an OpenID request to SAML IDP 
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Once the proper SAML IDP is chosen, the OP composes a SAML Authentication 
Request message with the requested LOA class URI in a SAML Requested 
Authentication Context element and sends it to the SAML IDP.  

The SAML IDP validates the request with the SAML metadata mechanism which 
creates trusted relationship among SAML based entities. Therefore, establishing 
trusted relationship in advance is required. After validating the request, the IDP dis-
plays a login form to the user and wait for user entering an id and credential. If any 
other authentication method policies beside a LOA policy are requested, the IDP 
should also apply the policies when authenticate users. When the IDP authenticates 
the user properly, it returns the SAML assertion which contains the LOA class URI 
supported by the IDP in a SAML Authentication Context element to the OP. The OP 
as the SAML SP validates the assertion with the same metadata mechanism. If it  
is legitimate, the OP converts the assertion into an OpenID positive assertion with  
the PAPE LOA policy URI and sends it to the RP. The RP eventually validates the 
positive assertion in an OpenID manner and extracts the PAPE LOA policy URI from 
the message. For the RP to make an entitlements decision for users, the PAPE LOA 
policy must meet or exceed what the RP originally requests when initiating the  
authentication. 

3.3.2   Proxying SAML Request to OP  
For proxying a SAML request to an OP, the sequence starts by an user visiting SAML 
SP first with an arbitrary user agent (UA) such as a web browser. IDP is the proxy 
which plays a role as OpenID RP to OP. (Figure 4)  

In a SAML-based authentication, the SP and the IDP must have a trust relation-
ship based on the same metadata mechanism described in 3.3.1. The SP uses the 
metadata to specify the IDPs to which it can send authentication requests. the SP can 
register more than one IDP but must establish a trust relationship with it in advance 
and provide an access such as a banner to that IDP on the login page. Unlike 
OpenID, the user does not have to provide his identifier to the SP. All he has to do to 
initiate authentication is to click a banner of the IDP where he is registered. When 
the user clicks the banner, this authentication flow is initiated. If the IDP receives 
from the SP the SAML authentication request contains a LOA class URI in a SAML 
Requested Authentication Context element, the IDP can choose to proxy the request 
to the OP which supports it. The IDP must maintain a mapping table of OPs coordi-
nating with the requested LOA. The IDP as the proxy can register multiple OPs  
supporting the requested level and display the list of OPs so that users can choose 
their preferred OP. Also, the IDP should maintain mapping identifiers between two 
protocols in order to identify the user at this IDP is the owner of the identifier in an 
assertion from the OP. To make this mapping possbile, Claimed Identifier returned 
in a assertion from OP should be mapped to SAML's persistent NameID. Or Name 
ID can be generated from a specific attribute sent from the OP. What type of an 
identifier must be in NameID is dependent on the definition of NameID in a SAML 
metadata at the requested SP. 

The OP extracts the PAPE LOA policy from the request message and display a 
login form to the user. If the OP is capable of handling multiple methods to 
authenticate users, the OP can suggest the user authenticate with the most qualified 
method based on the requested LOA. If the user is authenticated properly, the OP 
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Fig. 5. The Sequence of proxying a SAML request to OP 

returns the OpenID positive assertion which contains the PAPE LOA policy URI 
supported by this OP to the IDP. The IDP as the OpenID RP validates the assertion. If 
it is legitimate, the IDP converts the assertion into a SAML assertion with the LOA 
class URI in a SAML Authentication Context element and sends it to the SP. The SP 
eventually validates the assertion and extracts the LOA class URI from the message. 
For the SP to make an entitlements decision for users, the LOA class must meet or 
exceed what the SP originally requests when initiating the authentication.  

4   Empirical Study of Proxing Assurance between OpenID and 
SAML  

We examined the possibility of collaboration among government, corporations, and 
citizen by building an information sharing environment prior to applying proxing 
assurance between OpenID and SAML into the data management system which util-
izes the information shared within the OpenID CX. Second, we examined the effec-
tiveness of the authentication system and evaluated whether the external systems are 
capable of high-level utilization such as its proficiency of producing knowledge out of 
information, presenting data effectively, and storing know-how (Ohashi.edi,2003b). 
The following criteria were examined by the demonstration experiment utilizing the 
collaborative work test bed.  
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1) The possibility of collaboratively creating digital contents in the distributed en-
vironment.  All the materials in the visual library were stored, managed, and safely 
exchanges in an integrated system without making duplications at organizations 
within in the distributed environment. 

2) The potentialities of connecting different organizations through the iDC with 
high-speed network and of building a system with which users can exchange safely 
large amount of data on-line and on-time. Its effectiveness of arousing an academic 
curiosity for the further development of high-speed, large capacity data and informa-
tion exchange and sharing. 

3) The capability of the Proxing Assurance between OpenID and SAML and the 
OpenID CX servers to operate interactive control functions even when clients and 
their servers are located in an IP unreachable area.  

 

Especially, the capability of prompting the collaborative work while protecting the data 
privacy by allowing users to switch the collaborative workplaces according to their 
object where access is controlled by each organization so that only permitted group 
members have the authority to share data. One-stop services is the original goal for 
promoting the e-Government System. As a means to realize one-stop services that 
integrates variety of services, portal has been reviewed and implemented from the 
beginning of the stage by government and with collaboration between public and pri-
vate sectors. Implementing this system into the interface between public sector and 
clients, and implementing not on the portal (server) but on clients (users) would bring 
about a new way to realize one-stop services (22:Web Services Initiative,2005). There 
are two main advantages of citizen-centric one-stop services:1)No need of the portal 
systems that could be a major burden to construct 2)No need for portal to posses per-
sonal information. Building of a portal system is very difficult. From the point of  
authentication and organizing interfaces, it is difficult to develop a portal after each 
service has been developed. Additionally, it is also difficult to build a portal before any 
service will be developed because it means to design a gigantic system from scratch. 

 
Fig. 6. Empirical Study of Proxing Assurance between OpenID and SAML(Ref.9.) 
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5   Conclusion 

As the demand for better services increases, our study reveals important implications 
to many Internet services. We believe that our study that incorporates the Proxing 
Assurance between OpenID and SAML is truly innovative and meets the urgent need 
in the Ubiquitous Society. In the future, with this technology, we expect the service to 
expand so as to enable close relationship inside of government and private sector. 

Our study proved the effectiveness of the New Authentication Extension  Technol-
ogy and Proxing Assurance between OpenID and SAML to combine different social 
infrastructures to create new Secure services between Public Sector and Private  
Sector(Citizen). Though there are still issues to cope with outside of the realm of 
technology including accountability of each participants and the level of the service, 
we expect this service to be soon available in the real world. 
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Abstract. Competence management is an important research object in the more 
general area of human resources management and knowledge management. 
This paper describes the process of enhancing the individual ICT competence 
models built from the self-declared knowledge of experts with information ex-
tracted automatically from documents using custom Unstructured Information 
Management Architecture (UIMA) text analysis components. The application 
aims to identify and extract main expertise areas of ICT experts from two types 
of documents: published documents (journal / conference papers) and unpub-
lished documents (project documentation). In addition, CV files are used to  
extract computer skills of different types. The identified ICT competences are 
exported in such a format that can automatically populate expert profiles built 
in OWL format. The proposed approach extends the functionalities of existing 
enterprise information systems and offers possibilities for development of  
future Internet services. 

Keywords: ICT, competences, semantic technologies, information extraction, 
expertise profiles. 

1   Introduction 

Competence management (CM) is an important research object in the more general 
area of human resources management and knowledge management. Two different 
meanings of the concept of “competence” (building blocks of competency models) 
within the corporate environment could be distinguished: 

• Expert competences are specific, identifiable, definable, and measurable knowl-
edge, skills, abilities and/or other deployment-related characteristics (e.g. attitude, 
behavior, physical ability) which a human resource may possess and which is 
necessary for, or material to, the performance of an activity within a specific 
business context. Competence modeling is thus a process of determining the set of 
competencies that are required for excellent performance in a particular role [1]. 

• Organizational core competencies are aggregates of capabilities, where synergy  
is created that has sustainable value and broad applicability for an organization 
[2]. Defining competency models for an organization and performing skills  
gap analysis which provides essential data for the undertaking of a range of  
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training and development and performance improvement activities is known as 
Competency management. 

Competency analysis within an enterprise aims at identifying the knowledge and skills 
on individual level required to perform the organization’s business activities so that 
they may be developed to fit the requests of work life reality. Depending on the 
adopted approach to competence management, different individual competence mod-
els can be developed, e.g. job, functional, core, or leadership competency models. 
Core competency models identify the critical skills, knowledge, and abilities that are 
required for success for all individuals in a particular organization. This creates  
a common language and an agreed upon standard of performance among employees. 
Job competency models describe the behaviors, knowledge, and skills required  
for exceptional performance for any particular job. As a result, individuals and their 
managers can evaluate performance against an observable standard. 

EU policy including the Bologna Process (started in 1999, see 
http://www.ond.vlaanderen.be/hogeronderwijs/Bologna/) and the European Research 
Area initiative (commenced in 2000, see http://ec.europa.eu/research/era/) underlines 
the importance of the transferability and comparability of competences, skills and 
qualifications within Europe. Therefore, this paper aims at introducing an approach 
that enables extraction of ICT competences from existing structured and unstructured 
sources and their formal representation as an OWL models. 

2   Competency Management in ICT Domain 

ICT field includes the following sub-disciplines: computer science, information sys-
tems, computer engineering, software engineering and information technology. The 
Association for Computer Machinery, the world’s largest educational and scientific 
computing society (see http://www.acm.org/) and the IEEE Computer Society, an 
organizational unit of the Institute of Electrical and Electronics Engineers (see 
http://www.computer.org/) have taken a leading role in providing support for higher 
education in ICT in various ways, including the formulation of curriculum guidelines 
and defining competences i.e. capabilities and knowledge expected for ICT graduate. 
Since 1968, they provided curriculum guidance (see http://www.acm.org/education/ 
curricula-recommendations) on computing at approximately ten-year intervals (1968, 
1978, 1991, and 2001). 

According to the ACM high-level categorization of Information Systems graduate 
exit characteristics, for example, the future ICT professionals, scientists, and engi-
neers, should have technology knowledge in the following domains: Application De-
velopment, Internet  Systems Architecture and Development, Database Design and 
Administration, Systems Infrastructure and Integration, and IS development (Systems 
Analysis and Design, Business Process Design, Systems Implementation, IS Project 
Management). Internet Systems Architecture and Development, for example, includes 
Web page development, Web architecture design and development, design and devel-
opment of multi-tiered architectures and experience with Web programming lan-
guages such as Java, PHP, Pyton, HTML, RDF, etc. 

Except technical knowledge ICT professionals, scientists, and engineers should be 
capable of analytical and critical thinking and have soft skills (Interpersonal, Commu-
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nication, and Team Skills). Soft skills, sometimes known as "people skills," are  
personal attributes that enhance an individual's interactions, job performance and ca-
reer prospects. Companies value soft skills because research suggests and experience 
shows that they can be just as important an indicator of job performance as hard skills. 

ICT graduates should be also familiar with business fundamentals (Business Mod-
els, Functional Business Areas, Evaluation of Business Performance). Based on this, 
ICT professionals develop management skills and leading abilities. Management 
skills include skills for problem solving, goals setting, organizing, realization of deci-
sions and enforcement of measures, performing control and evaluating results, costs 
planning, delegating and constant improvement. Leading abilities are skills for clear 
mediating of information, interpersonal conversation, notifying, activating energy, 
creating possibilities, motivational leading, conflicts solving, stimulating co-workers, 
mutual cooperation, positive treatment with others, and other. 

In general, we can depict the skills of ICT expert/professional as is presented in 
Figure 1. 

 

Fig. 1. UML representation of ICT Characteristics 

3   Ontology-Based Approach to Competency Management 

Ontology engineering is a new field in information science, which studies the meth-
ods and methodologies for building ontologies (formal representations of a set of 
concepts within a domain and the relationships between those concepts). Ontology  
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engineering provides standards and structures that allow information to be described 
in a way that captures what it is, what it means and what it's related to - all in a ma-
chine-readable form. This enables machines as well as people to understand, share 
and reason with them at the execution time and offers new possibilities for enterprise 
systems to be networked in meaningful ways. Ontologies form the backbone of the 
Semantic Web1. 

European Union, through its chief instruments for funding research (FP5 - The 
Fifth, FP6 – The Sixth and FP7 – The Seventh Framework Programs), has financed 
several projects that focused on ontology-based competence management. As a result 
of these projects, several prototype systems have been developed [3], [4] and few 
ontologies were made publicly available [5]. The research work had also a positive 
impact on several European Public Employment Services [6]. Some of them have 
already introduced (e.g. Germany, Norway) or are at the moment working on im-
provements of their matching (vacancies and job seekers) processes by shifting more 
emphasis to competences. 

Motivated by the need to express the core competences of the researchers and or-
ganizational units of the “Mihajlo Pupin”  Institute (MPI) in a machine processable 
format by using standards and classifications that will allow interoperability of data in 
the EU research and business space, we adopted an ontology-based approach to ex-
pertise profiling and retrieval [7]. 
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Fig. 2. Career development paths 

3.1   Development of Job Competency Models at the Mihajlo Pupin Institute 

Using the “Mihajlo Pupin” case study, we can in general illustrate the career devel-
opment paths of the engineering staff as is presented in Figure 2. Nodes represent 
different employment positions, while the arcs show the possible development paths. 
Building a competency model means identification of the competencies employees 

                                                           
1 The Semantic Web is an extension of the current web in which information is given well-

defined meaning, better enabling computers and people to work in cooperation. See 
http://www.w3.org/2001/sw/ 
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need to develop in order to improve performance in their current job or to prepare for 
other jobs via promotion or transfer. The model can also be useful in a skill gap 
analysis, the comparison between available and needed competencies of individuals 
or organizations. An individual development plan could be developed in order to 
eliminate the gap. Important variables to be considered during the development of a 
competency model are the use of skill dictionaries, or the creation of customized ones. 
For example, a competency model for a “Senior Research Associate” might include 
competencies such as analytical approach to work, excellent problem-solving skills, 
technical competence and experience, good organizational skills, independence and 
objectivity, ability to communicate, attention to detail, project-management skills, 
ability to distinguish between the strategically important and the trivial, negotiation. 

3.2   Building Expert Profiles Models in OWL format with TopBraid Composer 

The “Mihajlo Pupin” ontological knowledge base was designed and built using the 
TopBraid Composer an enterprise-class modelling environment for building semantic 
applications that are fully compliant with the W3C standards (see the TopQuadrant’s 
Web site at http://www.topquadrant.com/). The tool provides powerful Input facilities 
(see Figure 3) that enable integration of diverse knowledge sources and services. It 
supports many inference engines that can run alone or in a sequence. Using the Top-
Braid Suite Export facilities the developed models can be deployed to TopBraid Live 
Server or exported/merged/converted to RDF graphs that can be exploited with other 
client applications e.g. with OntoWiki [8].  

After the ontological knowledge base was designed, the next step was to populate 
the ontology i.e. import data into the ontology and create instances. Manually creating 
of ontologies is a time consuming task. Semantic Web community has delivered many 
high-quality open-source tools (e.g. the D2RQ server) that can be used for automatic 
or semiautomatic ontology population i.e. to convert the facts trapped in the legacy 
systems or business documents into information understandable both for machines 
and people. Table 1 summarizes some types of competences that were extracted from 
structured (e.g the SAP HR management system) and unstructured sources. 

• SPARQL  Rules
•SwiftOWLIM 

Input 
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Merge / Export  
facilities
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Logical layer
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Fig. 3. The TopBraid Composer workspace 
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Table 1. Integrating competences from structured and unstructured sources 

Sources Type of competence  Content 
ICT main research field A category from a catalog defined 

by Serbian Ministry of Science 
ICT subfields unlimited list of ICT areas 
Key qualifications Free text in Serbian language 
Key experiences - 
responsibilities 

Free text in Serbian language 

Structured - 
SAP HRM system 
stores self declared 
competences of the 
experts 

Foreign languages Items from a catalog of foreign 
languages 

Computer skills 7 different competence types are 
extracted and transformed into 
structured format  

Project Experience  Major ICT fields of project  
expertise is identified and  
transformed into structured format 

Unstructured -  
documents in .doc, 
.pdf, .txt, etc. 

Publications An extensive list of topics of  
interest is extracted and  
transformed into structured format 

 

Rest of the paper discusses the use of the Unstructured Information Management 
Architecture (UIMA) open source tool for building custom text analysis components 
for automatic extraction of experts’ competences from unstructured sources. 

4   Building Custom Text Analysis Components with UIMA 

UIMA stands for the Unstructured Information Management Architecture (see 
http://incubator.apache.org/uima/) and is a component architecture and software 
framework implementation for the analysis of unstructured content like text, video 
and audio data. In 2009 OASIS (Organization for the Advancement of Structured 
Information Standards, http://www.oasis-open.org/) announced UIMA as standard 
technology for creating text-analysis components. The major goal of UIMA is to 
transform unstructured information to structured information so that appropriate data 
processing and search technologies can efficiently deliver the newly discovered con-
tent in response to the client requests or queries.  

4.1   The UIMA ConceptMapper Annotator 

UIMA defines interfaces for a small set of core components that users of the frame-
work provide implementations for. Annotators and Analysis Engines are two of the 
basic building blocks specified by the architecture. The ConceptMapper UIMA Anno-
tator is a high performance dictionary lookup tool that maps entries in a dictionary 
onto input documents, producing UIMA annotations. It also supports including the 
association of any necessary properties from the controlled vocabulary as part of that 
mapping. Individual dictionary entries could contain multiple terms (tokens), and 
ConceptMapper can be configured to allow multi-term entries to be matched against 
non-contiguous text.  For example, using the following dictionary entry 
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<token canonical="MS.NET" 
area="useProgrammingLanguage">  
    <variant base="MS.NET"/> 
    <variant base=".NET"/> 
</token> 

we can deduce that the expert is using language “MS.NET” if this information is 
found in his CV documents. Next, using the following dictionary entry 

<token canonical="Image_Processing_Pattern_Recognition" 
area="topic_interest"> 
    <variant base="Imaging"/> 
    <variant base="Image Processing"/> 
    <variant base="Pattern Recognition"/> 
  </token> 

we can deduce that the expert is interested in image processing based on different 
keywords found in his documents (publications and working documents).  

4.2   The MPI CompetenceAnalysis Component 

The MPI CompetenceAnalysis component was built upon the UIMA annotator i.e. the 
UIMA Sandbox. The dictionary was built using the ICT taxonomy of European  
Research Areas (IST ERA, http://www.kooperation-international.de/eu/themes/info/ 
detail/data/2962/?PHPSESSID=c332 ). The taxonomy structures the ICT technology 
areas into four main categories: 

C1 - Electronics, Microsystems, Nanotechnology;  

C2 - Information Systems, Software and Hardware;  

C3 - Media and Content, and  

C4 - Communication Technology, Networks, Distributed Systems.  

In addition, the dictionary contains vocabulary of computer skills that is used for 
extracting expert experience with Programming languages, Operating systems,  
 

MPI

MPI

MPI   ICT   Dictionary 

 
Fig. 4. High-Level UIMA Component Architecture from Source to Sink 
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Input  folders

Output  file  with  expert  personal data  

 

Fig. 5. The MPI CompetenceAnalysis component 

 

Hardware, WEB technology, SW Solutions, Modeling environments, Development 
Tools, etc. 

The MPI Collection Reader was built because the source documents are coming 
from different parts of an expert’s computer and tokens are mapped accordingly to 
different concepts. The MPI CAS Consumer was built because we wanted to custom-
ize the processing made by ConceptMapper annotator and prepare the output results 
in an OWL format suitable for integration in existing expertise knowledge base.  

Currently the MPI CompetenceAnalysis component assumes that the input docu-
ments belong to a single person and exports an OWL file whose content looks like: 

<ict:Person rdf:ID="ID_1526"> 
<Global_ID 
rdf:datatype="http://www.w3.org/2001/XMLSchema#integer"
>1526</Global_ID> 
<ict:topic_interest_project 
rdf:resource="http://www.institutepupin.com/ict.owl#Sem
antic_Technologies"/> 
<ict:topic_interest_reference 
rdf:resource="http://www.institutepupin.com/ict.owl#Ima
ging_Image_Processing_Pattern_Recognition"/> 
… 
<ict:useOperatingSystem 
rdf:resource="http://www.institutepupin.com/skills.owl#
Windows"/> 
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<ict:useDBMS 
rdf:resource="http://www.institutepupin.com/skills.owl#
MS_SQL_Server"/> 
<ict:useSoftwareSolution 
rdf:resource="http://www.institutepupin.com/skills.owl#
SAP_ERP"/> 
… 
</ict:Person> 

5   Concluding Remarks 

Virtually integrated organizations seek to link their individual core competencies 
through cost-sharing and risk-sharing agreements, so that these organizations can act 
as a larger, single entity. Competency management and finding expertise (either a 
person or/and accompanied knowledge items) in such a dynamic and often complex 
organizational structure, that is supported by an extended information system, is a 
challenging issue. 

This paper discussed the process of building expert profiles in a form of ontology 
database by integrating competences from structured and unstructured sources. In 
particular, it presented the MPI CompetenceAnalysis component that was developed 
at the “Mihajlo Pupin” Institute in order to objectively identify and extract the key 
expertise of employees and automate the ontology population process. What has been 
achieved so far is automatic identification and extraction of skills from available 
structured and unstructured sources and semi-automatic population of the ontology 
database. Structured sources (SAP HCM knowledge pool) store expertise items that 
are based on evidences (e.g. certificates) or declared by the experts themselves at HR 
Department and entered in the knowledge pool by an officially assigned person. Once 
the expertises have been extracted from unstructured documents using the MPI Com-
petenceAnalysis component, the results have to be checked by the officially assigned 
person prior to integration into the ontology database. Automatic analysis has  
advantages compared to manual analysis because of the objectiveness of results. Our 
analysis has shown that manually created lists of expertise were not an exhaustive 
description of the person’s expertise areas. Introducing standard classification of ICT 
expertise facilitates data integration and interoperability of expertise data within the 
European Research Area and beyond. 
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Abstract. Veterinary Pathological Anatomy consists in the application of crite-
ria based in the knowledge of the macroscopic and histological lesions to obtain 
a final pathological diagnosis. The aim of this specific diagnosis is, generally, to 
determine which disease affects the animal, in case of being alive, or what the 
cause of death in case it was death.  

Unlike human medicine, dedicated to a single specie, the Veterinary Medi-
cine is dedicated to different animal species, usually grouped into specialties 
based in affinity of species (e.g. pets - dogs and cats, ruminants, exotic species, 
etc). Also pathological anatomy uses exhaustive classifications of different 
types (e.g. infectious diseases, metabolic diseases, endocrine diseases,  
neoplasm’s, etc.). So the urgent need to compile all available information to 
obtain a diagnosis, in a short period of time, which will help to save the animal 
life, is the constant challenge placed to the professional experts in the area 
concerned. 

The proposal of using the Case Based-Reasoning (CBR) technique in this 
area aims at offer a training tool to the professional and attendants, as well as a 
research instrument to analyze the similarities or deviations of the diagnosed 
cases, to improve the veterinarian pathologist’s performance and therefore 
achieve greater success in helping clinicians saving more animals. 

Keywords: CBR technique, Veterinary Pathological Anatomy. 

1   Introduction 

The use of past knowledge is an important issue in Veterinary Pathological Anatomy. 
Usually the professionals of the domain use knowledge of the domain, such as 
(Organization World Health, 2008); (Scott, Jr., & Griffin, 2000); and (Jubb, Kennedy, 
& Palmer, 1993), and their previous experience.   

The authors described the application of a CBR system that assists veterinary pa-
thologists professionals to improve its performance in obtaining a final diagnosis. 
Pathological diagnosis is a supplementary diagnostic test, usually ordered by the vet-
erinarian clinician, in order to direct treatment to administer to the sick animal, or 
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living members of a group of animals (e.g. cattle), in which a death occurred. Thus, 
although the methods used are similar to those used in human medicine, the ends are 
quite different. 

As far as we know, no system of artificial intelligence has ever been applied or im-
plemented to diagnosis areas of the veterinary medicine. The system proposed on  
this paper is applied to the generation of solutions for real clinic cases submitted to 
pathological complementary diagnosis exams, using for this purpose 921 real cases, 
integrated to the specific knowledge of the professional of the area. 

2   Pathological Diagnosis 

Pathological diagnosis is based on the World Health Organization International Clas-
sification of Tumours of Domestic Animals and Pathology of Domestic Animals 
Classifications  (Organization World Health, 2008). Also it considers the identifica-
tion animal data, clinical history (including physical exam), macroscopic lesions and 
mostly histological aspects, including cellular characteristics and organizational pat-
terns. Finally the definite diagnosis is emitted based on the specific knowledge of the 
professional veterinary pathologist.  

On applying an intelligence model at Pathological diagnosis, the major difficulty 
arises from the fact that the descriptions of macro and microscopic lesions are mostly 
qualitative, based on the pathologist observation, which gives an inaccurate degree of 
subjectivity, depending on of the perception of the observer. 

Generally the professionals in this area choose to register only the existence of a 
certain lesion in the organs/tissues that are watching and not by quantifying. 

Depending on the examination of a certain kind of lesions, registered in the macro-
scopic exam and in the microscopic exam, the pathologist delivers its diagnosis, con-
ducting a detailed and prolonged study on the case.  

The development of a tool that would relate certain lesions present with a given di-
agnosis, would be an useful tool to help the pathologist, saving time and cuts and the 
subjectivity inherent. We also believe that this system could have many applications 
in research field. The tool applies CBR (Aamodt & Plaza, 1994). 

3   The Reuse of Experience Pathological Anatomy and Routine 
Histopathological Diagnosis Domains 

As already mentioned, we applied CBR in The Reuse of Experience Pathological 
Anatomy and routine Histopathological Diagnosis domains. In our system was  
implemented the four phases cycle of Aamodt and Plaza  (Aamodt & Plaza, 1994). 
The system implements the retrieve, reuse, revise and retain phases and has a reposi-
tory with cases and knowledge domain. The overall system structure is shown in 
Figure 1. 
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Fig. 1. Software Tool Structure 

The system has two main parts: client and server. In the client part the users can in-
sert new cases and retrieve solutions for their cases. The client part is implemented 
through a web browser. In the server part is implemented the CBR technique. As 
previously mentioned, we implemented the Aamodt and Plaza  (Aamodt & Plaza, 
1994) model. Bellow we explain each component of the server part of our system. 

As can be seen in Figure 1, the system as components for storing data and has 
components for doing some of the systems tasks. The components: case memory, 
vocabulary of domain, adaptation rules, case description, inference rules and metric 
system store data while the components: retrieve, reusing, revision and retaining im-
plements the system tasks.  

It is worth to mention that the system has in the case memory two types of cases: 
one for Pathological Anatomy and other for Histopathological. Each case is stored as 
a frame (Minsky, 1974). Each case is divided according the Kolodner (Kolodner, 
1993) proposal into: objective, characteristics and solution. The characteristics and 
the solutions are pairs of name x value.  

In the domain vocabulary module are the stored the most frequent expressions used 
to describe cases of both domains. After the use of the system in the set of 921 cases 
this module stores 6197 terms. 

The adaptation rules module stores information about how diagnosis can be 
adapted. In this module there can be stored if-then rules (Cawsey, 1998) for defining 
how diagnosis can be adapted based on case’ characteristics. 

The Inference rules module is also build of if-then rules. These rules are based on 
the knowledge defined in the books described in (Organization World Health, 2008).  

As previously mentioned, the cases are structured through attribute x value ap-
proach. All case’ characteristics are expressed in text. Usually the veterinarians de-
scribe situations, through text description, in a free way. The same happens when the 
veterinarians define a diagnose.  Because of that, the searching of old cases is based on 
text analysis.  So, the metric system is based on comparing similar text expressions. 
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As previously mentioned, the system was tested in a set of 921 real cases. These 
cases were previously resolved by specialists’ veterinarians. Above we explain the 
final results of the system use. The retrieval process only considers case with a level 
of similarity greater than 66.6%. In the set of 921 the system found 641 with a level of 
similarity greater than 66.6% which it mean that 69,6% of cases could be adapted. 

We also measured the level similarity between the solution proposed by veteri-
narians and the solution proposed by the system. The Figure 2 shows level of simi-
larity between the solution proposed by veterinarians and the solution proposed by 
the system. 

 

Fig. 2. Level of similarity between solutions 

As shown in Table 1 the system proposed 47.1% of solution with a similarity 
greater than 40% of the solution proposed by the veterinarians. Only 16.8% of cases 
have solutions in the range 0 to 20%. 

Table 1. Analysis of level of similarity between solutions 

Conclusion 

In this paper we propose a software system that can be used to assist veterinary pa-
thologists professionals to improve its performance in obtaining a final diagnosis.  
The system applies CBR techniques to get past resolved situations and propose it to 
professional veterinaries. 

The system as tested in a set of 921 real cases and the results obtained are very 
positive. The number of similar cases is high and the quality of proposed solutions is 
also high. 

Level of solutions 
similarities [0 , 0.2[ [0.2 , 0,4[ [0.4 , 0.6[ [0.6 , 0.8[ [0.8 , 1] 

Number of cases 108 231 166 80 56 
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In a near future the authors will structure a set of standard attributes for the defini-
tion of the cases characteristics and solutions. The authors believe that if the cases 
were described in a standard way best results can be achieved. 

References 

Aamodt, A., Plaza, E.: Case-based reasoning: Foundational issues, methodological variations 
and systems approaches. AI-Communications 7(1), 39–52 (1994) 

Cawsey, A.: The Essence of Artificial Intelligence. Prentice-Hall, Englewood Cliffs (1998) 
Jubb, K.V., Kennedy, P.C., Palmer, N.: Pathology of domestic animals, vol. I, II and II. Aca-

demic Press, London (1993) 
Kolodner, J.: Case-Based Reasoning. Morgan Kaufmann Publishers, San Francisco (1993) 
Minsky, M.: A Framework For Representing Knowledge. Massachusetts (1974) 
Organization World Health, International Classification of Tumours of Domestic Animals. vol. 

I, II, III, IV, V, VI, VII, VIII. Schulman FY, 2nd series (2008) 
Scott, D.W., Miller Jr., W.H., Griffin, C.E.: Muller and Kirk’s Small Animal Dermatology, 6th 

edn. Saunders (2000) 



 

J.E. Quintela Varajão et al. (Eds.): CENTERIS 2010, Part II, CCIS 110, pp. 406–415, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Moderated Regression: Effects of IT Infrastructure 
Integration and Supply Chain Process Integration on the 

Relationships between RFID Adoption Attributes and 
System Deployment Outcomes 

Rebecca Angeles 

Faculty of Business Administration, University of New Brunswick Fredericton 
P O Box 4400, Tilley Hall # 308B 

7 Macauley Lane, Fredericton, New Brunswick E3B 5A3, Canada 
rangeles@unb.ca 

Abstract. This empirical study investigates the ability of information technol-
ogy (IT) infrastructure integration and supply chain process integration to mod-
erate the relationships between the importance of the perceived seven adoption 
attributes and system deployment outcomes, operational efficiency and market 
knowledge creation in radio frequency identification (RFID)-enabled supply 
chains.  The moderated regression procedure suggested by Aguinis was applied 
and indicated that three adoption attributes, relative advantage, results, and im-
age turned out to be the most important attributes in these RFID systems.  

Keywords: Supply chain management; radio frequency identification (RFID); 
technology adoption and diffusion; operational efficiency; market knowledge 
creation; IT infrastructure integration; supply chain process integration. 

1   Introduction 

Studying RFID adoption attributes will be a continuing exercise as research uncovers 
more issues that need to be addressed.  Using the online survey method, this study 
focuses on the seven adoption attributes that are very likely to impact the executive 
decision to deploy RFID to pursue either operational efficiency or market knowledge 
creation or both in their supply chains.  This study also investigates the influence of 
information technology (IT) infrastructure integration and supply chain process inte-
gration on the relationships between each of the RFID adoption attributes and the two 
dependent variables, operational efficiency and market knowledge creation. Moder-
ated regression analysis is used to undertake this determination. 

2   Literature Review 

This study is part of larger exploration on the importance of RFID in the supply chain 
on account of its potential to render information visibility that will, in turn, solve a 
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number of supply chain problems such as the “bullwhip effect” or distortion of signals 
down the value chain due to lack of accurate information.  Previous published work 
on the larger study has featured the relationships between the elements that constitute 
IT infrastructure integration and supply chain process integration and four system 
deployment outcomes that are typical of a supply chain: exploitation, exploration, 
operational efficiency, and market knowledge creation [1,2]. In another related study, 
the relationships between absorptive capacity attributes or organizational routines and 
business processes used by firms to acquire, assimilate, transform, and exploit knowl-
edge, and two system outcomes, operational efficiency and market knowledge crea-
tion were explored [3]. In this second study, the ability of IT infrastructure integration 
and supply chain process integration to moderate the relationships between the inde-
pendent and dependent variables was also tested. The study presented in this paper is 
a piece of the aforementioned more comprehensive inquiry, that focuses on the rela-
tionship between the perceptions of study respondents of the importance of seven 
adoption attributes of RFID and two system outcomes, operational efficiency and 
market knowledge creation. More importantly once again, the ability of IT infrastruc-
ture integration and supply chain process integration to moderate these relationships 
was investigated. 

2.1   Independent Variables: RFID Adoption Attributes 

Rogers’ [4, 5] review of more than 3,000 studies on diffusion of innovations has re-
sulted in the identification of five general adoption attributes: relative advantage, 
compatibility, complexity, observability, and triability. Numerous attempts early on at 
conceptualization and empirical testing resulted in mixed and inconclusive findings, 
attributed mainly to the lack of a solid theoretical foundation. To improve on this 
situation, Moore and Benbasat [6] developed a refined instrument intended to meas-
ure individual and organizational perceptions of adopting an IT innovation. Two more 
attributes, image and voluntariness of use, were added to the original five constructs 
by Moore and Benbasat [6].  “Image” refers to “...the degree to which use of an inno-
vation is perceived to enhance one’s image or status in one’s social system” [3, p. 
195] and “voluntariness of use” refers to “...the degree to which the use of the innova-
tion is perceived as being voluntary or of free will” [6, p. 195]. In this study, the 
Moore and Benbasat formulation was chosen over other rival frameworks such as the 
“technology acceptance model” (TAM) because of the former’s breadth of coverage 
of adoption attributes. TAM, an adaptation of the Theory of Reasoned Action, puts 
forth that perceived usefulness and perceived ease of use determine a person’s inten-
tion to use a system with intention to use mediating the relationship with another 
variable, actual system use [7]. These two TAM concepts are included in the Moore 
and Benbasat model as well. Davis et al. [7, 8] referred to the concept of “relative 
advantage” as “perceived usefulness” within the context of the technology acceptance 
model, where “perceived usefulness” is understood to mean an end users’ perception 
of the degree to which the new technology could raise their job performance level 
within their organizations.  

In this study, selected items from the instrument of Moore and Benbasat [6] were 
used and modified to reflect perceptions of representatives who may be involved in 
the RFID implementation for firms that intend to use RFID in their supply chains. The 
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seven RFID adoption attributes used in this study are the following: (1) relative ad-
vantage: the superiority of the new technology over the one it is replacing; (2) com-
patibility: congruence of the perceptions of the new technology with the existing 
values, needs, and experiences of potential end users; (3) ease of use: how easy or 
difficult it is for end users to learn to use the new technology; (4) visibility: how evi-
dent the results of using the new technology will be to observers; (5) triability: ability 
to test the new technology on a pilot basis; (6) image; and (7) result demonstrability 
(i.e., the ability of the technology to deliver actual results). 

2.2   Dependent Variables:  RFID System Deployment Outcomes: Operational 
Efficiency and Market Knowledge Creation 

In this study, the construct “operational efficiency” was measured as the mean of the 
following items [9]: (1) meeting agreed upon costs per unit associated with the trading 
partner; (2) meeting productivity standards associated with the trading partner; (3) 
meeting on-time delivery requirements with respect to the trading partner; (4) meeting 
inventory requirements (finished goods) associated with the trading partner; and (5) 
responding to the trading partner’s other requests. On the other hand, “partner-enabled 
market knowledge creation” was measured as the mean of the following items: (1) 
better understand the needs of customers; (2) find better ways of distributing/selling 
the products; (3) improve service for the end customers; (4) better understand the mar-
ket segments being served; (5) better understand new and emerging markets; (6) better 
understand intentions and capabilities of competitors; and (7) develop strategies to 
compete in the market, that would not have been possible otherwise [9]. 

2.3   Moderator Variables: IT Infrastructure Integration and Supply Chain 
Process Integration 

IT Infrastructure Integration. IT infrastructure integration is defined as the degree 
to which a focal firm has established IT capabilities for the consistent and high-
velocity transfer of supply chain-related information within and across its boundaries. 
The formative construct introduced by Patnayakuni, Rai, and Seth [10] was adopted 
in this study and used both conceptually and in the instrumentation as well.  They 
define IT infrastructure integration in terms of two subconstructs, data consistency 
and cross-functional SCM application systems integration.  The extent to which data 
has been commonly defined and stored in consistent form in databases linked by sup-
ply chain business processes is referred to as data consistency [10]. Data from legacy 
systems of supply chain trading partners need to be accessed to produce useful, inte-
grated data, and to be able to transport this data into various datawarehouse structures. 
Cross-functional supply chain management applications systems integration is  
defined as the level of real-time communication of a hub firm’s functional applica-
tions that are linked within an SCM context and their exchanges with enterprise re-
source planning (ERP) and other related interenterprise initiatives like customer  
relationship management (CRM) applications as well [9]. 

Supply Chain Process Integration. In this study, supply chain process integration is 
defined following the construct used by Malhotra et al. [9]: the degree to which a hub 
firm has integrated the flow of information [11], physical materials [12], and financial 
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information [13] with its value chain trading partners. This formative construct has 
three subconstruct components: information flow integration, physical flow integra-
tion, and financial flow integration [14]. Information flow integration refers to the 
degree to which a firm exchanges operational, tactical, and strategic information with 
its supply chain trading partners [9]. The instrument used in this study measures the 
sharing of production and delivery schedules, performance metrics, demand forecasts, 
actual sales data, and inventory data, for information flow integration. Physical flow 
integration refers to the level to which the hub firm uses global optimization with its 
value chain partners to manage the flow and stocking of materials and finished goods, 
and is measured in terms of multi-echelon optimization of costs, just-in-time deliver-
ies, joint management of inventory with suppliers and logistics partners, and distribu-
tion network configuration for optimal staging of inventory [9]. Financial flow  
integration is defined as the level to which a hub firm and its trading partners ex-
change financial resources in a manner driven by workflow events [9]. In this study, 
the financial flow integration items measure the automatic triggering of both accounts 
receivables and accounts payables [9]. 

3   Hypotheses to Be Tested 

This study purports to test the following four hypotheses: 

H1: The positive relationship between each of the RFID adoption attributes and 
operational efficiency will be moderated by IT infrastructure integration --- i.e., the 
higher the level of IT infrastructure integration, the greater the positive relationship 
between each of the RFID adoption attributes and operational efficiency. 

H2:  The positive relationship between each of the RFID adoption attributes and 
market knowledge creation will be moderated by IT infrastructure integration --- i.e., 
the higher the level of IT infrastructure integration, the greater the positive relation-
ship between each of the RFID adoption attributes and market knowledge creation. 

H3: The positive relationship between each of the RFID adoption attributes and 
operational efficiency will be moderated by supply chain process integration --- i.e., 
the higher the level of supply chain process integration, the greater the positive rela-
tionship between each of the RFID adoption attributes and operational efficiency. 

H4:  The positive relationship between each of the RFID adoption attributes and 
market knowledge creation will be moderated by supply chain process integration --- 
i.e., the higher the level of supply chain process integration, the greater the positive 
relationship between each of the RFID adoption attributes and market knowledge 
creation. 

4   Methodology 

Data for this research study were collected using an online survey questionnaire in-
tended for a more comprehensive study of RFID that covered the following topics: 1) 
critical success factors for RFID implementation; 2) RFID adoption motivation --- 
exploitation versus exploration; 3) absorptive capacity attributes associated with 
RFID use; 4) RFID system outcomes --- operational efficiency versus market knowl-
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edge creation; and 5) IT infrastructure integration and supply chain process integra-
tion requirements of RFID. Only the section of the study that focuses on RFID adop-
tion attributes and system deployment outcomes is featured in this paper. Members of 
the Council of Supply Chain Management Professionals (CSCMP) were contacted 
and invited to participate in the study. A total of 126 firms responded to the relevant 
section of the study.  The low response rate is due to the length and depth of the ques-
tionnaire that covered an extensive range of topics.  

4.1   Moderated Regression Procedure 

Moderated regression analysis tests whether the relationship between two variables 
changes depending on the value of another variable (i.e., interaction effect) [15].  

Regression analysis was conducted to test the hypotheses presented in this study. 
The moderated regression procedure requires testing first order effects, which in this 
study, will be referred to as “model 1.”  A model 1 simple regression tests the direct 
effects of a predictor variable on a dependent variable.  As the independent variable, 
each of the RFID adoption attributes was regressed against each of the dependent 
variables, operational efficiency and market knowledge creation.  The variance in the 
dependent variable on account of the independent variable is noted using the R2 value. 
Then, the regression procedure testing second order effects is conducted, which will 
be referred to as “model 2” in this study. A model 2 regression duplicates the model 1 
regression equation and adds the product term which includes the hypothesized mod-
erator variable. 

It is important to determine how large the change in R2 should be in order to qualify 
as “practically significant” or one that should merit serious attention [15].  After con-
ducting a Monte Carlo simulation, Evans [16] stipulated that “...a rough rule would be 
to take 1% variance explained as the criterion as to whether or not a significant interac-
tion exists in the model....” (p. 320). Empirical and simulation results appear to indicate 
that a statistically significant R2 change of about 1 percent to 2 percent demonstrates an 
effect size worthy of consideration. The results in this study include significant R2 

change values within the range with a maximum value of 6.9 percent and a minimum 
value of 1.0 percent, which indicate considerable significant moderating effects of IT 
infrastructure integration and supply chain process integration. 

5   Findings 

5.1   Moderated Regression Analysis (MRA) Findings 

As a first step prior to the actual moderated regression procedure, separate multiple 
regression runs were conducted with all seven adoption attributes as independent 
variables for each of the two dependent variables, operational efficiency and market 
knowledge creation.  There were serious multicollinearity issues with all seven inde-
pendent variables in the two multiple regression models. To solve this problem, the 
number of independent variables was reduced until the multicollinearity issue disap-
peared. Only three adoption attributes made it to the final regression models: relative 
advantage, result demonstrability, and image. Only these three adoption attributes 
were, therefore, used in the MRA procedure. 
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The four other adoption attributes, compatibility, ease of use, visibility, and triabil-
ity were not included in the MRA procedure because of the multicollinearity they 
introduced in the models. It is interesting to note that in testing an earlier instrument 
developed by Hurt and Hubbard [17], the authors arrived at the finding that triability 
and observability, which corresponds to visibility in this study, did not emerge as 
separate factors. They explained this outcome as having two possibilities: 1) perhaps, 
there was an instrumentation flaw that resulted in not clearly delineating the two con-
cepts and 2) it is possible, too, that the study participants treated the two attributes as 
a single concept. Compatibility and ease of use appear to be somewhat related issues 
also. In the study, compatibility is defined as the congruence of perceptions of the 
new technology with existing values, needs and experiences of the end users. The 
familiarity of the users could naturally lead to ease of use of the new technology. 

IT Infrastructure Integration Capability as Moderator Variable with Opera-
tional Efficiency as a System Outcome. More substantial results are shown here in 
descending order of importance based on the percent R2 change resulting from  
the introduction of a product term, ITIntegrateCat1, in the multiple regression equa-
tion. This is the nominal variable that represents the mean of data consistency 
and cross-functional process integration, the two components of IT infrastructure 
integration. Tables 1 and 2 show the results of running two regression models: model 
1 showing the relationships between the predictor variables and operational effi-
ciency, without the product term and model 2, the regression results with the inclusion 
of the product term.  

Table 1 shows the results with operational efficiency as the dependent variable and 
IT infrastructure integration capability as a moderator variable.  IT infrastructure 
integration significantly moderates the relationship between the following predictor 
variables (i.e., RFID adoption attributes) and operational efficiency in descending 
order of importance: 1) image; 2) result demonstrability; and 3) relative advantage. 
The table column labelled “% Variance Explained by Moderator with Product Term” 
indicates the contribution of the product term --- which is the product of the modera-
tor variable, in this case, IT infrastructure integration and the specific predictor vari-
able. And so, for instance, in the case of image, for instance, the product term would 
be the product of image and IT infrastructure integration (i.e., Image3XIntegrate1).  
The next column label shows “F Value of Model 2 (degrees of freedom), which 
means that the F value of model 2 which includes the product term is shown along 
with the degrees of freedom for that regression model. The significance of the F 
change from model 1 to model 2 is indicated by the last column. 

The relationships between the predictor variables and operational efficiency as 
moderated by IT infrastructure integration should be interpreted accordingly. Let’s take 
the case of image, again, the predictor variable whose relationship with operational 
efficiency is significantly moderated to the greatest extent by IT infrastructure integra-
tion. About 62.4 percent of the variance in operational efficiency is explained by image 
and IT infrastructure integration as indicated by model 1 in Table 1. Model 2 is, then, 
introduced by including the product term (i.e., Image3XIntegrate1) which represents 
the interaction between image and IT infrastructure integration. As shown on Table 1, 
the addition of the product term resulted in an R2 change of .069, F(3,120) = 90.436, 
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p<.000. This result supports the presence of a moderating effect. In other words, the 
moderating effect of IT infrastructure integration explains 6.9 percent of the variance 
in the increase of operational efficiency over and above the variance explained by 
image and IT infrastructure integration as separate independent variables. 

Table 1. MRA for Operational Efficiency with IT Infrastructure Integration as Moderator 
 

Independent Variables: Selected RFID Adoption Attributes (N=126) 
Dependent Variable: Operational Efficiency 
Moderator: ITIntegrateCat1 (Nominal variable for product term) 
RFID Adoption 
Attributes 

Model 1: R2 
Without 
Product 
Term 

 

Model 2: R2

With 
Product 
Term 

% Variance 
Explained by
Moderator  
with Product
Term 

F Value of 
Model 2 
(degrees of 
freedom) 

Significance 
of F Change 

Relative 
Advantage 

.780 .804 2.4% 166.351 (3, 
122) 

p<.000 

Result 
Demonstrability 

.730 .760 3.0% 126.405 (3, 
120) 

p<.000 

Image .624 .693 6.9% 90.436 (3, 
120) 

p<.000 

Supply Chain Process Integration as Moderator Variable with Operational Effi-
ciency as a System Outcome. Table 2 shows the results with operational efficiency as 
the dependent variable and supply chain process integration capability as the moderator 
variable. Supply chain process integration significantly moderates the relationship 
between the following predictor variables and operational efficiency in descending 
order of importance: (1) image; (2) result demonstrability; and (3) relative advantage. 

Table 2. MRA for Operational Efficiency with Supply Chain Process Integration as Moderator 

Independent Variables: Selected RFID Adoption Attributes (N=126) 
Dependent Variable: Operational Efficiency 
Moderator: SCMIntegrateCat1 (Nominal variable for product term) 
RFID Adoption
Attributes 

Model 1: R2 
Without 
Product 
Term 

Model 2: R2

With 
Product 
Term 

% Variance 
Explained by
Moderator 
with Product
Term 

F Value of 
Model 2 
(degrees of 
freedom) 

Significance 
of F Change 

Relative 
Advantage 

.778 .788 1.0% 151.343 
(3,122) 

p<.000 

Result 
Demonstrability 

.733 .751 1.8% 120.396 
(3,120) 

p<.000 

Image .627 .669 4.2% 80.910 
(3,120) 

p<.000 

About 62.7 percent of the variance in operational efficiency is explained by image 
and supply chain process integration as indicated by model 1 in Table 2. Model 2 is, 
then, introduced by including the product term (i.e., Image3XIntegrate2) which repre-
sents the interaction between image and supply chain process integration. As shown 
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on Table 2, the addition of the product term resulted in an R2 change of 4.2 percent, 
F(3,120) = 80.910, p<.000. This result supports the presence of a moderating effect. 
In other words, the moderating effect of supply chain process integration explains 4.2 
percent of the variance in the increase of operational efficiency over and above the 
variance explained by image and supply chain process integration as separate inde-
pendent variables.   

IT Integration Capability as Moderator Variable with Market Knowledge Crea-
tion as a System Outcome. Table 3 shows the results with market knowledge crea-
tion as the dependent variable and IT infrastructure integration as the moderator vari-
able. IT infrastructure integration significantly moderates the relationship between the 
following predictor variables and market knowledge in descending order of impor-
tance: (1) image; (2) result demonstrability; and (3) relative advantage.  

Table 3. MRA for Market Knowledge Creation with IT Infrastructure Integration as Moderator 

 

Independent Variables: Selected RFID Adoption Attributes (N=126) 
Dependent Variable: Market Knowledge Creation 
Moderator: ITIntegrateCat1 (Nominal variable for product term) 
RFID Adoption
Attributes 

Model 1: R2 
Without 
Product 
Term 

Model 2: R2

With 
Product 
Term 

% Variance 
Explained by
Moderator 
with Product
Term 

F Value of 
Model 2 
(degrees of 
freedom) 

Significance 
of F Change 

Relative 
Advantage 

.670 .697 2.7% 93.500 
(3,122) 

p<.000 

Result 
Demonstrability 

.680 .716 3.6% 100.982 
(3,120) 

p<.000 

Image .607 .660 5.3% 77.602 
(3,120) 

p<.000 

About 60.7 percent of the variance in market knowledge creation is explained by 
image and IT infrastructure integration as indicated by model 1 in Table 3.  Model 2 
is, then, introduced by including the product term (i.e., Image3XIntegrate1) which 
represents the interaction between image and IT infrastructure integration. As shown 
on Table 3, the addition of the product term resulted in an R2 change of .053 or 5.3 
percent, F(3, 120) = 77.602, p<.000. This result supports the presence of a moderating 
effect. In other words, the moderating effect of IT infrastructure integration explains 
5.3 percent of the variance in the increase of market knowledge creation over and 
above the variance explained by image and IT infrastructure integration as separate 
independent variables. 

Supply Chain Process Integration as Moderator Variable with Market Knowl-
edge Creation as a System Outcome. Table 4 shows the results with market knowl-
edge creation as the dependent variable and supply chain process integration as the 
moderator variable. Supply chain process integration significantly moderates the 
relationship between the following predictor variables and market knowledge in de-
scending order of importance: (1) image; (2) result demonstrability; and (3) relative 
advantage. About 63.5 percent of the variance in market knowledge creation is  
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explained by image and supply chain process integration as indicated by model 1 in 
Table 4. Model 2 is, then, introduced by including the product term (i.e., Im-
age3XIntegrate2) which represents the interaction between image and supply chain 
process integration. As shown on Table 4, the addition of the product term resulted in 
an R2 change of .034 or 3.4 percent, F(3,120) = 80.678, p<.000.  This result supports 
the presence of a moderating effect. In other words, the moderating effect of supply 
chain process integration explains 3.4 percent of the variance in the increase of mar-
ket knowledge creation over and above the variance explained by image and supply 
chain process integration as separate independent variables. 

Table 4. MRA for Market Knowledge Creation with Supply Chain Process Integration as 
Moderator 

Independent Variables:  Selected RFID Adoption Attributes (N=126) 
Dependent Variable: Market Knowledge Creation 
Moderator: SCMIntegrateCat1 (Nominal variable for product term) 
RFID Adoption
Attributes 

Model 1: R2 
Without 
Product 
Term 

Model 2: R2

With 
Product 
Term 

% Variance 
Explained by
Moderator 
with Product
Term 

F Value of 
Model 2 
(degrees of  
freedom) 

Significance 
of F Change 

Relative 
Advantage 

.682 .694 1.2% 92.084 
(3,122) 

p<.000 

Result 
Demonstrability 

.703 .716 1.3% 100.744 
(3, 120) 

p<.000 

Image .635 .669 3.4% 80.678 
(3,120) 

p<.000 

5.2   Conclusion and Future Research Directions 

All four proposed hypotheses were partially supported in this study. Both variables, IT 
infrastructure integration and supply chain process integration, moderate the relation-
ships between selected RFID adoption attributes and the two dependent variables exam-
ined in this study, operational efficiency and market knowledge creation. Between the 
two moderator variables, however, IT infrastructure integration tempered a greater de-
gree of the variance between selected RFID adoption attributes (i.e., image, result  
demonstrability, and relative advantage) in a fairly consistent pattern and the dependent 
variables, operational efficiency and market knowledge creation. Future research efforts 
should investigate firms that have implemented RFID in their supply chains and validate 
the actual impact of IT infrastructure integration and supply chain process integration. 
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Abstract. A semi-structured work system (SSWS) combines business processes 
and activities with different specification levels, from highly structured work-
flow processes to loosely structured collaborative activities. In the first part of 
the paper, the fundamental concepts regarding business process management 
systems are reviewed in order to highlight their shortcomings as far as the man-
agement of SSWS is concerned. The second part of the paper discusses the re-
quirements of information systems targeted to support effectively the activity of 
SSWS. The final part of the paper introduces a system that was developed ac-
cordingly to those requirements and the preliminary results of their application.  

Keywords: Business process management, workflow systems, loosely  
structured processes, semi-structured work systems. 

1   Introduction 

Nowadays, business process management (BPM) is widely recognized as a main 
approach for organizational analysis and design. In fact, as stated in [1], business 
process thinking is becoming mainstream thinking. The roots for this may be found in 
three main strands of management: quality management (QM), workflow manage-
ment systems (WFMS) and business process re-engineering (BPR), that act together 
to make business process concepts, approaches and tools ubiquitous elements in busi-
ness management and information systems design. 

QM is mainly concerned with customer satisfaction and quality assurance, i.e., the 
guarantee that the products and services provided to the clients are in conformance 
with their specification. In the context of QM, process analysis is mainly employed to 
identify the operations involved in the provision of a product or service, and to iden-
tify the potential causes of non-conformity at the output. Once identified, these causes 
are systematically eliminated through the continuous improvement of products, proc-
esses and services. WFM mainly seeks the improvement of organization efficiency 
through work automation, whereas BPR seeks dramatic improvements on efficiency 
and effectiveness through a radical redesign of business processes. 
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The distinctive feature of the BPM approach stays on the fact that organizations are 
analyzed and designed as a set of interacting cross-functional processes, instead of a 
set of functional departments. Processes analysis is an effective way to get a global 
understanding of the operations of complex organization and discover its “hidden” 
aspects where, very often, lie the opportunities to improve. BPM also offers an inte-
grated framework for the organizational analysis, design, control, management and 
improvement that eliminates (or at least shortens) the gap between business analysis 
and information system design. 

WFMS are the primarily solution to support the execution of business processes. 
Initially introduced in the office environments, WFMS have evolved from document 
flow automation to fully support of the entire business processes life cycle [2]. Under-
lying the workflow approach is the idea that the formalization of business processes 
into prescriptive workflow models that are managed automatically by a computer 
system provides significant gains in productivity, faster communications throughout 
the entire organization, easier execution control, more expedite treatment of excep-
tions, and automatic performance assessment.  

A typical workflow application guides users through the task at hand and provides 
the context for the execution of each task. In cross functional processes of large or-
ganizations, this is a fundamental advantage because users just have to know the few 
steps they execute and do not need to understand the process in its entirety. Particu-
larly, newcomers will be able to execute their specific tasks without having to know 
the global process.  

However, experience also shows that these assumptions not always hold true and 
that workflow systems may not be the better solution to support the execution of a 
business process, as it is discussed hereafter.  

WFMS are based on a mechanistic view of the business processes. In fact, a proc-
ess model is seen as a deterministic algorithm, such that the execution of the prede-
fined sequence of steps leads to the accomplishment of the process goal. However, as 
remarked in [3], certain types of work do not posses such a deterministic behavior and 
cannot be formalized well enough to safely entrust an enterprise application.  

This may happen because the business goals, the internal structure and the work 
methods of an organization change too quickly over time and workflow applications 
cannot keep that pace of change. Also, the detailed process steps and their sequencing 
are not known in advance and differ from instance to instance. This is typically the 
case when the work that needs to be done is mainly determined by the intended out-
come, rather than the process itself. Typical examples are requirements analysis or 
request for proposal processes. 

These considerations are particularly true for highly specialized knowledge based 
processes, such as those mentioned in [4], where the execution of each instance depends 
on the skills, experience, and judgment of the primary actors. In [5] these processes are 
denoted as artful processes in the sense that there is an art to their execution that would 
be extremely difficult, if not impossible, to codify in an enterprise application. 

Another fundamental assumption of WFMS stays on the idea that here is a single 
best way of executing a process, which is codified in the process model, and that it is 
possible to find such optimal model through an a priori process analysis, performed 
before the execution of the process actually takes place. Our field experience with 
knowledge based processes also contradicts this idea. In fact, we see that the previous 
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knowledge about a process is often incomplete and that it is not possible to determine, 
a priori, the optimal process model. Instead, the model emerges a posteriori from the 
continued observation of the process instances, an observation that reveals hidden 
aspects and highlight best practices that are not perceived in advance. 

2   Business Processes Supporting Systems 

As discussed above, when a business process consists on a pre-defined sequence of 
steps whose alternative paths and exceptions are known in advance, the most effective 
solution to support its execution will be a WFMS (figure 1.a). In a typical workflow 
application, task creation and assignment is managed automatically by the computer 
system, as well as all the interactions between the people involved in the process are 
mediated by the computer system. Also the structure of the content of the process, 
namely documents that are produced during its execution is also predefined. There-
fore, workflow solutions fit well with business processes having a high number of 
instances and whose execution can be strictly specified. In these circumstances, the 
implementation of a workflow system will certainly boost productivity. 

Specialized knowledge based processes require a different approach. These proc-
esses involve a lot collaboration and intensive interaction between the people  
involved. The detailed work content is often decided on the fly depending on the situ-
ated evaluation of the process by the people involved. Process steps do not have crisp 
boundaries in terms of responsibility and starting and ending points. Everyone in-
volved should be aware of the process global state, not only on the specific tasks 
assigned to them as in WFMS. 

WFMS lack the degree of flexibility required to effectively support loosely  
structured processes and this hampers their widespread use as business processes 
supporting systems. In recent years, there have been many attempts to introduce more 
flexibility into workflow systems (see, for example, [6], [7] and [8]).  

Case management systems (CMS) are flexible computer systems that are often 
employed to support the execution of such loosely structured processes. A typical 
CMS offers a number of shared resources such as a task manager; a shared repository 
for documents; ad hoc communication tools, e.g., instant messaging, blogs, and news; 
along with several other tools and utilities, e.g., agenda and wiki.  

Yet highly flexible, CMS also present important drawbacks regarding the support 
of business processes. In a CMS, tasks, documents and notifications are explicitly 
(and manually) created by the users without having to comply to a pre-defined struc-
ture (figure 1.b). If this improves flexibility, it also reduces efficiency because it is 
much more prone to errors, and hampers the controllability of the processes. 

Also the reuse of the knowledge generated within each process instance becomes 
much more difficult. In fact, the lack of a pre-defined content structure makes more 
difficult to browse through the processes’ content and automatically gather relevant 
information from different process instances, which is a fundamental requirement in 
the context of knowledge based processes. 

In our view, WFMS and CMS do not offer an effective solution to support semi-
structured work systems containing loosely structured processes. Instead of trying to 
introduce more flexibility in WFMS or more structure in CMS, we advocate that a 
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new synthesis of methods and tools should be looked for and give rise to a new class 
of business process supporting systems specifically targeted to semi-structured work 
systems. The central ideas underlying these systems will be discussed below and the 
interested reader may found additional information on this topic in [9], [10] and [11].  

 

b) collaborative
system: a set of
shared ressources
for action

...

a) workflow
system: a pre-
defined sequence 
of tasks

c) semi-structured
worksystem: a 
bounded activity
space

 

Fig. 1. Work supporting systems  

In a loosely structured process, the work is governed by a set of rules of different 
nature from organizational policies, to operational procedures and mandatory con-
straints [12]. Figure 1.c illustrates how work is managed in a loosely structured proc-
ess. The execution of the process is bounded by a set of constraints imposed by the 
organization. Some of them are mandatory (hard constraints), whereas other are rec-
ommendations corresponding to best practices (soft constraints). In this context, the 
process model is not intended to prescribe the detailed execution of the process, as in 
WFMS, but should be seen as a reference model that provides guidance to the actors 
involved in the process. 

From the observation of the activity, work patterns are likely to emerge [13]. A 
pattern may include structure (process steps), user roles and contents describing the 
operational procedures and methods. Patterns are a way of sharing best practices and 
progressively promote work standardization. This way, a semi-structured work system 
could be seen as an intermediate stage in a progressive evolution, from a unstructured 
system to a mature one where, ideally, all the processes will be fully defined and 
standardized.  

However, more work specification does not always mean higher organizational 
maturity. In fact, some processes and activities are not prone to a fully standardization 
and should remain semi-structured, e.g., new product development, engineering pro-
jects, processes involving inquiries and investigations, etc.  

Several other reasons may justify the adoption of a semi-structured approach. Ex-
amples are (i) the number of instances of the process is small and does not justify the 
development of a dedicated workflow application, (ii) the goals and the operational 
methods change too quickly overt time and (iii) there are multiple exceptions in the 
execution of the process (“the exception is the rule”) and so it will not be feasible to 
create a full model of the process. 
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3   Semi-Structured Work Supporting Systems 

We see a business supporting system as a tool for structured collaboration, i.e., the 
supporting system organizes and structures the collaboration accordingly to the model 
of the process, but it does not control the execution of the work as a WFMS would do.  
In order to be effective, the supporting system should offer a set of tools and features 
belonging to three main categories: work management, information management and 
interaction management. Work management regards the planning, control, log and 
performance assessment of the work done within the work system. Information man-
agement regards the storing, versioning, browsing and searching of the contents  
produced and accessed during the execution of the processes’ instances. Interaction 
management regards the communication between the actors involved in the execution 
of the processes. 

Work
Management

Information
Management

Interaction
Management

Process models
ToDo list
Check list
Agendas
Activity logs
...

Emails
Files
Wiki’ s
Post it’s
...

Email
Notifications
Dashboards

News
...

 

Fig. 2. Main functionalities of SSWS supporting systems  

A full discussion of the features relating these three groups of functionalities is out 
of the scope of this paper. Hereafter, we will just present a brief discussion of the 
main requirements for the SSWS supporting systems. 

Work management tools: As stressed before, a SSWS contains processes with differ-
ent specifications levels and the same process model may lead to very different  
control strategies. If the model has a prescriptive nature, then the processes may be 
managed by a workflow system where the major user interface is the task list auto-
matically managed by the computer system. If, however, the model just provides 
guidance and does not strictly prescribe the steps of the process, an interface based on 
a check list is a more effective control approach, because it provides control without 
imposing a strict ordering upon the process tasks. On the other hand, it transfers part 
of the control of the process from the computer system to the users. 

A combination of these two approaches may also be considered. Some tasks may 
be automatically created by the computer systems depending on the status of the 
process, whereas others may be managed manually. Some dependencies between the 
steps of the process may be specified so that some tasks on the check list are activated 
or deactivated depending on the process state. An effective supporting system for a 
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SSWS should offer task management tools able to support processes presenting dif-
ferent levels of specification.  

Information management tools: Loosely structured processes are typically knowledge 
intensive processes, where knowledge is simultaneously an input and an output of the 
process. A piece of knowledge produced in a given process step, e.g., a document 
such as a proposal, a contract or a requirements specification, will certainly be ac-
cessed in later steps of the process. However, it is very likely that the artifacts and 
knowledge produced within a process instance be also re-used outside its boundaries. 

During the execution of a process instance, it is very important to provide easy ac-
cess to the documents produced by the process. However, those documents often have 
a value per se and so, once the processes are finished, it should be possible to browse, 
re-arrange and recombine the documents associated to different instances of the proc-
ess. In order to allow this kind of flexibility, documents and contents should not be 
attached directly to the processes’ instances, as it often happens in WFMS. Instead, 
there should be independent hierarchies for process instances and documents. This 
way, it will be possible to provide easy access to the relevant documents during proc-
ess execution and, at the same time, offer knowledge browsing and management from 
the outside of the process. 

Very often, the set of instances of a given process share a number of reference 
documents, such as, procedures and work instructions, internal and external regula-
tions, etc. Also, it often happens that a particular set of instances share a number of 
common documents. For example, the minutes of a management meeting or an email 
message may contain information relevant to several instances. 
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…
instancen

Main folder
folder 1
folder 2
…
folder n

Processmanager
Content Repository

Processtype
instance1
instance2
…
instancen

Main folder
folder a
folder b
folder c
…
folder

Processmanager
Content Repository

a) instance folders b) shared folders
 

Fig. 3. Association modes between process instances and document repository 

A SSWS supporting system should be flexible enough to accommodate different 
associations between the process instances and the folders of document repository. 
Two association modes are represented in figure 3. In figure 3.a, there is a folder for 
each process instance, which is created automatically each time a new process in-
stance is created. When the process is invoked at the user interface, the system will 
provided direct access to the corresponding documents. In figure 3.b, there is a single 
association to a common top folder shared by all the instances to the process type, and 
the subfolders are explicitly created by the users. They may decide to create a sub-
folder (i) for a particular instance, (ii) for common documents or (iii) for a particular 
subset of instances that share their documents. In this implementation, when a process 
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instance is invoked, the user interface will point to the top folder and it is up to the 
users to browse from the top folder and find the particular content they need.  

Interaction management tools: Interaction management is the third functional dimen-
sion of SSWS supporting systems. Here, we distinguish between low and high level 
interaction tools. Low level tools offer basic communication services such as email, 
instant messaging and notifications. High level interactions include structured com-
munications tools such as debates, blogs and wikis.  

In this paper, just low level interaction tools will be considered. They mostly deal 
with the sending and publishing of messages that help users keep aware of the current 
status of the processes in which they are involved, particularly on the tasks assigned 
to them. In a typically WFMS notifications are, for the most part, generated and sent 
automatically by the computer system. This may lead to an overload of messages with 
little or no value at all to the users. In a SSWS, a higher flexibility is needed so that 
actors may decide on the content of the messages as well as on when, to whom, and 
how messages should be sent. 

In order to analyze the interactions that take place within a work system the follow-
ing framework may be considered: 

• The events that should be notified, e.g., task assignment and completion, new docu-
ment upload, document or schedule update, etc.  

• The channels that will be used to convey the information, e.g., email, notification 
list or dashboard panel. 

• The target of the information, i.e., the people to which the information is relevant, 
e.g., a specific actor, the people involve on a particular process instance, those in-
volved in similar instances, etc. 

• The content of the message, which may be created automatically, edited by the user 
or a combination of both. In this case, the computer system creates a base message 
that can be edited by the user before it is sent. 

• The dispatch method of the messages, which may be performed automatically by the 
computer system, or confirmed by the user.  

4   Supporting System Prototype 

A first prototype of a SSWS supporting system was developed accordingly to the 
ideas discussed above. It is currently being used at the Technical and Maintenance 
Department of a large service organization where it supports a large range of proc-
esses and activities from equipment maintenance to project management.  

Some of the processes are highly structured, whereas others are much loosely de-
fined: preventive maintenance is a typical example for highly structured processes, 
whereas equipment deployment and preventive maintenance are examples for loosely 
structured processes. It may also happen that, within the same process, some stages 
are highly specified whereas others are loosely defined. For example, the management 
of a complex project involving the acquisition of equipments and services from exter-
nal suppliers, contains rather prescriptive stages regarding contracting and payment, 
where the work instructions are fully specified. On the contrary, the stages concerning  
 



 Supporting the Operation of Semi-structured Work Systems 423 

the physical provision of the service have a much lower specification level. Here, 
managers have much more room to plan and conduct the work accordingly to the 
characteristics and goals of each specific process instance. 

As each system user has to manage both prescriptive and non prescriptive proc-
esses, the supporting information system should be able to support multiple processes 
with different specification levels, a kind of flexibility that conventional business 
processes management systems do not offer.  

 

Fig. 4. SSWS supporting system prototype 

Figure 4 shows three snapshots of the user interface. The system offers several in-
terfaces conceived for each particular activity type, e.g., project management, mainte-
nance management, technical management and expenditures management. Each  
interface gathers all the contents relevant to the execution of a particular process or 
activity, e.g., document folders, meeting minutes, task list, notes and emails. Informa-
tion maintained in databases may also be combined in the same user interfaces with 
other types of content. The system includes dashboards where information from dif-
ferent processes is gathered in order to provide a monitoring of the ongoing activities. 
Also, several automatic and semi-automatic interaction mechanisms were imple-
mented to ensure that concerned users are notified about process status and content 
updates. 
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5   Conclusions 

As it was discussed in the paper, we are looking for a new synthesis of concepts and 
tools having in mind the operational support of SSWS. Many of those concepts and 
tools may be found in existing systems. From workflow systems, we retained the idea 
of a process model that frames the work to be done, the automatic management of that 
work (task creation and assignment, sending of notifications, logging of events, per-
formance assessment) and the provision to each user of a suitable context to perform 
its tasks. As in collaborative systems, we offer a set of general purpose tools that are 
available to users, as well as extended configuration capabilities in order to adapt 
system interfaces to the specific requirements of each process type. From content 
management systems, we hold the idea of aggregation of contents coming from dif-
ferent sources (e.g., file folders, data bases and email tools) that are accessible 
through the same browsing tools, as well as user interfaces adapted to individual user 
profiles. Finally, from document management systems, we took the ideas of document 
classification, searching and versioning. 

A first prototype was developed according to the ideas discussed in the paper and 
is currently in use. It offers integrated work, information and interaction management, 
and has received very positive feedback from the users. However there is plenty of 
room for new research and development regarding the analysis, design and support of 
SSWS. Firstly, new modelling and analysis methods are needed in order to capture 
effectively the different types of rules and constraints that govern the execution of 
loosely structured processes. Secondly, it will be necessary to develop process man-
agers able to execute those models and manage the associated contents.  

Another topic that needs further development is the integrated development of 
people and processes. The execution of knowledge based processes with intensive 
human interactions should not ignore the individual persons, with their idiosyncratic 
characteristics, who actually perform it. Process models may be stable at an abstract 
level, but key execution details will certainly differ from instance to instance depend-
ing on the individuals or the small-teams that actually perform them. 

Our field observations often show that the formalization of a business process and 
the implementation of a corresponding support system not only change the opera-
tional procedures but also causes fundamental changes on people beliefs and behav-
iors. These changes often “open the door” to new developments at the process model 
or the support system that were unfeasible in a first moment. This is an idea very 
close to that of the learning organization introduced in [14]. Learning is associated 
with changes in the work methods and operational procedures, but also with deeper 
changes on people mental models, behaviors and beliefs. In other words, if processes 
are changed and improved by people, the introduction of new a work process will 
change the mind of the people involved in its execution. These changes will, in turn, 
offer the conditions to introduce new improvements on the process. 

The main objective of our research activity is the development of a unified ap-
proach for the analysis, design and management of work systems containing proc-
esses with different degrees of specification, together with a set of modelling, analysis 
and management tools. Such approach will allow learning organizations to move 
seamlessly their work systems along the specification axis and embrace such virtuous 
cycle towards higher organizational maturity levels. 
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Abstract. This work features a literature review about the ontology. From a 
study of literature are identified the types,  methodologies, tools and languages 
used in the development of ontological tools. The result is an overview of the 
literature with definitions about ontologies in the area of computational sys-
tems, and the perception of researchers about the problems concerning the  
activity of creating and use of ontological tools. It is noticed that applications 
involving ontologies are significantly to academic conceptual and to create  
prototypes . 

Keywords: ontology, concepts, literature review. 

1   Introduction 

The consulted literature consists of journal articles most cited in the area of ontologies 
and computer system in the period from 1990 to 2009, mostly in English. These studies 
show that the ontology have a crucial role in mapping the information, reason why it is 
studied by several research areas. The ontology is a subject that is growing in academic 
activity to improve the principles to show the modeling of domain in the specifical area 
and using these models to boost the functioning of information systems.  

In [3] the authors claim about the relationship between science and ontology, fo-
cusing on the vision domain of knowledge: "While the role of science is to explain the 
nature, the role of ontology would describe, organize and systematize the knowledge 
gained by scientific discoveries”. 

In [23] the authors argue that a computer scientist, to build complex information 
systems and conceptual models need to examine the environments in which they will 
operate in arrangement of the data and knowledge they will return. In order to be un-
derstandable and reusable, these models must combine with formal semantics  
precision and cognitive transparency and effectiveness, since it incorporates more 
sophisticated and heterogeneous modeling paradigms. The ontology is presented as an 
emerging resource that has enormous potential to improve the information under-
standing and absorption for their organization and management [9,10].  

In [16] it defines ontology as a specification of a conceptualization: a description 
of concepts and relationships that exist in a domain of interest. 
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The aim of this paper is to provide a review of the literature on ontology involving 
concepts, application, types and life cycle, particularly addressing the most cited in 
computation and systems of information because there are a scarcity in the literature 
of standardized definitions and specifical terms. Thus, this research is classified as 
exploratory, as its purpose is to clarify the concepts and ideas, and provides an over-
view of this issue in the context of computing.  

The paper is structured in 3 sections: firstly the introduction, which presents the re-
search context. The second section presents the understanding of most cited authors 
on the subject, describes the ontology development methodologies, the tools and  
languages, showing the life cycle of an ontology. Finally the third section concludes 
with remarks on the literature. 

2   Understanding the Concept of Ontology 

The term ontology comes from the Greek ontos (being) and logos (word). Although 
the study of being have their roots in studies of Aristotle and Plato, the use of the term 
ontology to describe this branch of philosophy is much more recent, having been in-
troduced between the seventeenth and eighteenth centuries by German philosophers. 
According to [37] The term was coined in 1613 by Rudolf Goclenius. 

In [17] states that "An ontology is an explicit specification of a conceptualization. 
In computing, ontology is a technical term that denotes an artifact that is designed for 
one purpose, which can be used to allow the modeling of knowledge about some  
domain, real or imaginary. In his article Ontology (2009), [21] made a further clarifi-
cation of his definition, making the essential points of this new definition of ontology 
the objects, concepts and other entities that are supposed to exist in some area of  
interest. It is the relationships between them. Analysing, an ontology defines (speci-
fies) the concepts, relationships and other distinctions that are relevant for modeling a  
domain. The specification takes the form of vocabulary and of representational defini-
tions (classes, relations, and so on), which provide meaning to formal vocabulary 
limitations on its consistent use.  

In [31] the subject ontology is the study of categories of things that exist or may 
exist in some domain. Basically, an ontology consists of concepts and their relations, 
their definitions, properties and constraints that are described in the form of axioms.  

Different definitions provide different views on the same reality. In [8] it com-
ments that some of the perceived problems in the literature on ontology of informa-
tion systems are merely terminological. The development of a specifical ontology 
requires defining a set of concepts and their relationships. Some authors provide defi-
nitions depending on the process and the construction, regardless of its use in applica-
tions. Although there is no consensus on the concept of ontology, several studies have 
been conducted [8,17,18, 21,22, 23, 24, 31,32] in terms of definition concept systems, 
covering its definition, application and development methodologies, tools, mapping, 
reuse and others elements . Thus, [8] comments that ontologists in the area of infor-
mation systems are influenced by the experience of working in semantic networks, 
which formal structure imposes a division of all entities (or whatever is represented) 
in two main categories: concepts, represented by points, relationships between con-
cepts represented by links. From there a third category was introduced, when it  
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became clear that not only the concepts have to be represented, but also the properties 
of concepts, once concepts, also known as classes, are used in a broad sense. They can 
be abstract or concrete, elementary or composite, real or imaginary. Finally, a concept 
can be anything about which something is said, and therefore could also be a descrip-
tion of a task, function, action, strategy.  

2.1.1   Types of Ontologies 
The reason of differences in definitions can be based on the nature (types or 
classifications) derived from the forms of their applications. Next examples of the 
types of ontologies in the literature are presented. In [35] on the degree of formality- 
they are freely expressed in natural language. In [26] on the application - written in 
one language and then converted for use in various systems, reusing it. In [14] on the 
degree of genericity – it defines the primitive of representation - as frames, axioms, 
and other attributes - declaratively. There has been several projects highlighting the 
types of ontologies. 

2.1.2   Nature of Ontologies 
There are several proposed classification of the term ontology. The most often cited in 
literature, according to [5, 15] will be presented in a simplified manner, namely: 
Knowledge representation - captures the primitive representation of knowledge 
formalized in paradigms of knowledge representation [36 ]; General Ontology 
(common) - includes vocabulary related to things, events, time, space, causality, 
function behavior, etc.; [27] Metaontologies - also called "generic ontologies” or Core 
Ontologies [36], which are reusable in multiple domains; Domain ontologies - are 
reusable in a given area [27, 36]. Provides a vocabulary of concepts in a domain and 
their relationships on the activities that occur in this area and on the theories and 
principles governing that domain elements; Ontology of tasks - provides a 
systematized vocabulary of terms used to solve problems associated with tasks that 
may or may not be the same domain [36]; Tasks domain Ontologies - are reusable 
task ontologies in a specific area, but not in various fields; Ontologies application - 
contains the necessary knowledge for modeling a particular domain [27]. There are 
others whose cases are not presented. 

2.1.3   Ontological Components 
Ontologies are built in any area. It is necessary to identify all the elements that  
surround it, as well as its structure and fitness for the domain area.  

In [5] it is reported that ontologies provide a common vocabulary of an area and 
define, with different levels of formality, the meaning of terms and relations among 
them. It is considered that the ontologies knowledge uses five types of components: 
classes - are usually organized into taxonomies. Sometimes, the notion of ontology is 
diluted in the sense that taxonomies are considered complete ontologies. Relation-
ships - represent a kind of interaction among domain concepts. They are generally 
used in rules or formulas to infer knowledge in the ontology. They represent a kind of 
interaction among the concepts in the field. (N: n); functions - represent a special case 
of relations that constitute a special case of relations (n-1); axioms - are used to model 
sentences that are always true. Can be included in an ontology for several purposes, 
such as defining the meaning of ontology components, the values of attributes and 
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arguments of relations; instances - are used to represent specific elements. They de-
scribe the instances of one concept. Instances are used to represent the elements of the 
domain. There are others which cases were not mentioned for it depends on the design 
of the ontology. 

2.1.4   Levels of Ontologies 
Some of the best known high-level ontologies: 

Sowa - includes categories from various sources. The highest concept is considered 
the universal type  and the lowest level is absurd type. The subtypes of universal type 
are primitive concepts that combined, generate new concepts [31]. GUARINO and 
Welry - divided into two categories: universal and particular. The particular ones are 
considered abstract concepts. The universal ones are abstract concepts that can be 
instantiated in individuals. The authors claim they can prove that each property can be 
instantiated in at least one of these levels of hierarchy [25]. IEEE (SUO) - A Standard 
Upper Ontology (SUO) is the higher standard (upper) ontology merging sponsored by 
IEEE. It is a standard that specifies an upper ontology to support computer 
applications such as data interoperability, search and information retrieval and natural 
language processing [33]. 

2.2   Ontologies Development 

Ontology engineers argue that the techniques for developing ontologies have been 
developed in various fields of knowledge. In the following sections, we present a brief 
review of literature on methodologies, tools and languages for building ontologies.  

2.2.1   Criteria for the Development of Domain Ontology 
The intention here is to present briefly some design criteria and a set of principles that 
prove it useful in the development of ontologies. [2, 17, 18] argue that it should have 
clarity and objectivity - the ontology should provide the meaning of terms defined by 
purpose and provide definitions and documentation of natural languages; completeness - 
a definition expressed in terms of preference over a partial definition; coherence - al-
lows inferences that are consistent with definitions; extensibility - means that new 
terms, general or specialized, should be included in the ontology such that it is not  
necessary to review the current definitions; ontological commitment - refers to the 
agreement to use the shared vocabulary in a coherent and consistent way; ontological 
distinction in principle - means that classes in an ontology should be separated. Diversi-
fication of hierarchies to increase the power supplied by a system of multiple inheri-
tance. Modularity - to minimize coupling between modules; minimization of the seman-
tic distance between similar concepts - means that similar concepts are grouped and 
represented using the same primitive; standardization of names - when it is possible. 

2.2.2   Methodologies 
In [30] apud Fernandez, Gomez Perez and Corcho (2004) argue that "the methodol-
ogy and method are distinct concepts, as a methodology refers to knowledge about 
methods, ie, determining" how "and" when "a given activity may be performed. Thus, 
a methodology is composed of methods that have their own techniques. " They are 
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used for development, integration, evaluation, which there are others and the exam-
ples will not be displayed. 

In [5] some methodologies for the development of ontologies are proposed, such as 
Ring and Uschold [35] presents general steps for building an ontology, identifying the 
purpose, the concepts and relationships between concepts. The terms used refer to that 
concept. Then, the ontology must be documented and evaluated. Grüninger and Fox 
[16] - introduce a formal method that identifies usage scenarios of ontology. It uses 
natural language to determine the scope of ontology. Data are extracted about the 
concepts, properties, relations and axioms, which are formally defined in PROLOG. 
In Fernández-López [12] an ontology is built on another ontology by re-engineering. 
The construction uses the domain knowledge. The main activities are: specification, 
conceptualization, formalization, implementation and maintenance, called Methontol-
ogy. The methodology for ontologies integration provides the integration of different 
methodologies, eg, FCA-Merge: Use of natural language processing and formal re-
view of concepts you want to integrate, resulting in a set of concepts. The valuation 
methodologies utilize Ontology philosophical principles to assess errors in the devel-
opment of ontology. In [15] it evaluates errors in the construction of ontology from 
the domain structure in taxonomy and knowledge bases. Takes into account the work 
done from the evaluation of ontologies and the criteria used. 

In [3] they comment that there are several methodological proposals for organizing 
the structure of terminological ontologies and their relationships, but related to the 
"methods used to survey your domain terminology and delimitation of its scope, es-
pecially considering the reuse of ontologies" there is a lack in the literature. 

2.2.3   Tools for Ontologies Development 
The tools for ontologies development provide significant gains. They may assist in the 
development of ontologies, and the examples do not cover an exhaustive review of 
the literature, namely: Ontolingua - provides the construction of ontologies shared 
among groups. Allows access to a library of ontologies, language translators and an 
editor to create and navigate the ontology [11]; OntoEdit - is a graphical environment 
for editing ontologies, which allows viewing, navigation, encoding and modification 
of ontologies. The conceptual model is stored using a standard ontology that can be 
mapped in different representation languages; Protege - is an interactive environment 
for designing ontologies, open code, which provides a graphical interface for editing 
ontologies and an architecture for creating knowledge-based tools [28]; WebODE - 
Environment for ontological engineering that supports most of the activities of ontol-
ogy development. Integration with other systems is possible, importing and exporting 
ontology markup languages [2]. 

In [3] it explains that the software for the development of ontologies have "features 
that enable the ‘understanding’ of the users’ needs, since they propose the interpreta-
tion of search needs, adding also the answer to it." 

2.2.4   Ontologies Development Languages 
Traditional languages are recognized in literature for its representation of ontologies, 
as Ontolanguage. The standards considered for Web languages are, among others: 
OIL (OntologyInference Layer), DAML + OIL (DARPA Agent Markup Language), 
RDF (s), XOL (Ontology Exchange Language) and OWL (Ontology Web Language) 
[7, 15] . The definition of language depends on the project in development. 
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The methodologies applied to ontologies development present distinct life cycles, 
although the acquisition and formalization phases always appear in all cycles. Thus, 
the acquisition builds up a conceptual model, and the formalization a formal model [4]. 

2.3   Approach about the Life Cycle of An Ontology 

In [3] it is developed the proposal to represent the cycle of an ontology through dia-
grams using the technique of a concept map. Figure 1 shows the state of the art of 
research on creation of ontologies [9] and on their mapping and maintenance [10] 
proposed by the authors. In this paper, the authors took care to explain the procedures 
adopted. However you cannot display the four processes through conceptual map, but 
how representativeness is presented in Figure 1 - general issues about ontology 
through the concept map. 

 

Fig. 1. General Issues Related to ontologies [3] modify 

The [3] teaches that for an optimized use of an ontology, it must have requested 
features: it must be opened, dynamic, easy to maintain, climbable, interoperable and it 
must have a simple, clear and modular structure. An ontology presents as its compo-
nents: definitions, terms, instancies, relationships and rules. It is worth saying that a 
few ontologies use rules. As for the instancies, they refer to the individual objects in 
that domain. In this article will not be presented in detail maps that were developed in 
[3] due to the short space for description on the Process of Creation, Maintenance 
Process and Procedure of Using an Ontology. However the process of creating an 
ontology involves the lifting subprocess and the choice of the creation forms and  
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design principles [3, 9, 10]. As a result, an ontology is generated. Regarding methods 
of creation, one can choose the methods of reasoning: inductive, deductive and ana-
lytic-synthetic. The choice involves epistemological issues. The literature shows that 
works propose principles for the conception or design of ontologies. Among the au-
thors who have studied these issues are [22, 34, 35, 29]. As for the process of main-
taining an ontology, it involves versioning subprocesses and evaluation, and other 
mechanisms for reuse of ontologies, the latter two being used by the process of creat-
ing ontologies [3, 9, 10].  

The versioning involves the management related to the acquisition, modification 
and deletion of concepts. The process of Using an Ontology involves the integration 
of systems and databases in order to match data and services and resources descrip-
tion and recovery for different purposes [3, 9, 10]. The use of ontologies typically 
involves the use of software agents, which should be able to use the ontology applied 
to describe the services, resources or data to be integrated.  

In [3] the use of concept maps allowed to reveal an overview of the creation, main-
tenance and use of ontologies. It addresses the ontology and the various categories 
that unfold on the various aspects of theoretical and practical, highlighting the rela-
tionships between them. The vision provided by the map is a major contribution to the 
literature on the subject. 

3   Final Considerations 

In the literature reviewed, the term ontology is used as much the point of view con-
ceptual as the product from the ontological work process, being used in a variety of 
projects in different research areas:  

a) Applications involving ontologies vary from academic conceptual prototypes to 
enterprise applications. Researchers in the computing systems state that the ontologies 
used to represent knowledge in specific areas [13, 35] show the importance of using 
well-established conceptual relations to the consistency of terminological structure 
and for the development of taxonomy that should compose the structure of the ontol-
ogy [21]. The researches emphasize, the reasons for creating an ontology: sharing a 
common understanding of the structure of information among people in a domain; 
allow the reuse of knowledge in a domain; analyzing and management of the knowl-
edge in the domain of certain area. 

b) The literature does not show the existence of an ontology definition standard.  In 
the process of modeling a knowledge domain there are various possibilities to develop 
an ontology in order that they should reflect specific processes of the organizations, 
which complicates the view on the existence of a development of the standard model. 
This variability feature of methods that can infer difficulty in creating of ontologies as 
organization tools and information use in an organization, should also be seen as a 
favorable feature, since the lack of standard models can lead the development of more 
suitable tools to the reality of organizations. Therefore, there is not any result, as a 
product, but a tool for understanding organizational knowledge closer to the reality of 
the institution.  
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c) Another point to note is that the literature reveals the not being of a unified con-
cept for their own understanding of ontology, which is designed both as a concept, a 
term, a tool, a process or method by several authors analyzed.  

d) It is perceived that the development of an ontology requires a process of con-
tinuous interaction of different areas of knowledge, but it is possible a distinction of 
roles when the focus on the application of ontology is given. It follows that it  must 
bear in mind that an ontology is a model of a domain, real or imaginary, and the  
domain of concepts in the ontology reflect this reality that is being modeled or under-
stood. 
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Abstract. In the business world, there are several software tools to generate re-
ports automatically. We can do it with software like Crystal Reports and we can 
use different options to configure the reports. However, we observed that it is 
not flexible in several points like the structure of the data base or the changing 
of report’s parameters after its generation. To solve this problem, we propose 
the using of RIA – Rich Internet Applications in order to build dynamic reports. 
These dynamic reports will allow us to change the report’s contents and pa-
rameters after its first generation. With this, it will be possible to ask for differ-
ent data in runtime, with no need for generating new reports. To implement this 
solution using RIAs, we tested and compared two different technologies: Mi-
crosoft Silverlight and Adobe Flash. We expected that the Silverlight should be 
more reliable than Flash in this context because it was integrated in the .NET 
framework. After our experiments, we concluded that the dynamic reports can 
be generated using RIAs. For that solution, we stated that Silverlight was better 
than Flash because it’s easier to use and to develop with. 

Keywords: Dynamic, Reports, Crystal, RIA, Flash, Silverlight. 

1   Introduction 

In the business world, over the last years, we witnessed the creation of several tools 
destined to support the automatic generation of reports from different sources and 
data types. These reports usually have rigid models that are independent from its data 
source if it has a previously defined structure. 

One of the more capable and reliable software tool to do this type of interaction is 
Crystal Reports [1]. However, this type of applications has, due to its nature, high 
level restrictions to the information retrieval process based in the generated reports. It 
is possible to resume big data set in small lines, like annual invoices. In the opposite 
way, it is not allowed to do the inverse and see what lines fulfill that sum or change, 
in a runtime environment, the timeline that we want to report and analyze. 

To fulfill this type of requests, it was proposed to develop prototypes of a new type 
of reports: dynamic reports. The dynamic reports are reports that are automatically 
generated and that allow analysis and changing with no need to do a new generation 
of it. We will be able to do it in runtime. To solve this problem, we used RIA’s – Rich 
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Internet Applications. In this context, we tested and compared the two dominant tech-
nologies that implement RIA’s nowadays: the Microsoft Silverlight and the Adobe 
Flash [10], in a way to understand which one of these technologies would be the  
best solution to our problem. We hope to conclude that it is possible to develop appli-
cations to support automatic generation of dynamic reports with the two chosen  
technologies, especially with Microsoft Silverlight. 

This paper is structured as follows: Section no.2, titled “Automatic Report’s Gen-
eration”, states a general perspective about this problem. Section 3 has the title  
“Dynamic Reports with RIA’s” and it states, in a general way, the RIA’s basic char-
acteristics and the main requirements to build a prototype created with this type of 
technology, based in Management Control. The Management Control basic functions 
and characteristics are also mentioned. In the section 4, the results obtained by the 
developing of the two prototypes are lightly described, considering the requirements 
previously defined. Section 5, titled “Comparative Study between RIA’s technolo-
gies”, exhaustively describes the results obtained through the analysis of the develop-
ing and the using of the prototypes. The sixth section of this paper presents a small 
discussion about the results obtained in the previous section. Finally, the section 7, 
“Conclusions”, presents the main conclusions of the work.  

2   Automatic Report’s Generation 

The automatic generated reports are commonly used since the early 90s, with the 
reports associated to the starters’ software-based database management system for 
non-professional use: the Office and the Lotus Suite [2, 3]. However, it only became a 
standard feature when the Crystal Reports was introduced in the market. The Crystal 
Reports is a Business Intelligence application. This type of applications is commonly 
used in the collection, integration, analysis and presentation of information to support 
the decision. Originally developed for Business Objects, this application is used to 
develop and generate reports with several types of data sources. A large number of 
applications use OEM (Original Equipment Manufacturer) versions of Crystal Re-
ports as its own tool of reporting generation. 

The reports generated using Crystal Reports allow multi-applications and multi-
database. They can also be used in the conception of those applications. However, the 
flexibility ends here: the Crystal Reports needs the data structure to be exactly the 
same as the first data base used to generate it. Despite the fact that we can configure 
the reports with different data sources, the report can never be changed after its gen-
eration. If you consider that the time needed to generate is as big as the data source, 
this must be considered as a serious problem to solve when we want to, for instance, 
compare reports related to different timelines. 

3   Dynamic Reports with RIA 

The dynamic reports are reports that can be changed after its generation, like a dy-
namic query with some parameters (i.e. the beginning and the end date of a period). 
These reports are generated from a data set and they can be manipulated after its  
generation to demonstrate different perspectives. They must be portable and easily 
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accessed, like an web portal, to be used in different situations. These characteristics 
present one clear requirement: we need to implement a web application to implement 
a dynamic report as it is described above. 

However, it is not the best solution to use a traditional web application.  As it is 
stated by Christodoulou Stygaras in [14], these applications present several problems 
with the processes, the configuration and the data. This last one is particularly impor-
tant, because they do not support interactive explorations of the data, compelling the 
user to navigate the hypertext to see the desired data [15]. 

The traditional web applications were extended in several directions to improve in-
teractivity and ease of use. The RIA followed one of these directions. It is the mix 
between the interactive and the multimedia user interface functionality of the Desktop 
applications and between the portability offered by the Web tools, allowing to build 
Rich applications with data and also with multimedia contents, like dynamic charts 
and media clips. Next, it is explained how the RIA can be a solution to implement 
Dynamic Reports and how we will use it. 

3.1   RIA as a Solution 

The problem that we have is RIA related. There are several technologies available to 
implement a RIA. In this case, we compared two different technologies that were able 
to develop the same type of applications to use in this context. 

The RIAs are web applications that are usually executed under browser’s plug-ins. 
We described, in some bullet points, the main characteristics of RIAs: 

 

− They support the graphical render and the inclusion of media clips – video and 
audio;  

− They are easily installed because they are executed in a plug-in that adapts itself to 
the technological reality it finds (browser, operative system, etc.). This character-
istic allows it to maintain the user experience with every platform used to execute 
it. The maintenance of these applications is simple because their plug-ins are 
automatically updated;  

− They appear as more secure applications because they are usually pre-compiled 
and they sometimes use the sandbox’s concept to the platform they are executed 
over. This will limit their access to the client. 

− They have a better performance because they shrink the existing latency, compar-
ing to the traditional web applications that need to constantly connect themselves 
to the server to allow it to process the data. 

 

In order to develop an application to automatically generate dynamic reports, we 
chose to develop a prototype focused on Management Control. 

3.2   Management Control Requirements 

The Management Control is the discipline that studies the impact of the Strategic 
Management on the organizations based in metrics that evaluate their performance 
[5]. Using tangible values to measure intangible characteristics of the organization, 
like its branding or its CRM (client relationship management), it is possible to evalu-
ate the current and future impact of a strategy on the operational results. We can  
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easily verify, for instance, if the organization profit has grown like the expected and if 
the budget defined to certain activities is enough to achieve the defined goals. 

We found some methodologies in the market which implement a more efficient 
Management Control over the organizations. One of the most important is the Bal-
anced ScoreCard [4, 13]. With this, it is simple to justify our choice - because it is 
highly suitable to our software market: the top managers need - usually as support to 
their decision processes – of large amounts of data.  
An example of a map needed by the Management Control, in its financial perspective, 
is the balance sheet’s temporary map [17].  

3.3   Prototype Requirements 

After the analysis of the RIAs characteristics and of the Management Control re-
quirements, we defined the following list of requirements to the prototypes [7]: 

− To develop one or more Management Control maps in a application with dynamic 
contents and dynamic configurations, in runtime environment using RIAs; 

− To develop mechanisms to obtain, in runtime, different perspectives of the maps;  
− Strong visual components and highly intuitive and appellative aspect. 
− To allow the automatic generation of bar charts or other chart types; 
− To allow the generation of several maps simultaneously using different 

configurations using the automatic generation of charts; 

These requirements were used to develop two prototypes of applications to automati-
cally generate dynamic reports to support the Management Control. One of the proto-
types was developed using Microsoft Silverlight and other with the Adobe Flash. The 
results are presented in the following section. 

4   Results of the Developed Prototypes 

Two prototypes of the desired application were created: one using Silverlight, other 
using Flash, as it is stated in the following sections. 

4.1   Flash Prototype 

This prototype was easily developed, using the Adobe Software Development Kit for 
Flash. It is, similarly to the other prototype, connected to a database running locally in a 
Microsoft SQL Server using a web service. It was not too hard to develop some anima-
tions or a user friendly interface, but it was really hard to find a way to generate charts 
in runtime. It is really hard to develop your own Flash controls and you can’t use  
anything from the OS. So, the last two defined requirements were not accomplished. 

4.2   Silverlight Prototype 

Like the previous one, the prototype was easily developed. It is possible to change 
some parameters of the map, as shown in the Figure 1. 
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Fig. 1. Screenshot of the Silverlight prototype 

Using the Silverlight Toolkit, it is possible to include chart components that are 
easily fed using LINQ – Language Integrated Query [16]. You can see the buttons on 
the left to navigate through the lines used in the represented sums, you can change the 
budget used to feed the map or the dates used to generate it. You are able to create a 
new map and you can save it in a file using Silverlight Isolated Storage, as you will be 
able to see in the further sections. Both prototypes can be accessed by a browser. 

4.3   Prototype Development Results 

The prototypes and the maps above prove that there are many things to improve from 
the old Crystal Reports maps. These prototypes are more flexible, more portable and 
more user-friendly than the older ones. Like that, they fill the gap found in Crystal 
Reports transforming the Dynamic Reports into a reality. Now, we need to know 
which of the technologies is best to continue this work on Dynamic Reports. 

5   Comparative Study between RIA’s Technologies 

In the previous sections, the basic characteristics of a RIA and the prototypes devel-
oped using two different RIA technologies were explained. Considering these charac-
teristics and the context we want to use them, we defined the following metrics to 
measure and compare the RIA’s technologies: 

User Experience – this metric pretends to measure the capacities of the technolo-
gies to develop a good user experience like the interactivity’s levels, the graphic ren-
der, the quality of the media clips and the global performance; 
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Security, Communication and Client’s Access - this metric pretends to measure the 
security level of the technology and how can we access and change the data in the 
Client and to communicate with other applications; 

Installation and Execution – these metric measures defines the prerequisites 
needed to install and execute an application of this kind and which are the require-
ments of the client’s application; 

Maintenance and Reliability – we measure the effort to maintain this applications 
working as the reliability proportioned by the technology; 

Developing Easiness – it is defined if it is – or if it is not – easy to develop applica-
tions with this technology; 

These metrics were used to measure and compare the RIA’s technologies: Silver-
light and Flash, like you can verify in the following lines. A ranking from zero to five 
stars ( ) was defined for each one of the metrics to support a tangible evaluation of 
the technologies. 

5.1   Adobe Flash 

Using the previous section and the RIA’s market analysis done in [7], the following 
analysis to Adobe Flash was concluded: 

User Experience    The Adobe Flash allowed a good user experience because 
it has several possibilities to include different rendered animations and audio/video 
streaming. It has a large amount of possibilities to support the interaction and a high 
level of styling. The Flash assures the quality of the reproduction independently from 
the client’s monitor resolution (vector-based). 

Security, Communication and Client’s Access  In order to communicate, 
Flash didn’t demonstrate any functionality to allow the connection to Database Man-
agement Systems. However, it can use MSMQ – Microsoft Message Queuing [18] to 
communicate with other local applications. Due to its communication limitations, 
Flash is really secured to execute a presentation of this type. Flash is in the market 
from many years till now and, with that, it developed a real trustful relationship with 
their users: programmers and consumers. 

Installation and Execution  Flash supports the majority of existing opera-
tive systems and browsers like Windows 9x, Linux, Opera, IE, Mozilla Firefox, Ma-
cOS, Safari, etc... It can be executed in a browser’s plug-in or in an isolated player as 
a standalone application. The applications developed using Flash are short-sized and 
the plug-in startup is really fast. 

Maintenance and Reliability  Flash’s reliability is high due to its long years 
of existence. The Flash’s plug-in is easily maintained because it is automatically up-
dated. The generation of standalone applications requires a new compilation of all 
components every time the presentation is changed.  

Developing Easiness  It is not simple to develop in Flash. It only supports one 
programming language: the Action Script. This language requires a high learning 
curve because it is not a standard programming language and it is not used in other 
applications besides those who are developed with Flash. Therefore, the source code 
can’t be used again in other context. It is not possible to use any OS (operative  
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system) controls and the animations are built using the frames that are shown. Flash 
only uses the matrical transformations to animate its presentations - we must some-
how assure that the client will maintain the application’s frame rate. If this doesn’t 
happen, our animation can last for 1 or for 5 seconds (!), for instance. Flash’s devel-
oping environment was designed merely to develop Flash applications and it requires 
a long time to learn. This developing environment is graphical and, due to that fact, it 
is more suitable to use for designers than for programmers. 

5.2   Microsoft Silverlight 

Now, using the previous section and the RIA’s market analysis done in [7], the fol-
lowing analysis to Microsoft Silverlight was concluded: 

User Experience  The Silverlight has a set of capabilities similar to Flash. 
Rendered animations, streaming of audio and video, etc...  

However, it’s global performance it greater than Flash’s. The compilation of its 
applications is made using CLR - Common Language Runtime [11]. Every language 
that uses this type of environment is managed code’s languages: languages that are 
compiled first in a virtual machine, then, executed by the CPU. 

On the other hand, Silverlight presents a technology that distinguishes itself from 
other technologies: the Deep Zoom. The Deep Zoom allows us to randomly zoom in 
large images with an enormous performance [10]. The Silverlight possesses one more 
unique characteristic: graphic acceleration supported by hardware, with the technol-
ogy Direct3D.  

Security, Communication and Client’s Access  Like Flash, Silverlight hasn’t 
got any functionality to allow the direct connection to Database management systems. 
However, it is not allowed to access the client file system. The simplest way to turn 
over this problem is to use a web service.. As far as security is concerned, we can 
define Silverlight like a pretty secure platform. This fact occurs because Silverlight is 
executed in a sandbox. A sandbox typically restricts the access to the platform’s  
native API, controlling the resources that the application can and cannot use like  
the disk space and the memory space, the access to system’s information, the read  
of input devices, etc... To minimize those effects, the Silverlight uses the Isolated 
Storage [9]. One of the Silverlight’s biggest limitations is its need to communicate 
asynchronously [8].  

Installation and Execution  The Silverlight is also executed in a browser’s 
plug-in but it does not support many standard platforms like the Linux operative sys-
tem or the Opera browser. It does not support any execution outside of a browser like 
a standalone application. Like Flash, the plug-in startup is fast but their files have a 
bigger size. As we observed, they are, in average, 10 times bigger as they don’t com-
press any of its source files. Beside the fact that it needs several source code files to 
its execution, it’s dependencies are not built-in in the application. 

Maintenance and Reliability  Like Flash, the plug-in has an easy maintenance 
because it is automatically updated. Despite its short time in the market, Silverlight 
uses technologies largely used to build business oriented applications (.NET,C#,VB 
.NET, CLR, etc.). Consequently, the programmers state a high reliability to Silverlight. 
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Silverlight has different source files and because of that the files that are responsible 
for the communications protocols, data queries, design, etc. are easily identified. With 
that, it’s easy to create new applications and functionalities using tested and existing 
source code (C# code, for instance). 

Developing Easiness  Silverlight mainly uses technologies from .NET 
framework in its applications like CSharp, VB, WPF, WCF, ASP.NET and LINQ. 
These languages are commercially used to develop applications with all type of busi-
ness plans. Therefore, its source code can be used over and over again. 

The used IDE (Integrated Development Environment) is also well known – Visual 
Studio – and the most programmers have a great familiarity with its use. Silverlight 
has the Expression Blend as IDE too. This tool allows us to edit our applications de-
sign and it is pointed to the designers themselves. The creation of Silverlight’s anima-
tions is, again, very easy: it is possible to define time-based animations. We can 
merely define the first and the last state and the render software generates the remain-
ing states throughout the time. The Silverlight use the Windows Presentation Founda-
tion framework as platform to use several Windows’s controls without any integration 
efforts.  

However, this technology has negative points too. The projects debugging is sim-
ple because it is possible to edit just a small component of the project without compil-
ing it all. But we need to consider the slow startup of the application because it needs 
an ASP.NET server to be running, located locally or abroad.  

6   Discussion 

Using the described work, the prototypes and the analysis previously done, we present 
in Table 1 a summary of the whole study. 
 

Table 1. Comparative study between Flash and Silverlight 
 

 Adobe Flash MS Silverlight 
User Experience   
Security, Communication and 
Client’s Access 

  

Installation and Execution   
Maintenance and Reliability   
Developing Easiness   
   

 
As we can see through the table analysis, in 25 possible points, the technologies 

could not achieve grades above 80%. The Silverlight had one point more than Flash. 
This is relevant but, in our opinion, is far from being decisive. In a technological 
perspective, the Flash’s market share is high and this makes Flash the best option. 
However, observing the unique characteristics of both technologies, we can say that 
Silverlight has bigger potential to grow comparing with Flash and it will become a 
really serious competitor in a short time. The Flash is a tested and commercial format 
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with great portability e adaptability to different platforms and its executables are short 
sized. These characteristics should maintain it as market leader in the near future.  

However, in a market with a constant expansion as the RIA’s one, there are charac-
teristics that will define how will the software applications be in the future – the use 
of those applications in mobile devices. In this aspect, the Flash will have more con-
straints to move on with the natural market’s evolution. In our opinion, those charac-
teristics are 3D Hardware graphic acceleration; Time-based animations; Programming 
languages easy to understand and usable in different contexts. 

Observing these characteristics, we can say that Silverlight presents itself in the 
front line to succeed Flash in the RIA’s market. If Flash does not evolve itself in this 
way, it could become obsolete in a medium term period.  

In the specific context of developing a tool to automatically generate dynamic re-
ports, both technologies prove to be sufficient to accomplish it. However, the Silver-
light presents a better performance due to its developing easiness and user experience, 
allowing building complex applications to automatically generate dynamic reports, in 
a richer and faster way. 

7   Conclusions 

Nowadays, the reports can no longer be represented by blank and white paper reports, 
strictly static in the way they represent information and hard to search and to extract 
relevant information. 

The automatic generation of dynamic reports is, in our opinion, the future of this 
kind of information representation. The developing of this kind of tools using RIA is 
possible and highly profitable in the products’ quality and programming perspective. 

Comparing the technologies used to implement these solutions, the Microsoft 
Silverlight demonstrated to be the best solution for, essentially, two reasons: on one 
hand, its user experience that transforms the views and the editions of the reports in 
simple and pleasant operations. On the other hand, the developing easiness allowed 
by the using of the .Net framework is high because the Silverlight uses technologies 
belonging to that framework, well known and largely used in the whole world like 
CSharp.  

As future work, we will develop a multi-database architecture that will allow us to 
develop, in a medium term future, a commercial product to automatically generate the 
dynamic reports supporting one, or more, platforms. 
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Abstract. Web Services (WS) are an important tool for the integration of  
enterprise applications. With a growing set of WS related standards (WS-*),  
the technology has become increasingly more complicated to configure  
and manage, even more so when the Quality of Service (QoS) requirements of 
the system are changing. This paper presents the results of a study conducted  
on the ability of the major Web Services implementations to adapt to  
changing QoS attributes. Their shortcomings are then used as motivation for 
SmartSTEP, a proposal for a more advanced policy-driven automatic configura-
tion solution. 
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1   Introduction 

Enterprise applications have demanding requirements: many users, large volumes of 
data, ever-changing business rules, and multiple systems’ integration interfaces to 
connect to other applications [1]. The fundamental challenge is change so there is 
great value in techniques that enable information systems to quickly adapt to changes 
in requirements. 

Web Services (WS) [2] and Service-Oriented Architectures (SOA) [3] are a tech-
nology and architecture, respectively, which propose services as the building block 
for flexible information systems. WS technology is defined by multiple IETF, W3C, 
and OASIS standards. 

A Web Service is defined as a network access endpoint to resources: data and busi-
ness functions [2]. Although this endpoint can be accessed in many different ways, 
the most common is SOAP1 [4], an extensible XML-based protocol for exchanging 
information in distributed environments. 

                                                           
1 Although SOAP was initially defined as Simple Object Access Protocol, the 1.2 version of the 

standard dropped this definition and simply refers to itself as SOAP. 
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The two major Web Services implementations are Windows Communication 
Foundation (WCF) [5] and Metro [6]. There are also open-source implementations, 
such as Apache Axis2 [7]. 

Recently, these projects have been focusing on the support of WS related standards 
(WS-*). These were created to extend the Web Services functionalities and capabili-
ties and include standards like WS-Security [8]. 

Another important WS-* standard is WS-Policy [9], a framework for expressing 
policies that refer to capabilities, requirements or other characteristics of an entity. 

This paper presents the results of an extensive analysis conducted on the Quality of 
Service (QoS) features of WCF, Metro and Axis2, with special interest in their con-
figuration and limitations. To overcome the identified limitations, a proposal for a 
new approach and a real world use scenario of its capabilities are also described. 

2   Service-Oriented Ideas 

Erl [3] presents the eight principles of SOA: services share a formal contract, abstract 
underlying logic and are loosely coupled, autonomous, composable, reusable, state-
less and discoverable. 

In Web Services the formal contract is defined using an XML-based language 
known as WSDL (Web Services Description Language) [10]. This contract presents 
all the information that describes a service in a standard machine-readable format. 
The data types and message structures are described as XSD (XML schema defini-
tions), which can be used by code generation tools to create appropriate representa-
tions in any supported programming language. This is called a contract-first  
approach, whereas the development of the service’s implementation followed by the 
automatic generation of the WSDL is known as a code-first approach [11]. 

 

Fig. 1. Web Service binding process [12] 

Regardless of the chosen approach, the WSDL and other metadata must always be 
published: as an accessible resource (URL), a service endpoint as defined by 
WS-MetadataExchange [13] or using a service metadata repository, like UDDI [14]. 
This is represented in Figure 1 as step #1 in the Web Service binding process. 
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Using these mechanisms the clients can retrieve the contract (step #2) and create 
the necessary code – stubs – to convert their data into the format specified by the ser-
vice (step #3). 

Services often have other QoS requirements that need to be met, like security or re-
liability. These requirements can be stated as policies, which can be used in step #4 to 
configure message handlers, components responsible for executing the required op-
erations to meet the non-functional requirements. Examples include: message cipher-
ing, security token validation, and transactional support. 

After the successful configuration, the service can be invoked (step #5) and exe-
cuted (step #6). 

3   Web Services Implementations 

This section presents how the major WS implementations support WS-* standards 
and describes their configuration mechanisms. The section ends with a comparison 
table to summarize their configuration features. 

3.1   WCF  

WCF [5] is part of Microsoft’s .Net Framework since version 3.0 (2006). It bundles 
several communication technologies, from .Net Remoting to Web Services, support-
ing several WS-* standards. 

In WCF, the entire configuration is done in the Web.config file. Using a .Net spe-
cific XML-based syntax, one can define the features to use as well as any necessary 
parameters. 

The code-first development is based on this configuration file and code annota-
tions. Visual Studio2 provides wizards that can be used to create or edit configura-
tions. In a contract-first approach the configurations can be automatically created by 
code generation tools. Most code generation tools available can interpret policies de-
fined in the WSDL as long as these are already supported by WCF’s supported WS-* 
standards [15]. 

To extend the platform, one must extend or even override system classes [16]. This 
extensibility goes as far as creating elements to use in configuration files or defining a 
new WSDL generator to include custom policies. 

3.2   Metro 

Metro is Sun Microsystems’ Java-based [17] Web Services stack. Version 2.0 was 
released on November, 2009. The Web Services Interoperability Technology (WSIT) 
package is built on top of the JAX-WS 2.2 (Java API for XML Web Services) [6] 
core engine and implements the WS-* standards [18]. 

Metro’s configuration is based on WSDL and sun-jaxws.xml configuration file that 
defines mappings between the contract and the service implementation. 

                                                           
2 Product home page: http://www.microsoft.com/visualstudio/ 
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The code-first approach is based on two sources: annotations on service implemen-
tation classes and a wsit-*.xml configuration file. This file is a simplified WSDL  
and defines the policies to apply to each supported element (messages, operations, 
endpoints). 

In a contract-first approach, the entire configuration is based on the WSDL and its 
policies. Some of the platform’s specific configuration is also policy-based, using 
system configuration policies. Metro’s code generation tools only support system 
pre-defined policies, as required by the implemented standards. 

Custom policies are ignored in compilation, but prevent the Web Service from be-
ing correctly deployed, as they are not recognized by the platform on initialization. In 
version 2.0 of Metro, custom policies are entirely unsupported. 

Any additional behavior should be implemented using JAX-WS Handlers [6] or 
using the DeclarativeTubelineAssembler [19] feature. Another way of achieving simi-
lar results is by manipulating Metro’s source code to attach a custom module. 

One of the new features in Metro 2.0 is dynamic reconfiguration, which enables 
the remote management of a Web Service’s policies at runtime. This feature is based 
on JMX (Java Management Extensions) [20], a Java technology that enables man-
agement and monitoring of applications, by dynamically loading and instantiating 
classes. 

3.3   Axis2 

Apache Axis2 follows a different approach from the other platforms. It contains the 
core functionality for Web Services, but the main WS-* standards are available as 
independent modules [21]. These modules can then be attached to the Axis2 core and 
used in applications as necessary. 

The modules announce the policies they can handle, so that any defined policy can 
be handled by the proper module. This enables the creation of custom modules to han-
dle any additional behaviors and respective policies. Additional application behaviors 
can be implemented in a custom MessageReceiver, a class that defines how messages 
should be handled. 

Axis2 configuration is based on the services.xml file. In a code first approach, this 
configuration file should define the policies and their targets. In a contract-first devel-
opment, the code generation tools provided by Axis2 are used to create the configura-
tion file. 

The Web Services hosting in Axis2 is also different from any other platform, as it 
is a Web Application itself. The very Web Services it supports are deployed as mod-
ules, which are simple JAR packages. These packages often use the AAR (Axis Ar-
chive) file extension, but do not differ from the normal JAR structure. 

This is the base for another important feature of Axis2: Hot Deployment. Axis2 
supports the deployment and initialization of services without having to restart the 
main Web Application. The attachment of new modules requires redeployment, 
but their association with the running applications can be made without restarting 
them. 
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3.4   Discussion  

The following table summarizes the main features of the studied platforms. 
 

Table 1. Features of existing Web Services implementations 

Area Feature WCF Metro Axis2 
WS-Policy Yes Yes Yes 
Custom policies Yes (1) No Yes Policies 
Server-side policy alternatives No No No 
WSDL-based configuration No Yes Yes (2) 
Runtime policy configuration No Yes Yes Configuration 
Automatic reconfiguration (3) No No No 
Extensible platform Yes Yes Yes 
Modular platform No No Yes 
Message handler extensibility Yes (1) Yes Yes 

Extensibility 

Message handler hot deployment No No Yes (4) 

(1). Requires WCF extensions (3). Without user intervention  
(2). WSDL and custom configurations (4). If available in Axis2 Web Application 

Figure 2 proposes a dynamic binding spectrum based on the moment where 
non-functional requirements can be changed, leading to the reconfiguration of mes-
sage handlers. 

 

Fig. 2. Dynamic binding spectrum 

Development and Deployment are the implementation and loading phases of the 
application, respectively. The Execution phase includes any action made on the sys-
tem by some part of the system itself (management interfaces are considered as part 
of the system so this feature is considered to be in this phase). Anything that acts on 
the system but is not initiated by it is considered as an External event (e.g. incoming 
message). A system with the ability to reconfigure itself as a reaction to this type of 
event is normally referred to as a self-adaptive system [22]. 

WCF is the easiest platform to develop secure and reliable services without great 
knowledge of WSDL or WS-Policy languages, mainly due to the IDE support. The 
main disadvantage lies in the lack of runtime configuration support. 

Metro and Axis2 both support runtime configuration of policies through manage-
ment interfaces, which is why they are placed in the execution phase of the spectrum. 

Metro has many other features which make it one of the best equipped Java Web 
Services platforms in use. Other than the unsupported policy extensibility, there aren’t 
many weaknesses. This and other features are planned for upcoming releases. The 
most important downside of Metro is that it requires some knowledge of WSDL and 
WS-Policy languages, even in code-first development. 
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Axis2 is clearly a platform with extensibility and customization in mind, as it can 
support virtually any feature. Although there are modules supporting the main WS-* 
standards, there are still many without a public stable implementation. The implemen-
tation of a module from scratch is a very complex procedure. 

4   SmartSTEP 

STEP Framework [23] is an academic open-source multi-layer Java enterprise appli-
cation framework, with support for Web Applications (Servlet/JSP) and Web Ser-
vices. Its main design goals are simplicity and extensibility. The framework’s source 
code is intended to be small and simple enough to allow any developer to read it and 
understand it thoroughly, as part of a learning process. 

SmartSTEP aims to support user-free automatic reconfiguration of QoS capabili-
ties, thus achieving the last phase of the dynamic spectrum: reconfiguration based on 
an external event (see Figure 2). The proposed feature list is composed by all the fea-
tures on Table 1, including those unsupported by all studied platforms, namely server-
side policies, automatic reconfiguration and handler hot deployment. 

4.1   Proposal 

In the current version of the STEP framework, message handlers are supported using 
an extension engine [23]. This engine is conceptually similar to the JAX-WS Handlers, 
but it integrates with other STEP layers, namely the business logic layer (services). The 
engine executes several extensions sequentially, where each extension manipulates the 
message that results from the execution of the previous extensions. The execution ends 
when all required extensions where executed or an error is detected. Currently these 
extensions are configured using static property files, which prevent runtime modifica-
tion of the extension sequence or even deployment of new extensions. 

This proposal requires a more dynamic approach, so the extensions will be pack-
aged as independent JAR files, following the modular approach used by Axis2. Each 
JAR will have a specific configuration file to identify a class responsible for the auto-
installation of the extension. 

The extension JAR's should then be placed in a directory that will be periodically 
checked for new files. Once a new JAR is detected, it will be loaded and the specified 
installation class will be invoked. This new approach enables the runtime deployment 
of extensions, which can then be used in different applications. 

The extension execution sequence should also be dynamic, enabling the usage of a 
different sequence for different messages. This can be achieved through factories, 
classes that create an extension sequence given a message context. Basic factories 
should be implemented as part of the framework. The implementation of custom fac-
tories should also be supported, thus covering any special configuration scenario. This 
feature makes automatic reconfiguration possible, as it can create a new extension 
sequence for each sent or received message. 

Policies can be supported by mapping a policy namespace to an extension. This as-
sociation should be done using configuration files, which can be updated and re-
loaded in runtime, without any code manipulation. 

When policy alternatives are defined in the server contract, any received message 
should indicate the alternative used by the client in the outbound processing, so the 
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server can use the correct inbound extension sequence. This indication should be a 
header in the SOAP message, taking advantage of the policy attachments specifica-
tion [24]. The definition of server-side policy alternatives can be a useful feature 
when a server needs to support multiple configuration scenarios. 

5   Use Scenario 

To demonstrate the usefulness of policy-driven automatic configuration as proposed 
for SmartSTEP, a real world use scenario was picked: insurance sales. 

Many insurance salesmen spend much of their time outside the office, where the 
prospective clients are. In order to perform their tasks, they need to communicate with 
the office's main system, which must be prepared to deal with requests that originate 
inside or outside the corporate network. We will assume that requests from the inside 
use a different security scheme than the ones from the outside (Figure 3). 

 
Fig. 3. Real world scenario 

This situation would require that the office system provided two or more connec-
tion points, each with different configurations, creating a significant administrative 
burden. With server-side policy alternatives, one could define multiple configuration 
scenarios for one connection point, which would be properly activated whenever a 
new request was received. 

The choice is then made by the client application, which would be prepared to ac-
tivate the necessary measures according to some environmental parameter. This is 
possible with automatic reconfiguration and the ability to customize the configuration 
process to consider the environment. 

This customization applies not only to security, but to other requirements. For in-
stance, an application running on a PDA does not have the same available resources as 
a laptop. These limitations could be considered to create other configuration profiles. 
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Another important requirement is interoperability (as seen in Figure 3). A salesman 
might need to retrieve information about a client from a business partner, which might 
require an unsupported feature. By installing a new extension, the new feature could be 
ready to use in minutes, without the need for professional technical assistance. 

In other platforms, this simple scenario would require multiple applications or ex-
tensive configurations, and any update would require professional technicians. With 
SmartSTEP, applications would be flexible and powerful enough to infer all configu-
rations and adapt. 

6   Conclusion 

Our study of the most popular WS implementations shows that even though they sup-
port many WS-* standards and configuration options, they are not as dynamic and 
extensible as one could wish for. WCF is completely static from the configuration 
point of view. Metro and Axis2 are more dynamic, but some of their mechanisms are 
hard to extend or even to work with. 

SmartSTEP tries to incorporate the best ideas from the studied implementations 
into STEP, maintaining its main characteristics: simplicity and extensibility. All pro-
posed features were extensively researched and are considered feasible given the time 
and complexity constraints. 

6.1   Future Work 

The next step in the SmartSTEP project is the implementation of the proposed fea-
tures and their evaluation using the use scenario and performance metrics. 

These features open new doors for STEP, making possible to implement new inde-
pendent modules to support virtually any WS-* standard and possibly publish them in 
an on-line STEP extension repository, shared by the whole development community, 
creating new learning opportunities. This would not only be an interesting work from 
the extensibility point of view, but it can also help in achieving interoperability with 
other WS platforms. 
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Abstract. The cloud computing model leads to the increased penetration of the 
web applications in the office environment. Designed in many cases to replace 
traditional desktop software, web applications still lack many of the valuable 
features present on the desktop that increase usability and productivity. Due to 
the highly isolated design of the browser, it is currently impossible for web ap-
plications to communicate with desktop environment, which usually means 
sending messages or receiving event notifications. This is often required in or-
der to let the person using the application know about the important events hap-
pening in the minimized browser window. By contrast traditional applications 
can take the control of the desktop at any time. The paper introduces the 
Web4Desktop framework, a browser/client based architecture designed to over-
come these limitations by proving a secure infrastructure that allows web appli-
cations to communicate with any desktop software implementing the 
Web4Desktop API. The framework can be utilized to add desktop integration to 
existing web applications, a step that requires only minimal changes in the web 
application’s code and greatly improve the user experience because these appli-
cations will start to behave more like desktop software.  

Keywords: Cloud computing, Java Script, web security, web usability,  
browser plug-in, business and office software, web applications. 

1   Introduction 

The cloud computing introduces a commodity model that can be associated with the 
traditional utilities: gas, electricity, telephony and water. In this model users access 
computing resources when they need them according to their requirements and with-
out any delivery location limits. When looking at the cloud, we can do it from two 
different perspectives [7].  

The first is the infrastructure cloud, usually implemented using interconnected VM 
and offering provisioning capabilities for end-users who run their own software in the 
deployed infrastructure. Amazon was the first company that popularized the infra-
structure cloud.  

The second is the software platform cloud that gives users access to ready to use, 
easily deployable, infinitely scalable applications. Usually, these applications are 
delivered using the standard web browser, due to the unmatched level of abstraction 



456 B. Carstoiu and D. Carstoiu 

 

offered. Some examples are Salesforce.com and Google Apps. When looking at the 
two cloud models, we notice that the complexity and the challenges are much bigger 
with the software platform as it involves paradigm shifts. Software vendors have 
already started migrating traditional software applications to the cloud, the most noto-
rious example being Microsoft who will introduce a web based, pay per use alterna-
tive to the popular Office suite. 

2   Common Issues with Web Applications 

The software platform cloud changes the way how software applications are designed, 
written and deployed. The delivery model that allows anyone to access the software 
remotely without requiring special clients, the flexibility and the cross platform com-
patibility are the undisputed advantages that favor web applications in the cloud race. 
When comparing the web applications to the desktop software, many issues rise on 
the user experience. From this perspective, there are a few important disadvantages of 
the web applications the industry is still looking for solutions: 

Poor Visual Capabilities. In the past years, much progress was made in order to de-
liver better visual effects in the browser screen. The possibilities are limited with the 
HTML language and RIA frameworks like Flash or Silverlight are still far from simu-
lating a real desktop experience. Future HTML standards like HTML5 will not solve 
this limitation, meaning that not all applications can be migrated to the browser in the 
next years [6]. The visual capabilities are however sufficient to implement productiv-
ity and business applications. 

JavaScript Cannot Do Everything. JavaScript is the main engine available for pro-
grammers to render dynamic websites [3]. Although technically RIA frameworks 
might offer better possibilities, Silverlight and Flash involve more than HTML and 
are controlled by powerful corporations [4]. JavaScript is constantly evolving and 
ended doing much more than it was originally supposed to do, but its capabilities are 
still limited. As JavaScript (JS) runs on the client side, the browser can handle a lot of 
expensive processing. Unfortunately, JS engines built in browsers have slightly dif-
ferent behavior and performance, meaning that AJAX applications can experience 
cross platform compatibility issues. 

Polling Is Inefficient. When the AJAX idea occurred, it used the technologies avail-
able. The technology behind involved periodically polling HTTP resource for changes 
and updating the interface objects based on these changes. While this model might 
work fine in small deployments, for cloud applications designed to serve millions of 
users resources are poorly spent. In order to provide a prompt user interface, web 
applications poll resources as frequent as each second, in most cases to discover that 
nothing happened. The server side application has to process the request and answer 
to it, leading to inefficient bandwidth and resources usage. Various notifica-
tion/callback like models that are supposed to solve this issue were released by sev-
eral organizations and are expected to replace polling in the next years [5],[10],[11].  

Too Much Network Connectivity Required. Traditionally, web applications can be 
used only when the client is online, able to connect to the server, even though HTTP 
does not require persistent connections. This is a major inconvenience for these  
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applications when the Internet connection is not available. The industry is trying vari-
ous solutions in order to enable an offline mode, one of them being Google Gears [8]. 
Additionally, the speed of many web applications highly depends on the Internet 
connection speed, rather than on the local computer speed, as it happens with desktop 
software.  

Poor Desktop Interaction. Normal desktop applications can interact with any other 
software running on the same system, or even more, they can access the operating 
system resources. From the software developer and end-user perspective, this trans-
lates into unlimited possibilities. The web application is running highly isolated in the 
browser; the free communication with the desktop is undesired and very limited. In 
fact, the only way for a desktop application to communicate with the desktop is 
through a security breach. 

3   Related Work 

Several approaches to solve this problem have been made by using specialized desk-
top clients that communicate directly with the web application, usually using REST 
methods [9]. Successful cloud based applications like Salesforce.com have such desk-
top clients that are designed to improve user productivity or to integrate the software 
with desktop applications like Microsoft Outlook. No specific developments designed 
to make the web application feel like desktop software were found. 

The advantage of using a HTTP enabled desktop client, shipped as an add-on to the 
web application and installed in the operating system is that it’s relatively easy to 
implement. It also improves the user experience, but only in a lower degree due to its 
limitations. 

The desktop client cannot synchronize with the web application. The desktop client 
must query the REST resources in order to get information about the web application 
status, but the information retrieved is usually delayed due to the polling mechanisms. 

The desktop client does not have any information about the user navigation in the 
web application. It cannot know how the user is navigating in the web application 
interface, unless this state is saved in a shared database. 

This technique puts an additional load on the database layer. Both the application 
and the desktop client must save new information in the database in order to commu-
nicate, or they must use other methods for sharing information, like host based 
queues.  

Polling is used by both the desktop client and the web application. The desktop cli-
ent can signal the web application by saving information in the database, which is 
polled periodically by the web part. The same happens when the web wants to send a 
message to the desktop client. The polling architecture creates much overhead and the 
responsiveness is still bad. 

Additionally, because there is no connection to the browser experience the desktop 
client has to authenticate to the REST resource, which eventually means that it must 
save some credentials on the local machine. 

Even if the above limitations are tolerated, the desktop client still does not know 
where the web application is running, which means that it is not able to point the user 
to the browser window with a mouse click or to perform specific actions inside the 
interface. 
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The polling issue can be avoided with a connection based, client/server design in-
volving the local desktop client and a specialized server running on the application 
side. From the system architecture perspective this approach is even more compli-
cated as it introduces new components on the server side, expensive connections be-
tween the client and the server that have to be maintained, and firewall rules man-
agement on the user machine. 

4   Architecture of the Web/Desktop Integration Framework 

4.1   Requirements of the Web/Desktop Interaction  

The paper introduces a framework that makes the web application / desktop commu-
nication possible in a secure way, dramatically increasing the user experience and 
allowing web developers to access the desktop. Most web applications require at a 
particular moment to notify the desktop about an event, to query a desktop resource or 
to receive commands from the desktop. This happens especially with productivity and 
business applications because they are parts of intensive and/or complex workflows 
[1]. When a web application is running, it is doing this in a browser window or tab, 
making it difficult for users to switch between opened applications, as all browser 
windows look more or less identical. When users want to focus on a running web 
application, it is relatively easy to do it when only a browser window is opened, but 
becomes more difficult when several browser windows are opened. Browser tabs 
complicate the issue even more, because they introduce a new level of navigation 
inside the browser window. 

Some web applications have to notify the user about events, for example a calendar 
component in a collaboration application wants to let the user know that a meeting is 
scheduled in 15 minutes. In order to do this, the application will raise a browser pop-
up window that can be noticed by the user only if he focuses on the application 
browser window. To overcome this limitation, the application can currently play an 
alert sound, but this is not enough. 

Collaboration applications often require presence information, transmitted between 
people in the same group. While there are some JavaScript solutions for determining 
whether the user is Idle or not, the most reliable way would be to detect Idle using the 
OS exposed methods. Accessing such information from the browser is not possible 
with current technologies.  

Web instant messaging is embedded in many web applications, but there are sev-
eral usability issues with these components, because there is no information on the 
desktop about the messages received in the browser while the user has no focus on it. 
Native desktop applications do this by dispatching messages to the operating system 
notification area, which allows the user to see the received messages. 

4.2   Architecture of the Web/Desktop Integration Framework 

One of the challenges when developing the framework was to make it generic 
enough, but still not to affect the security of the system. Because conceptually the 
framework features a bi-directional gateway between the web application and the 
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desktop, most of the concerns when designing the system surrounded the gateway. On 
a high level, the framework was designed to answer to the following requirements: 

Easy installation and setup for users – the application must interact with the desktop 
using a plug-in installed in the browser. On the desktop level each web application must 
come with its own client designed to work with that specific web application only.  

Desktop accessibility for web developers – the browser plug-in provides a consis-
tent interface to the web application developers, accessible using JavaScript. The 
interface must be generic enough to be used by all web applications. 

Lightweight code, no complexity – The browser plug-in should not add overhead to 
the browser and must expose a light, easy to implement interface. Complexity must be 
hidden from the browser. 

The web application is not trusted – the framework does not trust web developers 
to secure their own code, it assumes that mistakes happen and enforce security at a 
higher level. Encryption is used to build a trust model. 

Customized client – In order to provide accessibility and functionality on the desk-
top level, each web application will come with its own desktop client that communi-
cates with the browser plug-in.  

Control to the user – it must be simple for end-users to control which web applica-
tions “talk” to the desktop; usually it is enough to close the desktop part of the appli-
cation, but it is also possible to un-trust the application from using the framework. 

The design is layered in order to limit the impact of security issues, to simplify 
management and to speed-up the development on multiple platforms. The browser 
module is separated in four layers (fig 1): 

Web Security Interface (WSI) – the security interface intercepts all calls from the 
web application and checks for their security. It handles the web application’s regis-
tration to the system, the trust management and JS request validation. At this level, all 
the requests that are not properly authenticated are filtered.   

Developer Interface (DI) – it implements parsers for the JavaScript functions regis-
tered by the plug-in and available to web developers. When a call is received from the 
desktop it executes the proper JS handler in the web application. On this layer the 
transition between JS calls and internal API calls and vice-versa is made.  

Internal broker (IB) – The internal broker manages the communication between 
the desktop client and the web application. It dispatches messages to the desktop 
clients registered, manages communication flows, receives messages from the desktop 
after they were authenticated and validated and forwards them to the Developer Inter-
face where they are going to be converted in JS calls. 

Desktop Security Interface (DSI) - the security interface intercepts all calls from 
the desktop application to the broker and checks for their security. It handles desktop 
application’s registration, trust management and API call security validations. 

The desktop side (client application) uses an API written in C++, which can be ported 
to any other programming language. There are no specific constrains on this level, 
developers can access anything on the operating system level. 
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Fig. 1. Overview of Web4Desktop Layers 

4.3   Functions 

1. Registration of the web application to Web4Desktop. In order to detect the presence 
of the Web4Desktop browser plug-in, the web application will call the JavaScript 
function: 

ApplicationRegister($AppName) where: 
$AppName – the name of the web application or an identifier. This is usually 

hardcoded in the desktop client code, because the desktop client is designed to work 
with $AppName only. 

If the ApplicationRegister is not present, then the plug-in is not available and the web 
application can offer to the end-user the possibility to download and install it. If the 
$AppName was forbidden in the plug-in configuration, an error code is served. This is 
the only case when the ApplicationRegister immediately rejects the registration, be-
cause normally the browser plug-in does not care about $AppName at the initial regis-
tration. The trust management model requires the web application to authenticate to 
the browser plug-in before being able to send any message. Each person using the 
web application will have stored in its database at the server level a connection key 
that is usually auto-generated, called $UserKey. When the plug-in receives the Appli-
cationRegister request, it replies to the web application with a pseudo random 32byte 
string, called $SessionKey. The web application computes in JS a confirm hash using 
this string: 

$ConfirmHash = SHA1($SessionKey+SHA1($UserKey))and calls:  
ApplicationRegisterConfirm($AppName,$ConfirmHash) 

If the plug-in can find the $AppName in the local database, because it was previously 
registered, it will verify the $ConfirmHash with the stored information. If the $App-
Name was not previously registered, it will prompt the user in the browser to add the 
$UserKey, which will be hashed and stored in the local database. Due to usability 
issues it’s recommended for the web application to design a special section that han-
dles the one time registration of the application to the plug-in. The plug-in must re-
ceive the ApplicationRegisterConfirm no more than 5 seconds after it served the  
ApplicationRegister answer, otherwise the Web Security Interface will reject the 
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function call. When the $ConfirmHash matches the value computed internally, the 
application is considered registered and the plug-in will accept hashed signed mes-
sages from that browser window. It should be noticed that the web application always 
trusts the browser plug-in, but this is normal for the web, all applications trust the 
browser.  

2. Sending messages to desktop client using Web4Desktop. All messages sent must 
be trusted by the Web Security Interface. A message is trusted if it is properly signed 
by the registered application and if the call is made from the same browser window 
where the application registered originally. The web application can send messages to 
the desktop client by the following JavaScript function: 

ApplicationMessage($AppName,$MessageBody,$ContextID, 
$Object,$MicroTime,$SecurityKey) 

$MessageBody – the JSON message that will be passed to the desktop client. This can 
contain commands for the desktop application, messages to be displayed etc. The API 
does not impose any limitations on this level; $ContextID – a context which is known 
by the desktop client and allows it to filter the messages received; $Object – when 
object is not NULL, it’s a callback to an interface object. This means that a message 
dispatched to the desktop client can be related to this $Object, allowing developers to 
create special effects like click on message to trigger anything in the web application 
interface; $MicroTime – this is the micro-time when the message was generated. It is 
helpful for the desktop client to discard old messages or to record the message genera-
tion time precisely, because the receiving time can be different; $SecurityKey – the 
security key is obtained from applying the following hash: 

SHA1($MessageBody + $MicroTime + $SessionKey + 
  SHA1($UserKey)) 

The Web Security Interface will discard messages with wrong $SecurityKey, or mes-
sages with a $MicroTime older than five seconds. 

3. Checking for the presence of the desktop client. The web application can also in-
quire about the presence of the desktop client, by executing: 

DesktopPing($AppName,$MicroTime,$SecurityKey) 

The Desktop client will reply with a JSON package that contains the version of the 
application and the uptime. The format of the message is standardized and is available 
in the desktop client library. This way the application is able to know whether the 
desktop application is running and listening for its messages. From the usability point 
of view, this means that the web application can show a message to the user telling 
him to start the desktop client. $SecurityKey is obtained by hashing $MicroTime, 
$SessionKey and SHA1($UserKey). 

4. Restricting desktop client to listen only to messages on some contexts. The web 
application can tell the desktop client to which contexts to listen during the active 
session. By default, the desktop client will listen to all contexts. 

RegisterContext ($AppName,$ContextList,$MicroTime, 
$SecurityKey) 
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$ContextList – a JSON formatted list of contexts 
$SecurityKey – the security key is obtained from applying the following hash: 
SHA1($ContextList + $MicroTime + $SessionKey +  
 SHA1($UserKey)) 

5. Closing the web application current session. This is necessary when the web ap-
plication is closed. By default, the session expires in 3600 seconds. 

ApplicationClose ($AppName,$MicroTime,$SecurityKey) 
$SecurityKey – the security key is obtained from applying the following hash: 
SHA1($MicroTime + $SessionKey + SHA1($UserKey)) 

4.4   Desktop Client Component 

Once the desktop client component is started, it will try to contact the browser plug-in 
to signal its existence. Usually, the desktop component is preconfigured with the 
$UserKey on installation and this can also be changed later. It depends on the imple-
mentation, but in most cases it makes sense to have user profiles on the desktop client, 
especially when the client is installed in a multi user environment. Due to obvious 
security reasons, we require the desktop client to trust the Browser plug-in when it 
receives messages from the web application and the Browser plug-in to trust the desk-
top client. It should be noted that it is much more sensitive for the desktop to correctly 
identify the source than it is for the browser plug-in. When the desktop client starts, it 
executes the following API function: 

DesktopRegister($AppName) 

If the browser plug-in knows about this $AppName, the Desktop Security Interface 
will answer to the API call with a hash and a session key: 

SHA1($AppName+SHA1($UserKey)),$DesktopSessionKey 
$DesktopSessionKey is a random 32byte string. If the authentication is successful on 
the Desktop side, the desktop client will reply with: 
DesktopRegisterConfirm($ConfirmHash)where:  
$ConfirmHash=SHA1($DesktopSessionKey+SHA1($UserKey)) 

This way, the Desktop Security Interface can verify that the Desktop client shares the 
secret as well. 

 
Dispatching messages to Desktop. All messages received from the web application 
with ApplicationMessage JS call are converted by the Developer Interface to an API 
call. This call is dispatched by the Broker Interface to the desktop client: 

DesktopMessage(“MessageBody”,”ContextID,”Object”, 
”MicroTime”,”SecurityKey”) where:  

$SecurityKey=SHA1($MicroTime+$DesktopSessionKey+  
SHA1($UserKey)) 

This happens with the other messages as well. The architecture allows having more 
than a single desktop application listening to the browser plug-in. 
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Fig. 2. Command or event going from the desktop client to web (a) and message from web 
application to desktop client (b) 
 

Dispatching Commands to the Web Application. The web application will register 
callback functions in order to permit the Desktop application to execute commands 
directly in the interface (2). This happens with replies to messages, when the user 
clicks on a message, or with other functions that are not strictly related to the mes-
sages received. For example, the Desktop client might feature a menu that allows the 
user to jump to a particular section of the web application. In this case, the Desktop 
client will change the focus on the window/tab where the web application is running 
and will execute the JS function. This is dispatched using: 

DesktopToWeb($Object,$MicroTime,$SecurityKey)where  
$Object – the callback that is eventually processed by the callback routines  regis-

tered on the web application 
$SecurityKey – the security key is obtained from applying the following hash: 
SHA1($Object + $MicroTime + $DesktopSessionKey +  

SHA1($UserKey)) 

Desktop clients should also take advantage of the fact that the client knows where the 
web application is running and when the icon in the notification area is clicked, the 
browser window can open, simulating a desktop application. 

5   Conclusions 

The web application integration in the desktop environment can dramatically improve 
usability and productivity for most applications targeted to business users. While the 
unavailability of this functionality might not be a factor to stop the management deci-
sion to replace traditional software with web applications, it certainly helps decision 
makers accelerate the process. It is hard to measure the economical impact of the lower 
productivity, missed meetings and messages that might occur with a web application; 
therefore it is important for web software vendors to address these issues early. 
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The Web4Desktop framework proposes a different approach to the integration, by 
creating an environment where web applications can decide when and how to com-
municate with the desktop. The desktop client that is shipped as an add-on to the web 
application can be as simple as a tray application. The framework does not require 
important changes in the AJAX web application; to notify the desktop client it is only 
necessary to execute a JS function exposed by the browser plug-in, whenever this is 
necessary, according to the utilization scenarios. In order to allow the desktop client 
to trigger actions in the web interface it is necessary to create a handler in the web 
application for all functions called from the desktop client. 

By using a browser centric approach, the synchronization with the browser is per-
fect, the possibilities are limited only by the developers of the application and the 
transition to the web application is simplified for the end-users. 
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Amaral, Lúıs I-338, II-345

Amer, Mahmoud I-403

Andrade, Paulo I-168

Angeles, Rebecca II-406

Antlova, Klara I-151

Astapova, Elena V. II-109

Aversano, Lerina I-385

Babin, Gilbert I-121

Balloni, Antonio José I-42
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Verdún, José Domingo Carrillo I-346

Vilaça, João L. I-309
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