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Foreword

Image Processing and Communications represents an exciting and dynamic
part of the information area.

This book consists of 52 scientific and technical papers from 14 Nations,
after a careful selection performed by many international reviewers. The
papers are conveniently grouped into 6 chapters:

• Computer Vision and Image Processing
• Biometric
• Recognition and Classification
• Biomedical Image Processing
• Applications
• Communications.

Each chapter focuses on a specific topic, presents results, and points out
challenges and future directions.

A number of people helped in making this book a reality. Adam Marchewka,
PhD. demonstrated tremendous commitment in typesetting the book. I thank
Karolina Skowron, who typed and corrected some portion of the text. I
express my gratitude to all reviewers. I am also grateful to Thomas Ditzinger,
editor at Springer for keeping me on schedule for the production of the book.

Bydgoszcz, Ryszard S. Choraś
October 2010
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Part I

Computer Vision and Image Processing



Earliest Computer Vision Systems in Poland

Ryszard Tadeusiewicz

AGH University of Science and Technology,
Faculty of Electrical Engineering, Automatic Control,
Computer Science and Electronics, Department of Automatic Control
e-mail: rtad@agh.edu.pl

Summary. In the paper is presented the brief history of research conducted
in Poland (at AGH University) in the area of image processing, analysis and
recognition. The history is connected with changes of the technology used for
problem solving. First systems are build from the separate integrated circuits
of low and medium scale of integration, after this we develop some systems
build on the base of VLSI elements, and now the new systems are constructed
on the base of FPGA technology. Nevertheless all the time scientific group
from AGH was conducted research in technological applications of vision
systems. At 70th and 80th years of XX century it was pioneer works devoted
to building of second in Poland and one of the first in Europe systems for
computer processing of the images, now research is dedicated mainly toward
real time image processing systems.

1 Introduction

The computer vision technique is currently very popular and commonly used.
It is enough to mention omnipresent digital cameras and DVCs which were
so technically improved and are produced so economically that they are uni-
versally installed in mobile phones as a bonus. Digital images also accompany
us in various forms of multimedia communication (vide [1]) and are the main
content of data resources - e.g. the Internet. Therefore, for present-day com-
puter user image manipulating is something very natural and obvious.

However, we should realize that it was not always like that! Digital tech-
nique, as the name indicates, was originally created to operate on numbers not
images, and the computer - also as the name suggests - is a machine used for
calculations and not determining liver deformations on sonogram. The fact
that we can so freely use the image processing and recognition techniques
is a result of long-term process of techniques development and improvement
and AGH University staff also participated in this historical process. In this
article I would like to recall some of our achievements in this field and show
the long and crooked path that we had to walk to reach our current level of
competence, related to methods defined often as computer vision.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 3–13.
springerlink.com © Springer-Verlag Berlin Heidelberg 2010



4 R. Tadeusiewicz

Usually, when we publish articles concerning computer vision, we refer to
recent achievements in this field (vide [2, 3, 4]) but in this case, as exception
to the rule, I will intentionally go back to the past. I will try to present the
beginning of computer vision development at AGH University in the "pio-
neer" stage of this technique development, when very few people knew what
was this computer vision about and many authorities claimed that comput-
ers should not be used for such activities because that is not their purpose.
AGH is a university of science and technology therefore industry needs, es-
pecially fields related to mining and metallurgy, were always the priority in
the computer vision techniques development. It is worth mentioning that the
first vision system constructed at AGH University was used to control the
process of mineral resources enrichment, more precisely the technology of
copper, zinc and lead ore enrichment on the basis of froth image observed by
CCTV camera and processed by a computer modified to working in indus-
trial conditions. Further research was performed in order to provide industrial
robots carrying out simple inspection works, assembling (including welding)
and sorting out objects with vision feedback.

2 The Problem of Computer Image Input

It is very difficult for a present-day user of omnipresent and highly efficient
devices, that allow quick and convenient ways of obtaining digital images
and inputting them into computer, to imagine how big problem that was in
the past. When we started the research into automatic image processing and
analysis at AGH University, the main method of computer data input were
punched tapes and cards (Fig. 1).

First, we had to design, work out and then personally build and test was
electronic devices that allowed image processing and its direct inpute to the
computer It seems that first publications about issues that are considered
here were published in mid 70s and many following publications in 1978 were
the result of them (vide [7, 8, 9]). As I mentioned, the main problem at
that time was the converter that allowed an input of images supplied at high
speed by typical (analogue) TV cameras into slow, at that time, computers.
Constructing such converter using electronic systems available in 70s was very
difficult and moreover the stream of digital information produced by such
converter was too big and fast for capabilities of computers then. Therefore,
it was necessary to use buffer memory that intercepted digital image - of
course this memory was also constructed personally from electronic systems
of very small (for present requirements) integration scale.

However, having specific objective, which was the automation of process
of mineral resources enrichment in mining industry (vide [8]) and practically
unlimited (thanks to cooperation with KGHM company) financial resources,
because financing research concerning mining was the priority in the mid 70s,
we built the computer image processing system, called CESARO (Cyfrowy
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Fig. 1. Old methods of data input were not favourable to image processing
techniques

Fig. 2. The first CESARO vision system constructed at AGH University
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Fig. 3. The method of presenting a digital image using alphanumeric printer

Eksperymentalny System Analizy i Rozpoznawania Obrazów [Experimental
Digital System of Analysis and Image Recognition]- see Fig. 2).

It was the second in Poland, and one of the first in Europe system of
that type. CESARO was frequently described [9, 10] and became the basis of
various research in the field of computer image analysis [11, 12]. It is worth
emphasising, that during work on construction and software of the first Polish
vision systems we encountered many difficulties and problems, that modern
computer vision researchers do not even realise that they existed. Not only
the image input was very difficult but also it was very hard to see the image
once it was in a machine memory - for example, after performing an oper-
ation that was part of its processing and analysis. Nowadays it is hard to
imagine, but monitors and printers used at that time did not have the capa-
bility of displaying or printing images because they were purely alphanumeric.
We could manage with displaying an image by connecting (through digital-
analogue converter) typical studio monitor (used in broadcasting studio to
watch broadcasted program) to computer. Appropriate software was scanning
its memory that included image that we were interested in (for example, the
result of processing) and emitted signals that controlled work of converter
displaying image on screen. Of course, we had many problems concerning de-
tails (eg. synchronization computer with monitor) but we managed to solve
them.

The real difficulty occurred when it was necessary to get lasting copy of
processed or analysed digital image. As opposed to monitor, which electronic
construction was reasonably modification-friendly, printers contained many
indispensable mechanical elements and their production or modification at
AGH University was quite difficult. Precision engineering (or rather lack of
it...) is until present the limiting factor of our University capabilities in many
interesting research fields - e.g. microrobotics.
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Back to the image printing problem. It turned out that the only chance
to get "image-like" recording on paper is the technique of typing printing
characters on each other in such a way that the summary degree of blackening
reached desirable value. Fig. 3 depicts an exemplary printing obtained by this
method.

For people alarmed by the context of this exemplary image, I would like to
make clear that AGH staff WAS NOT engaged in processing such images but
there is no alphanumerically generated scientific image sample left. Fortu-
nately, I managed to find the example presented above of printing of another
(famous) image.

3 Previous Research Related to Computer Vision

CESARO was unique with regard to its range of application (e.g. it was used
to optimise copper ore flotation) and was the base of technological studies,
which were widely discussed among specialists related to mineral resources
processing [10, 13, 14]. After years of using (constantly developed) CESARO
system and designing new algorithms of computer vision and programming
them in a way that allowed high processing speed despite huge data set
which represents every image in information system, in 1982 we managed to
present the first extensive methodological study describing capabilities and
limitations of image techniques, which were fairly unknown novelty at that
time [15]. Well-known version of this study, published in scientific journal
Informatyka [16] was for many following years the inspiration for numerous
attempts to construct vision systems in various research centres in Poland (it
is confirmed by citations of mentioned article in other researchers’ studies).
The biggest advantage of CESARO system was the fact that despite highly
advanced technological level (of course in relation to science and technol-
ogy condition when it was created and developed) it was built entirely from
domestic components that were easy to obtain and relatively cheap. Mod-
ern researchers would probably find this criterion odd and absurd, because
nowadays we are trying to select components to build given research sta-
tion according to its quality (’only the best are good enough’) and not place
where they were made. Market became global. 80s were different, though.
It was very hard (and sometimes impossible) to get imported elements and
components and rates of exchange were so high that even the cheapest ele-
ments from Western Countries were much more expensive than their equiva-
lents produced in Eastern Bloc. Therefore, during presentations of CESARO
systems at various conferences we emphasised its construction based on do-
mestic components, because it was significant at that time [17]. Especially
the comparison of functionality and efficiency between our system and other
researchers’ systems gave rather encouraging results [18].

After constructing the CESARO system we did not confine ourselves to its
activation and using it for practical purposes. We also searched for method
that would allow higher image processing speed on the basis of fact that a
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packed image was located in computer memory in such a way that one cell
contained a few pixels (vide [9]). Again a short comment: at that time byte
structure was not the only one in use, as it is nowadays, but also memory cell
was used as a unit processed in one processor working cycle. This technique
of speeding up calculations may seem a bit exotic from present point of view
but it turned out to be surprisingly effective which allowed to increase effi-
ciency of processing without using multiprocessor architectures, which were
very expensive and hard to get. We also gained another advantages concern-
ing software by implementing new and original software architecture using
hierarchical relations between operations performed on image at various pre-
cision levels of description [20]. Nowadays, these ideas may become interesting
only as a curiosity but once it was very practicable and important way to
gain higher efficiency of processing, even when using very slow computers,
that were the only available ones at that time.

Vision system that we constructed encouraged us to research various fields
of its usage. Because works were performed mainly at AGH Department of
Automatic Control - the first field of applications was automatics [21] (e.g.
window glass drawing at glassworks [22]), and then attempts of applications in
robotics [23, 24, 25]. Later we studied applications in telecommunications [26]
and medicine [27] which became the main subject of studies at AGH for a
long time.

Fig. 4. Multiprocessor vision system CESARO2
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4 Multiprocessor Systems. CESARO2

Tasks entrusted to image processing systems, were becoming more and more
serious and thus 10 year old CESARO system, in spite of constant modifica-
tions and development, did not meet the requirements anymore - especially
temporal ones, related to using image technique in control systems and other
real time applications. Therefore, at the end of 80s, at AGH Department of
Automatic Control, we started constructing system CESARO2, whose dis-
tinctive feature was multiprocessing [28, 29]. New system was based mainly
on biocybernetic grounds and used theory and practice of neural-like systems
that had been developed at AGH for many years [30]. Thanks to populariza-
tion of the idea of building multiprocessor vision system for robotics [31] we
managed to get necessary resources and built multiprocessor vision system
CESARO2 (Fig. 4 depicts a version at AGH Museum of History of Science).
This system was used experimentally as a visual feedback for industrial robot
IRb6 (ASEA-PIAP), which became a base for a book "Vision systems in in-
dustrial robots" [32] which was the first easily accessible monograph that
described principles of computer image analysis, processing and recognition
along with their practical realization in a form of specialized electronic sys-
tems. A book "Image recognition" [33], published a year before, focused on
theoretical and algorithmical approach.

Wide possibilities of research on image processing and recognition, using
CESARO2 system, at the beginning of 90s called AGH researchers’ attention
to possibilities that were allowed by neural networks technique, which were
becoming more and more popular at that time. A study [34] which was the
first (as it seems) Polish review on possibilities at this field was published
then, and another study [35] proposed specific methodology of combining
computer image processing and analysis with method and techniques of neu-
ral networks. Developing this idea and procedure lead to at least dozen of
very interesting Ph. D theses across Poland because combination of image
processing technique and neural networks turned out to be highly useful
instrument in a surprisingly wide range of issues and problems caused by
practical needs [36, 37]. An example of fairly unexpected usage of combined
image and neural techniques may be a work [38] presenting the possibilities
of those techniques in food technology. Because of extensive confirmation of
practical usefulness, instrument, which was a combination of image and neu-
ral techniques, was a subject of extensive basic research conducted at AGH
from 1992 and crowned among other things with a publication [39].

Along with the application of CESARO2 system other works were also
performed, e.g. one of the first in Poland research on capabilities of using
computer image recognition to read printed texts and handwriting. Results of
these studies were the basis of scientific papers as well as popular studies [40,
41], which presented the capabilities of this (fairly unknown at that time)
technique to Polish IT specialists. The result of these studies was e.g. practical
solution that used optical reading technique for a fast input of handwriting
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student application forms into enrolment system at AGH, and also interesting
scientific results [42].

5 And Then There Was an Avalanche ...

The review of pioneer research and constructional studies concerning com-
puter image processing, carried out at AGH from 70s should be finished at
mid 90s. Not because there was not any further studies on this subject. On
the contrary, in 90s and at the beginning of 21st century many interesting
works concerning image processing and recognition were (and still are) pub-
lished at AGH. Highly advanced research on recognition and understanding
of medical images was started (professor Marek Ogiela). Interesting subject of
traffic video detectors used in automatic monitoring and traffic control was
taken up (professor Andrzej Adamski, Zbigniew Mikrut, Ph.D). There are
also studies that aim for realization of increasing amount of tasks assigned
for computer vision using specialised processors produced with FPGA tech-
nology (Marek Gorgoń, Ph.D). Many interesting problems related to using
image processing technique in industrial automatics were solved (Zbigniew
Bubliński, Ph.D and Piotr Pawlik, Ph.D). A reviews of those further studies
can be found in publications [43, 44, 45, 46] and in textbook that was created
on their basis [47].

However, despite intensive development of computer image analysis, recog-
nition and understanding at AGH, this field stopped to be distinguishing mark
for our university, because now almost everybody are engaged in such studies.
At AGH very interesting studies related to image processing are carried out
by professor Kazimierz Wiatr, professor Mariusz Ziółko, Przemysław Koro-
hoda, Ph.D, Bogusław Cyganek Ph.D (Electronics Department) and professor
Tomasz Zieliński (Department of Measurement and Instrumentation).

Researchers from other centres also work very hard and achieve interest-
ing results (e.g. professor Leszek Wojnar, Cracow University of Technology;
professor Konrad Wojciechowski, Silesian University of Technology; profes-
sor Marek Kurzyński, Wrocław University of Technology; professor Andrzej
Materka, Technical University of Łodz; professor Witold Malina, Gdańsk
University of Technology; professor Adam Dąbrowski, Poznań University of
Technology - and of course Warsaw research centre lead by professor Juliusz
Lech Kulikowski, senior in this field, with many young researchers, who bring
knowledge, talent and enthusiasm to these studies (e.g. professor Artur Prze-
laskowski, Warsaw University of Technology). Therefore, we do not have to
worry about the future of computer image analysis, processing and recog-
nition, because the most brilliant minds and the most powerful centres are
researching into it. Then from time to time, not too often, but for example
on the occasion of anniversary, it is worth reminding the past of this field -
which was the purpose of this article.
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Summary. In this paper, we are interested by the different sides of the visual
learning and the visual machine learning, as well as the development of the
"visual cognitive" evolution cycle. For this purpose, we present an expected
cognitive architecture framework to highlight all the visual learning function-
alities. Despite the fact that our investigations were based on the conception
of a cognitive processor as a high interpreter of object recognition tasks, we
strongly emphasize on a novel evolutionary pyramidal learning. Indeed, this
elaborated learning approach based on association rules enables to learn high-
est concepts induced from concepts of lower level in order to progressively
understand the highest semantic content of an input image.

1 Introduction

Visual learning is an attractive trend in object recognition investigation be-
cause it seems to be the only way to build vision systems with the ability
to understand a broad class of images. Indeed, visual learning is a complex
task that usually requires problem decomposition, big amount of data pro-
cessing, and eventually an expensive time consuming. In most approaches to
visual learning reported in the literature, learning is limited to parameter
optimization that usually concerns a particular processing step, such an im-
age segmentation, feature extraction, etc. Only, a few contribution attempt
to close the feedback of the learning process at the highest (i.e. recognition)
level [4, 12, 13, 14, 15, 16, 17, 19, 21].

Acknowledging the need for providing image analysis at semantic level,
research efforts set focus on the automatic extraction of image descriptions
matching human perceptions. The ultimate goal characterizing such efforts is
to bridge the so called semantic gap between low-level visual features that can
be automatically extracted from the visual content and the high-level con-
cepts capturing the conveyed meaning. In the followed cognitive architecture
we put emphasize on the fact that several levels of description are based on
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the widely held belief that computational vision cannot proceed in one single
step from signal-domain information to spatial and semantic understanding.

In this paper, we are interested by the different sides of the visual learning
and the visual machine learning, as well as the development of the "visual
cognitive" evolution cycle. For this purpose, we have focused our investiga-
tions on (i) a novel cognitive architecture able to outperform all visual tasks
in the domain of object recognition, and (ii) the approach to interpret from
object recognition the higher image understanding.

2 Visual Cognitive Framework VICAL

Though proven the layered VICAL conceptualization from input image to
its understanding, we propose a visual machine learning that implements:
a cognitive behavior for visual modality, and a visual learning for object
recognition. In below, we point out all fundamental features, structural and
behavioral, needed in the image preprocessing (features detection) and post-
processing (image understanding content-based).

2.1 Eye Processor

With respect to human sensorial organ, eye processor designs the input sen-
sory channel which filters visual problems with the ability of perceiving what
must be effectively done relating to the given problem. Moreover, in the elab-
orated visual architecture, eye processor represents the interface which con-
nects the environment surrounding the problem space to the target cognitive
behavior.

Its primary functions are limited to analyzing, processing, and interpreting
visual information using some elementary operators that refer to low-level
image processing. Thus, provided that visual information is somewhere in
the image, eye processor encapsulates more than one elementary processor
(blind detector processors) to in carry out the segmentation process in a
parallel way. This strategy enables an effective exploration without any priori
knowledge and reduces the segmentation time consuming.

(i) At coarse processing granularity, the planning schedule of eye processor
consists in the following activities:
• Selection of a visual problem from problems space.
• Decomposition of the "visual problem space" in more then one visual

constraint (object) in order to extract from each visual sub-space the
features vector.

(ii) At fine processing granularity, a blind detector processor elaborates a
contour detection, extracts relevant features, and then constitutes the
geometric model relative to the corresponding visual constraint. The blind
detector is therefore capable to:
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• Performs an arithmetic mental process (reasoning process) using a
buffer memory as a working memory to store, at each detecting step,
relevant information needed to encode the geometric model at the
next step.

• Returns the corresponding geometric model Gi as a symbolic vector of
the smallest object Oi having significance with human comprehension.

Fig. 1 clearly showns that there is no interaction between blind detectors
what explains the absence of a communication scheme. This is substantially
correct if we consider that detector processors perform independently blind
explorations with regard to the whole visual context. Relating to the fixed

Fig. 1. Cognitive visual memory architecture

aim, the description of the geometric is subjective, because our investiga-
tions are concentrated at the cognitive level in which the bridge between the
low-level processing and the high-level processing fills the semantic gap. A
geometric model can regarded as a vector of interest points of an object in
image processing.

2.2 Cognitive Processor

Cognitive processor is a vulgar imitation of the brain in solving problem
since logical, complex, and high functionalities such; deduction recognition
and understanding are borrowed from the brain functionalities. The cognitive
processor is the core of VICAL that lead to desired goal as a result of the
interaction occurring at different levels of organization and at different time
scales and involving not only the elementary elements (i.e. cognitive resource
memory, visual module) but also the behavioral properties emerging from the
interactions. Among these properties, we can cite:

• Adaptive behavior, where each input image requires its own resolution
scheme improved by the cognitive processor
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• Decentralized organization guided by the role of each component.
• Distributed processing with both communicative behavior and coopera-

tive behavior between concerned components (agents).

Cognitive resource memory

Memory is one of the primary domains examined by cognitive psychologists,
since encoding, storage, and retrieval of information constitute a significant
portion of our cognitive activity. In the context of computer vision, and based
on the fact that the memory is context-independent, we define the dominant
source of knowledge as a cognitive resource memory.

Definition 1 (Cognitive resource memory): The cognitive resource memory
is a resource repository of multiple connected memories areas whereas each
area is roughly expected for a cognitive modality (e.g. visual modality).

This definition explains that the cognitive resource memory is not presented
like a compact whole but in the form of resources network composed by sev-
eral semantic nodes, each node models one modality of the cognitive memory.
Indeed, the cognitive processor as a supervisor disposes of many sensorial
agents (captors) to proceed with the environment resources like images, and
speech. The acquisition of knowledge is done through cognitive channels un-
der a selective activation. The distribution of knowledge implies that multiple
recognition process could be undertaken in parallel and in a collaborative way.
Sine the role of each area memory is to enclose a priori knowledge and pos-
teriori conclusions the cognitive processor disposes of specialized cognitive
modules to reason about distinct cognitive activities.

In VICAL, we only refer to the visual modality as the effective behavior
without worrying about other interesting emergent behaviors. This means a
real interest only to basic components required by the visual application.

Visual memory

It is the more concerned area belonging in the cognitive resource memory. We
define the visual memory as the visual information repository activated by
its corresponding selective channel that points out one of the multi cognitive
modalities assigned to the cognitive processor. The basic elements stored and
retrieved from visual memory are concepts.

Definition 2 (Concept): A concept is a symbolic formalization of concrete
information in the image possessing semantic content. A concept can be either
elementary like: eye, nose, arm, square, etc. or composed like: face, human,
cat, house, etc. So, all knowledge acquired through eye processor enriches both
visual memory, because of the direct connection established between the two
reliable components, and others memory areas in case where the needed in-
formation can be useful in the search process. Thus, two meaningful searching
strategies are viewed:



VICAL: Visual Cognitive Architecture for Concepts Learning 19

• Intra search memory. Retrieval process of concepts consists in local inter-
actions between some knowledge domains representing features (concepts)
according to appropriate representation formalism.

• Extra search memory. Retrieval process of concepts consists in consulting
one or more sensorial memories to locate the appropriate database rep-
resenting the claimed concepts. This operation needs to create semantic
interactions as communication between different cognitive resources.

Visual Module

Before considering objectives and components of the visual module, let us
briefly see again the claimed goal: from an input image, recognize all the
salient objects in order to establish the concepts mapping involved to accu-
rately provide the high meaning to the content-image. At first sight this seems
easy to accomplish but actually it is much deeper than that appear. For this
reason, we propose to capture the meaning of the image toward a novel
learning approach named pyramidal learning. The understanding philosophy
behind pyramidal learning is to point out the top of the pyramid in order
to achieve not only the highest concept assigned to the image but also the
semantic content able to furthermore indexing this image.

Fig. 2. Evolutionary pyramidal learning cycle

The following algorithm presents broadly the main activities elaborated
by the visual module.

1. Select initially formal concepts of rank k(k = 0)
2. Locate the appropriate database (used for learning concepts) according

to the similarity measure between the given concepts and the keywords
used for indexing this database.
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3. In the case where such matching is possible, thus apply the evolutionary
procedure to learn high concepts and go to step 4. Otherwise, the final
formal concepts are proposed as the semantic content of the proceeded
image.

4. Replace the formal concepts of rank k by the new learned concepts of
rank k + 1.

5. Compute distances between new concepts.
6. Compare these distances with the empirical threshold to ensure the fusion

of some concepts and constitute the new sets of concepts.
7. Go to step 2.

Fig. 2 explains in more detail the pyramid of learning. The basis of the pyra-
mid defines the first learning level with concepts of rank ’0’ These concepts
(provided by the eye processor) are obtained after decoding geometric models
of objects such: {G1, G2, . . . , Gn} → {C0

1 , C
0
2 . . . , C

0
n}. After a learning step,

the concepts of superior rank (k = 1) are retrieved and construct the next
bricks of the pyramid. This process is reiterated until the top of the pyramid
is achieved by given the highest concept attributed to the image.

The above description concerns only the behavioral aspect of the visual
module, remains now to describe its organizational aspect. Thus, Fig. 3 out-
lines the eventual multi-agent description where agents shared the same visual
memory. The main activities clustered under two distinct sub-goals give more
details on the specialization of the agents and their thoughtful occurrence in
the cognitive processor to tackle visual recognition problems.

Fig. 3. Diagram of interactions between agents for solving visual problem

3 Structural Abstraction of VICAL

This section discusses the adequate organizational structure of VICAL. Effec-
tively, based upon the fact that the recognition process is strongly influenced
by two cognitive properties: evolutionary concept learning and restructuring,
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the suitable organization is therefore a role-guided structure. A comprehen-
sible solution that makes this possible is to settle on a multi-agent organi-
zation. This choice is not trivial since raise a distributed processing guided
by two distinguish roles. For more comprehension, we propose the followings
definitions.

Definition 3 (Agent): An agent is a cognitive entity active by its determin-
istic role modeled by the cognitive property.

Definition 4 (Role): A role is a cognitive property that encloses some related
activities.

In agreement with all considerations, an organizational structure with two
agents was being approved. The cooperation between the operational agent
and the evolutionary agent through the communication of concepts enables
the good progression of the iterative pyramidal learning. Thus, at each macro1

evolution, the operational agent intend to select the target database with the
predicting concepts in order to facilitate the work of the evolutionary agent,
which needs the training examples to extract the relevant set of rules required
to predict the target higher concept.

3.1 Operational Agent

Although decoding salient objects represents initial performed task, the op-
erational agent pays more attention at restructuring, at each time, available
data (all Ck+1

i ) provided by the evolutionary agent. Thus, operational agent
accentuates its interest on the geometric aspect of a concept rather than its
semantic aspect. Thus, it manipulates objects regarded as vectors of integer
coordinates, and carries out its restructuring according to the position of
objects in the image.

Broadly, the cognitive activity of restructuring encloses two complemen-
tary tasks: reduction and clustering. The reduction task is the setting in cor-
respondence of the nearest objects which enables the reduction of the visual
space. Thus, instead of considering detected objects as spatially independent,
clustering task aims at regrouping objects in clusters according to a vicinity
relation. Such relation is considered as the inclusion (only at beginning) and
becomes a relation of nearness throughout the recognition process.

Reduction task

The reduction principle is to put away the nearest objects those which are
either dependent from the global context or those which belong to a local
context. The reduction task enables to reduce the visual space as well as
the understanding limited to a local context. Thus, we define a local context
1 A macro generation comes after learning a concept, and then takes several micro

generations needed for one evolutionary learning.
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as a reduced area which provides a sense to a cluster of objects. Formally,
the reduction task consists at covering nearest objects by the construction
of a binary matrix M(n × n) were n represents the number of all available
objects at this learning phase. The rows and columns of the matrix are then
the objects Oi(i = 1 . . . n) surrounded by their shapes boundaries such that
Oi = {(Rowmin, Rowmax), (Colmin, Colmax)}, and the elements are either
’0’, in the case where no correspondence exists between two objects, or ’1’
otherwise. The aimed correspondence consists at finding a logical relation
between two objects of the form inclusion or neighborhood relation.

• Inclusion

Let us assume that the number of salient objects detected in the image
(before we lunch the learning algorithm) is m and the set of objects is
O = {o1, o2, . . . , om}. The operational agent tries then to fill in the matrix
Maccording to the following properties:

• R is Reflexive
{
Oi ⊆ Oj Then {(i = j) ∧M(i, j) = 1}
Oi � Oj Then (i �= j)

• R is Asymmetric
{
Oi ⊂ Oj
Oi ∈ Oj

• R is Transitive
{

(Oi � Oj) ∧ (Oj ⊂ Ok)
(Oi ⊂ Ok)

As is depicted in Fig. 4, the correspondence between the image and its relative
matrix provides the creation of three clusters.

Fig. 4. Cognitive visual memory architecture

• Neighborhood

Let is the number of reduced objects detected in the image (after at least one
learning phase) is p and the set of objects is O =

{
ok1 , o

k
2 , . . . , o

k
p

}
. The index

k indicates that the objects are extracted after kth learning phase.
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The operational agent tries then to fill in the matrix Maccording to the
measure of the distance between pairs of objects, where in general this dis-
tance has the following properties:

d(Oki , O
k
j ) = 0

d(Oki , O
k
j ) = d(Oki , O

k
j )

Since the objects represent edges or contours we then assume that the ap-
propriate distance is the Hausdorff distance which computes the maximum
distance of a set to the nearest point in the other set [10]. More formally,
Hausdorff distance between two edge points sets Oi and Oj is the maximum
function (Equation 1), defined as:

H
(
Oki , O

k
j

)
= max

a∈Ok
i

{
min
b∈Ok

j

{d(a, b)}
}

(1)

Thus, the operational agent assigns to the matrix elements different values
according to Equation 2 as follows:

M(i, j) =
{

1 If H(Oki , O
k
j ) ≤ ω

0 If H(Oki , O
k
j ) > ω

(2)

The parameter ω is a fixed threshold. Once Mconstructed by filling in its
elements, we can then pass to the next step of clustering.

Clustering task

The clustering principle consists at regrouping in a cluster all the nearest
objects. This step strongly depends on the reduction step and effectively en-
ables the extraction of all clusters available at this pyramidal learning phase.
The clustering task is then lunched after the construction of M . According
to a column k, the existence at least of an element with value 1 at a row l
yields the construction of a new cluster j. For this same column k, if there
exits more than elements with values 1, then all other objects representing
the rows are included in the this same cluster j (Equation 3). In the case,
where all the elements of a column are set to zero this implies that the object
of this column is already contained in a previous cluster.

If M(k, l) = 1 Then {Ok ∈ Sj ∧Ol ∈ Sj} (3)

When all matrix columns were visited, therefore the optimal number of clus-
ters is determined. The following algorithm enables the formation of clusters:

The result provided from this task is the number of clusters constructed
as well as the covered objects contained in each cluster. It is important to
claim that each cluster Sj possesses a reference object Srefj which represents
the identifier of both the cluster and this local context. The reference object
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Algorithm 1. Clustering Algorithm.
// In [M :matrix (n× n)]
begin
j ← 0; k ←; // k is the column index
while k ≤ n do

if ((k > 1) and Ok ∈ {Se/r = 1, . . . , j − 1}) then
k ← k + 1

else
j ← j + 1; Sj =Ø;
for each row l to n do

if M(k, l) = 1 then
Sj = Sj ∪Ol;
if (k = l) then

Sref
j = {Ol};

end if
end if

end for
end if

end while
// Out [S: set]
end.

is useful to compute the different distances between different clusters (local
contexts). In the case of inclusion relation, Srefj is only one object that which
matches to the encompassing object. In the case of a neighborhood relation,
the reference object will be the union of all objects present in the current
cluster.

3.2 Evolutionary Associator Agent

The main characteristic of learning-based approaches is their ability to adjust
their internal structure according to input and respective desired output data
pairs in order to approximate the relations (rules) implicit in the provided
training data, thus elegantly simulating a reasoning process. Consequently,
the use of some approaches like classification rules or even association rules
provides a powerful method for discovering complex and hidden relationships
for a variety of applications domains.

Association rules

Association rules are used at a high interpretation and representation gran-
ularity to emerge strongly associated objects in order to get a more compact
representation of the data. We define association rules [2] according to the
context of perceptual objects. Let O = {c1, c2, . . . , cn} be a set of objects
concepts, and D be a database (a set of formal concepts hierarchies), where
each formal concept hierarchy h is a set of objects such that h ⊆ O. We say
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that a formal object hierarchy h contains X , a set of objects in O, if X ⊂ h.
An association rule is an implication of the form X ⇒ Y,X ⊂ O, Y ⊂ O, and
X ∩ Y =Ø.

Many important algorithms were be used to discover association rules
[3, 18]. This formulation yields a thought of two basic aspects for data
representation:

• How to discover the appropriate association rules from a set of concepts
X detecting some relationship between the predicting concepts and the
goal conceptY . Actually, with regarded to all consideration cited above,
the problem is tackled by considering it as a concept learning problem.
In this case, each association rule is subjected to learn one high formal
concept.

• If we consider the vector space whose dimensions are the concepts ob-
jects, concept hierarchy can be represented as object vectors with binary
coordinates denoting the occurrence of objects in the hierarchy.

Visual evolutionary-based learning

Representing concepts as sets of rules has long been popular in machine learn-
ing, because, among other properties, rules are easy to represent and humans
can interpret them easily. In evolutionary algorithms there are two main ways
to represent rule sets. In the "Michigan" approach exemplified by Holland.
classifier [9], and the "Pittsburgh" approach exemplified by Smith LS-1 sys-
tem [5, 20]. Systems using the Michigan approach maintain a population of
individual rules that compete with each other for space and priority in the
population. This approach is simpler and syntactically shorter. This tends to
reduce the time taken to compute the fitness function and to simplify the de-
sign of the genetic operators. A number of systems based on concept learning
with Michigan approach have been proposed COGIN [6] and REGAL [7].

In contrast, systems using Pittsburgh approach maintain a population of
variablelength rule sets that compete with each other with respect to perfor-
mance on the domain task. This approach takes into account rule interaction
when computing the fitness function of an individual. Consequently, some
systems based on concept learning with Pittsburgh approach have been pro-
posed like GABIL [5] GIL [11] and DOGMA [8].

Individual (rule) representation
In our studies, we adopt the Michigan approach to encode a rule. Thus, an
individual in its general form is a set of items of attributei ∈ [li, ui], where
attributei is the ith numeric attribute in the rule template from the left to
the right. Fig. 5 outlines a general example:

This rule specification could induce to some problems in recombination
process. Indeed, if two individuals have different representations the crossover
applied to them will generate invalid offspring. Hence, to avoid to have invalid
offspring due to the absence of some attributes in a rule, and in order to
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Fig. 5. Hybrid encoding of individual

use the usual crossover without specific modifications, each attribute in the
individual has the same position (rank) that it occur in the dataset (in the
database).

Evolutionary learning process
With respect to the used dataset where all attributes are nominal, the ab-
sence of an attribute in the dataset is refereed to a gene with ’0’ value. The
evolutionary learning process is performed by the function EvoAlg as shown
in Fig. 6. Thus, EvoAlg has a set of examples as its input parameter. It
returns a rule that is the best individual of the last generation. The initial
population P is built randomly by the function InitializePopulation. Some
examples are randomly selected and individuals that cover such examples
are generated. After initializing the population, the for-loop repeats the evo-
lutionary process max-generations. At each iteration, the individuals of the
population are evaluated according to defined fitness function, thus each indi-
vidual acquires goodness. The best individual of each generation is replicated
(Replicate) to be included in the next generation. Later, a set of individuals
are selected through the roulette wheel method and replicated. Finally, an-
other set of individuals are recombined and the offspring are included in the
next generation.

Fig. 6. Pseudocode of evolutionary learning rules
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Equation 3 gives the fitness function f(τ) used during the evaluation pro-
cess. The greater the value, the better the individual is.

f(τ) = N − CE(τ) +G(τ) + coverage(τ) (4)

Where τ is an individual, N is the number of examples being proceeded;
CE is the concept error, i.e. the number of examples belonging to the region
defined by the rule τ , which they do not have the same concept (class); G(τ)
is the number of examples correctly "classified" by τ , and coverage(τ) gives
the size proportion correctly "classified". For more detail about the influence
of coverage(τ) on fitness see [1].

4 Experimental Results

To test our image theory we created synthetic images as a starting point in
showing the feasibility of concept learning as a technique to understanding
content image. The images database contains combinations of plane geometric
shapes, where each shapes belongs to the set S = { triangle, circle, rectangle,
hexagon, ellipse }. The number of images in the database generated for the
test phase corresponds to 30 images, where each image is identified by a label.
As depicted in Figure 7, the majority of images have only one understanding
level. This constraint is necessary because of the prediction of concepts. But to
be able to validate at least two learning levels, we have drawn four images (20,
24, 27, 30) which represent semantic objects, constructed from S (primitives
concepts), and correspond respectively to face, bicycle, chair, and cat. The
association rules shown to the environment have the form:

Fig. 7. Geometric shapes and association rules as selected training examples
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{(AT 11, AT 2), (AT 12, AT 2), . . . , (AT 1k, AT 2), } ⇒ {AT 1k+1}

In concordance with the chosen images, we define the new application context:

Domain

{
AT 1i ∈ {triangle, circle, rectangle, hexagon, ellipse}
AT 2 ∈ [1, 10]

Example of coding rule. Rule : If AT 11 ∈ {rectangle} and AT 2 ∈ [1, 5] Then
chair

Each image in the database stores both the low-level features (first descrip-
tor) and the high-level concept attributes (second descriptor). In fact, at this
postprocessing level, we are only interested by the second descriptor. Thus,
the first rule {(5, 1)} ⇒ {1} tells us that if there is a hexagon there is trian-
gle. This result is validated according to a high fitness attributed to this rule.
Other rules indicate the same reasoning such that the rule {(1, 1)} ⇒ {3}
where if there is a triangle there is a square. Also, the rule {(4, 1)} ⇒ {2}
illustrates that if there is a rectangle there is necessary a circle. Furthermore,
to show the ability of the system to learn more complex objects not com-
posed only by primitive concepts, we have introduced four specialized rules.
Each rule yields to each corresponding concept (face:7, bicycle:8, chair:9, and
cat:10).

R1 : {(6, 4), (4, 1)} ⇒ {7}; R2 : {(4, 5), (1, 1), (2, 2)} ⇒ {8}
R3 : {(4, 4)} ⇒ {9}; R4 : {(4, 3), (1, 3), (6, 1)} ⇒ {10}

In the current studies, the number of occurrence of each object must appear
in order to avoid the redundancy of the same objects. identifiers as conditions
in the left side of a rule. We have deliberately omitted to reserve a field of
distance in the object representation since the coverage of objects in a cluster
is a task performed before learning rules. Then, we suppose that all nearest
objects could as a whole specify a new concept. Obviously, we want to stress
that our synthetic images are not as complex as images from the real world.
But as a first attempt to mine association rules with evolutionary learning
in image processing seems a good trend to improve the emergent behaviour
from the cognitive architecture.

5 Conclusion

We present in this paper a cognitive architecture inspired from human charac-
teristics to deal with the visual cognitive modality. The system includes many
reasoning paradigms such as image processing, inductive learning, evolution-
ary computing and image mining. Our efforts were based on the conceptual-
ization of the cognitive framework for detecting and understanding objects in
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several contexts. Obviously, the system relies on knowledge discovering using
association rules from databases. Results obtained so far look promising but
we need to improve several aspects in our research efforts. We can currently
working on the some evident tasks like image mining, and image retrieval to
outperform the semantic content-based image. These visual tasks will help
in the automation of such behaviours. Also, we should give more attention
to other kind of attributes (discrete and continuous) and how to determine
the optimal representation and even the appropriate genetic operators. In
the future, we look to improve the cognitive aspect of the architecture by
introducing more than one cognitive modality, and to find the optimal way
to connect the aimed specialized components to this general cognitive frame-
work. Regarded to the fixed objective, it results therefore a good opportunity
to develop both intelligent and autonomous system in the domain of pattern
recognition.
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Summary. In this paper an application of DirectShow software technology
in a computer vision system is described. DirectShow (DS) is well suited for
image processing and analysis tasks. In the reported study it was successfully
applied in a computer stereovision system. Physical cameras of the system
are represented by DS source filters connected to image analysis procedures.
Original filter prototypes were designed for stereo disparity estimation and
scene analysis tasks. Image analysis procedures for scene depth estimation
were build and tested. The developed system has proved usefulness of the
DirectShow technology in computer vision applications.

1 Introduction

Development of vision systems that employ multiple hardware and software
resources is not a straightforward task. Such systems should be of modular
structure and have flexible architecture. The modular design is important in
projects including a group of programmers working on different aspects of the
project. The system should be flexible not to depend on specific hardware
or hardware versions and it should automatically adapt to various configu-
rations. Another requirement in vision systems is a need for conversion of
data forms and formats. One of such problems is object tracking in image
sequences. The input is a video data whilst the output is usually a mo-
tion defined by coordinates, motion vectors and rotation angles. Moreover,
multicamera vision systems such as stereovision systems require data synchro-
nization and parallel data processing (multithreading, pipelining and graph-
ics processing units general-purpose computing). The requirements of vision
systems programming and achieving acceptable programming efficiency in
such vision systems can be satisfied by employing multimedia frameworks
- technologies for multimedia software development. The goal of this publi-
cation is to present the application of DirectShow multimedia framework in
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a stereovision system for detection of objects, object localization, tracking
and its parametric description.

DirectShow (DS) is a software technology for multimedia applications in
Microsoft Windows operating systems [1], [2]. It serves as a framework for
development of video and audio processing programs and modules. DS is
one of the three multimedia technologies available for Windows platforms.
The two other are Video for Windows and Media Foundation [3]. One of the
main features of DS is its modularity. DS modules are called filters. They
could be developed by different groups of programmers or software producers
independently. Filters are dynamically connected into the so called graph in
the time of program execution. There is no need to compile all the modules
into a single application. An example of DS based video player is shown in
Fig.1. It consists of the following filters: video file reader, audio video splitter,
decompression of audio and video, and presentation filters.

Fig. 1. Graph of filters for video file playback

Filters are implemented as DLL libraries. They are developed according to
the specification of Component Object Model (COM) technology. The main
assumptions are:

• each filter is a separate COM object,
• each filter is identified by its unique GUID number,
• filter properties are stored in the Windows registry file.

Connection of filters can be a fully automatic process. The type of filter used
and its possible connections depend on a set of filters available in a given
computer. Thus, the same multimedia file can be played by using different
filters or cannot be if the important filter lacks. DS application interacts with
filters via intermediary COM object called filter graph manager. It builds a
graph by using IGraphBuilder. Graph is a set of connected filters. If necessary,
additional transform filters are added to provide compatibility of different
data stream formats between filters. The main application can also point
out specific filters to be used or even specify connection order. Intermediary
object is also used to control filter functions, e.g. play, rewind or pause of the
video stream.
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2 Filter Programming

DS filter is largely a self-processing module with a significantly greater num-
ber of functions and tasks than would result from the operation of the algo-
rithm for processing multimedia data. This module is equipped with inter-
faces to communicate with other filters, intermediate objects (GraphBuilder)
and the main program. These methods are public, available (can be called
from outside the filter) and abstract (undefined). Filter interfaces are iden-
tified by individual, unique GUID numbers and they have to be compatible
with COM technology. A typical interface is the interface of filter terminal,
called IPin. Its methods are listed below.

Table 1. An example of IPin interface methods

Method Description
Connect Connects the pin to another pin
ReceiveConnection Accepts a connection from another pin
Disconnect Breaks the current pin connection
ConnectedTo Retrieves the pin connected to this pin
ConnectionMediaType Retrieves the media type for the current pin connection
QueryPinInfo Retrieves information about the pin
QueryId Retrieves the pin identifier
QueryAccept Determines whether the pin accepts a specified media type
EnumMediaTypes Enumerates the pin’s preferred media types
QueryInternalConnections Retrieves the pins that are connected internally to this pin
EndOfStream Notifies the pin that no additional data is expected
BeginFlush Begins a flush operation
EndFlush Ends a flush operation
NewSegment Notifies the pin that media samples are grouped as a segment
QueryDirection Retrieves the direction of the pin (input or output)

IPin interface provides the methods:

• for negotiating data formats (EnumMediaTypes),
• for connecting and disconnecting terminals (Connect, Disconnect),
• for identification (QueryID),
• for data flow control (EndOfStream, BeginFlush, EndFlush) and others.

IPin interface inherits input and output object classes, e.g. CBaseInputPin
and CBaseOutputPin. These classes provide some additional methods for
multimedia data transfer. A fully functional filter provides multiple interfaces
of the methods. These are the interfaces of individual pins, the interface in-
dicating filter resources, a filter work control interface, the interface of dialog
box for filter properties, etc.

The methods included in the interface must be implemented (written) by
the developer creating a filter. It is necessary to provide adequate communica-
tion between the main program, an intermediary object and the neighbouring
filters. This communication deals with several aspects: filter interconnection
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Fig. 2. Filter interfaces

strategy, negotiation of transmitted data formats, interface and pin iden-
tification, control of data stream playback, processing and synchronization,
management of threads for filter control and data transfer, etc. The flexibility
of the DS brings with it a significant complication of the process of creating
a filter.

Writing the filter from scratch would be extremely laborious without base
classes, which were made available by Microsoft. Base classes implement a
part of more trivial methods, necessary for the proper functioning of the
filters with specific functionality. While creating own filter one creates a new
class that inherits from the selected base class. For example, writing a data-
processing filter the following base classes can be used: CTransformFilter,
CTransformInputPin and CTransformOutputPin. Creating a source filter (eg,
providing data to graph from the outside) or output filter (presentation), we
can use base classes: CSource and CRenderedInputPin.

Necessary Tools for creating DS filters are: the development environment
(it is sufficient to use Visual C++ Express Edition [4]), Windows Platform
SDK (includes base classes and tools for testing filters), the program Guidgen,
the regsvr32 tool and GraphEdit program (included in the Windows Platform
SDK) or Graph Studio. Visual C++ environment is used to create filter’s
source code and its compilation. The environment allows also to compile
a library of base classes available in the Windows Platform SDK. Guidgen
program is used to generate GUID numbers identifying the filter and its
interfaces. Regsvr32 program is available in Windows system directory and
is used to register a new filter in an operating system. Programs GraphEdit
and GraphStudio are used for graph visualization, manual filter connection
into graphs and testing their performance.
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Fig. 3. Filter graph for disparity estimation in GraphEdit window

3 Filter Pattern Design

The aim of this study was to develop a methodology for the design of vision
systems for scene analysis using DirectShow technology. Implementing the
system using DS required to develop filters with specific functionality, number
of inputs and outputs, control, types of data formats for input and output.
The system includes filters for calculating disparity map, object detection and
presentation of analysis outcomes. In order to integrate algorithms that were
developed earlier, filters with the required functionality need to be defined in
DS system. Filter source code was written in C++, using the COM and DS
specification, and DS base classes. The written source code is a package of
algorithms for image processing and analysis. It is fully functional in terms
of DirectShow technology, but the code need to be supplemented in order to
obtain the system functionality. Code fragments, where additional commands
need to be entered, were marked in the source code.

All data in the DS system are transferred by objects belonging to the
class inheriting from the IMediaSample interface. This interface allows to
download information about the index to a block of data transmitted and
the size of the block (methods: GetPointer and GetActualDataLength). For-
mat of the received data or data sent through the filter is determined in the
negotiation process. To send data about data formats CMediaType class ob-
jects are used (containing AM_MEDIA_TYPE structure) in the described
project. Structure AM_MEDIA_TYPE carries information about the main
type (majortype), subtype, and optionally additional information tables set
out by the field Formattype. These additional tables may be e.g. VIDEOIN-
FOHEADER for imaging data.

Developed filters operate on two types of multimedia data, namely: un-
compressed image data and a table describing a result of image sequence
analysis, such as the scene model parameters.

1. Imaging data: majortype: MEDIATYPE_Video, Subtype: MEDIASUB-
TYPE_RGB32 or MEDIASUBTYPE_RGB24. These are colour images
of 32 or 24 bits per pixel. Note that DS does not define the greyscale
image format.
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2. The data describing the objects’ parameters: majortype: MEDI-
ATYPE_Video, Subtype: MEDIASUBTYPE_NAVIOBJ.

Filter development procedure was defined as a set of the following
modifications:

1. Find the header file, which defines the filter GUID identification numbers,
2. Generate a new GUID numbers and replace them in the header file,
3. Find the structures AMOVIESETUP _FILTER and CFactoryTemplate

in the source file of the filter, and replace the names of the filters and
titles of the properties dialog boxes.

4. Find a piece of code marked ”@@@@ Complete code here ... ” and write
a code of the required calculation algorithm.

4 DS Based Application for Scene Depth Estimation

On the basis of the prepared filter pattern new filter was designed. It performs
initial image preprocessing and disparity estimation in a pair of stereovision
images. Image processing operations were implemented in a graphics pro-
cessing unit (GPU), which is very efficient in vector operations. More details
about applying GPU for disparity estimation are given in [5].

The developed DirectShow filter is a dynamic-link library which offers a
set of the following image processing functions. They use OpenGL in order
to allow setting of the parameters, passing of the input images to the GPU,
control of the processing on the GPU and fetching the results from it. The
filter has two input pins and one output pin (Fig.4). The input pins are used
to retrieve images from the left and right camera. The images can have any
resolution and should be in RGB colour format (24 bits per pixel). The output
pin transmits the result as the image of the same resolution as the input ones.
The output image is also three-channel. The output disparity is stored in the
first channel. The processing in the filter consists of a few passes. Every pass

Fig. 4. Filter graph for depth estimation

is a fragment shader processing of the input textures which contain input
data. The result of each pass is stored in the output texture, which is then
delivered as an input to the next pass. The processing passes are shown in
Fig.5:
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1. both input images are converted into greyscale and their geometry is
corrected and rectified, the result is stored as a single texture (IYl,r).

2. the average brightness is calculated for vertical blocks (size 1× b, where
b is the processing parameter - the block size).

3. the average brightness from previous pass is used to calculate the average
brightness for blocks of size b× b, next it is subtracted from the original
brightness.

4. absolute differences between left and right image are calculated, their
count depends on a processing parameter.

5. the sum of the absolute differences in the blocks (size 1× b) is calculated.
6. the SAD in the blocks (size b× b) is calculated.
7. the minimal from the SADs is chosen, its index is stored as the result -

calculated disparity value.

The results of the described image processing procedure are shown in Fig.6.
Image disparity map is shown as a grayscale image in which closer scene

Fig. 5. Data flow in GPU processing

(a) (b) (c)

Fig. 6. Original image (a) undistorted image (b) and disparity map (c)
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elements are coded by brighter map regions. GPU implementation makes
execution of this procedure fast enough to be run in real time. Despite the
use of GPU the developed filter is quite universal. It can process images in
NVIDIA GPUs series 8000 and higher.

5 Conclusions

DirectShow software technology was used to implement computer stereo vi-
sion system. Stereo cameras were represented as DS source filters connected
to the filter for image distortion correction and disparity estimation. Other
filter prototypes were designed for further scene analysis procedures. A useful
system for scene depth estimation was build and tested. The main problems
that were solved while implementing DS multimedia framework were: syn-
chronization of video data obtained from two cameras, definition of the origi-
nal object describing data format to be transferred between modules and the
implementation of advanced image processing filter in GPU platform. It was
shown that advanced image processing tasks can be mapped onto DirectShow
technology that offers more efficient software development and testing in a
group of cooperating programmers.
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Summary. Computer vision needs suitable methods of shape representation
and contour reconstruction. One of them, invented by the author and called
method of Hurwitz-Radon Matrices (MHR), can be used in representation
and reconstruction of shapes of the objects in the plane. Proposed method is
based on a family of Hurwitz-Radon (HR) matrices. The matrices are skew-
symmetric and possess columns composed of orthogonal vectors. Shape is
represented by the set of nodes. It is shown how to create the orthogonal and
discrete OHR operator and how to use it in a process of shape representation
and reconstruction. MHR method is interpolating the curve point by point
without using any formula or function.

1 Introduction

An important problem in machine vision and computer vision [1] is that
of appropriate shape representation and reconstruction. Classical discussion
about shape representation is based on the problem: contour versus skele-
ton. This paper is voting for contour which forms boundary of the object.
Contour of the object, represented by contour points, consists of information
which allows us to describe many important features of the object as shape
coefficients [2]. In the paper contour is dealing with a set of curves. Curve
modeling and generation is a basic subject in many branches of industry and
computer science, for example in the CAD/CAM software.

The representation of shape can have a great impact on the accuracy
and effectiveness of object recognition [3]. In the literature, shape has been
represented by many options including curves [4], graph-based algorithms
and medial axis [5] to enable shape-based object recognition. Digital curve
(open or closed) can be represented by chain code (Freeman’s code). Chain
code depends on selection of the started point and transformations of the
object. So Freeman’s code is one of the method how to describe and to find
contour of the object. An analog (continuous) version of Freeman’s code is
the curve α− s. Another contour representation and reconstruction is based

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 39–50.
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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on Fourier coefficients calculated in Discrete Fourier Transformation (DFT).
These coefficients are used to fix similarity of the contours with different sizes
or directions. If we assume that contour is built from segments of a line and
fragments of circles or ellipses, Hough transformation is applied to detect
contour lines. Also geometrical moments of the object are used during the
process of object shape representation [6]. Proposed MHR method requires
to detect specific points of the object contour, for example in compression
and reconstruction of monochromatic medical images [7]. Contour is also
applied in shape decomposition [8]. Many branches of medicine, for example
computed tomography [9], need suitable and accurate methods of contour
reconstruction [10]. Also industry and manufacturing are looking for methods
connected with geometry of the contour [11]. So suitable shape representation
and precise reconstruction or interpolation [12] of object contour is a key
factor in many applications of computer vision.

2 Contour Points Based Shape Representation

Shape can be represented by object contour, i.e. curves that create each
part of the contour. One curve is described by the set of nodes (xi, yi) ∈R2

(contour points) as follows in proposed method:

1. nodes (interpolation points) are settled at local extrema (maximum or
minimum) of one of coordinates and at least one point between two suc-
cessive local extrema;

2. each node (xi, yi) is monotonic in coordinates xi or yi (for example
equidistance in one of coordinates);

3. one curve (one part of the contour) is represented by at least five contour
points.

Condition 1 is done for the most appropriate description of a curve. So we
have n curves C1, C2,. . .,Cn that build whole contour and each curve is rep-
resented by nodes according to assumptions 1-3.

Fig. 1. Contour consists of three parts (three curves and their nodes)
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Fig. 1 is an example for n = 3: first part of contour C1 is represented by
nodes monotonic in coordinates xi, second part of contour C2 is represented
by nodes monotonic in coordinates yi and third part C3 could be represented
by nodes either monotonic in coordinates xi or monotonic in coordinates yi.
Number of curves is optional and number of nodes for each curve is optional
too (but at least five nodes for one curve). Representation points are treated
as interpolation nodes. How accurate can we reconstruct whole contour using
representation points? The shape reconstruction is possible using novel MHR
method.

3 Shape Reconstruction via MHR Method

The following question is important in mathematics and computer sciences:
is it possible to find a method of curve interpolation in the plane without
building the interpolation polynomials and without mathematical form of
the curve? Our paper aims at giving the positive answer to this question.
There exists several well established methods: spline functions [13], shape-
preserving techniques [14], subdivision algorithms [15], Bezier curves, B-
splines, NURBS [16] and others [12] to overcome difficulties of polynomial
interpolation, but matrix interpolation MHR (based on simple matrix cal-
culations with low computational costs) seems to be quite novel in the area
of shape reconstruction. In comparison MHR method with Bézier curves,
Hermite curves and B-curves (B-splines) or NURBS one unpleasant feature
of these curves must be mentioned: small change of one characteristic point
can make big change of whole reconstructed curve [17]. Such a feature does
not appear in MHR method [18]. Methods of curve interpolation based on
classical polynomial interpolation: Newton, Lagrange or Hermite polynomi-
als and spline curves which are piecewise polynomials [19]. Classical methods
are useless to interpolate the function that fails to be differentiable at one
point, for example the absolute value function f(x) = |x| at x = 0. If point
(0;0) is one of the interpolation nodes, then precise polynomial interpolation
of the absolute value function is impossible. Also when the graph of interpo-
lated function differs from the shape of polynomials considerably, for example
f(x) = 1/x, interpolation is very hard because of existing local extrema of
polynomial. Lagrange interpolation polynomial for function f(x) = 1/x and
nodes (5;0.2), (5/3;0.6), (1;1), (5/7;1.4), (5/9;1.8) has one minimum and two
roots.

We cannot forget about the Runge’s phenomenon: when interpolation
nodes are equidistance then high-order polynomial oscillates toward the
end of the interval, for example close to -1 and 1 with function f(x) =
1/(1 + 25x2) [20] or f(x) = 1/(1 + 5x2). Method of Hurwitz – Radon Matri-
ces (MHR), described in this paper, is free of these bad features. Complexity
of calculations for one unknown point in Lagrange or Newton interpolation
based on n nodes is connected with the computational cost of rank O(n2).
Complexity of calculations for L unknown points in MHR interpolation based
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Fig. 2. Lagrange interpolation polynomial for nodes (5;0.2), (5/3;0.6), (1;1),
(5/7;1.4), (5/9;1.8) differs extremely from the shape of function f(x) = 1/x

on n nodes is connected with the computational cost of rank O(L) [18]. This
is very important feature of MHR method. The curve or function in MHR
method is parameterized for value α ∈ [0; 1] in the range of two or more
successive interpolation nodes.

3.1 The Operator of Hurwitz-Radon

Adolf Hurwitz (1859-1919) and Johann Radon (1887-1956) published the
papers about specific class of matrices in 1923, working on the problem of
quadratic forms. Matrices Ai,i = 1, 2, . . . ,m satisfying

AjAk +AkAj = 0, A2
j = −I for j �= k; j, k = 1, 2, . . . ,m

are called a family of Hurwitz - Radon matrices. A family of Hurwitz - Radon
(HR) matrices has important features [21]: HR matrices are skew-symmetric
(ATi = −Ai) and reverse matrices are easy to find (Ai)− 1 = −Ai. Only for
dimension n = 2, 4 or 8 the family of HR matrices consists of N −1 matrices.
For n = 2 there is one matrix:

A1 =
[

0 1
−1 0

]
.

For n = 4 there are three HR matrices with integer entries:

A1 =

⎡
⎢⎢⎣

0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0

⎤
⎥⎥⎦ , A2 =

⎡
⎢⎢⎣

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

⎤
⎥⎥⎦ , A3 =

⎡
⎢⎢⎣

0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0

⎤
⎥⎥⎦ .

For N = 8 we have seven HR matrices with elements 0, ±1 [7]. So far HR
matrices are applied in electronics [22]: in Space-Time Block Coding (STBC)
and orthogonal design [23], also in signal processing [24] and Hamiltonian
Neural Nets [25].

If one curve is described by a set of representation points {(xi, yi), i =
1, 2, . . . , n} monotonic in coordinates xi, then HR matrices combined with
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identity matrix IN are used to build an orthogonal and discrete Hurwitz -
Radon Operator (OHR). For nodes (x1, y1), (x2, y2) OHR M of dimension
N = 2 is constructed [26]:

B = (x1 ·I2+x2 ·A1)(y1 ·I2−y2 ·A1) =
[
x1 x2

−x2 x1

] [
y1 −y2
y2 y1

]
,M =

1
x2

1 + x2
2

B,

M =
1

x2
1 + x2

2

[
x1y1 + x2y2 x2y1 − x1y2
x1y2 − x2y1 x1y1 + x2y2

]
. (1)

Matrix M in (1) is found as a solution of equation:
[
a b
−b a

]
·
[
x1

x2

]
=
[
y1
y2

]
. (2)

For nodes (x1, y1), (x2, y2), (x3, y3), (x4, y4), monotonic in xi, OHR of di-
mension N= 4 is constructed [26]:

M =
1

x2
1 + x2

2 + x2
3 + x2

4

⎡
⎢⎢⎣
u0 u1 u2 u3

−u1 u0 −u3 u2

−u2 u3 u0 −u1

−u3 −u2 u1 u0

⎤
⎥⎥⎦ (3)

where u0 = x1y1 + x2y2 + x3y3 + x4y4, u1 = −x1y2 + x2y1 + x3y4 − x4y3,

u2 = −x1y3 − x2y4 + x3y1 + x4y2, u3 = −x1y4 + x2y3 − x3y2 + x4y1.

Matrix M in (3) is found as a solution of equation:
⎡
⎢⎢⎣
a b c d
−b a −d c
−c d a −b
−d −c b a

⎤
⎥⎥⎦ ·
⎡
⎢⎢⎣
x1

x2

x3

x4

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
y1
y2
y3
y4

⎤
⎥⎥⎦ . (4)

For nodes (x1, y1), (x2, y2),. . .,(x8, y8), monotonic in xi, OHR of dimension
N= 8 is built [26] similarly as (1) or (3). Note that OHR operators M (1)-(3)
satisfy the condition of interpolation

Mx = y (5)

for x=(x1, x2 . . . , xN )T ∈RN , x�= 0, y= (y1, y2 . . . , yN )T ∈ RN , N = 2, 4
or 8.

If one curve is described by a set of nodes {(xi, yi), i = 1, 2, . . . , n} mono-
tonic in coordinates yi, then HR matrices combined with identity matrix
IN are used to build an orthogonal and discrete reverse Hurwitz - Radon
Operator (reverse OHR) M−1. If matrix M in (1)-(3) has form:

M =
1∑N
i=1 x

2
i

(u0 · IN +D),
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where matrix D with elements u1, . . . , uN−1 and zero diagonal, then reverse
OHR M−1 is given by:

M−1 =
1∑N
i=1 y

2
i

(u0 · IN −D). (6)

Note that reverse OHR operator (6) satisfies the condition of interpolation

M−1y = x. (7)

for x=(x1, x2 . . . , xN )T ∈ RN , y= (y1, y2 . . . , yN)T ∈ RN , y �= 0, N = 2, 4
or 8.

3.2 MHR Method (Basic Version)

Key question looks as follows: how compute coordinates of points settled be-
tween interpolation nodes? A set of nodes is the only information about curve
in basic version of MHR method. On a segment of a line every number ”c”
situated between ”a” and ”b” is described by a linear (convex) combination
c = αa+ (1 − α)b for

α =
b− c
b− a ∈ [0; 1]. (8)

When the nodes are monotonic in coordinates xi, average OHR operator M2

of dimensionN= 2, 4 or 8 is constructed as follows [7,26]:

M2 = α ·M0 + (1− α) ·M1 (9)

with the operator M0 built (1)-(3) by "odd" nodes (x1 = a, y1), (x3, y3), . . .,
(x2N−1, y2N−1) and M1 built (1)-(3) by "even" nodes (x2 = b, y2), (x4, y4),
. . ., (x2N , y2N). Having the operator M2 for coordinates xi < xi+1 it is pos-
sible to reconstruct the second coordinates of points (x, y) in terms of the
vector C defined with

ci = α · x2i−1 + (1 − α) · x2i, i = 1, 2, . . . , N (10)

as C = [c1, c2, . . . , cN ]T . The required formula is similar to (5):

Y (C) = M2 · C (11)

in which components of vectorY (C) give the second coordinate of the points
(x, y) corresponding to the first coordinate, given in terms of components of
the vector C. On the other hand, having the operator M−1

2 for coordinates
yi < yi+1 it is possible to reconstruct the first coordinates of points (x, y) [7,
26]:

M−1
2 = α ·M−1

0 + (1− α) ·M−1
1 , ci = α · y2i−1 + (1− α) · y2i,
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X(C) = M−1
2 · C. (12)

Contour of the object is constructed with several number of curves. Calcu-
lation of unknown coordinates for contour points using (8)-(12) is called by
author the method of Hurwitz - Radon Matrices (MHR). Here is the applica-
tion of basic MHR method for functions f(x) = 2/x (five nodes equidistance
in first coordinate: x = 0.4, 0.7, 1.0, 1.3, 1.6) and f(x) = 1/(1 + 5x2) with
five nodes for x = -1, -0.5, 0, 0.5, 1.

(a) (b)

Fig. 3. Thirty six interpolated points of functions f(x) = 2/x (a) and f(x) =
1/(1 + 5x2) (b) using basic MHR method with 5 nodes

Basic version of MHR method preserves monotonicity and symmetry
(Fig. 3b) of the graphs.

3.3 MHR Method with Parameter k

The curve y = 2/x reconstructed by basic version of MHR method (Fig. 3a)
looks not quite accurate. For better reconstruction of the curve, appropriate
k ∈ (0; 2] in MHR method with parameter k is calculated:

M2 = αk ·M0 + (1− αk) ·M1 (13)

or
M−1

2 = αk ·M−1
0 + (1− αk) ·M−1

1 (14)

For k = 1 MHR method (13-14) presents a basic version (9,12). In the case
of k > 2 author’s experiments confirm that models differ from the curves
considerably. Choice of parameter k is connected with comparison of precise
values wi for function f(x) = 2/x in control points pi, situated in the middle
between interpolation nodes (α = 0.5):

pi =
1
2
(xi + xi+1), wi = f(pi) =

2
pi
,



46 D. Jakóbczak

and values in control points pi computed by MHR method. Control points
are settled in the middle between interpolation nodes, because interpolation
error of MHR method is the biggest [6]. Choice of rank k is done by crite-
rion: difference between precise values wi and values reconstructed by MHR
method is the smallest. Control points pi in this example are established for
pi = 0.55, 0.85, 1.15, 1.45. Four values of the curve are compared for various
parameter k ∈ (0; 2]. The best result is calculated for k = 1.565:

|w1 − 3.637|+ |w3 − 1.624|+ |w2 − 2.278|+ |w4 − 1.322| = 0.248,

whereas basic version (k = 1) gives worse result:

|w1 − 4.23|+ |w3 − 1.709|+ |w2 − 2.532|+ |w4 − 1.398| = 0.822,

Reconstruction of the curve y = 2/x by MHR method (13) with parameter
k = 1.565 looks as follows:

Fig. 4. The curve y = 2/x modeled via MHR method for k = 1.565 and five nodes
together with 36 reconstructed points

Fig. 4 represents the curve y = 2/x more precisely then Fig. 3a. Convexity
of reconstructed curve is very important factor in MHR method. Appropri-
ate choice of parameter k is connected with regulation and controlling of
convexity: model of the curve (Fig. 4) preserves monotonicity and convexity.

3.4 MHR Method for Equidistance Nodes

Assume that there is odd number of interpolation nodes (x1, y1), (x2, y2), . . .,
(x2k+1, y2k+1) in MHR method (k = 2,3,4,. . . , k = const.) and all coordinates
xi or all coordinates yi are equidistance (a fixed step of coordinates xi or yi).
For example dealing with coordinate xi we have the condition of proportion
for first and second half of nodes (n = 2):

∀i = 2, ..., k :
xk+1 − xi
xk+1 − x1

=
x2k+1 − xk+i
x2k+1 − xk+1

= pi−1. (15)

Values p1 > . . . > pk−1 ∈ (0; 1) with p0 = 1 and pk = 0 are crucial in
the process of interpolation. Let Mi(i = 0, 1, 2, . . . , k) is OHR operator of
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dimension n = 2 constructed (1) for nodes (xi+1, yi+1) and (xk+i+1, yk+i+1).
Average OHR operator Mk+1 is built as follows:

Mk+1 =
k∑
i=0

si ·Mi. (16)

Average OHR operator M2 in basic version (9) is calculated as (16) for k =
1 and p1 = 0. Coefficients si are computed:

si =
(α− p0)(α− p1) . . . (α− pi−1)(α− pi+1) . . . (α− pk)

(pi − p0)(pi − p1) . . . (pi − pi−1)(pi − pi+1) . . . (pi − pk)
, (17)

si =

∏k
j=0,j �=i(α− pj)∏k
j=0,j �=i(pi − pj)

,
k∑
i=0

si = 1

for any coordinate c1 situated between x1 and xk+1 (first half of nodes) as
follows:

c1 = α · x1 + β · xk+1 for 0 ≤ β = 1− α ≤ 1,

α =
xk+1 − c1
xk+1 − x1

∈ [0; 1]. (18)

Vector of second coordinates Y (C) = [y(c1), y(c2)]T is calculated:

Y (C) = Mk+1 ·
[
c1
c2

]
= Mk+1 · (α

[
x1

xk+1

]
+ (1− α)

[
xk+1

x2k+1

]
). (19)

Here is the example of average operator (16) for five nodes equidistance in co-
ordinate xi: (x1, y1), (x2, y2), . . . , (x5, y5), k = 2, p2 = 0, p1 = 1/2, p0 = 1.

M0 =
1

x2
1 + x2

3

[
x1y1 + x3y3 x3y1 − x1y3
x1y3 − x3y1 x1y1 + x3y3

]

M1 =
1

x2
2 + x2

4

[
x2y2 + x4y4 x4y2 − x2y4
x2y4 − x4y2 x2y2 + x4y4

]
,

M2 =
1

x2
3 + x2

5

[
x3y3 + x5y5 x5y3 − x3y5
x3y5 − x5y3 x3y3 + x5y5

]
.

s0 =
(α− 0)(α− 0.5)
(1− 0)(1− 0.5)

, s1 =
(α− 0)(α− 1)

(0.5− 0)(0.5− 1)
, s2 =

(α− 1)(α− 0.5)
(0− 1)(0− 0.5)

,

2∑
i=0

si = 2α(α− 1
2
)− 4α(α− 1) + 2(α− 1)(α− 1

2
) = 1,

M3 = 2α(α− 1
2
)M0 − 4α(α− 1)M1 + 2(α− 1)(α− 1

2
)M2.
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Fig. 5. Twenty two interpolated points of function f(x) = 1/x using MHR method
with 9 equidistance nodes

Here is the application of MHR method with equidistance nodes for function
f(x) = 1/x and nine nodes equidistance in second coordinate: y = 0.2, 0.4,
0.6, 0.8, 1, 1.2, 1.4, 1.6, 1.8.

MHR method for equidistance nodes requires the coefficients si (17) that
are computed in similar way like Lagrange interpolation polynomial.

4 Conclusion

The method of Hurwitz-Radon Matrices leads to contour interpolation and
shape reconstruction depending on the number and location of representation
points. No characteristic features of curve are important in MHR method: fail-
ing to be differentiable at any point, the Runge’s phenomenon or differences
from the shape of polynomials. These features are very significant for classical
polynomial interpolations. MHR method gives the possibility of reconstruc-
tion a curve consists of several parts, for example closed curve (contour). The
only condition is to have a set of nodes for each part of a curve or contour
according to assumptions in MHR method. Shape representation and curve
reconstruction by MHR method is connected with possibility of changing the
nodes coordinates and reconstruction of new curve or contour for new set of
nodes, no matter what shape of curve or contour is to be reconstructed. Main
features of MHR method are: accuracy of shape reconstruction depending on
number of nodes and method of choosing nodes; reconstruction of curve con-
sists of L points is connected with the computational cost of rank O(L) [18];
MHR method preserves monotonicity and symmetry of the graphs, but con-
vexity not always (selection of parameter k).

Future works are connected with: geometrical transformations of contour
(translations, rotations, scaling)- only nodes are transformed and new curve
(for example contour of the object) for new nodes is reconstructed, possibility
to apply MHR method to three-dimensional curves [26] and connection MHR
method with object recognition.
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Summary. In this paper the new combined video quality metric is proposed,
which may be useful for the quality assessment of the compressed video files,
especially transmitted using wireless channels. The proposed metric is the
weighted combination of three state-of-the-art image quality metrics, which
are well correlated with the subjective evaluations. A simple extension of
those metrics for the video quality assessment is the averaging of their values
for all video frames. Nevertheless, such approach may not lead to satisfactory
results for all types of distortions. In this paper the typical distortions intro-
duced during the wireless video transmission have been analyzed using the
160 files available as the LIVE Wireless Video Quality Assessment Database
together with the results of subjective quality evaluation. Obtained results
are promising and the proposed metric is superior to each of the analyzed
ones in the aspect of the linear correlation with subjective scores.

1 Introduction

Automatic image and video quality assessment is still one of the major fields
of interest of the researchers related to the multimedia systems. Starting
from the Mean Squared Error (MSE) traditionally used as the measure of
the similarity for the grayscale images, a lot of research has been done in
order to propose some image quality assessment methods, which are much
better correlated with the way human perceive images and the various types
of distortions, which may affect them. The necessity of the reliable qual-
ity image and video assessment is still the same: the development of some
new processing methods, e.g. filtration of lossy compression, requires the
methods of the quality estimation in order to measure the visual results of
processing.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 51–58.
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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2 Methods of Image Quality Assessment

The basic ideas of the video quality assessment are naturally based on the
methods used for the quality assessment of the still images. The simplest
way of their extension is the frame-by-frame calculation of the image quality
index and further averaging of the obtained results. Despite the fact that such
approach does not concern in general to some of the properties of the Human
Visual System (HVS) e.g. related to temporal masking, eye movements etc.,
it can be successfully applied due to its simplicity. The main requirement is
the good correlation of the quality metric with subjective evaluations.

Another complication is the fact that the most of the image quality metrics,
even the most recent ones, are not designed for the assessment of the color
images. Since, their extension into the multichannel versions is not straight-
forward [1, 2], their applicability for the color video quality assessment is still
an open field of research.

The image and video quality assessment can be performed using the objec-
tive metrics or subjective evaluations. The first group is much more desired,
since the scalar value representing the image or video quality can easily be
used for the optimization of the image and video processing algorithms (e.g.
lossy compression). Another advantage of the objective metrics is the pos-
sibility of their fast computation in contrast to the subjective scores, which
require the time-consuming human interaction. Nevertheless, subjective eval-
uation, mainly Mean Opinion Scores (MOS), can be used for the verification
of some developed objective metrics.

All objective image and video quality assessment methods can be divided
into three major groups: full-reference, reduced-reference [3] and no-reference
(blind) ones [4]. The most metrics, characterized by high universality, belong
to the first group, where the full knowledge of the ideal reference image
without any distortions is required. Blind image quality assessment methods
are rather specialized and sensitive on only one or two types of distortions e.g.
blurring [5, 6] or blocking artifacts caused by the JPEG compression [7, 8].

The traditional approach to the objective image quality assessment is based
on the Mean Squared Error and some similar metrics such as e.g. Peak Signal
to Noise Ratio (PSNR) [9, 10]. Nevertheless, their main drawback is poor
correlation with subjective perception of distortions. A great impulse for the
development of some new methods of the image quality assessment has been
the definition of the Universal Image Quality Index [11], further extended into
Structural Similarity (SSIM) [12]. This metric became probably the most
popular one die to its low computational complexity and good correlation
with human perception of typical image distortions. The overall SSIM value
is computed as the average value of the local indexes obtained using the
sliding window (11× 11 pixels Gaussian window is default) according to the
formula:

SSIM =
(2x̄ȳ + C1) · (2σxy + C2)

(σ2
x + σ2

y + C1) · (x̄2 + ȳ2 + C2)
, (1)
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where C1 and C2 are small values preventing the possible division by zero
for dark large regions of the same color. The default values suggested by
the authors of the paper [12] are C1 = (0.01 × 255)2 and C2 = (0.03 ×
255)2. The symbols x̄ and ȳ stand for the average values of the original and
distorted image respectively, σ2

x, σ2
y and σxy are the respective variances and

the covariance for the fragments of both images inside the current window.
The default window can be changed, especially its size, depending on the
resolution of images [13].

Further extension of this metric has been proposed as the multi-scale ver-
sion [14] operating over a dyadic pyramid. The luminance (l), contrast (c)
and structure (s) factors computed for each scale are weighted using the
specified exponents values. The final MS-SSIM value can be calculated as

MS-SSIM(x, y) = [lM (x, y)]αM ·
M∏
j=1

[cj(x, y)]
βj [sj(x, y)]

γj , (2)

where M denotes the highest scale obtained after M−1 iterations of low-pass
filtering and downsampling such obtained image by a factor of 2.

One of the latest trends in the image quality assessment is the use of
the Singular Value Decomposition (SVD). The first approach has been the
MSVD metric [15, 16] and in some of the latest publications the reflection
factors [17] and R-SVD metric [18] have been proposed. The last two metrics
are based on similar assumptions but the R-SVD leads to better results. It
can be calculated as

R-SVD =

√√√√ m∑
i=1

(di − 1)2

√√√√ m∑
i=1

(di + 1)2
, (3)

where di denotes the singular values of the reference matrix R̂ = ÛΛV T . The
matrices U , S and V T are the result of the SVD decomposition of the original
image A, Λ stands for the identity matrix and Û , Ŝ and V̂ T of the distorted
one respectively. Instead of the right singular matrix of the distorted image
V̂ T , the original matrix V T can be used and the left singular matrix Û can
be computed as

Ûi =
{

0 if ŝi = 0
Â · Vi/ŝi otherwise

, (4)

where ŝi are the singular values of the matrix representing the distorted image
(Â).

Another modern image quality metric, well correlated with human percep-
tion is the Visual Information Fidelity (VIF) metric [19, 20]. This metric is
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based on the wavelet decomposition but the lower complexity pixel domain
version can also be used. The general definition of this metric is

V IF =

S∑
j=0

Mj∑
i=1

I(ci,j ; fi,j)

S∑
j=0

Mj∑
i=1

I(ci,j ; ei,j)

, (5)

where S denotes the number of sub-bands (scales for the pixel domain ver-
sion), Mj stands for the number of blocks at j-th sub-band (scale) and I(x; y)
denotes the mutual information between x and y. The denominator and nu-
merator are interpreted as the information that vision extracts from the ref-
erence and distorted images, assuming that c is a block vector at a specified
location in the reference image, e is the perception of block c by a human
viewer with additive noise n, and f is the perception of distorted block c [20].

3 Combined Metric and Its Verification

One of the most desired properties of an ideal image and video quality met-
ric is its linear correlation with subjective evaluations by human observers.
It means that it can be calculated with inside nonlinear functions but the
final results should be well correlated with the human perception without
additional mapping. Some of the results presented by various researchers,
with the correlation values even as high as 0.99 are obtained using such non-
linear mapping, usually using the logistic function, suggested by the Video
Quality Experts Group (VQEG) [21]. The drawback is that the obtained
coefficients of the logistic function are usually different for each type of dis-
tortions present in a given database, so their proper choice requires additional
optimization [22]. In such sense the universality of such approach seems to
be doubtful.

The modern image quality assessment methods discussed above have differ-
ent properties and their good correlation with the Differential Mean Opinion
Scores can be obtained only by the use of the logistic function for the non-
linear mapping. Nevertheless, the combination of three of them (MS-SSIM,
VIF and R-SVD) can be used as the weighted product in order to obtain the
higher values of the Pearson linear correlation coefficient. The verification of
such approach for the still images from two commonly used image quality
assessment databases has been presented in the earlier paper [23] leading to
the increase of the linear correlation, calculated for 17 types of distortions,
from about 0.78 for the MS-SSIM to 0.86 for the combined metric.

The proposed extension of the metrics for the video quality assessment is
based on the weighting of the metrics discussed in Section 2. The general
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form of the combined video quality metric, applied using the frame-by-frame
approach (i denote the frame number), can be expressed as

CVQM =

(∑
i

SSIM

)a
·
(∑

i

MS-SSIM

)b
·
(∑

i

VIF

)c
·
(∑

i

R-SVD

)d
.

(6)
The verification of its properties and the choice of the proper values of

the exponents has been performed using the LIVE Wireless Video Quality
Assessment Database [24, 25] containing 160 files contaminated by wireless
channel-specific distortions for H.264 AVC compressed videos with 10 ref-
erence videos and the subjective Mean Opinion Scores delivered by over 30
viewers.

The Pearson linear correlation coefficients between MOS and the proposed
combined metric have been computed for the combinations of the four dis-
cussed metrics. It is worth noticing that the obtained values of the exponents
should not be treated as the exact ones, since the video quality assessment is
in fact the quality estimation and the ideal quality metric does not exist. The
first conclusion, different as for the still images, is related to the fact that the
application of the R-SVD metric does not improve the obtained results if the
other three metrics are used, so it can be removed from the metric (d = 0).

Further computations have been performed for the weighted combinations
of two metrics in order to verify the necessity of each of the first three factors
of the formula (6). The results are presented in Table 1 and the comparison
of the linear correlation coefficients for each metric and the proposed one is
presented in Table 2. The obtained nearly optimal values of the exponents
are: a = −2.9, b = 9.6, c = 0.7 (and d = 0 as mentioned above). The scatter
plots of the results obtained using the mentioned 160 files for each of the
metrics applied separately and for the proposed combined metric are shown
in Figs. 1 and 2.

Table 1. Pearson linear correlation coefficients obtained using the weighted com-
binations of two metrics

SSIM and MS-SSIM SSIM and VIF VIF and MS-SSIM

0.9631 0.9477 0.9677

Table 2. Pearson linear correlation coefficients obtained during experiments for
the LIVE Wireless Video Quality Assessment Database

SSIM MS-SSIM VIF R-SVD Proposed

0.8578 0.8532 0.9447 0.8287 0.9734
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Fig. 1. Scatter plots of the mean values of four analyzed metrics versus the DMOS
values for the 160 files from the LIVE Wireless Video Quality Assessment Database

Fig. 2. Scatter plots of the mean values of the proposed combined metric versus the
DMOS values for the 160 files from the LIVE Wireless Video Quality Assessment
Database

4 Conclusions

The main advantage of the proposed video quality assessment method
based on the nonlinear combination of some modern metrics is high linear
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correlation with the subjective assessment. Although the database used in
the experiments contains only the video files with wireless distortions, the
obtained results are promising and can be further verified using some other
types of contaminations. In that sense, the inclusion of the metric based on
the Singular Value Decomposition may be useful. Nevertheless, planned fur-
ther experiments require additional calculations using another video database
containing the video files with other types of contaminations.

Possible directions of further research include also the application of some
statistical methods [26] in order to increase the processing speed as well as
the extension towards the color video quality assessment.
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Summary. Lossy compression attacks in digital watermarking are one of the
major issues in digital watermarking. Cheddad et al. proposed a robust se-
cured self-embedding method which is resistant to a certain amount of JPEG
compression. Our experimental results show that the self-embedding method
is resistant to JPEG compression attacks and not resistant to other lossy
compression attacks such as Block Truncation Coding (BTC) and Singular
Value Decomposition (SVD). Therefore we improved Cheddad et al’s. method
to give better protection against BTC and SVD compression attacks.

1 Introduction

Protecting digital image content is an important task in image security. To
protect the content, digital image watermarking techniques are applied. In
watermarking the secret information called the watermark, is invisibly em-
bedded into the host digital image. A general watermarking framework for
content protection is presented in [1].

Watermarking techniques can be categorized into two types (spatial and
frequency domain) according to the embedding process. Watermarking in the
frequency domain is more robust than watermarking in the spatial domain
[2], because the watermark information can be spread out over the entire
image [3]. Commonly used frequency domain transforms include the Discrete
Wavelet Transform (DWT), the Discrete Cosine Transform (DCT) and the
Discrete Fourier Transform (DFT). However, DWT [4] has been used in dig-
ital image watermarking more frequently due to its excellent spatial localisa-
tion and multi-resolution characteristics, which are similar to the theoretical
models of Human Visual System (HSV) [5].
� This work was part funded by the Invest NI Proof of Concept (PoC) fund.
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The content of watermarked digital images can be easily attacked by us-
ing image processing operations such as lossy compression. Invisible water-
marking requires a reasonable robustness against compression attacks. Lossy
compression algorithms tend to remove invisible information that can be re-
lated to the watermark. Watermark robustness under image compression is
an essential issue for image content protection. Therefore, watermarks should
combine invisibility and robustness simultaneously.

Recently Cheddad et al [6] proposed a method to protect the digital image
itself using a secured robust self-embedding technique. In their method, a
halftoned version (black and white image) of the original image is used as
watermark. The calculated watermark is embedded in the 2D Haar DWT
of the original image and the watermarked image is obtained. Then the
Wavelet-based Inverse Halftoning via De-convolution (WInHD) is used on
the extracted watermark from the watermarked image to recover the approx-
imation of the original image. This is a blind watermarking scheme as the
original image is not needed for the recovery process, see Figure 1.

Fig. 1. (a) Original image, (b) halftoned binary image, (c) and (d) are recovered
images from JPEG 95% and 85% quality compression attacks respectively

JPEG 2000 is one of the modern lossy compression methods and it is
based on DWT. As the Cheddad et al. method is DWT based, it is resistant
to JPEG compression attacks to a certain extent. They reported that their
method is resilient to JPEG compression up to 80-75% [6]. There is no exper-
imental results shown for other lossy compression techniques, such as Block
Truncation Coding (BLC) and Singular Value Decomposition (SVD) etc. Our
experimental results show that Cheddad et al’s method is not robust to BTC
and SVD lossy compression techniques. Therefore we improved Cheddad et
al’s method and experimental results prove that our method provides better
recovery results on BTC and SVD compression attacks.

Our method is discussed in Section 2. The secure image encryption al-
gorithm is explained in section 3. Sections 4 and 5 explain the results and
provide discussion and conclusions respectively.
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2 Our Method

In DWT, an image is decomposed into a set of basis functions namely low
frequency band (LL), high-low frequency band (HL), low-high frequency band
(LH) and high frequency band (HH), see Figure 2(a). The low frequency band
is a lowpass approximation of the original image and includes most energy of
the image. The other bands include edge components of horizontal, vertical
and diagonal directions at different scales and resolutions respectively.

According to the energy distribution, LL, is the most important. Hence in
DWT domain, watermarks should be embedded in the low frequency band
[7]. Cheddad et al. also selected the low frequency band of the 1st-level 2D
Haar DWT as their embedding area (i.e. LL1) [6].

Fig. 2. (a) 1st-level DWT decomposition and (b) LL′
1 calculation

Common image processing procedures, which watermarked images may
encounter, such as data compression, low-pass filtering and subsampling, tend
to change the low frequency coefficients less than high frequency coefficients
[7]. Therefore it is necessary to reduce the high frequency coefficient effects
to make the watermarked image resistant to compression attacks.

DWT has applications in image processing, where typically the approach
is to DWT an image, alter the transform coefficients (by thresholding or ze-
roing), and inverse DWT to regain an altered image that has been de-noised,
or its edges sharpened or blurred. The zeroing high frequency coefficient tech-
nique is applied to the digital image watermarking application in [8].

We also applied the zeroing technique to improve the performance of Ched-
dad et al.’s method against lossy compression attacks. In our method the
original LL1 is further wavelet transformed and then three high frequency
bands (LH2, HL2 and HH2, excluding LL2) are initialised to zeros and in-
verse wavelet transformed. We then obtain another LL′

1 from the process, see
Figure 2(b). In our method, this newly calculated LL′

1 is used for embedding
instead of LL1.

In our digital image content protection method, first the digital image, that
needs to be protected against compressions attacks, is selected (say 256x256
‘Lena’ grayscale image). Then it is transformed to the DWT domain and LL′

1

is generated. The size of LL′
1 is half that of the original image. Therefore the

original image is resized to be equal to the size of LL′
1 and Floyd’s [9] error
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diffusion digital halftoning technique is applied to obtain the watermark (i.e.
a halftoned black and white image).

This watermark is embedded in LL′
1 using an encryption algorithm ex-

plained in section 3 and the inverse DWT is applied to generate the wa-
termarked image. The embedded watermark is extracted from the compres-
sion attacked watermarked image using a decryption algorithm (again see
Section 3). Finally the Wavelet-based Inverse Halftoning via De-convolution
(WInHD) [10] is applied to the extracted watermark to recover the approxi-
mation of the original image.

Embedding the watermark into LL′
1, instead of LL1, may decrease the

watermarked image quality, see Figure 3(b), but the extracted watermark
reliability is increased, see Figure 3(d). The BTC and SVD compression at-
tacks are applied to watermarked images. Brief information on BTC and SVD
given below.

Fig. 3. (a) watermarked image using Cheddad et al’s method, (b) watermarked
image using our method, (c) recovered image from 4x4 blocks BTC compression
attack using Cheddad et al’s method and (d) recovered image from 4x4 blocks BTC
compression attack using our method

Block Truncation Coding (BTC) is a lossy image compression tech-
nique. It divides the original images into blocks and then uses a quantizer to
reduce the number of grey levels in each block while maintaining the same
mean and standard deviation [11]. Sub blocks of 4x4 pixels allow compression
of about 25%. Larger blocks allow greater compression however quality also
reduces with the increase in block size due to the nature of the algorithm.

Singular Value Decomposition (SVD) is one of the most useful tools
of linear algebra. It is a factorization and approximation technique which
effectively reduces any matrix into a smaller invertible and square matrix.
Using (SVD) for image compression can be a very useful tool to save storage
space [12, 13].

3 Image Encryption Algorithm

This algorithm is explained based on [6] and the encryption algorithm is fully
described in [14]. A hash function is more formally defined as the mapping of
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bit strings of an arbitrary finite length to strings of fixed length [15]. Here we
attempt to extend SHA-1 (the terminology and functions used as building
blocks to form SHA-1 are described in the US Secure Hash Algorithm 1,
[16]) to encrypt digital 2D data. The introduction of Fast Fourier Transform
(FFT) forms together with the output of SHA-1 a strong image encryption
setting. Let the key bit stream be λk,l where the subscripts k and l denote
the width and height after resizing the key’s bit stream respectively, i.e., 8,
M ∗N , where M,N are the plain image’s dimensions.

The FFT will operate on the DCT transform of λk,l subject to Eq. 2.

f(u, v) =
1
N

N−1∑
x=0

N−1∑
y=0

F (x, y)e−2πi(xu+yv)/N (1)

where F (x, y) = DCT (λk,l) satisfying Eq. (2). Note that for the transfor-
mation at the FFT and DCT levels we do not utilise all of the coefficients.
Rather, we impose the following rule, which generates at the end a binary
random-like map. Given the output of Eq. 1 we can derive the binary map
straightforwardly as:

Map(x, y) =
{

1 iff f(u, v) > 0
0 otherwise

(2)

This map takes the positive coefficients of the imaginary part to form the
ON pixels in the map. Since the coefficients are omitted the reconstruction of
the password phrase is impossible, hence the name Irreversible Fast Fourier
Transform (IrFFT). In other words, it is a one way function which accepts
initially a user password. This map finally is XORed with the binary version
of each colour component separately. The core idea here is to transform these
changes into the spatial domain where we can apply 2D-DCT and 2D-FFT
that introduce the aforementioned sensitivity to the two dimensional space.
As such, images can be easily encoded securely with password protection.

The watermark images are securely embedded using the encryption al-
gorithm explained above. The decryption technique is also similar to the
encryption algorithm and can be referred in [14].

4 Results and Discussion

In this section, we illustrate and evaluate the performance of the proposed
method against JPEG, BTC and SVD compression attacks on grayscale im-
ages. Here we present experimental results using the image ‘Lena’ (256x256
pixels, grayscale). The ‘Lena’ image is shown in Figure 1(a).

Then the watermarked images are generated using Cheddad et al. and our
method, see Figure 3(a) and (b). These watermarked images are attacked by
JPEG, BTC and SVD compression techniques. The binary watermarks are
extracted from attacked watermarked images and the approximation of the
original image is recovered.
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For quantitative evaluation, the PSNR (Peak Signal-to-Noise Ratio) is
introduced to evaluate the performance between the original image and re-
covered image. The PSNR is defined as follows:

PSNR = 10log10(
2552

MSE
)dB (3)

MSE =
n∑
i=1

m∑
j=1

(ai,j − bi,j)2
n ∗m (4)

where m ∗n is the image size, ai,j and bi,j are the corresponding pixel values
of cover and recovered images.

4.1 JPEG Compression Attack

From Figure 4 we see that both methods perform similarly against JPEG
compression quality factors 75%, 85%, 90% and 95%.

Fig. 4. Results of JPEG compression attack on ‘Lena’ image

4.2 BTC Compression Attack

Here 2x2, 4x4, 8x8 and 16x16 blocks are selected for experiments. When we
apply 8x8 and 16x16 blocks BTC attacks on the watermarked image, the
watermarked image becomes severely corrupted intensity of pixels. Therefore
we could not see much difference in performance with 8x8 and 16x16 blocks
BTC compression. Our method performed better when 2x2 and 4x4 blocks
BTC compressions were applied to the watermarked images, see Figure 5.
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Fig. 5. Results of BTC compression attack on ‘Lena’ image

Fig. 6. Results of SVD compression attack on ‘Lena’ image

4.3 SVD Compression Attack

Based on Figure 6, we can see that when 60 and 180 singular values are used
for SVD compression attacks, the performances are similar for both methods.
When 60 singular values are used, the recovered images from both methods
are very noisy. At the same time, when 180 singular values are used, the
quality of the recovered images from both methods are more similar. When
the singular values between 60 and 180 are used, our method outperformed
Cheddad et al’s method.



66 P. Yogarajah et al.

5 Conclusion

Lossy compression attacks in digital watermarking are one of the major is-
sues when sending digital images over the internet. In this paper, we improved
Cheddad et al’s self-embedding method to make it resistant to lossy compres-
sion attacks such as BTC and SVD. Our experimental results show evidence
that the original content of the digital image can be recovered to a certain
extent even though the watermarked image is attacked by lossy compression
such as JPEG, BTC and SVD. We only experimented with grayscale images.
Future work will involve making our method more applicable to a broader
range of images, in particular colour images.
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Summary. In this paper the new method of view representation generation is
proposed. View points in the method are located on spiral trajectory enlaced
view sphere. Additionally the arrangement of view point is more evenly then
in other known similar methods and can be formulated by only one parameter.
The number of view points follows from the required scanning resolution.

1 Introduction

Methods of generating 3D multiview representation of polyhedron for object
visual identification are described in several papers e.g [1]. Some of them -
concerning models for convex polyhedrons only and called iterative methods
(e.g. presented in [3]), can be described by a series of repeated steps (it-
eration). Firstly, central views corresponding to object features chosen for
identification are generated. Then, single-view areas are calculated on the
view sphere. They correspond to views generated earlier. In each step the
covering of the whole viewing sphere by with single-view areas is checked.
This process is repeated untlil we get a complete cover of view sphere.

Papers [6, 7] concern methods called noniterative, which are better because
they are faster. Complete representation is obtained by covering the viewing
sphere precisely with single-view areas without loop, but in spiral way and
controlling ”edge” register (of not covered area). When the register is set to
”empty” the generation of representation is completed. The representation
used is complete, which results from the generation method used. However,
to achieve complete representation you must calculate single-view areas on
viewing sphere and carry them out in a given order. Without single-view
areas it is not possible to find a complete set of views. All described methods
produce convex polyhedron views only.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 67–74.
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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Next group of methods [4, 8] does not use any single-view areas, so are
faster than the previous ones. They are use a concept of complementary cone
which rotates around faces normals and records every visual event to obtain
all views. This event occurs as a result of a new normal versor entering the
scanning cone or by disappearance of a versor. The outcome of such a routine
is a set of vectors faces that can be seen from the view sphere. However, they
were tested for convex polyhedrons only [8].

In [9] authors extend this method (the algorithm and its implementa-
tion) for monotonous polyhedrons (monotonous polyhedrons are a class of
nonconvex polyhedrons including also convex polyhedra). However this im-
plementation do not include shadows in the views. Implementation presented
in [10] just includes shadows in the views also. The idea of matching view
representations and range images was presented in [12].

For representation generation and obtaining a view we use viewing sphere
with perspective projection (K-M view model [3]). For the following condi-
tions have to be met:

1. Models are accurate - every model is equivalent to Brep model.
2. Models are viewing models - it is possible to identify object from any

view.

We consider polyhedrons that are non transparent and monotonous. As we
use a viewing sphere with central projection as a projection space, we allow
simple view standardization.

1.1 View Generation Space - Basic Concepts

Let object be a monotonous, non transparent polyhedron without holes or
pits. Consider its faces as feature areas, those areas will be used as a foun-
dation for accurate multiview 3D model determining. This model is a set of
accurate views, acquired through perspective projection from viewing sphere,
according to the model from [3].

The concept of generating 3D multiview representation based on assumed
generation space model is as follows:

- Circumscribe a sphere on a polyhedron. The sphere is small (radius r)
and its center is at the polyhedron center.

- On this sphere place a space view cone (vc) with angle of flare 2α . This
is the viewing cone. The vertex of this cone is a model viewing point V P .
The distance between polyhedron center and model viewing point - R.
Viewing axis always goes through sphere (and the same object) center.

- Unconstrained movement of the cone vertex, where the cone is tangent
to the small sphere creates a large sphere with radius R. This sphere is
called viewing sphere (Fig. 1). Each object has its own viewing sphere,
the same for all views of this particular object.
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Fig. 1. Concept of view sphere and „single view areas”, [3]

- Generate views, taking into account only object features selected for iden-
tification i.e. faces. Faces visible in the viewing cone create a view, external
edges from this view create view contour.

The dependency between r and polyhedron vertices coordinates
(Xvi, Y vi, Zvi) and: R, α, r and angle of view cone vc flare are:

r = maxi=1,···,k
√
X2
vi + Y 2

vi + Z2
vi, R ≥

r

sinα
, ∠(vc) = 2α.

Changing one view to the other is a visual event. This event occurs as a result
of point V P movement and is manifested by appearance of a new feature in
a view, disappearance of a feature or both (Fig. 1). Complementary cone (cc)
is a cone defined by current viewing axis (it’s collinear with its height) and
has an opposite direction of flare to the viewing cone. It intersects viewing
cone with angle π/2, so its angle of flare is: ∠(cc) = π − 2α.

View is created by faces that are visible in the viewing cone at a certain
viewing point V P position. External edges of a view create a viewing contour.
On Fig. 2 the view sphere divided into ”one-view” areas is shown. A some
view associated with region are also shown.

The other group of method use the idea of obtaining views from view point
uniformly distributed on view sphere.

2 Uniformly Distributed View Points on View Sphere

The problem of uniform distribution n points on the sphere has been stud-
ied in many branch of science, [5]. Such distribution is useful for generation
of view representation (we put view points on the sphere). One of the most
popular approach is putting view points in vertices of regular polyhedron
(octahedron, tetrahedron,icosahedron) and next we quadrisect of each faces
(triangles). Quadrisection of a triangle consists of inserting a new vertex in
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Fig. 2. Some views of a cube and corresponding ”one-view” areas on the view
sphere

a half of each edge in a such way that original triangle is split into four
subtriangles (see Fig. 3). We iterate this process until we get required resolu-
tion. Clearly, icosahedron provides the best approximation to the sphere and
has been studied in the most cases [2]. Advantages of this method include
clear way of obtaining new points (easy to implementation). Nevertheless,
this approach has some disadvantages.

Firstly, there is a significant difference between angles (due to the fact
that angle ∠V01V12 = ∠V12V20 = ∠V20V01 is grater then angle ∠V0V01 =
∠V01V1 = ∠V1V12 = ∠V12V2 = ∠V2V20 = ∠V20V0 see Fig. 3) so the spread of
view point is clearly not uniform. The respective values (the most convinient

Fig. 3. Quadrisection of a triangle

Fig. 4. Division of a icosahedron in iteration process
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Table 1. Differences in minimal angles between points on view sphere in quadri-
section of triangle method

Iteration number Min. angle Max. angle Difference

0 1.1071 1.1071 0%
1 0.554 0.628 11.9%
2 0.277 0.326 15.2%
3 0.138 0.164 16.0%

case, the worst case and difference) for angles in successive three iterations
of quadrisection of icosahedron are shown in table 1.

Secondly, in each step of iteration the resolution is approximately ∼ 0.5 of
previous value. So that, in most cases we have to many points to achieve re-
quired resolution. For example if we need a cover of view sphere with minimal
angle between points equal to 0.5 one subdivision (iteration) is not sufficient
(see Table 1) and we have to perform two iterations which ensure subdivision
accuracy 0.326.

Last (not least) disadvantage is the fact that the set of view points is
not ordered. The process of quadrisection of icosahedron is shown on Fig. 4.
View points are located in vertices of generated polyhedron from regular
icosahedron.

2.1 View Points on Spiral Path

The idea of spiral scanning of view space on view sphere from which a single
face can be visible (and in this way obtaining all views including the consid-
ered face) has been shown in [11]. Start point has been coincided with inter-
section of normal vector of the face and view sphere. Then a spiral scanning
(with the constant value between consecutive coil of spiral) was executed.
After the spiral motion a full rotation of the complementary cone around
face’s normal has been performed. During scanning views and visual events
have been registered. New views has been added to the database of views
of the polyhedron. This process has been repeated for each face of polyhe-
dron and after removing repeated views the complete set of views for a given
polyhedron has been produced.

The weakness of a mentioned method which can be easily observed is the
fact that some regions on view sphere are scanned many times (as many as
number of faces which can be viewed from this region) because the scanning
ranges for different faces often overlap (see Fig. 5).

2.2 Uniformly Distributed View Points on Spiral Path

We propose a new method to overcome enumerated difficulties. Our idea is
put view points on spiral trajectory in a such way that distribution of points
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Fig. 5. Overlaped regions in scanning two faces surroundings in spiral way
method [11]

Fig. 6. View points located on spiral trajectory

is uniform (to a certain extent). The formula for spiral trajectory can be
defined as follows, [11]: ⎧⎨

⎩
x = cos(kt) sin(t)
y = sin(kt) sin(t)
z = cos(t)

(1)

where t ∈ [0, π] denotes a parameter and 2k is the number of full rota-
tion around z-axis. Hoverer, arrangement of view points determined by the
equation (1) is definitely not uniform (more dense at poles and rare on the
equator). If we put

{
t = arccos(1 − s); for s ∈ [0, 1]
t = π − arccos(s− 1); for s ∈ (1, 2] (2)

than the points is more uniform distribution. The angle between successive
coins of the spiral (the required resolution res) is equal to res = 2π

k whole
length of spiral path defined in (1) is equal to 2k.
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Hence, the formula for the number of view points can be defined as follows:

n =
4π

(res)2
(3)

where res is the required scanning resolution. This resolution may depend
on technical parameter of device acquired data or complexity of polyhedron.
The view points on sample spiral trajectory enlaced view sphere are shown
on Fig. 6.

We obtain views from view points using the concept of view sphere with
perspective projection introduced in section 1.1.

3 Results

The proposed method has been tested on number of polyhedron and we
obtain the same complete set of views as generated by other methods. Hoverer
we have following advantages:

1. The idea introduced in this paper extends the method of scanning space
above each face and due to one scanning we avoid overlaps and the num-
ber of view points is significantly less.

2. The number of view point (defined in eq. 3) are determined more accu-
rately (in classical quadrisection of triangle method in each step resolution
is approximately 2 times less).

3. The set of view points on view sphere generated by our method is ordered
(which can be used for generation of aspect graph).

4. The set of view points on view sphere are more evenly distributed (in com-
parition to the method of quadrisection of triangle and scanning above
each face).

For example, for required scanning resolution 0.2, 97.5% of points differ from
each other only by only 3% (the value is the minimal angle to any point on
view sphere) (see Fig. 7) so that the view points are more evenly distributed
compared to the quadrisection of triangle method (differences can reach ≈
16% in this case) .

Fig. 7. Distribution of minimal angle to any other point on view sphere depending
on parameter value s (eq. 2)
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Summary. This paper presents gradient based methods of color edge detec-
tion in various color spaces. First of all it briefly describes various color spaces
and differences between them. Besides it shows edge detection in described
spaces. Some examples of applying Sobel’s algorithm to real images in various
color spaces are presented.

1 Introduction

The most popular color space used in digital images processing is RGB space.
This space is used in various devices displaying color images – monitors or
displays. That is why this space is commonly used despite its disadvanteges.
Besides RGB space there is a lot of other color spaces. Each one has its
specific features that make it valuable in specific implementations. In this
paper four spaces: HSB, YUV, CIEXYZ and CIELab are described. For each
of described spaces implementation of Sobel algorithm is shown. All resultant
images are presented on white background for better readability.

2 RGB Space

RGB is the most commonly used color space. It was created on the basis of
the rule that all visible color could be obtained by mixing red, green and blue
color in specified ratios. RGB space is widely used in technical devices (earlier
analog, now digital). It is widely used in devices that analyze image (digital
cameras, scanners) and devices that display image (monitors, TV sets). That
is why it is more popular color space. Unfortunately RGB is theoretical model
and its realization could be different in various devices. Every device has its
own spectral characteristic for each color channel and could produce quite
different range of RGB colors. Thus this space belongs to device dependent
color spaces. Besides RGB is not perceptually uniform space. Two colors
that are perceived by human as quite different could be placed very close to
each other in RGB space. And vice versa, two colors placed in long distance
between each other in RGB space could be perceived as very similar.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 75–80.
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Sobel’s algorithm for image in RGB space is implemented as filtering each
color channel separately. Then three edge maps (one for each color channel)
are combined in one output edge map using following formula:

I(x, y) = max(R(x, y), G(x, y), B(x, y)) (1)

where:
I(x, y) - output edge map,
R(x, y) - edge map obtained after filtering R channel of input image,
G(x, y) - edge map obtained after filtering G channel of input image,
B(x, y) - edge map obtained after filtering B channel of input image.

Fig. 1 shows implementation of Sobel’s algorithm for color image in RGB
space.

Fig. 1. Lena–input image and implementation of Sobel’s algorithm in RGB space

3 HSB Space

HSB (also called HSV) stands for Hue - Saturation - Brightness (Value). This
model was created on the basis of human vision manner. It is more intuitive
for human when defining colors, because each color is described not by ratios
of red, green and blue colors, but by its dye, intensity and brightness. Like
RGB this space also is not perceptually uniform.

Sobel’s algorithm is applied for each of three channels (hue, saturation and
brightness) independently and after that resultant edge map is obtained:

I(x, y) = max(H(x, y), S(x, y), B(x, y)) (2)
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where:
I(x, y) - output edge map,
H(x, y) - edge map obtained after filtering hue channel of input image,
S(x, y) - edge map obtained after filtering saturation channel of input

image,
B(x, y) - edge map obtained after filtering brightness channel of input

image.

Fig. 2 shows implementation of Sobel’s algorithm for color image in HSB
space.

Fig. 2. Lena–input image and implementation of Sobel’s algorithm in HSB space

4 YUV Space

The YUV space is typically used in most image and video coding standards [2].
It is commonly used in television signal transmission. Y factor represents
luminance of the image, U and V factors represent chrominance of the image.
Chrominance components could be efficiently separated from the luminance.

Sobel’s algorithm for image using this color space was implemented in fol-
lowing way: Sobel filter was used for filtering luminance and chrominance
factors independently. Then output edge map was obtained as maximal re-
sponse from two filtered channels:

I(x, y) = max(Y (x, y), UV (x, y)) (3)

where:
I(x, y) - output edge map,
Y (x, y) - edge map obtained after filtering luminance channel of input

image,
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UV (x, y) - edge map obtained after filtering chrominance channel of
input image.

Fig. 3 shows implementation of Sobel’s algorithm for color image in YUV
space.

Fig. 3. Lena–input image and implementation of Sobel’s algorithm in YUV space

5 CIEXYZ Space

This color space was created to model a way of perceiving color by human.
In this space single color is described by three chrominance channels - X, Y
and Z. These factors represent ratio of red, green and blue colors in described
color. CIEXYZ is also not perceptually uniform space.

Sobel’s algorithm for image in RGB space is implemented as filtering each
channel (X, Y and Z) separately. Then three edge maps are combined in one
output edge map.

I(x, y) = max(X(x, y), Y (x, y), Z(x, y)) (4)

where:

I(x, y) - output edge map,
X(x, y) - edge map obtained after filtering X channel of input image,
Y (x, y) - edge map obtained after filtering Y channel of input image,
Z(x, y) - edge map obtained after filtering Z channel of input image.
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Fig. 4 shows implementation of Sobel’s algorithm for color image in CIEXYZ
space.

Fig. 4. Lena–input image and implementation of Sobel’s algorithm in CIEXYZ
space

6 CIELab Space

This space is mathematical transformation of CIEXYZ space [1]. It was in-
troduced as a result of studies on perceiving differences in colors by human
eye. It was assumed that two colors placed in equal distance from each other
will be perceived as colors equally different. So CIELab was intended to be
perceptually uniform space. Color in this space is described by luminance
(L), first color factor (a) - represents color factor from green to magenta and
second color factor (b) - represents color factor from blue to yellow.

Sobel’s algorithm for image in this space is implemented as filtering each
channel (luminance and both color channels) separately. Three edge maps
are combined in one output edge map using following formula:

I(x, y) = max(L(x, y), a(x, y), b(x, y)) (5)

where:
I(x, y) - output edge map,
L(x, y) - edge map obtained after filtering luminance (L) channel of

input image,
a(x, y) - edge map obtained after filtering first color channel (a) of input

image,
b(x, y) - edge map obtained after filtering second color channel (b) of

input image.
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Fig. 5 shows implementation of Sobel’s algorithm for color image in CIELab
space.

Fig. 5. Lena–input image and implementation of Sobel’s algorithm in CIELab
space.

7 Conclusions

A brief description of few color spaces and implementation of Sobel’s algo-
rithm in these spaces has been presented. In described implementations of
the Sobel’s algorithm various channels of color image were filtered. Thanks to
it we could use information about color (chrominance), not only luminance.
Then we have much more information about edges and detection could be
more accurate.
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Summary. Vector Quantization is an efficient method for image compression.
It has been developed as one of the most efficient image coding techniques.
It is a process that maps the blocks of high rate digital pixel intensities into
a relatively small number of symbols. The aim of this work is to use different
ways to encode the homogenous/ heterogeneous or edge/smooth part of the
image with the improvement of the existing Vector Quantization algorithms
and reduce its complexity. Many techniques in this paper have been examined
to improve the quality and the compression ratio for the compressed images,
such as the block rotation process, the mean and mode operation, block
classification, and random blocks selection. High PSNR results obtain when
using scalar quantization as a pre processing with rand selection blocks and
blocks rotation.

1 Introduction

The common characteristic of most images is that the neighbouring pix-
els are correlated and therefore contain redundant information. The fore-
most task then is to find fewer correlated representations of the image. The
two fundamental components of compression are redundancy and irrelevancy
reduction [1, 2].

Redundancy reduction aims to remove duplication from the signal. Irrel-
evancy reduction omits parts of the signal that will not be noticed by the
signal receiver, namely the human visual system. Spatial redundancy is a
redundancy or correlation between neighbouring pixel values. Spectral re-
dundancy is a redundancy or correlation between different color planes or
spectral bands. Any image compression scheme aims to reduce the number
of bits needed to represent an image by removing the spatial and spectral
redundancies as much as possible [1].

The main objective of data compression is to minimize the average number
of bits used to represent a signal in digital form, while maintaining the suffi-
cient data quality. The information flow or storage capacity will approach the
maximum rate under the limited transmission bandwidth or storage device.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 81–88.
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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The reason why data can be compressed is the correlation between data. The
main objective of compression technique is to de-correlate the data or remove
the redundancy [1, 3, 4].

Vector Quantization (VQ) is a methods that use several signal samples
which grouped together to form blocks of data (vectors). VQ is used to
represent an image by decomposing it into collections of blocks known as
reproduction vectors; the collection of these vectors is called codebook. A
codebook is generated from a set of finite training vectors for representing
the input vectors. VQ requires a large amount of computation. The most
time consuming factor in VQ is the "nearest neighbour search"; this search
is followed to find the vector nearest to an input data vector among a large
number of reference vectors (codebook) [5, 6, 7, 8].

2 Adaptive VQ-Design

Large vectors (blocks) will lead the VQ encoder to become complex, because
this will require many computational resources (e.g, memory, computation per
pixel) in order to efficiently construct and search a codebook. One of the main
drawbacks of the VQ compression scheme is the visible blocking distortion that
may appear in the reconstructed images.This is due to the fact that encoded im-
ages are dissimilar to those present in the training set [9]. New ideas have been
introduced to solve the above problems such as, the block rotation process
which gives encouraging result toward constructing near-optimal codebook.
The Mean and Mode are two important statistical parameters, which used
with variance to assess the homogeneity of the block. Removing the blocks
that has one color will reduce the number of training blocks, and a pre pro-
cessing step which determine the homogenous/heterogeneous of the training
blocks could also help to reduce the search time. Choosing random blocks is
a simplest conceptual approach for initializing the codebook with N repro-
duction vectors, in which a good codebook may generate with this method.

2.1 Rotation Block

Each tested vector is rotated and reflected (to produce 8 versions), then each
version is tested with the codebook contents. When one of the 8 blocks is the
closest to one of the codebook vectors. Fig. 1 visualizes the rotated blocks at
different θ in a "clown" image. Fig. 1a, 1b and 1c represent the rotation at
θ=90,180, and 270. Image on Fig. 1d reflects at X-axis’s. In Fig. 1e, 1f and 1g
represent the rotation of the reflection at X-axis’s with θ=90,180, and 270. In
Fig. 1 black block represent the rotation block match with other black box.

2.2 Mean and Mode

Mean is the average value of the block, Mode represent the value that got
high redundancy in the block. Fig. 2 shows an example of images where blocks
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(a) rotation 90 (b) rotation 180 (c) rotation 270 (d) rotation ref-
election

(e) rotation 90
for (d)

(f) rotation 180
for (d)

(g) rotation 270
for (d)

Fig. 1. Matching Results with Rotated-Reflected Blocks

represented in terms of its mean, mode, or choosing a values between them.
In Fig. 2b some artificial edges and smoothness can be seen. The difference
in the tiger’s eyes clearly shows the difference between using the mode or
mean values. Mean/mode has been used as criteria for all the values of the
blocks. They used to assess the contrast among the values of the block. The
disadvantage of using the mean value is: if there is a large difference between
the values of pixel, mean got a value not close to any of the pixels values.
While in mode: when most of the pixels values have the same redundancy,
then none of them represent a good indicator for the block contents. When
using both mean/mode: if the redundancy is larger than the half of the
dimension of the block then mode is a good choice, else the mean will be
better, Fig. 2d illustrates this option.

The example in Fig. 3e and Fig. 3f shows the mean and the mode of a
given block. The mode is better to represent the block’s content; the mean
is useful when all the values of the block have the same redundancy.

2.3 Mean Removed VQ (MRVQ)

In MRVQ method the blocks that represented by the mean/mode of the
training set vectors are removed before the VQ process. Vectors with a lot
of energy will have great distance from the origin, while vectors with small
amounts of energy will situated quite near the origin. This method is very
similar to the pruning method [7] in that the initial codebook is created from
vectors taken directly from the training set.



84 Z.F. Muhsen, L.A. Jorj, and I.H. Alhussaini

(a) Original Image (b) 4×4 mean
block

(c) 4×4 mode
block

(d) 4×4 mode or
mean block

Fig. 2. Examples of Mean and Mode Block 4×4

2.4 Block Classification

First the image is partitioning into homogenous and heterogeneous blocks.
The homogenous could have different smoothness when input to VQ. Some
blocks may have single tone while others may have edge information. Some
blocks have a big dispersion between their elements other have less. Clas-
sifying blocks into different categories could reduce the search time. This
classification is always coming before the process that deals with codebook
generation and blocks matching. The blocks have been classified as follow:

• Smoothed block: when the variance of the block is less than Ωedge.
• Edge block: when the variance of the block is larger than or equal to

Ωedge

Each set of classified blocks deals with the design or the clustering process in
different way. The smoothed blocks are considered as their contents consist of
single gray-level, and the value of this gray level is set to either the mode or
the mean. Fig. 3b and Fig. 3c shows different smooth block.

Fig. 3a is the original image. The smoothed blocks (variance < Ωedge)
replaced by black block. Fig. 3d, 3e and 3f, shows the edge block whose
variance greater than Ωedge.

2.5 Random Coding

This method generates the codebook by using random generator based on
the statistical distribution of the training sequence. A good codebook may
generate by using this method but it is more prone to fall into local optimum’s
than other complex methods. The initial codebook can be filled simply by
randomly choosing vectors from the training set image block. This can be
started by taking the first random vector from the training set (i.e choose
randomly find x,y for 2D, the index of image block for 1D), and place it into
the codebook. The distortion between the randomly selected vectors and the
training set is calculated. If the distortion is greater than a predetermined
threshold (Ωdis), then the vector is added to the codebook. The process is
continued until the codebook is filled or all the blocks of the training set are
checked.
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(a) Original Image (b) Smooth block
with Ωedge = 0

(c) Smooth block
with Ωedge = 60

(d) Edge block
with Ωedge = 0 (in-
verse of (b))

(e) Large Edge
block

(f) Less Edge
block

Fig. 3. Types of Classified Blocks

2.6 Pruning Found

It is a very common method of creating an initial codebook from the train-
ing vectors. It started with the training vectors and selectively eliminating
training vectors as candidate code vectors until a final set of training vectors
remains as the codebook. Usually, this involves computing the block differ-
ence between each training set vector (with N vectors in the training set) to
find its adjacent training set vector. The vector pair with closeness replaced
with the centroid of the pair, thus leaving N-1 vectors. This is implemented
recursively until the required number of vectors is left.

A modified method of pruning method is introduced, which mapped point
techniques will used. This map represents the training block, if the training
block is eliminated by pruning methods then set its value map point to 0,
otherwise set it will be 1. The following steps are the algorithm of the Map
point:

Fig. 4 shows the pruning map point process. In this figure the "one (1)"
means this block have been checked with all blocks and it is either the centroid
of the cluster or it does not find any block near to it by Ω "Zeroes (0)"
block means these block is out of check and does not considered as a centroid
of an cluster.

This search algorithm is fast search, since the blocks are checked sequen-
tially for one time only, and in this way the search time is less than that
required by other methods. In this technique the initialized codebook block
are the most different blocks from each other, so a pruning method could
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Algorithm 2. Map point
1. Initialize the value of the map point of all the blocks of the training set with 1.

The Map cell represented one bit.
2. for for all blocks listed in the training table do
3. Read a block from the training set. The map point corresponds to this block

must be 1.
4. Check sequentially each training block with all other training blocks with

map point is 1, but not with itself.
5. if the checked block is very close to other training block then
6. set the map point of all closed blocks with 0.
7. end if
8. if there is no close block to the examined block then
9. do not change its corresponding map point

10. end if
11. end for
12. Set the training blocks whose map points equal to 1 as codebook vectors.
13. if the size of the codebook exceeded the required number then
14. eliminate the codebook vector by removing the vector whose population is

low.
15. end if

Fig. 4. Map point Process

not be applied further. That, the codebook will consist of two types of vec-
tors: redundant vectors the most redundancy vector and the most different
ones, which will depend on the value of Ω to define the degree of the nearest
neighbour methods.

The modification of pruning method leads to less complexity in computing
and computation time. In this modification the step one is more efficient for
generating. The improvement of this method is based on the fact that using
a flag mapped (formed with N cells), each cell may has the value 0 or 1 (i.e
the training block had been clustered or not).



Improve Vector Quantization Strategy 87

2.7 Result and Conclusion

Rotation, remove mean/mode, and SQ have been added to the traditional
VQ techniques (pruning and random), Table 1 shows results of applying the
modification process.

Table 1. Results of the Rand VQ Techniques on "Lena" Image with different
modification

N Methods Book size BitR PSNR Time Sec

1 Rand VQ Techniques
128 0.687 26.203 19
64 0.500 26.168 20
32 0.375 25.901 21

2 Rand With Rotation Process
128 0.875 26.240 724
64 0.687 26.186 321
32 0.562 26.203 708

3 Rand WithRotation & Remove
Mean/Mode process

128 0.939 19.482 70
64 0.826 19.246 62
32 0.760 19.243 42

5
Rand With Rotation, Remove
Mean/Mode & SQ

128 0.934 48.688 23
64 0.822 47.182 12
32 0.756 47.014 10

As observed from the result of Table 1, combining rand with rotation
remove mean /mode and SQ process exhibits the best result comparing to
the others in both PSNR and Time sec, the values shown in boldface represent
the best result for the processes.

The important parameters that effect the execution of the methods used
by the VQ techniques are the edge/smooth blocks (Ωedge), and the distance
(Ωdis). The values of these two parameters could be adjusted (in an iterative
way) to reach the better performance.

The Distance Ωdis parameter affect on the initialization of the codebook.
It is so important for determining the search time. When the value of Ωdis
parameter is big the number of codewords is small and will affect the finding
of the missing codewords. This will affect the attributes of the tested methods
since most of the codeword will be found by the random way.

3 Conclusion

In our previous discussions we have reported some remarks related to the
behaviour and performance of the suggested coding processes. A summary of
some important conclusions could be as follow,

• The selection of parameter values should be chosen correctly, because
these values have a grates effect on the compressed image quality.

• The map point process is very fast.
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• Experimental results indicate that the use of SQ combined with VQ give
a uniform values.

• The remove of the mean/mode has provided the codebook a generality
for all other test image.

• The pre processing on the VQ gives it the reduction in speed and com-
plexity.

• Assigning a few bits to likely symbols (smooth area) and more bits to
unlikely symbol (edge area) gives a fine vision to the resulted image.

• The selection of the quantization methods should be chosen carefully,
because experimental results show that each one have a view point in one
of the measurement.
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Summary. In this paper we present human identification method based on
knuckle biometrics also termed as FKP (finger-knuckle-print). Knuckle is a
part of hand, and therefore, is easily accessible, invariant to emotions and
other behavioral aspects (e.g. tiredness) and most importantly is rich in tex-
ture features which usually are very distinctive. The major contribution of
this paper are texture-based knuckle features and their evaluation using IIT
Delhi knuckle image database.

1 Introduction

Even though biometric identification systems became our reality and are no
longer science-fiction visions, only several modalities have been widely de-
ployed and such systems still have many drawbacks. The most known and
often used modalities are fingerprints, face, hand geometry and iris. These are
widely deployed in large-scale systems such as border control and biometric
passports. But due to the problems with large-scale scalability, security, ef-
fectiveness and last but not least user-friendliness and social acceptance (e.g.
even some governments protested vs. American policy of fingerprint enroll-
ment for visitors) new emerging modalities are still needed.

Therefore, in this paper we present our approach to identify humans on
the basis of their knuckles. Knuckle is a part of hand, and therefore, is easily
accessible, invariant to emotions and other behavioral aspects (e.g. tired-
ness) and most importantly is rich in texture features which usually are very
distinctive. Knuckle biometrics methods can be used in biometric systems
for user-centric, contactless and unrestricted access control e.g. for medium-
security access control or verification systems dedicated for mobile devices
(e.g. smartphones and mobile telecommunication services).

Even though knuckle biometrics is relatively unknown and new modality,
there already are some results and feature extraction methods. So called
KnuckleCodes have been proposed and other well known feature extraction
methods such as DCT , PCA, LDA, ICA, orientation phase, Gabor filters have
been investigated showing very good identification results [1] [2] [3] [4] [5].

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 91–98.
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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Hereby, we propose texture feature extraction methods such as Probabilis-
tic Hough Transform (PHT) and Speeded Up Robust Features (SURF) and
the original 3-step classification methodology.

The paper is structures as follows: in Section 2 general view on our sys-
tem architecture is presented. In Section 3 knuckle image preprocessing is
described. Feature extraction methods are proposed in Section 4. Classifica-
tion methodology is presented in Section 5. Results and conclusions are given
thereafter.

2 Knuckle Biometrics System Architecture Overview

The architecture of our knuckle biometrics system is presented in Fig 1.

Fig. 1. Architecture of the proposed knuckle biometrics system

Firstly, the knuckle image is obtained from individual requesting access to
the system. The knuckle image is preliminary processed to gain the character-
istic features. The preprocessing includes both edge detection and threshold-
ing. The image is further analyzed by means of Probabilistic Hough Transform
(PHT), which is used both for determining the dominant orientation and also
for building the basic feature vector. We also calculate enhanced feature vec-
tor using PHT output giving the input for final classifier which uses the SURF
texture features.

Then the 3-step classification methodology is applied (in a broad-narrow
manner). For computed "basic feature vector" nearest neighbors yielding the
shortest Euclidean distance are chosen. For each image in kNN set the com-
plex feature vectors are compared. The approach with kNN allows to decrease
the complex computation without losing the overall system effectiveness (as
discussed in details in section 6).



Knuckle Biometrics for Human Identification 93

3 Knuckle Preprocessing Phase

The most noticeable knuckle texture features are the lines and wrinkles lo-
cated on bending area of finger joints (see the first row in Fig. 3).

Therefore our methodology focuses on extracting these lines. First the
image is binarized using an adaptive threshold estimated by means of
equation 1:

T = μ− δ

6
, (1)

where T indicates the threshold value, μ the mean value and δ the standard
deviation. Both the mean value and the standard deviation are computed
locally in blocks of 7× 7 pixels size.

Fig. 2. The knuckle image example (A), enhanced major lines after thresholding
(B), and the lines detected by PHT (C)

The result of adaptive thresholding can be seen in Fig. 2 B. It can noticed
that such an image is quite noisy, since some edges suffer from line disconti-
nuities while the background is filled with small spots. This problem is solved
by adapting the Probabilistic Hough Transform (PHT). Later, the PHT also
is used in our approach for extracting the dominant orientation and building
the "basic feature vector".

4 Feature Extraction

4.1 Short Feature Vector (Basic Features)

The basic features vector describing the knuckle texture is built using the
PHT output information, which contains set of line descriptors represented
by formula 2, where LDi(N) stands for N− th line descriptor of i− th image,
(bx, by) the Cartesian coordinates of line starting point, (ex, ey) the Cartesian
coordinates of line end point, θ the angle between the line normal and the
X-axis, and d the particular line length expressed in pixels.

The number of extracted lines (N) depends strictly on knuckle spatial
properties and varies, therefore these are not directly used to build feature
vector.
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Fig. 3. Sample knuckle images and their representation after applying PHT
transform

LDi(N) = [bxN , byN , exN , eyN , θN , dN ] (2)

Due to the fact the particular knuckle may be rotated, the dominant orien-
tation based on Hough transform is extracted using the θ angle from the line
descriptors, which is used to rotate analyzed image in opposite direction to
align the dominant line perpendicular to y-axis. After that the y position of
particular line and its length is used to build the feature vector. The 30-bins
1D histogram is adapted.

The vectors described in this section were named ”basic” since these are
relatively short (one row vector of length 30) and are used for general data
set clustering to decrease the number of computations and comparisons of
complex features vector in further phases of our human identification system.

4.2 Knuckle Lines Model

The set of line descriptors (eq. 2) obtained from Hough transform are con-
verted to image representation giving input for matching algorithm. Both
query and template images (chosen from kNN selected by basic feature clas-
sifier) are transformed and compared using the Euclidean metric. The output
of matching block is the scoring map, which is 30x30 of size. The size is de-
termined by searching ranges. In this case the template image is offset in
< −15, 15 > range both on x and y dimension as is it defined by formula 3,
where i and j are defines the element in scoring map, H and W defines query
image width and height respectively, q and t represents query and template
images respectively.

score(i, j) =
W∑
x=0

H∑
y=0

(q(x, y)− t(x+ i, y + j))2 (3)

The lowest score (the shortest distance) is selected giving the information
about how the query image is similar to template, and allows to handle offsets
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in knuckle images. This is necessary since the knuckle database images are
acquired using a peg-free method [6].

The 5 images from kNN set yielding the lowest score are chosen giving the
input for SURF-based classifier.

4.3 Knuckle Texture Descriptors

The SURF stands for Speeded Up Robust Features and is robust image de-
tector and descriptor. It was firstly presented by Herbert Bay in 2006 [9]. It
is widely used in object recognition and 3D reconstruction. The key-point of
the SURF detector is the determinant of the Hessian matrix, which is the
matrix (eq. 4) of partial derivates of the luminance function.

∇2f(x, y) =

[
∂2f
∂x2

∂2f
∂x∂y

∂2f
∂x∂y

∂2f
∂y2

]
(4)

det(∇2f(x, y)) =
∂2f

∂x2

∂2f

∂y2
−
(
∂2f

∂x∂y

)2

(5)

The value of the determinant (eq. 5) is used to classify the maxima or minima
of the luminance function (second order derivative test). In the case of SURF
the partial derivatives are calculated by convolution with the second order
scale normalized Gaussian kernel. To make the convolution operation more
efficient the Haar-like function are used.

If the determinant value is greater than threshold (estimated during ex-
periments on learning data set) then it is considered as a fiducial point. The
greater the threshold is the less points (but strong ones) are detected. For
each of the fiducial points the texture descriptor is calculated.

In our approach we use the SURF points to find the closest matching (if
any) between querying image and the templates selected by PHT-based clas-
sifier. Firstly the points yielding the Hessian determinant value greater than
threshold are selected for both querying and the template images resulting
in two points data set. Basing on texture descriptors the matching pairs be-
tween those sets are found and the outliers (points in one data set that do not

Fig. 4. Detected fiducial SURF points for queering image and its corresponding
matches for the template image
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have representative in the second data set) are removed. Then the matching
cost between those sets is estimated using eq. 6:

mcost =
N∑
i=0

d(pi −
1
N

N∑
j=0

pj, qi −
1
N

N∑
j=0

qj), (6)

where N , d, p and q represents the number of matching pairs, Euclidean
distance, point from template image and point from query image respectively.
Example of such a mapping is shown in Fig. 4.

5 Classification

Hereby we propose classification methodology that consists of 3 consecutive
steps: selecting 50 images on the basis of basic vector, then selecting 5 images
on the basis of PHT feature vector, and finally SURF feature vector is used.

When basic feature vector for particular knuckle image is computed it
is looked up in data base to find k nearest neighbors yielding the nearest
Euclidean distance. The k number was determined empirically as an com-
promise of system effectiveness and system performance. Classification error
is decreasing significantly when the number of neighbors (k) is increased.
Basing on experiments we set these number to 50.

For each object form k nearest neighbors the PHT-based method is used to
obtain 5 closest matching. For each of these images only one is chosen. In case
the SURF-based classifier fails and is unable to find matching template then
the first nearest neighbor obtained from PHT is returned with appropriate
matching score.

6 Results

The proposed approach was tested using IIT Delhi Knuckle Database [6].
The knuckle images were obtained from 158 individuals. Each individual
contributed five image samples which implies 790 images in database. The
database was fully acquired over a period of 11 months.

For efficiency assessment the 5-fold method was applied (the same method
as the authors of the database applied in [4]) and average of experiments
results is presented. The average equal error rate obtained during experiments
is 1.02%.

The table shown in Fig. 6 shows the EER deviation from its mean value
and EER during each of experiments. The FAR and FRR vs system threshold
for one of the experiments is shown in Fig. 5.

The experiments show that combination of PHT and SURF gives better
results than each of this method used separately. The PHT gave 95.56%
classification error while the SURF 85.75%. The SURF failed so often due to
the fact it was unable to find matching between query knuckle image and the
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Fig. 5. FAR vs. FRR

Fig. 6. ERR obtained during experiments

template. Those fails were covered by PHT. However the PHT failed when it
came to distinct two or more similar knuckles in k nearest neighbors. In this
situation SURF was more accurate.

Obtained results suggest that using simple and fast line and texture ex-
traction techniques is promising and may yield satisfactory results.

7 Conclusions

In this paper new developments in human identification based on knuckle
texture features are presented. The major contribution of the paper are: new
knuckle feature extraction methodology based on PHT (Probabilistic Hough
Transform) and SURF features as well as original classification methodology.
The reported results are very good and comparable (slightly better) to other
methods (e.g. [4]). However, our methods are efficient and fast so that can
be applied to contactless biometrics using mobile devices in the very near
future [10].

References

1. Morales, A., Ferrer, M.A., Travieso, C.M., Alonso, J.B.: A knuckles texture
verification method in a transformed domain. In: Proc. of 1st Spanish Workshop
on Biometrics (on CD), Girona, Spain (2007)

2. Kumar, A., Zhou, Y.: Human Identification using Knuckle Codes. In: Proc.
BTAS (2009)



98 M. Choraś and R. Kozik

3. Kumar, A., Ravikanth, C.: Personal authentication using finger knuckle surface.
IEEE Trans. Information Forensics and Security 4(1), 98–110 (2009)

4. Kumar, A., Zhou, Y.: Personal identification using finger knuckle orientation
features. Electronics Letters 45(20) (2009)

5. Zhang, L., Zhang, L., Zhang, D.: Finger-knuckle-print verification based on
band-limited phase-only correlation. In: Proceedings of the 13th International
Conference on Computer Analysis of Images and Patterns, pp. 141–148 (2009)

6. http://www4.comp.polyu.edu.hk/ csajaykr/myhome/
database_request/knuckle/

7. Zhang, L., Zhang, L., Zhang, D., Hailong, Z.H.: Online Finger-Knuckle-Print
Verification for Personal Authentication. Pattern Recognition 43(7), 2560–2571
(2010)

8. Viola, P., Jones, M.: Rapid object detection using a boosted cascade of simple
features. Computer Vision and Pattern Recognition. In: Proceedings of the
2001 IEEE Computer Society Conference on CVPR 2001, vol. 1, pp. 511–518
(2001)

9. Bay, H., Tuytelaars, T., Van Gool, L.: Surf: Speeded up robust features. In:
Leonardis, A., Bischof, H., Pinz, A. (eds.) ECCV 2006. LNCS, vol. 3951, pp.
404–417. Springer, Heidelberg (2006)

10. Choraś, M., Kozik, R.: Feature Extraction Method for Contactless Palmprint
Biometrics. In: Huang, D.-S., et al. (eds.) ICIC 2010. CCIS, vol. 93, pp.
435–442. Springer, Heidelberg (2010)

http://www4.comp.polyu.edu.hk/~csajaykr/myhome/database_request/knuckle/
http://www4.comp.polyu.edu.hk/~csajaykr/myhome/database_request/knuckle/


A New Method of Fingerprint Key Protection
of Grid Credential

Yarema Varetskyy1, Bogdan Rusyn1,
Agnieszka Molga2, and Anatoliy Ignatovych3

1 Karpenko Physical-Mechanical Institute Of NAS of Ukraine
e-mail: jvaretskyy@ipm.lviv.ua, rusyn@ipm.lviv.ua

2 Kazimierz Pułaski Technical University of Radom
e-mail: agnieszka19216@wp.pl

3 Lviv Polytechnic National University
e-mail: ignatovicha@gmail.com

Summary. In this paper a novel method of biometric protection of private
keys is consider. This method is based on enhanced Juels and Sudan "fuzzy
vault" scheme. Introduced algorithms utilize minutiae based fingerprint data
for key locking procedures. It is proposed to include derived cryptographic
primitive into special �biometric� extension of X.509.v3 certificates, which
are used in grid environment authentication procedures.

1 Introduction

In paper [1] the possibility of biometric data embedding in x.509 certificates
for grid systems is consider. It is very perspective area of cooperation of bio-
metric identification technology and grid-computing, because X.509.v3 cer-
tificates are used to encrypt and sign documents and it is impossible for now
to tamper with certificates, but there is no mechanism apart from biometrics
that can ensure that a certificate belongs to the same person who claims to
be an owner of the certificate.

Now we propose an approach to biometric protection of private keys. Our
method is based on enhanced Juels and Sudan "fuzzy vault" scheme [2]. We
refine this scheme by using minutiae based fingerprint data.

2 Method of Fingerprint Protection of Private Keys

Initially it is necessary to create some cryptographic primitive, which bond
private keys from user grid credential with fingerprint’s minutiae. Formally
we must create some set of data, which lock in some way our private keys.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 99–103.
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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This set creation occurs during new user registration process or existing user
key changing process.

Proposed algorithm creates from N input sets of minutiae locking set

W = {w0, . . . , ws} ⊂ F

of private cryptographic key

M = {m0, . . . ,mk−1} ⊂ F

which is written in the form of polynomial coefficients f(x) degree k− 1 over
the field

F : f(x) = m1 +m2x+ . . .+mkx
k−1.

To achieve cryptographic resistance of locking algorithm it is necessar-
ily to add to the set of W a number of dummy minutiae. Total number of
minutiae after the addition is r. It is found out, that r determined by the
minimum possible value of the distance L between minutiae, which is strictly
bigger than 2σs., where σs - average distance threshold, which depend on
technology of obtaining minutiae sets (scanner specifications, properties of
methods for image processing, etc.) That is, the less L, the more value of r,
as follows, more resistant cryptographic protection. But, experimentally de-
termined, that with increasing r increases the probability of false decoding,
or false reject rate (FRR). On the other hand the number and location of
dummies minutiae are limited to real deployment of personal minutiaes and
standard deviation of the placement of these minutiaes.

The result of the locking algorithm is shown in Fig.1.
Let’s define the parameters of the algorithm k, s, r. The polynomial coeffi-

cients f(x) are elements of some finite field F = GF(n). Since in the proposed
approach we solve the Polynomial Interpolation problem then "fuzzy vault"
scheme offers the use of the Reed-Solomon error correction codes (RSC). For
the performance of the algorithm for decoding of the code should use field
of n = gz elements, where g - prime number. At the same time the field for
locking algorithm is a pixels set of fingerprint image. In our experiments it
was used scanners with scan area 322×255 pixels. The efficient scanning area
is a region of 280×249 pixels., which accounts for the main part of the image
( ≈ 98%). This conclusion gives a choice of a simple number. The nearest
to above values is a region of an area 251× 251 pixels, that is forming field
F = GF(2512).

The polynomial length, of k value, is determined by length of locked private
key. Each element of the field GF(2512) brings 16 bit of information. That
is for 256 bit private key of length correspond 16 polynomial coefficients, or
polynomial of 15 degree.

To convert a coordinate position of real and fictitious minutiae in field’s
elements it is appropriate to use 16 bit integers xi, which 8 lower bits corre-
sponding to ordinate, and high-order bits - to abscissa.
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(a) (b)

(c) (d)

Fig. 1. Creation of locking set. (a) N = 4 minutia’s sets (symbols �, �,×,�-
minutiae from one set); (b) the most possible sites of userŠs minutiae locations;
(c) minutiae sites centers of gravity - generated locking set; (d) locking set with
dummy minutiae.

At the exit of the lock algorithm obtained a set of tuples BP , consisting of
s pairs {wi, f(xi)} and r−s pairs of dummies points {αi, βi} of F , that satisfy
the conditions f(αi) �= βi. To open system that uses BP , attacker should
extract this set of points, lying on polynomials f(x) , thus recover the private
key. Evidently, that the larger is r the greater is the number of similar to f(x)
false polynomials so, greater is the resistance of the system for exposure. For
legitimate system user it is required and sufficiently to present at least τ ≥ k
real points, to successfully interpolate implicit polynomial. For unlocking
algorithm it is given a set W ′ ⊂ F , which contains only part of elements
W , that is difference of two sets of minutiae is equal to #(W −W ′) = t.

To unlock the encryption key from BP user provides a set of personal
minutiae, forming a unlocking set W ′ = {w′

1, . . . , w
′
r}. Unlocking procedure

takes place when user ack system for protected key issue.
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Fig. 2. Locking set � with superpose unlocking set �. Real minutiae are highlighted
(radius σS = 6)

Via W ′ and BP the set B′
P of nearest (threshold distance σS) minutiae

with power r is extracted, where r ≈ s for legitimate user - r� s - for illegal
user. The result of minutiae extraction process is shown on Fig.2. This figure
signs - r = 47, code word length - s = 45, minutiae match -τ = 35. For value
k = 16 minimum possible number τ = s+k

2 = 45+16
2 = 31.

3 Method Verification

Using a similar approach, it is easy to evaluate the unlock algorithm efficiency
depending upon the number of true minutiae.

Notice: the greater is r, the more difficult is unlocking process for illegal
user, but also increases the complexity for the legitimate user (Fig.3, k = 16,
s = 45).

Another important parameter that affects the efficiency of the algorithm
is k. Fig.4. illustrates the complexity of the attack as a function of k and the
number of real points.

Dependences show decreasing resistance and increasing FRR with increas-
ing correction capabilities of biometrics uncertainty.

It is proposed to include the resulting set BP in to special �biometric�
extension of X.509.v3 certificate. According to the changes, delegation of user
rights in grid environment performs the following procedures: after mutual
authentication of user and service, who will work on behalf of the user, service
creates a new key pair and sends the public key to the user for signature;
user signs the key, similar to, the center of certification, using blocked in BP
private key. Received proxy-certificate and a newly generated temporary key
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Fig. 3. Dependance of complexity of
RSC decoding on τ and r

Fig. 4. Dependance of FRR on k
and τ

can be used for service authentication on behalf of the user on all (permitted
to this user) knots of VO.
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Summary. In this paper we propose two methods of human vein pattern seg-
mentation from low quality images, called frequency high pass filtration and
local minima analysis, witch are compared with the often used local thresh-
olding algorithm. These methods are evaluated using manually assigned bi-
furcation points which is also proposed in this paper. Evaluation was carried
out on 480 collected images, and shows that proposed methods are worth to
consider in human vein pattern segmentation.

1 Introduction

Biometrics is the science testing methods for people identification on the
basis of their physical or behavioral features [1]. Suggestions given by dr K.
Shumizu from Hokkaido University in 1992 that a vein pattern can be used
as a biometric feature gain increasing interest form human authentication
researchers. Among other human characteristics, the blood vessels pattern
has many advantages. It is different for every human, does not change with
age, can be acquired contactless, and requires blood in veins, to be registered,
which solves the liveness test problem.

Hemoglobin absorbs near infrared (NIR) radiation, while human skin
passes it through. As an effect by using NIR sensor, image showing dark sub-
cutaneous vascular net on a bright background of other tissue is obtained.
Such a solution was introduced in 1930’ in dermatology and angiology studies.
Since popular CCD and CMOS sensors cover NIR part of the electromagnetic
radiation spectrum, vein patterns can be captured easily.

The Important step in human vein pattern recognition is to properly ex-
tract a vein pattern form the background. In this paper two methods, alter-
native to often used local thresholding algorithm are proposed. To compare
them, a dataset of NIR hand pictures was collected and evaluation method is
proposed. Results demonstrate that these two algorithms are worth of con-
sidering in hand vein pattern segmentation and further research. This paper
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is organized as follows: Section 2 describes the database and the system used
for collecting it. Section 3 presents the first of the proposed methods, based
on Discrete Fourier Transform. The second gradient based algorithm is in-
troduced in Section 4. Section 5 shows the evaluation method, and provides
the results of evaluation. Section 6 contains some concluding remarks and
proposals for further research.

2 Dataset Collection

In order to collect data needed for verification of methods described further
in this paper, an appropriate NIR Image Acquisition System (NIAS) was
designed. Assumptions were: low cost, modularity, quick reconfigurability and
component exchange, compactness and mobility.

The NIAS (Fig. 1) is composed of the following parts: the image acquisi-
tion module with a low-cost USB web camera, the lightning section consisting
of IR LED lamps placed around the camera lens and directed backward to
the object. Paper blends are added to preform diffusion-like reflection of NIR
radiation. Uniform lightning generated in this way reduces light spot effects
rising segmentation difficulties. For a full control of lightning conditions both
lightning and image acquisition modules are housed in a case-box with a
window facing the camera lens. During the acquisition process a volunteer
places his/her palm or wrist above the window thus cutting off the external
radiation disturbances. IR lamps are grouped into several sections with dif-
ferent radiation wavelengths: 780, 850, and 880 nm. Thus it is possible to
test a wavelength influence on the image quality and segmentation results.
After the preliminary test it was decided to use 850 nm wavelengths, although
the test did not exposed significant differences between results obtained with
other wavelengths. There are two regions of interest (ROI) registered: the
dorsal aspect of a palm and the bottom of a wrist of left and right hands.
For both registration modes quasi-rigid positioning systems were designed to
stabilize each subject’s palm or wrist over the window. Positioners are called
quasi-rigid as they do not impose the exact hand position – there are no
elements holding or blocking the palm or the wrist.

The process of dataset collection was taken on a group of 95 volunteers
22-25 years old with strong majority of males. 10 sets with at least 12 taken
pictures per ROI (480 images) were selected. Pictures (in resolution 768 ×
1024) were taken in three or four series with a interval not shorter then one
week to examine a short time variation of the image acquisition results.

3 The Method Based on Discrete Fourier Transform

Discrete Fourier Transformation (DFT) is the fundamental tool in signal
processing but it is relatively seldom used in image processing because of dif-
ficulties with image interpretation in the frequency domain [3]. DFT in image
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a b c

Fig. 1. a- device with the wrist positioning system and a properly positioned hand,
b- lightning section, c- single IR LED lamp

processing is frequently used for the linear filter design. The first method pro-
posed in this paper involves DFT and filtration in frequency domain. Before
we move to the description of the method we recall some elements of DFT
theory. It is assumed that image is an array of complex numbers where real
part is an integer value within a range < 0, 255 > representing pixel value
and imaginary part is equal to zero.

For an array (image) X of size M ×N DFT is defined by the formula:

f(k, l) =
M−1∑
m=0

(
N−1∑
n=0

x(m,n)e−j
2π
N nl

)
e−j

2π
M mk (1)

and an inverse DFT (iDFT) is given by the formula:

x(m,n) =
1
N

N−1∑
l=0

(
M−1∑
k=0

f(k, l)ej
2π
M mk

)
ej

2π
N nl (2)

where: x(m,n) is an element of array X, f(k, l) is an element of array F
(image spectrum), j =

√
−1, m,n are indices of an image sample and k, l are

indexes of corresponding spatial frequencies (0 ≤ m, k ≤ M − 1; 0 ≤ n, l ≤
N − 1).

In textbooks about frequency filter design it is emphasized to position the
filter transfer function symmetrically to the DC component of the spectrum.
After DFT a spectrum is not symmetrical as a DC component appear in the
top-left corner so shifting is to be applied to the spectrum or to the filter
before multiplication.

The Gaussian filter preforming high-pass filtration in frequency domain
here in this paper is an array covering the image spectrum and filled with
samples within the range < 0, 1 > computed by the formula:

h(n1, n2) = 1− e
−(n2

1+n2
2)

2σ2 (3)

where n1, n2 are pixel coordinates in local shame.
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The image spectrum in the frequency domain is complex thus the 2D filter
transfer function should have the following form:

H(k, l) = h(k − xdc, l − ydc), (4)

where xdc, ydc are spatial coordinates of a DC component and h is given by (3).
The vein pattern is a structured element on the image so it should have

its visible representation in frequency components. So the goal is to find
right frequencies and suppress them in order to make vessels darker w. r. t.
their surrounding. Segmentation process applied can be described with the
following steps:

1. For the raw image presented in Fig. 2a the spectrum is calculated accord-
ing to (1),

2. Spectrum is multiplied by Gaussian high-pass filter given by (4) with
σ = 0.8 chosen experimentally (Fig. 2b) ,

3. New image (Fig. 2c) is computed with (2),
4. Raw result of iDFT is smoothed with 9× 9 block filter (see Fig. 2d,e),
5. At the end, the image is globally thresholded with threshold equal to 0

(without greyscale rescaling).

Parameters in this method are: σ for the Gaussian function and size of the
block filter. The result can be seen in Fig. 2f.

a b c

d e f

Fig. 2. Top row shows the frequency filtration process: a - input image, b - filter for
filtration in frequency domain, c - filtration result in greyscale; bottom row shows
postprocessing stages in inverted colors: d - frequency filtration result (without
scaling to greyscale) global thresholded at zero, e - image d with average filtration
for smoothing applied before thresholding, f - thinning results.
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4 The Gradient-Based Segmentation Method

Blood vessels in an NIR image are darker then other tissues, therefore their
direct extraction can be based on finding local minima of the image function.
To reduce a calculation cost, local minima can be searched for in rows and
columns only. An exemplary image and the profile of its middle row are
presented in Fig. 3. To remove noise, a 2D low-pass Gaussian filter is used
in the loop. Stop conditions for this loop are: the elimination of every single-
pixel-wide minimum in three predefined rows and columns (in 1/4, 1/2, and
3/4 of the image width and height), or trespassing of a predefined number
of iterations. An exemplary row, after filtering is shown in Fig. 3. Local

Fig. 3. Oryginal image, with marked row (left). Row beafore filtration (right top).
Row after filtration, and scaling (right bottom).

minimum and maximum detection is based on finding zero-crossing points of
a directional derivative of the image function. This method does not involve
large memory, because only a value of preceding pixel is needed to determine
the pixel gradient. Thus no additional temporary image is necessary. A result
of local minimum detection is the set of separated points presented in Fig.
4. Many of these points result from the noise, not completely removed by
filtering, but those points representing blood vessels form curvilinear clusters.
Using the morphological closing w. r. t. this image would cause many parasitic
branches after thinning the blobs. Therefore, after locating a local minimum,
10 pixels before and after this minimum are set to 1. The result image can be
seen in Fig. 4. Morphological erosion is then used to erase lines isolated from
the non-vein minima. In the next step morphological closing is performed
on the image, then second erosion is applied to improve the continuity and
smoothness of skeleton, and to remove smaller artifacts. Finally the thinning
algorithm described in [4] is used. The resulting image is presented in Fig.
4. This method requires three parameters for filtration process (kernel size,
σ, and the maximal number of iterations), one for the method itself (the
length of minimum marking lines), and one for postprocessing (the size of a
morphological closing). In total 5 parameters are needed in the method.
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a b c

Fig. 4. Gradient results in inverted colors: a - Local minimums marked as dots,
b - and marked by lines, and c - result of gradient algorithm

5 Results of the Experiment

The main step in human vein pattern recognition is to properly extract a
vein pattern form its background. Problem is even more difficult with low
quality and high resolution images like those discussed in this paper. Some
simple methods based on histogram analysis like global thresholding do not
provide satisfying results. Therefore, researchers often decide to use an adap-
tive threshold (local thresholding – see: [2, 5]). This algorithm needs filtration
in preprocessing stage. In this case median, and Gauss filters are used, which
means that 3 parameters are to be set. Next 2 parameters are used in the al-
gorithm. To improve the output, the morphological erosion is applied, whose
mask size is the last parameter. In total 6 parameters are needed to be chosen.

To evaluate algorithms described in previous Sections (3 and 4), we com-
pare them with this local thresholding method. Evaluation is based on
comparing bifurcation points assigned manually (ground truth) with those
obtained by compared methods. The dataset consisting of hand images of
ten subjects, with twelve pictures per one ROI (totally 480 images), was
used. Bifurcation points were assumed to be properly extracted if they lay
within five-pixel or ten-pixel distance apart from each other. Performance
indexes calculated for each picture were: sensitivity S (see [6]) showing a
percent of points correctly recognized by the method and a positive predic-
tive value percent PPV (see [7]) showing how many points marked by a
method is marked properly. They were calculated by the following formulas:

S =
TP

TP + FN
∗ 100% (5) PPV =

TP

FP + TP
∗ 100% (6)

where: FN (false negative) is the number of points marked manually and not
marked by a method, FP (false positive) is the number of points not marked
manually and marked by a method, TP (true positive) is the number of points
marked manually and marked by a method.

Statistical parameters characterizing a level of consistency between points
extracted with each method and points marked manually were calculated for
the entire population of images. The results are gathered in Tables 1 – 3.
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Table 1. Comparison of methods: sensitivity percent according to (5)

Hand Wrist
Method minimum maximum average median minimum maximum average median

radius = 5
LT 0 55 21.91 19.23 0 63.64 17.68 14.29
Fourier 0 50 26.76 25 0 57.14 19.18 15.38
Gradient 0 47.37 21.49 19.05 0 63.64 18.41 15

radius = 10
LT 24 92.31 49.40 46.67 0 85.71 42.18 38.46
Fourier 13.64 77.42 49.93 46.88 0 87.50 41.11 36.84
Gradient 18.52 69.57 43.10 40 0 85.71 40.29 37.50

Table 2. Comparison of methods: positive predictive value percent according
to (6)

Hand Wrist
Method minimum maximum average median minimum maximum average median

radius = 5
LT 0 16.92 6.43 5.48 0 17.24 4.75 3.51
Fourier 0 62.50 17.48 13.16 0 45.45 12.21 8.33
Gradient 0 27.78 9.06 7.25 0 23.08 4.93 3.70

radius = 10
LT 4.92 29.09 14.53 12.75 0 27.91 11.13 9.43
Fourier 5.96 87.5 32.16 27.27 0 75 26.06 20
Gradient 3.57 43.33 17.95 15.79 0 31.25 10.84 8.96

Table 3. Comparison of methods: number of true positive (TP)

Hand Wrist
Method minimum maximum average median minimum maximum average median

radius = 5
LT 0 12 4.92 4 0 7 2.19 2
Fourier 0 14 6.12 5 0 8 2.30 2
Gradient 0 12 4.89 4 0 10 2.25 2

radius = 10
LT 3 21 11.17 11 0 13 5.11 5
Fourier 2 24 11.41 11 0 13 4.95 4
Gradient 3 20 9.85 9 0 13 4.86 4

In these Tables methods are denoted as follows: LT - the local thresholding,
Fourier - the DFT-based method, Gradient - the Gradient-based method.

Number of TP points found by all methods are comparable, thus also
sensitivity percent’s are similar. Although LT algorithm produces many FP
points, which increase possibility that certain image will be identified wrongly.
Therefore in table 2 DFT based Method outperforms LT, scoring almost three
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times better results. Also Gradient based algorithm in many cases leads to
better results then LT. Fourier needs also the smallest number of formal
parameters, but its calculation cost is the highest. Gradient algorithm is fast,
but needs almost the same number of parameters as LT.

6 Conclusions

In this paper two methods of vein pattern extraction from a high-resolution,
low quality NIR image were introduced and compared with often used LT
algorithm. Experiments were run on the data-set acquired with the system
based on a standard USB camera. The evaluation method used manually
assigned bifurcation points as ground truth. The experiment demonstrates
that the proposed methods give comparable sensitivity results, while giving
less false positive points then the local thresholding based segmentation al-
gorithm. They also require less formal parameters. In case of the DFT based
method, only a high calculation cost is inferior to LT. Future research should
be focused on reducing the number of parameters required by methods and
improving their performance. It is also important to compare their efficiency
in person identification.
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Summary. In this paper the authors modify their previous kNN algorithm
and present a modification to improve the algorithm by considering key inner
and interclass distinguishability. The suggested approach is tested on a large
group of individuals with data gathered over Internet using browser-based
WWW application. The obtained results are promising and encouraging for
further development in this area.

1 Introduction

With the spread of the Internet access and increasing computational power
of the personal computers, there comes expanding risk of our private data to
be stolen. Not only highly restricted access systems are in danger, but also
the personal desktop computers are. With more computational power comes
the ease of brute-force hacking and the expanding risk of stealing our private
data. In various security systems there are three authentication methods:
memory-based, token-based and biometrics-based authentication. Memory-
based authentication is a valid user’s knowledge-based method. Examples
are password, PIN number or where to go, what to say. The second authenti-
cation method token-based is to verify the identity on the basis of something
that the user has, e.g. a key, a chip/magnetic card that confirms the user’s
identity. Sometimes, those methods can be combined as the case of payment
cards. Another class of security methods are biometrics-based. These methods
use physical and behavioral human features to confirm user’s identity. The
algorithm presented in this paper belongs to this group of security solutions.

Securing data with passwords appears to be insufficient, especially when
there are lots of users who think this problem does not concern them and
they use easy passwords like 123456, the user’s name, etc. As a typical secure
password we consider a phrase with at least six characters length (this value
grows with time) and consists of small and capital letters, digits and symbols
combined altogether and does not appear in a dictionary. Usually it is hard
to remember such difficult words. As a consequence they are easy to forget,

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 113–120.
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or as in the previous situation, passwords are written down somewhere near
the workstation. This last solution is very risky in practice, but quite popular
in some offices. Therefore, there still exists the need for a simple password
resistant to brute-force method. Combining memory-based and biometrics-
based authentication methods a keystroke dynamics verification approach has
been developed. It is convenient for the user because the password may be
simple but hard for the impostor to break. It is also a noninvasive method as
the user randomly types his default password. Besides, knowing what to type,
the potential attacker has to know how to type it and this is not easy. What is
more, keystroke dynamics can make brute-force hacking methods impossible
or much slower. Even if someone emulates the user’s average typing speed,
the brute-force will not be effective enough to finish the task if it accidentally
matches both the phrase and typing pattern, which is assumed to be possible.

2 Other Works on Keystroke Dynamics

Keystroke dynamics is quite a new biometric technique, but there have al-
ready been made some rials to utilize the keyboard using to identify people.
Early researches in this technique began in late 1970’s. The first work that
intentionally examined the uniqueness of typing style was driven in IBM labo-
ratories in 1975 [1]. This encouraged many researchers to examine this field.In
1979 SRI International (formerly Stanford Research Institute) developed the
first hardware-based implementation of keystroke dynamics algorithm [2]. In
1980 under foundation of National Bureau of Standards, SRI achieved about
98% accuracy of their approach [3]. This research officially confirmed that
typing pattern is unique for one person and could be distinctive.

In 1980 a similar research [4] was made by RAND Corp. The experiment was
conducted on population of seven secretaries.The obtained results had errors of
FRR=5.5% and FAR=55%. Also worth to mention are such works as [5] and [6]
made by Leggett et al., which were the first attempts to continuous verifica-
tion. Hussien et al. [7] were the first who used neural networks in keystroke
dynamics. This started widely usage of neural networks in keystroke dynamics
research. All of those methods return good results. Some researchers obtained
errors rates less than 1%. Obaidat and Sadoun wrote an article [8] in which
they compared a number of neural network algorithms. Their best result for
15 users had 0% FAR and FRR error rates.

A very interesting approach was suggested by Bergadano et al. [9]. As
examined features they took trighraphs (time between pressing the first and
the third key). They calculated trigraphs from the examined word and stored
it as a vector. In the next step the test vector was compared with the training
vectors and the "degree of disorder" was calculated. For "degree of disorder"
the authors considered the amount of differences in both vectors. Times were
not compared between two vectors, only sequence similarity was considered.
The best accuracy of their approach for 44 users was 0,13% FAR and 0%
FRR.
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In search of new ways of keystroke analysis and new features of the resulted
signals there has been designed and built a touch-sensitive keyboard [10]. This
research shows that pressure force used during a text typing is a very helpful
feature that can improve the algorithm accuracy. However, this kind of device
is hard to get and the cost of its production will be much more expensive
than a simple keyboard. Maybe when pocket and tablet PCs with virtual
keyboards become more popular, this feature will be used more widely in the
field of keystroke dynamics.

Another interesting research based on pressure force was conducted in
2009 [11]. Scientists had changed a simple laptop touchpad into a touch-
sensitive numerical keyboard. This device was like ATM’s keyboard. However,
instead of typing some text, users had to type their phone number. There
was 10 users typing 10-digit numbers. What is interesting, EER (Equal Error
Rate) for only flight times was 40%, for dwell times was 35% and when only
pressure was considered ERR was equal 1%. These results are mainly affected
by the short "phrase" and the only 10 characters involved (from 0 to 9). What
is more, the numbers were different for every user, because they were their
phone numbers. Examining free text for such little information could not
give good classification accuracy, though the results show great advantage of
using pressure force analysis in keystroke dynamics.

3 Authors’ Suggessed Approach

This work is the continuation of the authors’ previous approaches to keystroke
dynamics. The first approach [12] was aimed at free-text identification ap-
plications. However, when fixed text was used [13], the results were not so
good. In this paper we present a modification which improves the classifica-
tion accuracy of the fixed text approach.

Data have been gathered in non-supervised way with the web-based
platform located in [14]. Authors’ intention was to create a web-based data
gathering system using the most popular technologies (html, JavaScript) in-
dependent of the operating system so that everyone with Internet access,
anywhere in the world can contribute to the research. This platform exists in
two language versions: Polish and English. However, English version, unfor-
tunately, showed less interest, so in this approach we mainly used the Polish
version samples only.

Samples consist of five phrases that everyone has their unique features. In
both language versions are the same dependencies in sample selection. Each
phrase in a sample is stored in the database as a series of key events written
as a text.

At the beginning we read the SQL file and load it into the testing subpro-
gram. Each keyboard event in the database is recalculated from the time a
key is pressed or released to the flight time and dwell time. Flight time is the
time between releasing a key and pressing the second. Dwell time is the time
when a specific key is in pressed state.
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After loading the database file into the testing platform backspace and
delete keys are removed from samples with affected keys information. Later
are removed samples with different events count than the most common (web
browser/JavaScript implementation disturbance). After this, the users with
less number of samples than the training set size plus at least one test sample
per user are removed from the database. The next step is splitting the re-
mained database into test and training sets. Previous steps provided constant
count of training samples per user. In the following step every test sample
in the remained database is being classified. For this purpose we calculate
the similarity distance between test sample and every training sample in the
training data set. The distance is calculated using Manhattan metrics. It is
the sum of differences between flight and dwell times of the corresponding
keystrokes as in (1) to (3).

fDist(a, b) =
n−1∑
i=1

|flightai − flightbi| (1)

dDist(a, b) =
n∑
i=1

|dwellai − dwellbi| (2)

dist(a, b) = fDist(a, b)p− dDist(a, b)(1− p), (3)

where fDist is the distance of flight times and dDist is the distance of dwell
times, a and b are the compared test and training samples, and i is the index
of the corresponding pressed key. There is n dwell times and n-1 flight times.
Additionally, we use p value. It is the ratio of flight times against dwell times.
As we have list of distances we use the k nearest neighbour classifier with
voting mechanism. The shortest distance gains a weight equal to k, the next
in k -1 and so on until the weight is equal to 1. Those weights have assigned
user id and are considered as weighted votes on particular user. Finally, we
add the values achieved by the specific user, and the winner of the algorithm
is the user who gained the biggest weight.

This approach has been improved by using weights for each flight and
dwell time in a phrase. This was possible because the system was operating
on fixed-text phrases and it was known which keys are in use and what
times are available. Time weight was calculated using the training samples.
The first step to calculate the weights was calculating the mean values and
variances for each time in every specific user’s sample. After that for each
key, the mean set separations were calculated for user i and j using Fisher’s
discriminant (4).

Fij =
|meani −meanj|
stdDevi + stdDevj

(4)
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W =

n∑
i=1

n∑
j=1;j<>i

Fij

n(n− 1)
(5)

The last step was to calculate the mean value from all separation factors
for each key (5), and after normalization those results were considered as
weights for each duration time.

4 Experimental Results

In the conducted experiments only user id and user samples were used. No
other database feature was taken into account. In Fig. 1 one can see that
classification accuracy of the improved algorithm is higher than the previous
approach [13]. The tested phrase was "Litwo! Ojczyzno moja! Ty jesteś jak
zdrowie." which consists of 44 characters. The presented results are obtained
for the best p value. We do not have the p value setting automated yet.
K was set to 2 in this experiment and the training samples count was the
same for all users and set to the values from 1 to 9. One can see a big loss
of the new algorithm accuracy for 1 training set. This is because the new
algorithm uses standard deviation; it is zero here and causes a big error.
For 2 training samples the results are much better. The new algorithm is
winning with the simple kNN algorithm. This proves that considering inter
and intra class distances improves the algorithm accuracy. The difference
is especially noticeable when we have small number of training data items.
It may be caused by the weights that get more equal to each other in the
case of calculating more training samples. With such many samples, some
distinguishable user features may be blurred with noise.

The users taken into experiment were randomly selected from the database
and each result presented below is the mean value of at least 10 executions
per experiment at specific settings.

After conducting an experiment for different k nearest neighbours value it
revealed that the best value for our current algorithm is 2. For k=1 we have
noticed significant accuracy loss and for values above 3 the accuracy was de-
creasing. Comparing with the previous algorithm, the results of classification
show a higher accuracy.

As can be seen in Fig. 2 the algorithm stability for different flight time
weight values is improved. This despine the fact that when we consider only
flight times or dwell times (weight is equal to 0 or 1) there is noticeable
accuracy loss. In the future this solution will reduce classification error as a
side effect of the automatically tuning flight time weights.

Another experiment was conducted to examine the dependance of accu-
racy on training samples used for a phrase that is hard to pronounce. In
English this type of phrases is called "tongue twisters". This phrase ("Stół
z powyłamywanymi nogami.") consists of 29 characters and as one can see
it consists of small, capital and diacritic letters. Results are similar to longer



118 P. Panasiuk and K. Saeed

Fig. 1. Results of algorithm classification accuracy for 44-character phrase, 16
users, k=2 and various training samples used in the learning process

Fig. 2. Classification accuracy for different flight time weight values. The test was
conducted on 44-character phrase with 16 users in database, 9 training samples and
k=2.

phrase results. The best classification accuracy gained for this phrase was
91.4% for the new method and 89.8% for the previous one with 16 users in
the database and 9 training samples used.

In Fig. 3 one can see the relation between the user count and the identi-
fication accuracy. Maximum number of users is 79 because many users had
at least 4 correct samples on their accounts. Three of them were used for
training, and at least one was used during the test.
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Fig. 3. Classification accuracy for different class amount. Test was conducted with
44-character phrase, 3 training samples and k=2.

5 Conclusions and Future Work

In this paper we presented an algorithm to identify the computer user with
keystroke dynamics. Data was gathered via Internet. The system was avail-
able for all users and non-supervised. Samples stored in our database were
fixed, so each user had to input the same phrases. After cleaning the samples
from errors and web browser artefacts we started the tests. For 9 training
samples, k=2 and 16 users taken into account, kNN classification method
with simple voting mechanism returned good identification accuracy at the
level of 96.44%. The simple algorithm was improved by using Fisher’s dis-
criminant, which increased the classification accuracy to 98.78% keeping short
operation time. Of course with more users taken into consideration, the accu-
racy would decrease. This is obvious because with more classes the decisions
are harder to make. Tests made for 3 training samples per user allowed us to
check what the identification accuracy would be for 79 classes. The success
rate for this experiment was about 72.3%. This result would be much better
if we had 9 training samples per each user like the experiment mentioned
eariler. In comparison, randomly user guessing would get 1.27% success rate.
This algorithm still needs some development, especially the flight time weight
automation process, although experimental results gained for our database
are very optimistic, but still higher accuracy is required.

Our future work will be focused on improving the classification method.
We also need to implement the verifying algorithm constantly. This would
authenticate the user in the real time during his normal, everyday work. The
main goal is to create a system that would protect private data without both-
ering the user or even notifying their activity. After detecting the impostor
user, the system can ask for the password, or without noticing it just sends
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email at owner’s address with the current computer localization (basing on
the IP address) and the images captured from the web camera.

The authors are working on determining the user’s age on the basis of
keystroke dynamics.
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Summary. In this paper Iris and Retina features are combined for recognition
in biometric system. In this multimodal biometric system two biometrics can
be taken from the same acquisition process and image. Gabor transform to
extract the features from Iris and Retina is used. Feature fusion is performed.

1 Introduction

Personal identification is crucially significant in a variety of applications. Con-
ventional person’s identification systems use keys, passwords, PIN numbers
and other tokens as they are easy to use however they are insecure.

Using passwords as personal identification carries the risk as the user often
forgets it or it can be a subject to fraud. Users encounter problems in terms
of theft, loss, and reliance on the own (user’s) memory. Biometric technology
that uses human body information can decrease the risk because the biometric
systems which recognise users based on their physiological and behavioural
characteristics eliminate memorization and eliminate misplaced tokens.

Physiological biometrics (also known as static biometrics)are based on data
derived from the measurement of a part of a person’s anatomy. For example,
fingerprints and iris patterns, as well as facial features, hand geometry and
retinal blood vessels. Behavioural biometrics are based on data derived from
measurement of an action performed by a person and, distinctively, incorpo-
rate time as a metric as the measured action. For example, voice (speaker
verification).

All biometric systems work in a similar fashion:

1. The user submits a sample that is an identifiable, unprocessed image or
recording of the physiological or behavioural biometric via an acquisition
device,

2. This image and/or biometric is processed to extract information about
distinctive features.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 121–131.
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Biometric systems have four main components [1]: sensor, feature ex-
traction, biometric database, matching-score and decision-making modules
(Fig. 1). The input subsystem consists of a special sensor needed to acquire
the biometric signal. Invariant features are extracted from the signal for
representation purposes in the feature extraction subsystem. During the
enrolment process, a representation (called template) of the biometrics in
terms of these features is stored in the system. The matching subsystem
accepts query and reference templates and returns the degree of match
or mismatch as a score, i.e., a similarity measure. A final decision step
compares the score to a decision threshold to deem the comparison a match
or non-match.

Fig. 1. Biometric system

The ideal biometric characteristics have five qualities:

1. Robust: Unchanging on an individual over time. "Robustness" is mea-
sured by the probability that a submitted sample will not match the
enrolment image.

2. Distinctive: Showing great variation over the population. "Distinctive-
ness" is measured by the probability that a submitted sample will match
the enrolment image of another user.

3. Available: The entire population should ideally have this measure in mul-
tiples. "Availability" is measured by the probability that a user will not
be able to supply a readable measure to the system upon enrolment.

4. Accessible: Easy to image using electronic sensors. "Accessibility" can be
quantified by the number of individuals that can be processed in a unit
time, such as a minute or an hour.

5. Acceptable: People do not object to having this measurement taken on
them. "Acceptability" is measured by polling the device users.

The problem of resolving the identity of a person can be categorized into two
fundamentally distinct types of problems with different inherent complexities:

(i) verification (also called authentication) refers to the problem of confirm-
ing or denying person’s claimed identity (Am I who I claim to be?)
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(Fig. 2). It is required that a user claims an identity in order for a biomet-
ric comparison to be performed. Once the identity is claimed, the user
provides biometric data, which is then compared against his or her en-
rolled biometric data. To claim an identity, the user may use a username,
a given name, or an ID number. The answer returned to the system is a
match or not a match.

and
(ii) identification (Who am I?) refers to the problem of establishing a

subject’s identity.They do not require that a user claims an identity
before biometric comparisons take place. The user provides biometric
data, which is compared to data from a number of users to find a match.
The answer returned to the system is an identity.

Fig. 2. Verification process

Unimodal biometric systems make use of a single biometric trait for user
recognition. It is difficult to achieve very high recognition rates. A multimodal
biometric system utilizes a number of different biometric templates like face,
fingerprint, hand-geometry, and iris. Such system can achieve higher recog-
nition accuracy than unimodal systems. However, a multimodal system will
require longer verification time.

In this paper recognition methods are presented for authentication of a
person on the basis of a feature vector derived from an iris and retina input
images.

2 Iris and Retina Recognition

The iris and retina features are combined for recognition in biometric sys-
tem. In this multimodal biometric system two biometrics can be taken from
the same acquisition process. Invariant features are extracted from the sig-
nal for representation purposes in the feature extraction subsystem. During
the enrolment process, representation (called template) of the biometrics in
terms of these features is stored in the system. Feature fusion is performed.
The matching subsystem accepts query and reference templates and returns
the degree of match or mismatch as a score, i.e., a similarity measure. A
final decision step compares the score to a decision threshold to deem the
comparison a match or non-match.

Iris texture patterns are believed to be different for each person, and even
for the two eyes of the same person. It is also claimed that for a given person,
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Fig. 3. The block diagram of the multimodal biometric system based on fusion of
iris and retina features

the iris patterns change little after youth. The iris is the coloured portion
of the eye that surrounds the pupil. Its combination of pits, striations, fila-
ments, rings, dark spots and freckles are the very accurate means of biometric
identification [6]. Its uniqueness is such that even the left and right eye of the
same individual is very different.

Retina recognition technology captures and analyzes the patterns of blood
vessels on the thin nerve on the back of the eyeball that processes light
entering through the pupil. The retina biometric analyzes the layer of blood
vessels located at the back of the eye. The blood vessels at the back of the
eye have a unique pattern, from An eye to an eye and a person to a person.
The retina, a layer of blood vessels located at the back of the eye, forms an
identity card for the individual under investigation.

A major approach for iris and retina recognition today is to generate fea-
ture vectors corresponding to individual iris and retina images and to perform
these matching based on some distance metrics [6, 11].

Random iris and retina patterns can be seen as texture, so many well-
developed texture analysis methods can be adapted to recognize these images.
Gabor filters are used to extract the iris and retina features. Additionally we
used Haralick texture features for the iris template and some geometrical
features for retinal templates.

The general functionality of the 2D Gabor filter family can be repre-
sented as a Gaussian function modulated by a complex sinusoidal signal [12]
(Fig. 4).
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Fig. 4. Real (a) and imaginery (b) parts of Gabor wavelets and Gabor kernels with
different orientations (c)

In our work we use a bank of filters built from these Gabor functions for
texture feature extraction.

The two-dimensional Gabor filter is defined as

Gab(x, y,W, θ, σx, σy) ==
1

2πσxσy
e

[
− 1

2

(
( x

σx
)2

+
(

y
σy

)2
)

+jW (x cos θ+y sin θ)

]
(1)

where j =
√
−1 and σx and σy are the scaling parameters of the filter, W is

the radial frequency of the sinusoid and θ ∈ [0, π] specifies the orientation of
the Gabor filters.

2.1 Iris Recognition

The initial stage deals with iris segmentation. This consists of Localized iris
inner (pupillary) and outer (scleric) borders. Robust representations for iris
recognition must be invariant to changes in the size, position and orientation
of the patterns. To each pixel of the iris, a pair of real coordinates (r, θ),
where r is on the unit interval [0, 1] and θ is an angle in [0, 2π].

Because most of the irises are affected by upper and lower eyelids, the
iris is divided into two rectangular (Fig. 5a) or two angular sectors (Fig. 5b)
having the same size. The blocks of interest (ROI) should be isolated from
the normalized iris image.

Two sectors with Fig. 5 are transformed into a normalized rectangular
blocks each of size 32× 128 to achieve size independent iris recognition.
We uses in our iris recognition systems features based on Gabor functions
analysis and texture features based on the Haralick’s approach.

Gabor filtered output of the image is obtained by the convolution of the
image with Gabor functions.Given an image F (x, y), we filter this image with
Gab(x, y,W, θ, σx, σy)

G(x, y) ==
∑
k

∑
l

F (x − k, y − l) ∗Gab(x, y,W, θ, σx, σy) (2)
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Fig. 5. The iris ROI

The magnitudes of the Gabor filters responses are represented by three
moments

μ(x, y) =
1
XY

X∑
x=1

Y∑
y=1

G(x, y) (3)

std(x, y) ==

√√√√ X∑
x=1

Y∑
y=1

(|G(x, y)| − μ(x, y))2 (4)

Skew =
1
XY

X∑
x=1

Y∑
y=1

(
G(x, y) − μ(x, y)

std(x, y)

)3

(5)

The feature vector is constructed using μ(x, y) , std(x, y) and Skew as feature
components.

Gabor filters worked as local bandpass filters and each filter is fully de-
termined by choosing the four parameters {θ,W, σx, σy}. Assuming that N
filters are needed in an application, 4N parameters need to be optimized. The
orientation parameter θ should satisfy θ ∈ [0, π). W is the radial frequency
of the Gabor filter and is application dependent. σx and σy are the effective
sizes of the Gaussian functions and are within the range [σmin, σmax].

The iris features information is extracted based on the Haralick’s
approach [13]. The co-occurrence matrixes Pδ,θ(x, y) are bi-dimensional rep-
resentations showing the spatial occurrence organization of the gray levels

Table 1. Mean and standard deviation Gabor phase iris image

Iris image μ(x, y) std(x, y

θ = 0 223,93 33,86
θ = 45 223,84 33,75
θ = 90 224,02 34,38
θ = 135 225,35 32,40

θ = 45 blob 215.18 27,33
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a)

b)

c)

Fig. 6. Gabor transform of iris image: (a) power; (b) phase, and blob detection
results for Gabor phase image (c)

in an image. They represent a bi-dimensional histogram of the gray levels,
where fixed spatial relation separates couples of pixels, defining the direction
and distance (δ, θ) from a referenced pixel to its neighbour.

The features are:

1. Second Angular Moment

SAM =
k∑
x=1

l∑
y=1

[Pδ,θ(x, y)]2 (6)

2. Contrast

Con =
K∑
x=1

l∑
y=1

(x− y)2Pδ,θ(x, y) (7)

3. Correlation

Corr =

∑k
x=1

∑l
y=1[xyPδ,θ(x, y)]− μxμy

σxσy
(8)

4. Inverse Differential moment

IDM =
k∑
x=1

l∑
y=1

Pδ,θ(x, y)
1 + (x− y)2 (9)
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5. Entropy

E = −
k∑
x=1

l∑
y=1

Pδ,θ(x, y) logPδ,θ(x, y) (10)

2.2 Retina Recognition

To represent retinal characteristic we using luminance component (Y) from
Y CbCr (Y IQ) color space (Fig 7).

We used Gabor filters with different scales and orientation to detect blood
vessels in image of the retina.

The normalized retinal image (Y components) are divided into blocks
(Fig. 8). The size of each block in our application is k × l (k = l = 20).
Each block (Fig. 9) is filtered with equation ( 2).

The magnitudes of the Gabor filters responses are calculated using
eqs. (6) - (10).

Finally, a feature vector is constructed for each block using these
components.

Table 2. Texture parameters iris image

Left ROI Iris Image
Parameter θ δ = 1

0 and 180 0.012
ASM 90 and 270 0.009

0 and 180 911.819
Con 90 1413.594

270 2891.061
0 and 180 3.182E-4

Corr 90 2.791E-4
270 1.729E-4

0 and 180 0.262
IDM 90 and 270 0.161

0 and 180 7.302
E 90 7.791

270 7.664
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Fig. 7. Retina image in Y CbCr color space: a) Y component and components Cb

(b), Cr (c) respectively.

Fig. 8. Original block retinal images ( Y component)

Fig. 9. Original block retina image (a) and real part of Gab(x; y; θi) for θ = 0 (b),
θ = 45 (c), θ = 90 (d), θ = 135 (e)
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Table 3. Mean, standard deviation and skewnes Gabor power some block (Fig. 9)
retina image

Parameters Retinal image 1
μ(α, σx, σy) std(α, σx, σy) Skew

θ = 0 25.971 33.468 3.712
θ = 45 15.867 26.176 4.614
θ = 90 15.900 26.901 4.525
θ = 135 15.466 25.409 4.591

Parameters Retinal image 2
μ(α, σx, σy) std(α, σx, σy) Skew

θ = 0 23.204 34.360 4.402
θ = 45 18.494 32.176 4.655
θ = 90 22.769 34.375 4.366
θ = 135 16.307 27.644 4.781

3 Conclusion

A new method has been presented for iris and retina recognition based on
Gabor and textural features. This paper analyses the details of the pro-
posed method. Experimental results have demonstrated that this approach
is promising to improve iris and retina recognition for person authentication.
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Summary. In this paper we take into consideration group of decision making
methods formed by the classifier fusion on the level of their discriminates .
For such models we analyze what is the best way of assigning weights for
them. Some analytical properties are of aforementioned methods are shown.
Evaluation of proposed concept is done on the basis on computer experiment
results.

1 Introduction

One of the main challenge for human brain is to find information in the given
data effectively and classify unknown data as accurately as possible [1]. But
the real problems sometimes are so complicate that one brain (classifier) is not
strong enough to solve them. To improve the classification accuracy, multiple
classifier systems (MCSs), could be used for practical tasks. The main idea
of aforementioned proposition could be compared to a quite intuitive idea
of a group of experts working together to solve a problem. It seems obvious
that when dealing with complicated problem, group of experts, has higher
probability of reaching satisfactory solution then a single expert.

When we consider MCSs we can treat the classifier outputs as the input to
a second-level pattern recognition system and design a new classifier which is
called fuser. There are several ways how to design it. The first one proposes
that a fuser can make a decision on the basis of classifiers responses (class
numbers given by individual classifiers) [3]. Initially one could find only the
majority vote in literature, but in later works more advanced methods of
receiving common answer of the classifier group were proposed. The second
group of collective decision making methods is formed by the classifier fusion
on the level of their discriminats.

In this paper we take into consideration the second group of methods and
try to analyze what is the best way of assigning weights for them.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 135–142.
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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2 Fusion Based on Values of Classifiers Discriminant
Function

The classification algorithm which is considered by us, is formed by the pro-
cedures of classifier fusions on the basis of their discriminants, the main form
of which are posterior probability estimators, referring to the probabilistic
model of a pattern recognition task [6], but we could propose a support func-
tion using by classifier to make its own decision e.g. neural nets output.

There are several propositions of designing such a fuser. First group of
methods which do not require learning, like the aggregating methods, per-
form fusion with the help of simple operators like maximum or average. The
problem is that such methods work well only in clearly defined conditions
and that is the reason why they can not always be used in practical appli-
cations [5]. Alternative to the aggregating methods are weighting methods,
where the selection of weights has a similar importance as it is in case of
weighted majority voting.

In this model we assume that we have n classifiers. Each classifier makes
decision based on the value of discriminant. Let F (l)(i, x) means such a func-
tion assigned to class i for given value of x, which is used by the l-th classifier
Ψ (l). A common classifier ˆΨ(x) looks as follows

ˆΨ(x) = i if F̂ (i, x) = max
k∈M

F̂ (k, x), (1)

were

F̂ (k, x) =
n∑
l=1

w(l)F (l)(i, x) and
n∑
l=1

w(l) = 1 (2)

In this model discriminant could be treated as the posterior probability for
the classifiers based on Bayes decision theory or outputs of neural network.
In general the value of such function means support given for distinguished
class.

From the perspective of our recently work [7, 8], we claim that assigning
weights in appropriate way is one of the main important factor of final de-
cision of MCSs. That is why we analyze the problem of assigning weights in
multi-aspects, which are as follows:

Weights dependent on classifier
This is a traditional approach where weights are connected with classifier
and each discriminant function of given l-th classifier is weighted by the
same value w(l). The estimation of probability error of such classifier
could be found in [9].

Weights dependent on classifier and class number
Weight w(l)(i) is assigned to the l-th classifier and the i-th class. For
given classifier assigned weights for different classes could be different.

Weights dependent on classifier and feature vector
Weight w(l)(x) is assigned to a given l-th classifier and for given x has
the same value for each dicriminant functions used by l-th classifier.
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Weights dependent on classifier, class number, and feature vector
Weight w(l)(i, x) is assigned to the l-th classifier but for given x its value
could be different for different discriminant function assigned to each
classes.

The real challenge is to assign weights to model in such way, that even if the
simple classifiers make wrong decision during the classification process, the
final answer of classification system would be correct.

In next section we prove that it is possible to get correct final decision
by fuser even if all simple classifiers pointed to the wrong class and we give
conditions under which it is possible.

3 Analytical Characteristics of Fusion Methods

In this work we take into consideration two-class pattern recognition problem
where answers of classifiers are multiply by weights dependent on classifier.
In this case, as we mentioned before, weights are the same for all support
functions given by particular classifier.

Let us note available decisions by {i, ī} where i denotes correct class and
ī wrong one. What is important, we assume that all simple classifiers point
to wrong class. Base on this we can give a following theorem.

Theorem 1. If for given x, all l-classifiers in committee point to wrong class,
then there is no such a pool of w(l)(x) for which collective classifier would
point to correct class, what means

∃x∃l{1...n} if Ψ (l)(x) = ī then ⇒ F̂ (i, x) < F̂ (̄i, x).

Proof. For w(l)(x)ε [0,1] it is not possible to change of sign of aforementioned
inequality by multiplying both sides by the same weights

w(l)(x) ∗ F (1)(i|x) + . . .+ w(n)(x) ∗ F (n)(i|x) < w(1)(x) ∗ F (1)(̄i|x)
+ . . .+ w(n)(x) ∗ F (n)(̄i|x)

because
∀lw(l)(x) ∗ F (l)(i|x) < w(l)(x) ∗ F (l)(̄i|x)

and
∀lF (l)(i|x) < F (l)(̄i|x),

because as we mentioned above each of individual classifier points on ī.

Of course creating fuser where weights dependent only on classifiers (w(l))
gives also the same results, because it is special case of aforementioned model.

Let us consider similar classification problem and assume that all simple
classifier points to wrong class ī, but let us consider a set of weights which
dependent on classifier and class number. For such defined problem we present
Theorem 2.



138 M. Woźniak and M. Zmyślony

Theorem 2. If for particular x, all n classifiers in a pool point to wrong
class, there is such pool of w(l)(x) for which combined classifier could point
to correct class.

Proof. For given individual classifier the support function for correct class is
denoted as

F̂ (i|x) =
L∑
l=1

w(l)(i) ∗ F l(i|x),

and for wrong class respectively

F̂ (̄i|x) =
L∑
l=1

w(l) (̄i) ∗ F l (̄i|x),

Because on one hand we assume that all simple classifiers are wrong and on
the other hand we want to show that even in such situation it is possible to
get correct final answer we could write inequality

L∑
l=1

w(l)(i) ∗ F l(i|x) >
L∑
l=1

w(l) (̄i) ∗ F l(̄i|x).

As we mentioned in introduction, support function could be referring to the
probabilistic model of a pattern recognition task. That is why we assumed
two more assumptions. The first

F (l)(i|x) = 1− F (l)(̄i|x)

and the second one
w(l)(i) + w(l) (̄i) = 1.

Based on previous assumptions we transform inequality to form

L∑
l=1

w(l)(i) ∗ (1− F l(̄i|x)) >
L∑
l=1

w(l) (̄i) ∗ F l (̄i|x)

Next moving the component between two sides we get

L∑
l=1

w(l)(i) >
L∑
l=1

F l(̄i|x) ∗ (w(l)(i) + w(l) (̄i))

and finally

w(l)(i) + . . .+ w(n)(i) > F 1(̄i|x) + . . .+ Fn(̄i|x).

From the final form of the inequality we can see that it is possible to get
correct final result even if all classifiers are wrong, if the sum of weights
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which point to correct class is bigger then the sum of support functions for
misclassified class.

Of course creating fuser where weights dependent on classifiers, class num-
ber and vector value give also the same results, because it is special case of
aforementioned model.

It is worth noting that the Theorem 2 shows only possibility to get such
a good results, therefore we should look for a fuser training method. An
ensemble learning task leads to the problem how to establish the following
vector W

W =
[
w(1), w(2), . . . , w(n)

]

which consists of weights assigned to each classifier (denoted as l) and each
class number (denoted as i)

W (l) =
[
w(l,i), w(l,i), . . . , w(l,i)

]T
.

We could formulate the following optimization problem. The weights should
be established in such way to maximize the accuracy probability of fuser:

Φ(W ) = 1− Pe(W ),

where Pe(W ) is frequency of misclassification. Closer look at this optimization
problem was presented in [2].

Trying to solve this optimization problem, there were prepared some ex-
periments which will be presented in next section.

4 Experiments

The purpose of the experiments is to confirm the Theorem 1 and 2 from pre-
vious section. In experiments two kinds of fuser are taking into consideration:

• Fuser where weights depend on classifier (FC).
• Fuser where weights depend on classifier and class number (FCCN).

4.1 Set Up of Experiment

We used three databases generated from PRTools: "Highleyman", "Banana",
and "Difficult". Each of them consisted of 300 examples and was described
by two attributes and two classes. To provide diversity of simple classifiers
that allows their local competences to be exploited, only slightly undertrained
networks has been used (for which training process were early stopped). The
details of used neural nets are as follow:

• 5 neurons in hidden layer,
• sigmoidal transfer function,
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• back propagation learning algorithm,
• number of neurons in last layer equals number of classes of given experi-

ment.

The fusion block was realized as genetic algorithm. Additionally the qualities
of mentioned above classifiers were compared with Oracle classifier. Other
set-up of experiments were as follow:

1. All experiments were carried out in Matlab environment using the
PRtools toolbox [9] and own software.

2. Classifiers’ errors were estimated using the ten fold cross validation
method [6].

The set up of experiments for each database was different, that is why here are
only presented average values. For GA the mutation function was Gaussian,
population size equals 300, 8 members of elite, the fraction of genes swapped
between individuals equals 0.8 and 300 iterations.

For each database the experiment was repeated 10 times with different
parameter of population size for GA.

5 Results

The best results obtained in those experiments are presented in table below
with additional information about result obtained by Oracle classifier and
majority vote. Detailed results of tests are compared in Table 1.

Table 1. Comparison of experimental results for 3 databases

Database Oracle FC FCCN
Min Average Max Min Average Max

Difficult 0,128 0,302 0,402 0,521 0,082 0,175 0,201
Highleyman 0,191 0,201 0,228 0,306 0,146 0,278 0,373

Banana 0,026 0,107 0,122 0,144 0,218 0,291 0,362

5.1 Experimental Results Evaluation

The results show that situation presented in Theorem 1 and 2 are possible
to obtain. According to them, there are clearly defined conditions, that for
two-class problem only way to get correct result, even if all simple classifiers
make wrong decision, is to assign weights dependent on classifier and class
number.

As we mentioned in our previous papers [7, 8], one of the famous model,
which is especially used for comparison experimental results, is Oracle clas-
sifier. The Oracle classifier point to correct class if any of individual classifier
in committee, point to correct class. Because of the specify, Oracle is very
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good model to compare with our experiments. As we can see in most any
cases the results obtained by our model were better then the results obtain
by Oracle. This also confirm the rightness of our assumptions.

In our opinion this fact give a new direction in searching some new way of
assigning weights to a models. Although we realize that the scope of computer
experiments were limited and it is still a lot of work to do in this field.

6 Final Remarks

Some methods of classifier fusion were discussed in this paper. For those meth-
ods we tried to analyze what is the best way of assigning weights for them.
Based on aforementioned assumptions we presented two theorems. First of
them shows that if there is fusion model where weights do not dependent
on class number, then it is not possible to get correct result if all simple
classifiers in committee are wrong. The second theorem shows possibility of
giving correct answer by fuser even if all simple classifiers are wrong, but it
is worth noting that it is possible only if weights at least dependent on class
number. Evaluation of proposed concept was done on the basis on computer
experiments results on computer generated databases.

Obtained results justify the use of weighted combination and they are
similar as published in [10, 11, 12]. Unfortunately, as it was stated, it is not
possible to determine weight values in the analytical way. However, it is hoped
that in practical situations the weights can be appropriately set, either with
the aid of a suitable expert, or else by applying the data training methods
proposed earlier in the paper.
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Summary. The article presents different sets of Haar-like features defined
for adaptive boosting (AdaBoost) algorithm for face detection. Apart from
a simple set of pixel intensity differences between horizontally or vertically
neighboring rectangles, the features based on rotated rectangles are consid-
ered. Additional parameter that limits the area on which the features are
calculated is also introduced. The experiments carried out on the set of MIT
19× 19 face and non-face examples showed the usefulness of particular types
of features and their influence on generalization.

1 Introduction

The AdaBoost algorithm for face detection has become popular in recent
5 years after the publication of works by Viola and Jones [6, 7]. The main
advantages of this method lie in the low computational complexity of the de-
tection process, especially when the cascaded version is used, and versatility
of the concept (it can be applied not only to faces but also to the detec-
tion of other objects). On the other hand, its main drawbacks are related to
the brute-force style of training, which is the reason for enormous learning
complexity and sometimes weak generalization.

During research described in this paper the method for reducing the neces-
sary number of features and increasing the generalization of AdaBoost algo-
rithm was proposed and verified experimentally. Some evolutionary methods
helpful in searching for the best set of features were also suggested.

2 The AdaBoost Algorithm

The strong AdaBoost classifier is constructed from weak classifiers, which
participate in the final decision proportionally to their weights (α). There-
fore, the structure of AdaBoost classifier is similar to simple perceptron with

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 143–149.
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thresholded activation function, in which weak classifiers are treated as in-
puts. In comparison to other classifier committees, the novelty is due to the
method of weak classifier selection. At the first step the weak classifier which
classifies training examples with lowest error is chosen. After that the special
weights (w) associated with particular examples are increased for badly clas-
sified examples. At the next training epoch the algorithm tries to add a week
classifier in order to reinforce the whole ensemble and to properly classify
the examples that were misclassified at previous epoch. To achieve this the
next weak classifier is chosen to minimize weighted training error sum. The
training process continues till the classification error is equal to 0.

The training algorithm for the two-class problem is presented in the frame
below:

for each training example {(x1, d1), (x2, d2) . . . (xK , dK)}
initialize weights wi = 1/Kc, where Kc is a number of examples which

belong to the same class c as i-th example
generate all possible weak classifiers hj(x), j = 1 . . . L

for t = 1 to T (number of weak classifiers to be selected)

1. normalize weights: wi ← wi∑K
j=1 wj

2. select the weak classifier ht(x), which minimizes the weighted classi-
fication error: εt = minj

∑K
i=1 wi|hj(xi)− di|

3. decrease the weights of properly classified examples: wi ← wi
εt

1−εt

endfor

The strong classification function H(x) consisted with T weak classifiers
is described by the formula:

H(x) =

⎧⎨
⎩

1 if
∑T

t=1 αtht(x) ≥ 1
2

∑T
t=1 αt

0 otherwise,
(1)

where αt = log(1 − εt) − log εt is a weight of t-th weak classifier. There are
some extensions of the basic AdaBoost algorithm to multiclass problems e.g.
AdaBoost.M1 and Adaboost.M2 presented in details in [4, 5].

The main idea of using weak classifiers is that none of them must classify all
the training examples properly; instead, it is enough that it provides a little
decrease of the classification error after it is added to the previously selected
classifiers. The simplicity or weakness can be treated as an advantage in this
case because it enables fitting the strong classification structure to the given
problem and at the same time provides good generalization.



Feature Type and Size Selection for AdaBoost Face Detection Algorithm 145

3 AdaBoost Algorithm for Face Detection

The particular kind of weak classifier was proposed for the face detection
system in [6, 7]. Each weak classifier is connected with a single feature and
divides the linear feature space into two subspaces, each of which represents
one class. Each weak classifier can be shown as a function h(x, f, θ, p), where
x is an input image, f – selected feature, θ – partition threshold and p –
polarity e.g the direction of class 1.

The subsequent stages of strong classifier construction for the set of two-
feature examples are shown on Fig. 1. In the simplest case Haar wavelets are
used as features in such a way that each feature is calculated as a difference of
sums of pixel intensities between two neighboring rectangular regions. Each
pair of rectangles can vary in vertical and horizontal size and can be placed
in any possible location in the image window. For instance, in the case of
19× 19 windows there are 34200 features like the one shown on Fig. 2a.
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Fig. 1. AdaBoost training process with single-feature weak classifiers applied to a
problem of two-feature vectors classification. The weights of particular samples are
expressed with size of the icons (circles for samples from class 1, crosses for class 0),
arrows indicate the direction of class 1. At the lower right corner strong classifier
H is presented as a sum of decision boundaries.

a) b) c) d)

Fig. 2. Features based on intensity differences: a) edge, b) line, c) center- surround,
d) calculation of the sum of pixel intensities using integral image
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Two other features are shown on Fig. 2b,c. The neighborhood of edge and
line features can be positioned vertically or horizontally. To avoid excessive
computation complexity the integral image is calculated for each training
example [7]. Each entry of the integral array contains the sum of pixel in-
tensities to the left and to the top of this entry. The sum of pixel intensities
of ABCD rectangle presented on Fig. 2d can be calculated as a simple sum
of four values: SumABCD = SAT (iB, jB) + SAT (iD, jD) − SAT (iA, jA) −
SAT (iC , jC) where SAT denotes an integral array (summed area table).

Further complexity reduction can be reached by using the cascaded ver-
sion of AdaBoost method [7]. It is due to the possibility of threshold value
manipulation in eq. (1). Lower threshold value increases the tolerance for de-
tecting face in the image at the cost of increasing false positive error – many
non-faces can be classified as faces. This is not a problem if strong classi-
fier consists with many layers because each layer rejects non-faces more and
more restrictively till the training error is equal to zero. The computational
complexity reduction appears because of the two reasons: first, on a typical
photograph there is a huge number of non-face windows and only a few actual
faces; second, each layer in the cascade contains much less weak classifiers
than the non-cascaded classifier, so each non-face is rejected very early by a
quite simple part of the classifier.

4 Rotated Haar-Like Features

In [2] pixel intensity differences in rotated rectangle features were presented.
However, due to some problems with the calculation of rotated integral images
a new approach that consists of 3 stages is proposed here. At the first and the
second stage the supporting arrayRN×M is calculated by following directions
shown on Fig. 3a,b; equation (2) is used at the first and (3) at the second
stage. At the third stage the final array RSAT (rotated summed area table)
is created with eq. (4) by iterating from top to bottom and from left to right
of R array.

R(i, j) = I(i, j) +R(i− 1, j − 1), (2)

R(i, j) = R(i, j) +

⎧⎨
⎩
R(i+ 1, j − 1) if i+ 1 < N

R(i, j − 2) otherwise,
(3)

RSAT (i, j) = R(i, j) +R(i, j − 1), (4)

At each stage R(i, j) = 0 if (i < 1) or (j < 1)1. The sum of pixel in-
tensities in rotated rectangular area is calculated in analogous way as in
non-rotated case: SumABCD = RSAT (iB, jB) + RSAT (iD, jD) −
RSAT (iA, jA)−RSAT (iC , jC). Fig. 4 presents three types of features which
are based on rotated rectangles. The intensity differences are also computed
in the same way as for non-rotated features (see section 3).
1 Providing that rows and columns of arrays are indexed from 1.
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a) b) c)

A
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D

Fig. 3. Rotated integral image calculation: summing directions in outer loop (bold
arrow) and inner loops (thin arrows); a) I stage, b) II stage, c) the sum of pixel
intensities for ABCD rectangle
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Fig. 4. Rotated rectangle features: a) edge, b) line, c) center-surround feature

It is important to multiply each sum by a factor that is inversely pro-
portional to the area of the rectangle, in order to preserve the variance.
For instance the feature at Fig. 4b can be calculated as SumABCD −
3SumA’B’C’D’.

5 Experiments

Each experiment consisted of the training and the testing stage. For training
we used a set of 6977 19×19 pixels examples (2429 faces and 4548 non-faces).
The training process was considered complete when all training examples
were correctly classified. For testing a separate set of 24045 examples (472
faces and 23573 non-faces) was used.

Fig. 5 presents the results by means of ROC curves. ROC shows the false
negative classification error2 with respect to the false positive error3 in the
test set. We can move along the curve by changing the classification thresh-
old, which standard value is equal to 1

2

∑T
t=1 αt as in eq. (1). Fig. 5a shows

that the cascaded AdaBoost algorithm provides worse generalization than
non-cascaded one but it may be caused by some problems with tolerance
setting which in this case requires changes of threshold values in all layers;
2 The rate of face images rejected as non-faces.
3 The rate of non-faces accepted as faces.
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Fig. 5. Comparison of receiver operating characteristic (ROC) curves of the Ad-
aBoost classifier: a) cascaded and non-cascaded training algorithm for all features,
b) 3 different types of features, c) rotated and non-rotated rectangle features, d)
introduction of additional limits of minimal feature rectangle area for all feature
types

therefore, in subsequent experiments only non-cascaded algorithm was used.
From Fig. 5b it can be seen that rotated and non-rotated line features are
better than edge and center-surround features. On Fig. 5c rotated and non-
rotated features are compared and it is seems that non-rotated ones are
slightly better. The most interesting results are related to Fig. 5d which shows
that features built only from larger rectangles (for instance with area bigger
than 50 pixels) increase generalization considerably.

6 Conclusions and Future Research

The general conclusion is that the experiments showed the influence of feature
type and size on AdaBoost classifier generalization. The most spectacular
increase of generalization was achieved by the little feature area reduction. It
is probably due to the overfitting phenomenon known from machine learning
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theory [3]. As a consequence of such remark, some kind of postprocessing of
classification system seems to be required.

The generalization error in such a modified classifier training system can be
computed using validation set created as a subset separated from the training
set. The set of the best features selected firstly by AdaBoost algorithm in
some training processes can be a base for the following genetic search. Two
most promising ideas can be taken into account:

• each genetic individual (solution) relates to a feature subset and the fitness
function is calculated as the correctness of the results obtained by the
AdaBoost classifier trained on the particular feature subset,

• unlinear feature extraction [1] using genetic programming with some
arithmetical functions serving as an alphabet and with features that were
selected earlier treated as inputs.
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Summary. Major problem in real world scenarios is lack of suficient image
samples per person in database for successful face recognition. In most cases
insuficient number of samples per an individual in database is present. This
makes face classification almost impossible for larger number of people. This
problem is commonly described as ’one sample problem’. Recent state-of-art
in face recognition allows to achieve high accuracy using face images with
frontal pose. However, recognizing faces with rotations in depth, increases
error rate significantly. In this paper we present a method to expand database
using 3D morphable models to reconstruct 3D face from a single frontal
image sample. By rotating reconstructed face to different views we create
series of novel virtual images with pose variations for every individual in
database. This approach can help to decrease error rate from pose variations
and resolves ’one sample problem’.

1 Introduction

Despite over 30 years of research, face recognition still remains unsolved
problem. One of the biggest issue in real world scenarios is lack of sufficient
amount of image samples per person. This implicates that for the individual
in database not enough image samples are available with pose variations.
Many studies shown the decrease performance in face recognition with pose
rotations in depth [6]. Thus, the need of expanding database with face images
samples is crucial.

In the past, different attempts to solve this problem were made. In some
of them generation of novel virtual views were done by using parallel de-
formation [1] or combining facial regions into bunches and shifting their
position [3]. Despite computational incomplexity of these methods, they
proved to solve problem with out of plane pose rotations.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 151–157.
springerlink.com © Springer-Verlag Berlin Heidelberg 2010



152 Ł. Kulasek and A. Czyżewski

Recently decrease of computational and memory storage cost makes 3D ap-
proach more available to apply in face recognition algorithms. Some meth-
ods use two orthogonal mugshot images to reconstruct 3D geometry and
texture [9], while methods based on 3D morphable models need only one sam-
ple. These methods allow to construct new samples of face under different
pose [7] or lightning [8]. Some of approaches model expression by application
of MPEG-4 facial animations parameters [2]. Recent methods allow minimiz-
ing aging problem [4].

In this work we present a method based on 3D morphable model to recon-
struct face geometry using basic mathematical calculations with fair accuracy.

2 Model Construction

2.1 3D Face Scanner

3D scanner based on Phase Shifting Interferometry method (PSI) was con-
structed to aquire 3D face scans needed for construction of morphable models.
29 scans of women faces and 25 of men faces were made. Depth information
and texture were calculated and saved in separate files. Depending on resolu-
tion, each file contains (x, y, z) coordinates of 60000 to 100000 points in three
dimensional space, its (r, g, b) color values and flag field for each point. These
fields store a number from range (0, 255) and are used to include additional
information. In this research we used these fields to store a number of facial
point to which given vertex belongs during creation of morphable models.

2.2 Generic Face Model Construction

Three generic models were created from face scans divided into three groups
as seen in Table 1. First group contained male scans, second female scans and
third contained all face scans together. First two groups were used to create
two morphable models to reconstruct 3D face geometry of given individual
depending of his or her gender. Third group was used to create morphable
model for databases where gender information is not available, or for com-
parative studies.

Table 1. Number of 3D face scans for each constructed morphable model

Morphable model type Number of 3D face scans

male 25
female 29

male+female 54

In each 3D face scan set of 13 facial positions μ corresponding to eye
corners, nose tip, lips etc. were manually selected. The order of these points
is shown in Figure 1.
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Fig. 1. Order of assigning flags to facial points in one of 3D face scans

These positions are described as

μ = (μ1, μ2, ..., μ13) (1)

where μn is (x, y, z) coordinates of n-th facial point in face scan.
In each group, faces were aligned and normalised according to the posi-

tions of facial points. Depth and texture values were averaged. Three generic
models shown in Figure 2 were created.

3 Generation of Novel Virtual Face Samples

3.1 Fitting Morphable Model

In each created morphable model new facial points β = (β1, β2, ..., β13) were
manually selected, as well as corresponding points α = (α1, α2, ..., α13) in
input image.

Fitting algorithm makes a number of iterations, rotates, scales and trans-
lates positions of β using least squares method. Given two sets of facial points
α and β we find minimum of

S =
13∑
n=1

(αn − βn)2 (2)

where αn and βn are (x, y) coordinates of n-th facial point in image and
morphable model respectively.
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Fig. 2. 3 generic models created: male model (left), female model (middle) and
male+female model (right)

Fig. 3. 3D face reconstruction from sample image [5] (left), by fitting morphable
model (middle) and geometry and texture in result (right)

When minimum is found, α and β are in best match. Texture is trans-
ferred to morphable model and new 3D face geometry is created as shown
in Fig. 3.
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3.2 Performance

We tested the algorithm on 200 face images from FERET database [5]. A
comparision of created samples with real images are shown in Fig. 4. Virtual
samples in range of pose variations are shown in Fig. 5. In most cases face re-
construction results were fair. In some, errors in texture positioning occurred
near nose tip and nostrils areas. This suggests choosing facial points position
on edges or corners in future work. Some quality loss could be seen for larger
rotations.

Fig. 4. Performance of proposed algorithm compared with real images from
FERET database [5]. Columns from left: input image, created virtual sample (mid-
dle) and real image with pose variation (right).
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Fig. 5. Frontal face image from FERET database [5] (left) and constructed core-
sponding novel samples

4 Conclusions

Given only one frontal face image we can create any number of additional
samples with any pose rotation. Use of incomplex mathematical calculations
makes proposed method fast and working with a fair accuracy.

In future work we plan to implement facial points detector to automate
texture transfer. Geometry morphing algorithm will be implemented to make
reconstruction more accurate.
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Summary. The paper considers the partition problem of feature space in
classification. The partition is based on information energy for fuzzy events.
In this paper we use Bayes rule for classification with fuzzy observations
and exact classes. Additionally a probability of misclassifications is derived
for fuzzy information on object features. The results show deterioration the
quality of classification when we use fuzzy information on object features
instead of exact information and are compared with the partition of feature
space. Numerical example concludes the work.

1 Introduction

The choice of a partition of feature space is crucial to the performance of a
classification system. For this systems the classification error is the ultimate
measure of the performance of a classifier. Several studies have previously
described the Bayes probability of error for a single-stage classifier [1], [2],
for a combining classifiers [14] and for a hierarchical classifier [6], [8]. Some
studies pertaining to bounds on the probability of error in fuzzy concept are
given in [3], [9], [12], [11]. This paper considers the problem of the probability
of error in a Bayes classifier when observations of the features are represented
by the fuzzy sets. The recited results are compared with the partitions of
feature space based on information energy of fuzzy events.

There are many cases when the available information is a mixture of ran-
domness and fuzziness. In [9] formulated the pattern recognition problem with
fuzzy classes and fuzzy information and consider the following tree situations:

• fuzzy classes and exact information,
• exact classes and fuzzy information,
• fuzzy classes and fuzzy information.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 159–166.
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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In this paper, our aim is to present the partition of feature space based on
information energy in classification with fuzzy observations in context of the
probability of error. This error is calculated for Bayes rule applied to pattern
recognition with fuzzy observations. In this situation we use exact classes and
fuzzy information of object features.

The contents of the work are as follows. Section 2 introduces the necessary
background and describes the Bayes classifier. In section 3 the basic notions
of fuzzy theory and the information energy of fuzzy event are presented. In
section 4 we presented the difference between the probability of misclassifi-
cation for the fuzzy and crisp data in Bayes optimal classifier. In numerical
example the information energy and difference between the probability of
misclassification are compared.

2 Bayes Classifier

Bayesian decision theory is a fundamental statistical approach to the problem
of pattern classification. This approach is based on quantifying the tradeoffs
between various classification decision using probability and the costs that
accompany such decision. It makes the assumption that the decision problem
is posed in probabilistic terms, and that all of the probability values are
known.

A pattern is represented by a set of d features, or attributes, viewed as a
d -dimensional feature vector x ∈ �d.

Let us consider a pattern recognition problem, in which the class label ω is
a random variable taking values in the set of class labels Ω = {ω1, ..., ωc}. The
priori probabilities, P (ωi), i = 1, ..., c constitute the probability mass function
of the variable ω,

∑c
i=1 P (ωi) = 1. Assume that the objects from class ωi are

distributed in x ∈ �d according to the class-conditional probability density
function p(x|ωi), p(x|ωi) ≥ 0, ∀x ∈ �d, and

∫
�d p(x|ωi)dx = 1, i = 1, ..., c.

Given the prior probabilities and the class-conditional probability density
functions we can calculate the posterior probability that the true class label
of the measured x is ωi using the Bayes formula

P (ωi|x) =
P (ωi)p(x|ωi)

p(x)
(1)

where p(x) =
∑c

i=1 P (ωi)p(x|ωi) is the unconditional likelihood of x ∈ �d.
Equation (1) gives the probability mass function of the class label variable

ω for the observed x. The decision for that particular x should be made with
respect to the posterior probability.

The "optimal" Bayes decision rule for minimizing the risk (expected value
of the loss function) can be stated as follows: Assign input pattern x to class
ωi for which the conditional risk

R∗(ωi|x) =
c∑
j=1

L(ωi, ωj)P (ωj |x) (2)
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is minimum, where L(ωi, ωj) is the loss incurred in deciding ωi when the true
class is ωj . The Bayes risk, denoted R∗, is the best performance that can be
achieved. In the case of the zero-one loss function

L(ωi, ωj) =
{

0, i = j
1, i �= j

,

the conditional risk becomes the conditional probability of misclassification
and optimal Bayes decision rule is as follows:

R∗(ωi|x) = max
i
P (ωi|x). (3)

Let Ψ∗ be a classifier that always assigns the class label with the largest
posterior probability. The classifier based on Bayes rule is the following:

Ψ∗(x) = ωi if ωi = argmax
i
P (ωi)p(x|ωi). (4)

because the unconditional likelihood p(x) =
∑c

i=1 P (ωi)p(x|ωi) is even for
every class ωi

2.1 Bayes Error

The error of Ψ∗ is the smallest possible error, called the Bayes error. The
overall probability of error of Ψ∗ is the sum of the errors of the individual xs
weighted by their likelihood values p(x),

Pe(Ψ∗) =
∫
�d

[1− P (ω∗
i |x)]p(x)dx. (5)

It is convenient to split the integral into c integrals, one on each classification
region. For this case class ω∗

i will be specified by the regionŠs label. Then

Pe(Ψ∗) =
c∑
i=1

∫
�∗

i

[1− P (ωi|x)]p(x)dx (6)

where �∗
i is the classification region for class ωi, �∗

i ∩ �∗
j = 0 for any i �= j

and
⋃c
i=1�∗

i = �d. Substituting (1) into (6) we have [7]:

Pe(Ψ∗) = 1−
c∑
i=1

∫
�∗

i

P (ωi)p(x|ωi)dx. (7)

In Fig. 1 the Bayes error is presented for the simple case of x ∈ �, Ω =
{ω1, ω2} and P (ω1|x) = 1− P (ω2|x). According to (6) the Bayes error is the
area under P (ω2)p(x|ω2) in �∗

1 plus the area under P (ω1)p(x|ω1) in �∗
2. The

total area corresponding to the Bayes error is marked in black.
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Fig. 1. The probability of error for Bayes optimal classifier when object features
are non-fuzzy

3 Basic Notions of Fuzzy Theory

Fuzzy number A is a fuzzy set defined on the set of real numbers R charac-
terized by means of a membership function μA(x), μA : R → [0, 1]:

μA(x) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 for x ≤ a,
fA(x) for a ≤ x ≤ c,
1 for c ≤ x ≤ d,
gA(x) for d ≤ x ≤ b,
0 for x ≥ b,

where fA and gA are continuous functions, fA is increasing (from 0 to 1), gA is
decreasing (from 1 to 0). In special cases it may be a = −∞ and (or) b = +∞.
In this study, the special kinds of fuzzy numbers including triangular fuzzy
numbers is employed. A triangular fuzzy numbers can be defined by a triplet
A = (a1, a2, a3). The membership function is

μA(x) =

⎧⎪⎪⎨
⎪⎪⎩

0 for x ≤ a1,
(x − a1)/(a2 − a1) for a1 ≤ x ≤ a2,
(a3 − x)/(a3 − a2) for a2 ≤ x ≤ a3,
0 for x ≥ a3.

The width wA of the fuzzy number A is defined as following value [4]:

wA =
∫ +∞

−∞
μA(x)dx. (8)

A fuzzy information Ak ∈ �d, k = 1, ..., d (d is the dimension of the fea-
ture vector) is a set of fuzzy events Ak = {A1

k, A
2
k, ..., A

nk

k } characterized by
membership functions
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Ak = {μA1
k
(xk), μA2

k
(xk), ..., μAnk

k
(xk)}. (9)

The value of index nk defines the possible number of fuzzy events for xk
(for the k-th dimension of feature vector). In addition, assume that for each
observation subspace xk the set of all available fuzzy observations (9) satisfies
the orthogonality constraint [13]:

nk∑
l=1

μAl
k
(xk) = 1. (10)

The probability of fuzzy event assume in Zadeh’s form [15]:

P (A) =
∫
�d

μA(x)f(x)dx. (11)

The probability P (A) of a fuzzy event A defined by (11) represents a crisp
number in the interval [0, 1].

The information energy contained in the fuzzy event A is defined by [10]:

W (A) = P (A)2 + P (Ā)2, (12)

where P (Ā) is the complement set of A.
The information energy contained in the fuzzy information A is defined

by [10]:

W (A) =
k∑
l=1

P (Al)2. (13)

4 Probability Error in Bayes Classifier with Fuzzy
Observations

When we have non-fuzzy observation of object features in Bayes classifier then
recognition algorithm for zero-one loss function is given by (3) and probability
of error is given by (6). Similarly, if (10) holds and we use probability of fuzzy
event given by (11) the Bayes recognition algorithm for fuzzy observations Ã
is the following:

Ψ∗
F (Ã) = ωi if (14)

ωi = argmax
i
P (ωi)

∫
�d

μÃ(x)p(x|ωi).

The probability of error Pe(Ψ∗
F ) for fuzzy data is the following:

Pe(Ψ∗
F ) = 1−

c∑
i=1

∑
Ã∈i

P (ωi)
∫
�∗

i

μÃ(x)p(x|ωi)dx, (15)
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where Ã ∈ i denote the fuzzy observations belongs to the i-th classification
region.

When we use fuzzy information on object features instead of exact infor-
mation we deteriorate the classification accuracy. The difference between the
probability of misclassification for the fuzzy Pe(Ψ∗

F ) and crisp data Pe(Ψ∗)
in Bayes optimal classifier is the following:

Pe(Ψ∗
F )− Pe(Ψ∗) = (16)

=
∑
Ã∈�d

(∫
�d

μÃ(x) max
i
{P (ωi)p(x|ωi)} dx−

−max
i

⎧⎨
⎩
∫
�d

μÃ(x)P (ωi)p(x|ωi)dx

⎫⎬
⎭
⎞
⎠ .

similarly as in [3].
The element of

∑
Ã∈�d

equals to 0 if and only if, for the sup-

port of fuzzy observation Ã, one of the i discriminant functions
[P (ω1)p(x|ω1), . . . , P (ωi)p(x|ωi)] is uniformly larger than the others. Another
interpretation is that the value of equation (16) depends only from these the
observation, in whose supports intersect the discriminant functions.

4.1 Numerical Example

Let us consider the binary classifier with a priori probabilities P (ω1) =
P (ω1) = 0.5. The class-conditional probability density functions are normal
distributions in �1 : p(x|ω1) = N(1, 1) and p(x|ω2) = N(2, 1).

In experiments, the following sets of fuzzy numbers were used:
case A

A = {A1 = (−∞, 0, 1) , A2 = (0, 1, 2) , . . . , A5 = (3, 4, ∞)},

case B

B = {B1 = (−∞, 0, 1) , B2 = (0, 1, 2) , . . . , B5 = (3, 4, 5) , B6 = (4, 5, ∞)},
Tab. 1 and 2 show the information energy and the difference between the

probability of misclassification for fuzzy and non fuzzy data in the Bayes
optimal classification for case A and B respectively. The information energy
is calculated from (13) and the difference in probability of misclassification
from (16). These results are calculated for a full probabilistic information.

In two cases we have different partitions of feature space. In each cases the
width of fuzzy events are the same. The received results show the best position
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Table 1. The information energy W (A) and difference between the probability of
misclassification Pe(Ψ∗

F )− Pe(Ψ∗) in case A

p((x− k)|ω1), p((x− k)|ω2), k =
0 0.25 0.5 0.75 1 1.25 1.5 1.75 2

W (A) 0.249 0.243 0.240 0.246 0.249 0.263 0.284 0.320 0.367
Pe(Ψ∗

F )− Pe(Ψ∗) 0.024 0.010 0.005 0.010 0.024 0.010 0.005 0.010 0.024

Table 2. The information energy W (A) and difference between the probability of
misclassification Pe(Ψ∗

F )− Pe(Ψ∗) in case B

p((x− k)|ω1), p((x− k)|ω2), k =
0 0.25 0.5 0.75 1 1.25 1.5 1.75 2

W (B) 0.249 0.242 0.238 0.237 0.236 0.237 0.238 0.242 0.249
Pe(Ψ∗

F )− Pe(Ψ∗) 0.024 0.010 0.005 0.010 0.024 0.010 0.005 0.010 0.024

of the class-conditional probability density functions in this partition. This
position is appointed by the minimum of information energy.

The received results show also deterioration the quality of classification
when we use fuzzy information on object features instead of exact informa-
tion in Bayes optimal classifier. We have to notice that the difference in the
misclassification for fuzzy and crisp data does not depend only on the fuzzy
number. The parameter k shifts the discriminant functions P (ω1)p((x−k)|ω1)
and P (ω2)p((x−k)|ω2). The position of the class-conditional probability den-
sity in relation to the observed fuzzy features is the essential influence for the
difference Pe(Ψ∗

F ) − Pe(Ψ∗). The minimum of difference between the prob-
ability of misclassification is not always received for the smallest value of
information energy.

5 Conclusion

In the present paper we have concentrated on the Bayes optimal classifier.
Assuming a full probabilistic information we have presented the difference
between the probability of misclassification for fuzzy and crisp data. Addi-
tionally, the partitions of feature space based on information energy of fuzzy
events are presented. The obtained results show that the smallest difference
between the probability of misclassification for fuzzy and crisp data and the
partitions of feature space based on information energy of fuzzy event are
independent.
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Summary. The paper considers automatic visual recognition of signed ex-
pressions. The proposed method is based on modeling gestures with sub-
units, which is similar to modeling speech by means of phonemes. To define
the subunits a data-driven procedure is applied. The procedure consists in
partitioning time series, extracted from video, into subsequences which form
homogeneous groups. The cut points are determined by an evolutionary opti-
mization procedure based on multicriteria quality assessment of the resulting
clusters. In the paper the problem is formulated, its solution method is pro-
posed and experimentally verified on a database of 100 Polish words.

1 Introduction

Automatic vision-based sign language recognition is an important prospec-
tive application of gesture-based human-computer interfaces. The aim of the
research is a system that properly interprets gestures, e.g. translates them
into written or spoken language. Most of such systems described in the litera-
ture (see e.g. [1], [2]) are based on word models where one sign represents one
model in the model database. They can achieve good performance only with
small vocabularies or gesture data sets. The training corpus and the train-
ing complexity increase with vocabulary size. So, large-vocabulary systems
require the modeling of signed expressions in smaller units than words i.e.
the words are modeled with subunits, which is similar to modeling speech by
means of phonemes. The main advantage of this approach is that an enlarge-
ment of the vocabulary can be achieved by composing new signs through
concatenation of subunit models and by tuning the composite model with
only small sets of examples. However, an additional knowledge of how to
break down signs into subunits is needed.

Different vision-based subunit segmentation algorithms have been devel-
oped. Following Liddell and Johnson’s movement-hold model the authors
of [3] propose modeling each sign (word) as a series of movement and hold

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 167–174.
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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segments. Kraiss et al. in [1] present an iterative process of data-driven ex-
traction of subunits using hidden Markov models (HMMs). Han et al. in [4]
define the subunit boundary using hand motion discontinuity.

In this paper we propose a new approach where the subunits’ boundary
points are considered as decision variables in a multiobjective optimization
problem. The problem consists in finding subunits which can be grouped
in clusters of good quality. The quality is measured by two cluster validity
indices, one based on entropy [5] and another the Dunn index [6], [7]. The
indices are optimized simultaneously using lexicographic ordering [8] and an
immune-based evolutionary algorithm [9], [10]. The approach refers to clus-
tering of time series data [11], [12], multiobjective clustering [13], [14], and
cluster-based time series segmentation [15]. The contribution of the paper lies
in (1) formulation of the problem of determining subunits for sign language
recognition as a multiobjective cluster optimization, (2) formulation of the
problem of modeling signed expressions with the subunits, (3) proposition of
solution methods, and verification of the approach by experiments on real
data.

The rest of the paper is organized as follows. Section 2 formulates the prob-
lem of subunits extraction and describes the solution method. Section 3 gives
details of the subunit-based recognition method. The results of experiments
with recognition of 100 isolated words of the Polish Sign Language (PSL) are
given in section 4. Section 5 concludes the paper.

2 A Data-Driven Subsequence Extraction Method

2.1 The Input Data

Most of the sign gestures are two-handed and dynamic. Let
S = {X1, X2, .., Xn} denote a data set, where a sequence Xi =
{xi(1), xi(2), . . . , xi(Ti)} of real valued feature vectors represents a signed
word. All vectors xi(t), where iεI = {1, 2, . . . , n}, and t is a time sampling
point, tεTi = {1, 2, . . . , Ti}, have identical structure. They contain features
extracted from image sequences registered by a camera. For instance, we
use seven manual features for the right hand and the same features for the
left hand: the position of the hand with respect to the face (three spatial
coordinates), the area, orientation, compactness and eccentricity of a hand
(four features as a very simplified information about the hand shape). Two
time sequences Xi and Xj �=i may represent different words or different
realizations of the same word. In modeling signed expressions we should take
into account that the features we are observing appear both sequentially and
simultaneously. For example, the hand shape and hand position can change
independently at the same time [1]. To model parallel processes we will distin-
guishN groups of features (channels). This is based on the assumption that the
separate processes evolve independently from one another with independent
output. So, we will write xi(t) = [x1

i (t), x
2
i (t), . . . , x

N
i (t)] and, in accordance
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with it, we will use an upper index to indicate time series related to a group:
X l
i = {xli(1), xli(2), . . . , xli(Ti)}, Sl = {X l

1, X
l
2, . . . , X

l
n}, lεN = {1, 2, . . . , N}.

During extraction of subunits all elements in a group will be considered
jointly, whereas different groups will be considered separately. For instance,
one can assign one channel to one hand (N = 2) or one channel to one of the
14 features mentioned earlier (N = 14). In general, the number N as well as
the assignment of the features to groups can be a subject of further research.

2.2 Sequence Partitioning Problem

Let us consider a time decomposition Dl, which, for each iεI, defines a num-
ber kli = kli(D

l) ≥ 1 and kli−1 cut points tlij = tlij(D
l), where 1 < tli1 < tli2 <

. . . < tl
i,kl

i−1
< Ti. The decomposition means that X l

i is partitioned into
kli subsequences. The first subsequence sli1(Dl) starts at t = 1 and ends at
t = tli1, the next subsequence sli2(Dl) starts at t = tli1 and ends at t = tli2, and
so on until the last subsequence sl

i,kl
i
(Dl) which starts at t = tl

i,kl
i−1

and ends
at Ti. The resulting data set S′l(Dl) = {s′l1 (Dl), s′l2 (Dl), . . . , s′ln(D

l)}, where
s′li (D

l) = {sli1(Dl), . . . , sl
i,kl

i
(Dl)}, iεI, contains n′l = n′l(Dl) =

∑n
i=1 k

l
i(D

l)
subsequences. The length of each subsequence is constrained by the mini-
mal Lmin and the maximal Lmax number of points. We propose determining
a good decomposition into subsequences by solving a multicriteria decision
problem, based on the following main steps: (i) partition the set S′l(Dl) into
ml (a given number) clusters, i.e. S′l(Dl) = {Cl1(Dl), Cl2(D

l), . . . , Clml(Dl)},
(ii) evaluation of the decomposition Dl using a vector of two criteria (indices)
J(Dl) = [J1(Dl), J2(Dl)] which characterizes the quality of the resulting clus-
ters. The first criterion is the conditional entropy minimized by the minimum
entropy clustering (MEC) algorithm described in [5]. Experiments presented
in [5] show that MEC performs significantly better than k-means clustering,
hierarchical clustering, SOM and EM. Moreover, it can correctly reveal the
structure of data and effectively identify outliers simultaneously. To com-
pare discrete sequences we use dynamic time warping (DTW) [6],[16]. DTW
aligns two sequences while attempting to achieve the minimal difference. The
warping path with the optimal distance dDTW can be obtained by dynamic
programming. The second criterion is the Dunn index DI [6], [7]. It is de-
fined by two parameters: the diameter diam(Cli) of the cluster Cli and the set
distance δ(Cli , Clj) between Cli and Clj , where

diamCli = maxx,yεCl
i
{d(x, y)}, δ(Cli , Clj) = minxεCl

i,yεC
l
j
{d(x, y)} (1)

and d(x, y) indicates the distance between points x, y.

DI = min1≤j≤ml{min1≤i≤ml,i�=j{
δ(Clp, Clq)

max1≤k≤mldiamClk
}} (2)

Larger values of DI correspond to good grouping with compact and well
separated clusters.
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2.3 Optimization Method

As follows from subsection 2.2 our problem is a multiobjective optimization
problem (MOP) with two criteria. To solve MOPs evolutionary algorithms are
often used. Evolutionary algorithms deal simultaneously with a set of possible
solutions (the so–called population) which allow us to find several members
of the Pareto optimal set in single run of the algorithm [9]. Our approach
to solve the MOP adopts the immune-based algorithm CLONALG originally
used for ordinary optimization [9], [10]. We use lexicographic ordering [8].
Here the single objective J1 (considered the most important) is optimized
without considering J2 Then the J2 is optimized but without decreasing the
quality of the solution obtained for J1. In the sequel we shortly describe the
algorithm, the encoding method, and the mutation operator.

CLONALG. The main loop (repeated gen times, where gen is the number
of generations) consists of four main steps: one initial step where all the
elements of the population are evaluated and three transformation steps:
clonal selection, mutation, apoptosis.

1. Evaluation. For each element Dl in the population P compute Ji(Dl), i =
1, 2 and perform lexicographic ordering of the elements.

2. Clonal selection. Choose a reference set Pa ⊂ P consisting of h elements
at the top of the ranking obtained in step 1.

3. Mutation.
a) For each DlεPa make c mutated clones Dcj , j = 1, 2, . . . , c, compute

their values J1(Dcj), J2(Dcj), and place the clones in the clonal pool
CP .

b) Lexicographically order the elements of P ∪ CP , choose a subset
Pc ⊂ P ∪ CP containing B best elements, where B denotes the size
of P .

4. Apoptosis. Replace b worst elements in PC by randomly generated ele-
ments.

5. Set P ⊂ PC .

In the algorithm the current population P is mixed with the clonal pool CP
and the predefined number of best elements (i.e. at the top of the ranking)
is picked up to form new population. The last step of the main loop replaces
b worst solutions by randomly generated elements.

Encoding and mutation. Each element of the population P represents a de-
composition Dl of the set Sl into a set S′l (see section 2.2). It has the form of
the integer valued vector Dl = [tl11, t

l
12, . . . , t

l
1,kl

1−1
, tl21, t

l
22, . . . , t

l
2,kl

2−1
, . . . ,

tln1, t
l
n2, . . . , t

l
1,kl

n−1] composed of the cut points of the original sequences.
The mutation process consists of a given number M of mutations con-

ducted on a population element. The mutation means an operation randomly
chosen from the following variants: (a) add cut point (probability 1/4), (b)
remove cut point (probability 1/4), (c) move cut point (probability 1/2). In
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all cases a subsequence is randomly selected and, depending on a drown vari-
ant, it is: (a) divided into two shorter subsequences, (b) joined together with
its preceding subsequence, (c) made shorter or longer by shifting its initial
point. New cut point in (a) and (c) is placed in a position randomly chosen
from the corresponding set of feasible points, i.e. the points for which the
resulting subsequences satisfy the length constraints. Similarly, the union in
(b) is accepted if the resulting subsequence is not too long.

The optimization results in obtaining a good decomposition Dl
opt. We

can use it to transform each sequence X l
i to a string of labels X̃ l

i =
{eli1, eli2, . . . , eli,ki}, where elikεE

l = {αl1, αl2, . . . , αlml}, αlk denotes the label
assigned to the cluster Clk, and elik is a label of the cluster the subsequence
slik(D

l
opt) belongs to. Let us denote by X̃i the string representation of Xi, i.e.

X̃i = {X̃1
i , X̃

2
i , . . . , X̃

N
i } and, consequently, by S̃ the counterpart of S.

3 Subunit–Based Recognition

Let us assume that a word to be classified is represented by a sequence
Y = {y(1), y(2), . . . , y(Ty)}. The feature vectors y(.) have the same struc-
ture as x(.) and therefore the sequences Y l = {yl(1), yl(2), . . . , yl(Ty)}, where
lεN , will be considered separately. Two problems have to be solved. The first
problem consists in finding an appropriate string representation of Y l, i.e.
Ỹ l = {ely1, ely2, . . . , ely,kl

y
}, where elikεE

l and, consequently, the string rep-

resentation Ỹ of Y . The second problem is to find NN(Ỹ ) – the nearest
neighbor of Ỹ in the set S̃. Then the unknown word is assigned to the class
which NN(Ỹ ) belongs to.

The string representation can be found by solving an optimization problem
with respect to cut points of Y l for each lεN . Let Dl

y = [tly1, t
l
y2, . . . , t

l
y,kl

y−1]
characterizes a decomposition. As opposed to the previous optimization, now

the criterion to be minimized is J(Dl
y) =

∑kl
y

k=1 dDTW (k), where dDTW (k)
denotes the DTW distance between the k-th subsequence sly,k(D

l
y) of Y l and

its nearest neighbor NN(sly,k(D
l
y)) in the set S′l(Dl

opt). The optimization
task can be solved by CLONALG. Then eljk is a label of the cluster the
NN(sly,k(D

l
y,opt)) belongs to. The procedure is repeated for each lεN .

The second problem is also an optimization task. Here the so called edit
distance [6] is used as a measure of the difference between two strings. The
method resembles DTW. It uses dynamic programming to find a minimum
number of operations (insert, delete, replace) required to transform one string
into the other. Let us denote by dli the edit distance dED(Ỹ l, X̃ l

i) between the
string Ỹ l and a string X̃ l

i . The similarity measure between the sequence Y and
a sequence Xi is the sum di =

∑N
l=1 w

ldli, where wl denotes a weight assigned
to the l-th component of the feature vector. In particular, all the weights are
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equal to one. The sequence Y becomes assigned to the class Xj belongs to,
where j = arg miniεI(di).

4 Experiments

In this section we present the results of experiments based on real sequences
obtained for signed Polish words. The sequences represent 100 words which
can be used at the doctor’s and in the post office. Each word is characterized
by a vector of 14 features mentioned in section 2.1. We used a data set con-
sisting of sequences of feature vectors for 40 realizations of each of the 100
words. Gestures have been performed by two signers. One person is a PSL
teacher, the other has learnt PSL for purposes of this research. Each signer
repeated each word 20 times. The data have been registered with the rate
25 frames/s. To perform cross–validation we divided the data set into four
disjoint subsets. Each subset consisted of data corresponding to 10 repeti-
tions of each word (5 repetitions performed by each signer). We performed
four experiments using three subsets as the training set S and the remain-
ing subset as the test set. The experiments have been labeled with A, . . . ,D.
In each experiment the data in S were used to extract the subsequences
as described in section 2 and the remaining elements were classified by the
method described in section 3. Sample results of recognition are given in
table 1. Subunits for each feature were extracted independently (N = 14),
thus 14 symbolic transcriptions were assigned to each word in S. Parame-
ters used by immune algorithm were as follows: B = h = 10; c = 5; b = 2;
M = 2; gen = 5;Lmin = 4;Lmax = 8. We solved the optimization task
for ml = 10 clusters. Exemplary subsequences, obtained for the horizontal
placement of the right hand center, extracted from words in the training set,
with related symbolic transcriptions are shown in Fig. 1. Automatically de-
termined subsequences’ boundaries are marked with crosses. Resulting sym-
bolic transcriptions based on ten subunits are given in brackets. Immune
algorithm for creating symbolic transcriptions of the sequences from the test
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Fig. 1. Sequences representing six chosen words from a training set (from left to
right, from top to bottom: pharmacy, audiogram, angina, ambulance, parcel, man)
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Table 1. Results of the cross–validation test. Recognition rate in %. Because of
randomness of the optimization algorithms each test was repeated ten times.

A B C D Cross–validation mean

Minimum 82,0 92,4 91,8 89,4
Maximum 85,7 94,2 95,2 92,1
Mean 84,2 93,0 93,0 90,3 90,1
StDev 1,6 0,7 1,3 1,0

set used identical parameters as those for extracting subunits. Table 1. shows
the recognition rates. Results are quite promising and comparable with the
results we obtained on the same dataset using heuristic definitions of visually-
oriented subunits and related parallel hidden Markov models [18].

5 Conclusions

Large-vocabulary systems of sign language recognition require the modeling
of signed expressions in smaller units than words. However, an additional
knowledge of how to break down signs into subunits is needed. In vision-
based systems the subunits are related to visual information. As linguistic
knowledge about the useful partition of signs in regard of sign recognition is
not available, the construction of an accordant partition is based on a data–
driven process when signs are divided into segments that have no semantic
meaning – then similar segments are grouped and labeled as a subunit.

In this paper we propose a new approach to determining the subunits.
Subunits’ boundaries are considered as decision variables in a multiobjec-
tive optimization problem. We use two objective functions, entropy and the
Dunn index, as measures of cluster quality. These functions are optimized
simultaneously. The method has been successfully verified using a database
of 100 Polish words, but there remain some open questions concerning eg.
the number of clusters, cluster validity indices, optimization methods etc.
We will consider these issues in future research. A next step will be related
to more advanced experimentation including recognition words and sentences
of PSL. Interesting questions concern the choice of features and assignment
of the features to groups during definition of subunits (section 2.1), as well
as dependence of new words recognition on signer and size of training sets.
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Summary. The increasing need of providing information about the surface of com-
plex 3D objects accounts for new approaches in shape, color and reflectivity mea-
surements. A method integrating 3D shape and reflectance measurement has been
developed, based on multispectral imaging and directional illumination. The unified
data representation of objects under investigation can aid machine vision, digital
documentation and expand means of realistic imaging of unique items in virtual
reality. While there already exist methods of merging image based reflectance mea-
surements with 3D data collected independently, this is a step toward integration
and increase of data correspondence. Also, the proposed data processing method
allows further extension, and fulfills needs of both an accurate and mobile solution.

1 Introduction

The evolution of image processing and analysis allows for endless applica-
tions, and as the age of information ascends, many approaches have been
investigated and verified. This is especially true in digital world, if we take
into account the exponential growth of computational power, optoelectronic
device miniaturization and fluent knowledge exchange using the Internet. A
parallel benefit is the ability to share results in the form of digital represen-
tation of objects in a compound state and with more details.

3D technology has been in use for some time now, both in engineering and
digital reconstruction. Art conservators use it to create copies of precious
artifacts, while in industry it is used for manufacturing process control [1],
reverse engineering [2] and machine vision [3]. In medical applications, hu-
man body is a subject examined by the very similar techniques [4]. Image
analysis and synthesis beyond 2D helps by allowing to estimate material and
color which in turn allows to approximate the true nature of investigated
surface. Existing measurement methods where developed independently on
common grounds, leaving out the effort of combining results together in final
stage of data processing. This however caused ambiguity in further analysis

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 175–183.
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and feature recognition, and raises questions on information correspondence.
Combined efforts of mentioned representative groups prove, that there is a
great urge for integration of modalities in shape measurement, as it is already
showing in complexity of models used in computer graphics [5]. Such models
can be created using single measurement setup described in this paper.

2 Integrated Measurement Method

The presented measurement method is based on structured light projection
for shape measurement [6] extended with multispectral color measurement [7]
and angular reflection measurement. These three modalities are realized in
a single, integrated setup which is based on the use of CCD camera as the
only needed input device. Furthermore, components of the setup are treated
in modular fashion - can be easily switched off, exchanged, and are controlled
by a single PC unit with a specially developed software, both for conducting
calibration and measurements.

The calculation environment allows for processing of large data sets and
storing them in specially designed structure [6]. Each cloud of points from
shape measurement has assigned additional data layers which can hold infor-
mation on reflectance, color or other properties. Automation of the process
from data acquisition to surface model retrieval is done automatically with a
set of parameters predefined by the user. The described data representation
can be used to create a triangle mesh model of the 3D object in the same
automated manner.

The whole system is calibrated in consecutive steps as shown in figure 1.
First, the camera’s geometrical calibration compensates detector distortion
and correlates (i, j) pixel coordinates with (x, y, z) coordinates in 3D space.
Then, the phase calibration is performed using the same reference plane ob-
ject [8]. Third step is an intensity calibration which is necessary for color
measurement stage because it provide information on emission spectrum of
a light source used. Last step of the calibration process allows for a com-
pensation of illumination non-uniformity in the field of view of the detector.

Fig. 1. Steps of a calibration procedure
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Once the whole setup is calibrated, it becomes independent of the surround-
ing environment and can be reused for multiple measurements, as long as its
configuration remains unvaried.

2.1 Shape Measurement

The shape measurement system relies on geometrical camera calibration
which allows for compensation of its distortion and for correlation between
camera’s pixels and scene’s coordinates [8]. Additionally a set of sine fringe
patterns shifted in phase are projected on the measured surface in order
to obtain relation between (x, y, z) coordinates in measurement volume and
(i, j, Φ) coordinates registered by the camera. In result a cloud of points re-
sembling shape of a measured surface is calculated.

2.2 Color Measurement

For determining the spectral reflectance properties of investigated surface,
a light source of continuous spectrum is used together with a set of narrow
band-pass filters. In the third calibration stage mentioned above, which uses
a diffusive white reference plane with constant spectral reflectance in the
field of view, the spectral characteristic of light source and the camera is
compensated. As shown in equation (1), this process can be viewed as a
linear product of 3 independent factors, where Is is the desired variable.

Id(λ) = Ii(λ)Is(λ)Ia(λ), (1)

where:

Id(λ) – light intensity registered by the detector,
Ii(λ) – light intensity emitted by the light source,
Is(λ) – spectral characteristic of the measured surface,
Ia(λ) – spectral sensitivity of the detector and optical system attenuation.

The non-uniformity of detector’s field of view due to vignetting and spectral
filters angular characteristic diversity is compensated in the last step of the
calibration process. A correction map of scaling coefficients is saved and ap-
plied to raw bitmap data after frame capturing. The spectral characteristic
of every filter measured in advance is applied to create the map of energy dis-
tribution in the visible spectrum, so that variable filter transmittance can be
accounted for. Then, for every pixel a profile is created from which a spectral
reflectance is calculated according to equation (2):

Is(i, j, λ) = Id(i, j, λ)
C

Is max

1
Ii(i, j, λ)Ia(i, j, λ)T (λ)

, (2)
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where:

C – constant corresponding to the white reference plates spectral character-
istic,
Is max – average maximum intensity from all spectral channels (normaliza-
tion factor),
T – transmission extremes of spectral filters (spectrum sampling function)
[%].

From estimated spectral reflectance an International Commission on Illu-
mination (CIE) XY Z and L∗a∗b∗ color coordinates can be recovered [9].

2.3 Angular Reflection Measurement

An angular reflection measurement method relies on a set of evenly dis-
tributed light sources which can illuminate a surface under investigation from
several different angles and thus images acquired this way can serve for scat-
tering characteristic estimation.

Because the samples are averaged along the visible spectrum, the angular
reflectance can be interpreted as the square of total reflectivity in visible spec-
trum. The spectral characteristic of used light sources is close to standard
illuminant of natural daylight. The non-uniformities of their angular light dis-
tribution and unequal intensities are calibrated using the uniformly colored
reference plane. Using the calculated normal vectors of surface points from
shape measurement, as well as light source and camera geometry from cali-
bration, the algorithm uses iterative nonlinear solver [10] to fit parameterized
Bi-directional Reflectance Distribution Function (BRDF) [11] to data sam-
ples. It minimizes the resulting RMS error by modifying Phong coefficients
kd, ks and es (equation 3). The algorithm then saves best fitted coefficients
for every pixel as additional data layer in a cloud of points. The overall er-
ror of fitting is also saved as a measure of uncertainty for every point. The
parameterized reflectance distribution is given in the following equation:

ρ(i,n,v, r) = kd · i · n + ks · (v · r)es (3)

where i is the illumination direction, n - the normal vector, v - the viewing
direction and r is the direction of reflection.

Because of the time constraints for measurements outside of the laboratory,
not the whole bidirectional reflectance distribution function (which would
require scanning in five dimensions) is being measured. Instead, spectral and
angular characteristics in every point on surface are measured separately.
This assumes, that the measured surface has isotropic properties, that is, the
glossiness does not vary with light wavelength.

The final integration of calculated reflectance parameters takes place in
calculation of texture in the L∗a∗b∗ color space, where as lightness component
L∗ the angular reflectance characteristic is used and the a∗ and b∗ chromacity
coordinates are calculated from spectral data [12]. The diagram in Fig. 2
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Fig. 2. Data acquisition and processing in consecutive steps

shows measurement stages and corresponding data which are acquired from
them.

2.4 Merging Multiple Measurements

To create a full 3D object, several surface measurements from different di-
rections are necessary. This can be automated by use of a rotation stage,
while the developed algorithm allows fitting 3D data measured from multi-
ple directions without the a priori knowledge of their relative orientation [8].
The algorithm uses curvature for finding initial transformation and Iterative
Closest Point (ICP) [13] as the second step of precise fitting. Once the sur-
face profiles are fitted together, the joint regions, common to more than one
measurement direction can be merged using the local neighborhood of every
point, as showed in Fig. 3. The quality coefficients are used for weighting the

Fig. 3. Finding analyzed points’ neighborhood within a predefined radius. Cloud
1 - red, cloud 2 - blue.

mean value of calculated Phong parameters. The resulting data layer values
are based on local average from several single direction measurements, for
which the fitting error was smaller. This is shown in equation 4:

K(P ) =

∑
Pi:Q(Pi)>Q(P )

K(Pi) ·Q(Pi)∑
Pi
Q(Pi)

(4)
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where the calculated parameter K at an analyzed point P is changed to the
mean value of surrounding points which represent a better estimation (higher
Q values).

3 Experimental Setup

An exemplary setup configuration was used for performing test measure-
ments. It comprised of a grayscale 1024× 768 pixels Pointgrey Flea II CCD
camera with 8mm lens and a digital light projector of the same pixel res-
olution. A 20 spectral filter of 10nm bandwidth mounted on a circular fil-
ter changer in front of the camera lens and a Canon SpeedLite 580EX II
flash were used for multispectral imaging. Eleven light emitting diode (LED)
sources, distributed at even angles around the camera were used for direc-
tional reflectance measurement. The measurement scene was confined in a
400×400×600mm3 volume. A single directional measurement takes about 2
minutes, and is proportional to the sum of exposure time of collected frames.
Lowest gain factor of the CCD camera was used for noise minimization.
Fig. 4 shows an example appearance of the measurement system:

Fig. 4. The camera extension encompassing light source array, a flash and a rotary
filter changer

4 Measurement Results

Measurement uncertainty of 3D shape measurement in developed system has
been tested by the measurement of known calibration sample and it is equal
to 0.04mm. To verify the angular measurement, a sample with diffusive sur-
face was measured with a gonioreflectometric device. To both of the result-
ing BRDF slices a parameterized reflectance distribution function was fitted
(Fig. 5). The overall error of Phong parameters estimation difference was
within a 10% range. It should also be mentioned that surfaces of high glossi-
ness, for which the angular resolution (resulting from light sources’ distribu-
tion) is too sparse, are difficult to be measured by means of structured light
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Fig. 5. Comparison of fitting a parameterized reflectance distribution to measure-
ment and reference data of exemplary diffusive surface

projection and are beyond the scope of this work. To verify color measure-
ment accuracy L∗a∗b∗ coordinates for every color patch of a Gretag Makbeth
ColorChecker target were calculated for the multispectral camera and a ref-
erence spectrophotometer, for D65 standard illuminant. Corresponding ΔC
color differences [14] were also derived. The estimated standard deviation
of color coordinates in L∗a∗b∗ color space is approximately s = 5.28. The
mean color difference between color patches was calculated with the use of
the ΔC, because the main goal was to estimate the accuracy of chromacity
regardless of the level of signal which may differ in consecutive measurements.
Sample results are summarized in Table 1. All reference values come from a
measurement conducted with Minolta CM-2600d spectrophotometer.

Table 1. Example color differences obtained from GretagMakbeth Color Checker
evaluation

color patch reference a∗ measured a∗ reference b∗ measured b∗ ΔC

light skin 16.82 13.75 16.71 18.92 3.78
blue sky -1.38 -4.90 -21.08 -16.17 6.05

moderate red 45.87 43.49 15.75 15.30 2.42
green -41.15 -36.73 30.67 28.39 4.98

Figure 6 shows a digital model (cloud of points) of a statuette of the ancient
Greek goddess Kybele with surface appearance reconstructed with presented
method.
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Fig. 6. Example measurement result

5 Conclusions

An effort was made to develop a method of shape and reflectance measure-
ment by integrating already proven approaches such as structured light pro-
jection technique, multispectral color measurement and angular reflection
measurement. The portability of possible designs allows the usage in wide
range of applications, from product verification, reverse engineering to aided
computer graphics. The proposed measurement setup was a compromise be-
tween design complexity and measurement resolution. The described method
allows the use of arbitrary matrix detector and projector as well as different
number of light sources and spectral filters. If a higher level of accuracy is
required, a system of both higher spectral and angular resolution can be real-
ized by increasing the number of light sources and spectral channels, however
at a higher time cost.

Acknowledgements

This work was performed under the grant No. PL0097 financed by the Nor-
wegian Financial Mechanism and EOG Financial Mechanism (2004-2009).

References

1. Bieri, L.S., Jacot, J.: Three-dimensional vision using structured light applied
to quality control in production line. In: Proc. SPIE, vol. 5457, p. 463 (2004)

2. Kubik, D.L., Greenwood, J.A.: Development of photogrammetric methods of
stress analysis and quality control. Technical Sciences University of Warmia
and Mazury in Olsztyn 6, 73–100 (2003)



Extending 3D Shape Measurement with Reflectance Estimation 183

3. Francken, Y., Cuypers, T., Mertens, T., Gielis, J., Bekaert, P.: High quality
mesostructure acquisition using specularities. Computer Vision and Pattern
Recognition, 1–7 (2008)

4. Sitnik, R., Witkowski, M.: Locating and tracing of anatomical landmarks based
on full-field 4d measurement of human body surface. Journal of Biomedical
Optics 13 (2008)

5. Jensen, H.W., Marschner, S.R., Levoy, M., Hanrahan, P.: A practical model for
subsurface light transport. In: Proc. SIGGRAPH 2001, pp. 511–518 (2001)

6. Sitnik, R., Kujawinska, M., Woznicki, J.: Digital fringe projection system for
large-volume 360-deg shape measurement. Opt. Eng. 41, 443–449 (2002)

7. Tonsho, K., Akao, Y., Tsumura, N., Miyake, Y.: Development of Goniophoto-
metric Imaging System for Recording Reflectance Spectra of 3D Objects. In:
Proc. SPIE Color Imaging: Device-Independent Color, Color Hardcopy, and
Applications VII, vol. 4663, pp. 370–378 (2002)

8. Sitnik, R.: New method of structure light measurement system calibration
based on adaptive and effective evaluation of 3D-phase distribution. In: Proc.
SPIE, vol. 5856, pp. 109–117 (2005)

9. Wyszecki, G., Stiles, W.S.: Color Science: Concepts and Methods, Quantitative
Data and Formulae. John Wiley & Sons, Chichester (2000)

10. Lafortune, E., Foo, S., Torrance, K., Greenberg, D.: Non-linear approximation
of reflectance functions. In: SIGGRAPH 1997 Conference Proceedings, Annual
Conference Series, pp. 117–126 (1997)

11. Phong, B.T.: Illumination for computer generated pictures. Communications
of the ACM 18, 311–317 (1975)

12. Malacara, D.: Color Vision and Colorimetry: Theory and Applications. SPIE
Press, San Jose (2002)

13. Besl, P.J., McKay, N.D.: A method for registration of 3-d shapes. IEEE Trans-
actions on Pattern Analysis and Machine Intelligence 14, 239–256 (1992)

14. Lee, L.C.: Color Imaging Science. Cambridge University Press, Cambridge
(2005)



Software Framework for Efficient Tensor
Representation and Decompositions for Pattern
Recognition in Computer Vision

Bogusław Cyganek

AGH University of Science and Technology Al. Mickiewicza 30,
30-059 Kraków, Poland
e-mail: cyganek@agh.edu.pl

Summary. In this paper we present a novel software framework for efficient rep-
resentation and manipulations of tensors which aims in minimizing data copying.
Tensors are stored in the matricized form with simultaneous abstraction superim-
posed on tensor indices thanks to the proxy design pattern. The proposed software
pattern was then used in computation of the Higher- Order Singular Value Decom-
position. Finally, the whole framework was tested in the problem of static gesture
recognition.

1 Introduction

Tensors are mathematical objects which are characteristics of the special
transformation rules for change of the coordinate systems [1]. In data min-
ing and other data related applications they found broad application as the
multidimensional arrays of data. They showed to be very useful in analy-
sis of multifactor processes in which the data decomposition methods, such
as Higher-Order Singular Value Decomposition (HOSVD) or best-rank, play
important roles [3][7]. Although many platforms have been developed for ef-
ficient tensor representations they usually lack sufficient flexibility in using
different data types or, usually being written in MatLab, they do not fit well
into other programming platforms [2][3]. In this paper we address the problem
of efficient tensor representation and manipulation in software realizations.
Our main goals can be summarized as follows:

1. Flexibility in accessing tensors as multidimensional arrays and flat data
representations at the same time, depending on a context and without
necessity of additional copies.

2. Efficient software/hardware processing.
3. Flexibility in element type selection and specializations (e.g. tensors with

boolean or fixed-point data types, etc.).

The proposed tensor representation was used in the algorithm for com-
putation of the HOSVD which requires tensors being represented in each of
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its flat modes. Then, the developed framework which allows computation of
the HOSVD was applied to the problem of static gesture recognition. The
experimental results showed its flexibility in this, as well as in many other
pattern recognition tasks.

2 Architecture of the Software Framework

A key concept lying behind tensor representation in computer memory as
well as in many decompositions is tensor flattening, called also tensor ma-
tricization, which refers to tensor represented and manipulated as matrices.
Tensor flattening can be defined as follows [7]:

Given an P-th order tensor T ∈ �N1×N2×...NP the k-mode vector (or a
fiber) of T is a vector obtained from the elements of T by varying only one
index nk while keeping all other indices fixed. If from T a following matrix

T(k) ∈ �Nk×(N1N2...Nk−1Nk+1...NP ) (1)

is formed, then columns of T(k) are k-mode vectors of T.
In other words, the k-mode representation of a tensor assumes taking the

k-th index off the set of tensor indices which then becomes a row index of the
flat matrix representing that tensor. Its column index is a product of all P -1
left indices. However, where an element of the tensor is stored in memory
depends on an assumed permutation order of these left indices, which can
be set in (P -1)! ways. However, from these plethora only two found appli-
cations in mathematics – the so called forward and backward cycle modes
[2]. For example, for a 2-mode flattening of a 4D tensor, i.e. P=4, we obtain
the following orderings of the other indices 3-4-1, and 1-4-3, for the forward
and backward cycle modes, respectively. An example of a four dimensional
320×240×4×3 (columns×rows×frames×color-channels) tensor with the for-
ward 1-mode flattening is presented in Fig. 1a and Fig. 1b, respectively.
However, for obvious reasons only three dimensions are shown. That is the
fourth dimension, representing indexing over the RGB color channels, is not
extended. In other words, the color pixels are treated and displayed as uni-
ties. If all dimensions were extended, then the flattening in Fig. 1b would be

Fig. 1. An example of a 4D tensor representing a color video scene (a). Shown only
three dimensions. Practical flattening scheme with the forward cyclic mode of the
tensor indices (b).
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Fig. 2. A class hierarchy for storage and manipulation of tensors

tripled. The shown flattening with the forward cycle shows to be very prac-
tical in image processing since each frame of a video stream is kept together
which allows easy conversions of the video streams into tensors.

Considering a square array of data, i.e. a matrix, the only one but sub-
stantial difference when compared with tensors is an external abstraction su-
perimposed on a number and the way of permutations of tensor indices. This
observation has a direct consequences in the presented software framework for
tensor manipulations. Our main idea is to design a special class for manipula-
tion of tensor indices instead of copying the whole array of data (which in prac-
tice can be huge) to obtain a different permutation cycle. This idea is obtained
thanks to the proposed class hierarchy depicted in Fig. 2. The base template
class TImageFor<> belongs to the HIL library, which is optimized for image
processing and computer vision tasks but also for matrix operations [4][6]. It
was also designed for as much as possible seamless hardware acceleration [5].
The main class for tensor representation is TFlatTensorFor<>, derived from
TImageFor<>which serves to represent 2Dmatrices.Thus, in our frameworka
tensor is a specialized version of a matrix class, although this does not follow the
usual mathematical way, in which a matrix is seen as a special two-dimensional
tensor. However, our reversal is justified by the fact that a tensor in our sys-
tem is always stored in the flattened representation with a chosen mode. Such a
twofold approach expresses a computer storage capabilities (a computer mem-
ory is linear). In these terms a tensor is just a data structure (a matrix) with
a tensor specific coordinate transformation scheme superimposed by the more
specialized objects in the hierarchy. At the same time, however, we retain the
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flexible and efficient methods developed for manipulation of the matrix data
objects [6].

Specifically we’ll be able to seamlessly manipulate data by hardware im-
plementations. For example we can take advantage of the fast hardware SVD
decomposition optimized for the objects of TImageFor<>. Thus, the “is a”
relationship showed up to be a more practical solution than the previously
tried “has a”, in which a tensor was in possession of a matrix that stored
its data in one mode. Thanks to the above, the TFlatTensorFor<> has two
sets of the most important methods for accessing its elements. The first pair
Get/SetElement takes as an argument a TensorIndex which is a vector of
indices with length equal to the dimension of the tensor. The second set
comprises the Get/SetPixel methods inherited from its base TImageFor<>,
which allow access to the matrix data provided just row and column (r,c)
indices.

The TFlatTensorProxyFor<> implements the proxy design pattern [4].
Such proxies are useful in all algorithms which require tensor representations
in different flat n-modes. Proxy allows this without a necessity of creating a
copy of the tensor which operation could easily consume significant portion of
memory and time. An example of such an algorithm is the HOSVD decompo-
sition, which is discussed in next section. In each its step a n-mode flat tensor
needs to be obtained from the initial tensor T, for all possible n’s [7]. All these
two-way index transformations are possible with the Offset_ForwardCyclic
/ Offset_BackwardCyclic metods which are able to recompute tensor-matrix
indices in two ways and in two cyclic modes (backward and forward), as well
as for different n-modes.

An index of an element of a tensor T of dimension k is given by a tuple
(i1, i2, . . . , ik) of k indices. This transforms into an offset q of a linear data
structure as follows

q = (((i1n2 + i2)n3) + . . .)nk + ik (2)

where a tuple (n1, n2, . . . , nk) defines dimensions of T. Naturally, matrix rep-

resentation needs two selected dimensions (r, c) =

(
nm,

k∏
z=1,z �=m

nz

)
, where

m denotes a mode of the tensor. An element at index q needs to fit into such
a matrix. In the tensor proxy object the problem is inversed, i.e. given a ma-
trix offset q a corresponding tensor index tuple needs to be determined due
to different modes of the tensors. This is done by successive division of the
q in (2) by np for starting from p = k up to p=1 (in C++ implementation
indexing starts from 0), since it holds that for all k: ik < nk. A series of
indices ip is obtained in a form of residua of such successive divisions.

Summarizing, the advantages of the presented software component are as
follows:

1. A uniform treatment of the tensor and its matrix n-mode representation.
Thanks to this a tensor is represented only in a single chosen mode, and
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it is not necessary to unfolding a tensor into its other flat representation
and vice versa.

2. Application of the tensor proxy objects allows simultaneous manipulation
of a tensor in its all possible n-mode flat representations without copying
data.

3. The tensor component is embedded into the HIL library which allows
hardware acceleration.

4. Template implementation allows different types of tensor elements. These
can be further specialized for special types such as boolean or fixed-point
data formats.

5. Object oriented C++ implementation can be easily ported to other object
oriented languages such as C#, Java, Python, etc.

3 Computation of the HOSVD Tensor Decomposition

In this section we show the flexibility of our proxy representation when ap-
plied to one of the tensor decompositions. Analogously to the SVD [9] singu-
lar value decomposition (SVD) decomposition of the 2D tensors (matrices),
there exists a P-th order decomposition of the P dimensional tensor T. This is
called the Higher-Order SVD singular value decomposition (SVD) (HOSVD)
Higher order singular value decomposition decomposition of the P-th order
tensors. It allows each tensor T ∈ �N1×N2×...Nm×...Nn×...NP to be decom-
posed as follows

T = Z ×1 S1 ×2 S2 . . .×P SP (3)

where Sk denotes a mode matrix, which is a unitary matrix of dimensions
Nk×Nk spanning the column space of the matrix T matrix!translation(k)

obtained from the mode-n flattening of T ; Z ∈ �N1×N2×...Nm×...Nn×...NP is
a core tensor of the same dimensions as T . Their properties are described
in [7][8].

Based on the decomposition (3) the following sum can be constructed

T =
NP∑
h=1

Th ×P shP (4)

where
Th = Z ×1 S1 ×2 S2 . . .×P−1 SP−1 (5)

denote the basis tensors and shP are columns of the unitary matrix SP . Since
Th is of dimension P -1 then×P in (4) is an outer product, i.e. a product of two
tensors of dimensions P -1 and 1. The result is a tensor of dimension P , i.e. the
same as of T. In this case Th becomes two-dimensional, i.e. it is a matrix.
Moreover, it is worth noting that due to orthogonality of the core tensor
tensor!core Zgn (5), Th are also orthogonal. Hence, Th in decomposition (4)
constitute a basis. Thus, pattern recognition with HOSVD boils down to
testing a distance of a given test pattern Px to its projections in each of
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the spaces spanned by the set of the bases Th in (4). This can be done by
computing the following minimization problem

min
i,ci

h

∥∥∥∥∥Px −
N∑
h=1

cihT ih

∥∥∥∥∥
2

(6)

where cih are the coordinates of Px in the manifold spanned by Tih, N ≤ NP
denotes a number of chosen dominating components. Due to the orthogonality
of the tensors Tih, the above reduces to the maximization of the following
parameter [10]

ρi =
H∑
h=1

〈
T̂ ih , P̂x

〉2

(7)

where 〈.,.〉 is a scalar product of the tensors, T̂ ih and P̂x denote normalized
components. In other words, returned is a class i for which the corresponding
ρi from (7) is the largest. However, in our system we set a threshold (τ=0.85)
below which the system answers “don’t know”. Such a situation arises e.g. if
a pattern is provided which the system was not trained for. The number
N in (7) of components was set from 3 to 9. The higher N , the better fit,
though at an expense of computation time. In our framework the original
tensor Ti of a class i is obtained from the available exemplars of the prototype
patterns for that class (which can be of different number). These are patterns
cropped from the training gesture images which are additionally rotated in
a given range (in our experiments this was ±12˚ with a step of 2˚) with
additionally added normal noise. Such a strategy allows each pattern to be
trained with different number of prototypes. Finally, the training stage ends
in computation of Tih for each Ti, in accordance with (5).

The HOSVD algorithm relies on successive application of the matrix SVD
decomposition [9] applied to each of the flattened T(k) versions of the original
tensor T [7]. In result the Sk matrices required in (3) are obtained. However,
thanks to the proposed software framework, only one tensor with data is cre-
ated whereas all flattened T(k) are represented with the TFlatTensorProxyFor
objects which do not require data copying.

4 Experiments

The proposed software framework for tensor representation, which for in-
stance allows efficient computation of the HOSVD decomposition, was tested
in static hand gestures recognition. Our data base of prototype gestures is
presented in Fig. 3. It contains 12 predefined patterns which are then used
to train the HOSVD classifier.

However, to cope with the possible deformations of the patterns expected
in real life, the HOSVD classifier is trained with affinely deformed versions of
the prototypes from the data base in Fig. 3. In our case we assumed possible
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Fig. 3. The data base of prototype exemplars from which the rotated and noisy
patterns were created, then used to construct the prototype tensors

Fig. 4. Deformed versions of the original two prototype patterns from the gesture
data base

Fig. 5. First five tensors Th for a gesture (upper), and the corresponding five core
tensors Zn with energy concentration spreading out from the left top corner (lower)

rotations with simultaneous small change of scale. Additionally, each trans-
formed pattern, which two exemplars are shown in Fig. 4, is endowed with
Gaussian noise which operation showed to improve accuracy of the system.

Fig. 5 and Fig. 6 show the first N=5 tensors Th for two different gestures
(upper rows), and the corresponding core tensors Zn. It is interesting to
observe that indeed, the energy is concentrated first in the top left corner,
and then spreading out from this point.

The system is not able to identify all deformations, but for static gestures
the error rate is in order of 15-25% which is acceptable for passing simple
commands in our test applications for visual communication with a computer.
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Fig. 6. First five tensors Th for another hand gesture (upper row), and the corre-
sponding five core tensors Zn (lower row)

5 Conclusions

In this paper we present a novel software representation of tensors which al-
lows their flexible representation and manipulation of their elements with no
necessity of data copying. Thanks to this all algorithms which treat tensors
in their flatten (matricized) representation also avoid data copying. An ex-
ample is the HOSVD decomposition which was applied to the static gesture
recognition problem with satisfactory results.
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Summary. In this paper the generalization capabilities of the Hierarchical Tem-
poral Memory (HTM), the new computing paradigm based on cortical theory, has
been exploited in order to recognize the hand shape in real images while training
is done on synthetically generated data. It has been shown that the HTM trained
in this way and tuned up with a small number of real examples gives pretty good
recognition rates. Additionally the good scalability of the proposed solution has
been observed while analyzing the recognition rates for the class that is ’almost
unknown’ because only few examples are shown during training.

1 Introduction

Humans can correctly recognize hand gestures despite changes in location,
scale, lighting and in the presence of deformations and noise. Our brains have
gain this ability by being exposed to some number of patterns corresponding
to the particular gesture seen from different views. However, we can also
properly classify the gesture even if the pattern that corresponds to it is not
identical or close to these already seen.

Currently, despite numerous attempts to incorporate the same ability to
computer systems (e.g. [1, 4, 8, 9, 10, 11]), the invariant gesture recognition
still seems to be unsolved. In the most cases the problem is tackled by having
training images, containing the gestures observed at different locations, dis-
tances, etc. This requires gathering the large data sets using procedures that
are often inconvenient for the user and time consuming. Therefore the pos-
sibility of training process automatisation using the synthetically generated
images is particularly attractive.

For the practical reasons we are not able to generate images for the infi-
nite number of possible transformations. Therefore the recognition tool hav-
ing good generalization capabilities and scalability is required. Recently the
Hierarchical Temporal Memory (HTM), the new computing paradigm, has
been developed [5, 6]. It is based on the neuroanatomical research of the
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mammalian neocortex and observations how the living creatures solve the vi-
sion problem [2, 3]. We can pretty well recognize objects from a single static
snapshot but when we learn we use time extensively. As children, when we
are confronted with a new and confusing object, we pick it up and move it
about in front of our eyes. As the object moves, the patterns on our retina
change and our cortical system is able to build the invariant model.

The invariant information about the object is distributed across many
nodes up and down the hierarchy. Low-level visual details are stored in low-
level nodes, and high-level structures are stored in higher-level nodes. Models
created in our brain are composed from the smaller reusable units. This leads
to good scalability and gives mechanism to solve ambiguities. As the informa-
tion propagates up the hierarchy, it becomes more stable and unambiguous.
In [7] HTM has been used to recognize synthetically generated gestures under
large variation in hand’s rotation.

This paper is organized in 5 sections. Section 2 contains a brief overview
of HTM. Section 3 defines the problem and gives details of the proposed
approach. Experiments, and obtained results are summarized and discussed
in section 4. Section 5 concludes the paper with a summary and possible
further works.

2 Hierarchical Temporal Memory Concept

Hierarchical Temporal Memory is a technology that replicates the structural
and algorithmic properties of the neocortex. HTM is organized as a tree-
shaped hierarchy of nodes. HTM receives the spatio-temporal pattern coming
from the senses. Through a learning process it discovers what the causes are
and develops internal representations of the causes in the world (Fig. 1). After
an HTM has learned what the causes in its world are and how to represent
them, it can perform inference. Given a novel sensory input, it infers what
known causes are likely to be present in the world at that moment.

Each node in HTM implements a common learning and memory function.
The basic operation of each node is divided into two steps (see Fig. 2). The
first step is to assign the node input pattern to one of a set of quantization

Fig. 1. HTM concept



Hand Shape Recognition Using Hierarchical Temporal Memory 195

Fig. 2. HTM node operation: learning the invariant representations

points (spatial grouping). The node decides how close (spatially) the current
input is to each of its quantization points. In the second step, the node looks
for common sequences of these quantization points (temporal grouping). Dis-
covered causes are connected to the common sequences stored in the node’s
temporal sublayer. These common sequences contains all learned variations
of the observed object. Thanks to that mechanism different visual patterns
belonging to the same object can be categorized as the same class because
they occur close enough in time.

Given the static input we can obtain the distribution over all causes (in
the noiseless case it is based on the occurrence of the given static pattern in
the particular stored sequence). The detailed description can be found in [2].

3 Problem Definition and Proposed Solution

The 8 static hand gestures have been considered (Fig. 3 (a)-(h)). Each gesture
has been registered 200 times at varying hand position in 320 x 240 image
frame. There are also some slight changes in the hand rotation in the obtained
images, which are done unintentionally if the gesture is presented in a natural
way.

For the training purposes the large database of the synthetic images,
containing the corresponding gestures has been generated (Fig. 3 (i)-(p)).
Synthetic images have been created using the graphical tool Virtual Hand
Studio, which gives pretty realistic views of the hand [12]. Each gesture has
been shown at 4 different realizations, 36 hand rotations around its vertical
axis (from 0 to 350 degrees with the regular step of 10) and 10 rotations
around its horizontal axis (for 0 to 90 with the step of 10). Then, for the
frontal view (both rotation angles equal to 0) of each gesture the affine trans-
form, composed from translation and scale change, has been applied. Due to
this transform each gesture was shown moving across the screen at three dif-
ferent scales. The whole training data set consisted of 691200 images, 86400
for each gesture.
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(a) (b) (c) (d) (e) (f) (g) (h)

(i) (j) (k) (l) (m) (n) (o) (p)

Fig. 3. Real (a - h) and synthetic (i - p) images of the hand gestures used in
experiments

After many experiments with the network structure and parameters the
following two-layer HTM has been proposed (Fig. 4).

Fig. 4. The HTM topology

The sensors’ layer consists of 16 x 16 elements. The edge orientation his-
togram, calculated from the 20x15 pixels image window covered by the sensor,
has been chosen as the sensor’s output. Only four different edge orientations
are distinguished: horizontal, vertical and two slanting. The category sensor
is connected only during the learning stage and it supplies the information
about the gesture to which the current sensors reading belongs. The hierarchy
is mapped by putting two layers containing 16x16 and 8x8 nodes respectively.
Each of these layers consists of two sub-layers making spatial and temporary
grouping appropriately [5, 6]. Above these layers the NN classifier and the
effector node is put. The effector node writes the results to the file. The
hierarchy manifests itself in linking the nodes between the particular layers.



Hand Shape Recognition Using Hierarchical Temporal Memory 197

4 Results and Discussion

The following three experiments have been carried out:

1. The HTM has been trained on the synthetically generated data (691200
images, 86400 for each gesture) and tested using the real data (1600
images, 200 for each gesture). The 1st row in the Table 1 shows the
recognition result obtained for the testing set.

2. The memory trained in experiment 1, has been tuned up with a small
number of randomly selected real data (64 images, 8 for each gesture).
The 2nd row in the Table 1 shows the recognition results for the testing
set composed from the remaining gestures (1536 images, 192 for each
gesture).

3. The recognition of the gesture falling in category that is ’almost unknown’
for the recognizer has been tested. The gesture thumb has been selected
(Fig. 3h). The memory has been trained on the synthetically generated
data with the exception of images belonging to the mentioned category.
Then a small number of real examples of unknown gesture have been
shown (8 randomly selected examples) and the testing has been carried
out on the real images of the given gesture only (192 images).

Table 1. Recognition rates

experiment recognition rate [%]

1 89.0
2 97.0
3 98.0

The experiments indicate that HTM trained on synthetically generated
data can be used to recognize gestures in real images. It is also reasonable
to consider the tuning up the network with small number of real examples.
It is easy to achieve in practice because all the nodes used to construct the
memory can work in training and inference mode simultaneously. Adding
the new category to the system trained on other gestures is easy and can
be achieved by showing only few examples of the new gesture (see Fig. 5).
Experiment 3 was repeated for remaining gestures and the comparable results
were obtained. The capabilities of the HTM noticed experimentally can be
explained by analyzing the algorithm implemented in the nodes.

Consider a simple two-layer network with two nodes in the layer 1 and one
node in the layer 2, as shown in Fig. 6(a).

This network is trained layer by layer. In the Fig. 6 and in the further
explanations, the first superscript denotes the layer number, the second -
the node number within this layer. The subscript denotes the spatial cluster
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Fig. 5. Dependence of the recognition rate of thumb gesture on amounts of data
used for training (HTM was first trained on the gestures belonging to the remaining
categories)

(a) (b)

Fig. 6. Generalization mechanism

(or temporal group) number within the node. Suppose that the first layer
is already trained. Each node in this layer has learned four spatial clusters
(also called quantization centers): c111 , c112 , c113 , c114 for the first node and c121 ,
c122 , c123 , c124 for the second one. These spatial clusters have been grouped into
two temporal sequences: g11

1 = [c111 , c112 ], g11
2 = [c113 , c114 ] for the first node

and g12
1 = [c121 , c

12
2 ], g12

2 = [c123 , c
12
4 ] for the second one. Now, the first layer

is switched to the inference mode and the training of the second layer starts.
Suppose that the network sees the reading from sensors identified by the
first layer as the quantization centers c111 and c122 . These centers will activate
the temporal groups g11

1 and g12
1 respectively. The second layer node learns

that this particular co-occurrence of the temporal groups is characteristic for
the category being shown to sensors. This mechanism assures that all the
patterns that correspond to the cross-product space of g11

1 from the left child
and g12

1 from the right child will belong to the same category. All these input
patterns will co-activate g11

1 from the left child and g12
1 from the right child.
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It is remarkable that to learn this co-occurrence, the layer 2 had to see only
one example.

The described mechanism has the following consequences. Consider
Fig. 6(b). Assume that, the nodes in the layer 1 have all learned different
transformations of vertical lines, upper-left corners and arcs as their tempo-
ral groups. The second layer memorized a thumb as a particular configuration
of these temporal groups, by getting exposed to one image only (shown using
the black color). The network is able to generalize to different scale variations
and translations of this thumb.

HTM rapidly resolves conflicting or ambiguous input as information flows
up the hierarchy. Imagine a network with three nodes, a parent node and two
children nodes (Fig. 7).

Fig. 7. Beliefs propagation in hierarchy helps to solve ambiguities

The first child node believes that it is seeing rather B, which is in fact
wrong response. The sibling node’s answer is ambiguous, it is not certain if
it sees A or C. Parent node decides with high certainty that A is present.
It chooses A because this belief is the only one that is consistent with its
inputs. It made this choice even though A was not the most likely beliefs of
the child nodes. Belief propagation in the hierarchy assures that the system
very quickly settle.

5 Conclusions and Future Work

Hierarchical Temporal Memory trained on the synthetically generated data
has been used for recognition of hand shape in real images. This tool has been
chosen because it replicates the structural and algorithmic properties of the
human neocortex, therefore it should be able to recognize the gestures in a
way humans do. During the training HTM builds the invariant object’s rep-
resentations. At the interference phase it deals pretty well with ambiguities.
The hierarchical structure of the HTM allows for sharing the representa-
tions. Different objects in the higher level can be composed from the same
lower level parts. This leads to good scalability and storage efficiency. Further
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works will include dealing with complex, non-uniform backgrounds. Because
the nodes in the layer 2 respond to particular co-occurrences of the low level
features the HTM should filter out undesirable details of the background.
Some interesting additional humans capabilities may also be explored, e.g.
the mechanism of covering attention. Human system is able to limit the per-
ceptual experience to a variable size area in the center of the visual field.
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Summary. In this paper we investigate the recently developed dual tree complex
wavelet transform (DT-CWT) and the single tree wavelet transform (ST-CWT) and
compared them with Gabor wavelet transform for the face recognition problem. Ex-
periments are carried out on standard databases. The resulting feature vectors of
complex wavelets were applied to PCA and LDA for dimensionality reduction. In
all experiments, complex wavelets equaled or surpassed the performance of Gabor
wavelets in recognition rate when equal number of orientations and scales are used.
Moreover, generally ST-CWT results outperformed DT-CWT. Obtained results in-
dicate that complex wavelets can provide a successful alternative to Gabor wavelets
for face recognition both using PCA and LDA.

1 Introduction

Identifying a person using geometric or statistical features derived from a
face image is an important and challenging task [1, 2, 3, 4, 5]. This task
becomes even more challenging due to the fact that large variations in the
visual stimulus arising from illumination condition, viewing directions, poses,
facial expression, aging, disguises are all common in real applications. A face
recognition system should, to a large extent, take into account all the above
mentioned natural constraints and cope with them in an effective manner.
In order to achieve this, one must have efficient and effective representations
for faces. Furthermore, it is also desirable that the representation derives its
roots in some form from the principles of human visual processing. Gabor
wavelet based representation provides an excellent solution and have been
extensively studied in many image processing applications [6, 7, 8].

Lades et al. [9] used a dynamic link architecture framework of the Gabor
wavelet for face recognition. Wiskott et al. [10] subsequently developed a
Gabor wavelet-based elastic bunch graph matching (EBGM) method to label
and recognize human faces. Liu et al. [11] proposed a method to determine the
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optimal position for extracting the Gabor feature such that number of feature
points are minimized while the representation capability is maximized. Liu
and Wechsler [12] presented an independent Gabor features (IGFs) method.

Even though Gabor wavelet based face image representation is optimal in
many respects, it has got two important drawbacks that shadow its success.
First it is computationally very complex. Second, memory requirements for
storing Gabor features are very high.

Complex approximately analytic wavelets provide a multiscale represen-
tation of images with good directional selectivity, invariance to shifts and
in-plane rotation, and phase information much like the Gabor wavelets. The
complex wavelets however are orthogonal and can be implemented with short
one-dimensional separable filters which make them computationally very at-
tractive. Unlike the Gabor wavelets, where the redundancy is 40 times with
5 scales and 8 directions, complex wavelet representation is 4 times redun-
dant in 2 dimensions and the redundancy is independent of the number of
scales used. Thus complex approximately analytic wavelets provide an excel-
lent alternative to Gabor wavelets with the potential to overcome the above
mentioned shortcomings of the Gabor wavelets [13]. Celik et al. [14] used the
DT-CWT and Gabor wavelets for facial feature extraction, where they report
comparable performance of the DT-CWT with more efficient computational
complexity. In [15] and [16] Sun and Du applied DT-CWT for face detection
and face recognition respectively.

In this paper we systematically study complex wavelets for the face recog-
nition problem. Specifically we employ the recently developed dual-tree com-
plex wavelet transform and a new single-tree complex wavelet transform with
improved shift invariance and directional selectivity properties. First Gabor
wavelet and complex wavelet based representations of face images are ob-
tained. For all the transforms the representations encompass 4 levels and 6
directions. PCA [2, 3] and LDA [4, 5] are employed to further reduce the
dimensionality of the derived feature vectors. Results of experiments carried
out on FERET and ORL data- bases indicate that complex wavelets indeed
constitute an excellent alternative to Gabor wavelets in face image represen-
tation and recognition.

2 GABOR Wavelets

A Gabor wavelet filter is a Gaussian kernel function modulated by a sinusoidal
plane wave:

Ψg(x, y) = f2

ηγπ exp
(
β2y′2 − α2x′2

)
exp (2πjfx′)

x′ = x cos θ + y sin θ, y′ = y cos θ − x sin θ
(1)

where f is the central frequency of the sinusoidal plane wave, θ is the anti-
clockwise rotation of the Gaussian and the envelope wave, α is the sharpness
of the Gaussian along the major axis parallel to the wave, and β is the
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sharpness of the Gaussian minor axis perpendicular to the wave. γ = f/α
and η = f/β are defined to keep the ratio between frequency and sharpness
constant [6].

Gabor wavelets posses many properties which make them attractive for
many applications. Directional selectivity is one of the most important of
these properties. The Gabor wavelets can be oriented to have excellent se-
lectivity in any desired direction. They respond strongly to image features
which are aligned in the same direction and their response to other feature
directions are weak. Invariance properties to shifts and rotations also play an
important role in their success. In order to accurately capture local features
in face images a space frequency analysis is desirable. Gabor functions pro-
vide the best tradeoff between spatial resolution and frequency resolution.
The optimal frequency-space localization property allows Gabor wavelets to
extract the maximum amount of information from local image regions. This
optimal local representation of Gabor wavelets makes them insensitive and
robust to facial expression changes in face recognition applications. The rep-
resentation is also insensitive to illumination variations due to the fact that
it lacks the DC component. Last but not least there is a strong biological rel-
evance of processing images by Gabor wavelets as they have similar shapes
to the respective fields of simple cells in the primary visual cortex.

Despite many advantages of Gabor wavelet based algorithms in face recog-
nition, the high computational complexity and high memory capacity require-
ment are important disadvantages. With a face image of size 128×128 the
dimension of the extracted Gabor features would be 655,360 when 40 wavelets
are used. This feature is formed by concatenating the result of convolving the
face image with all the 40 wavelets. Such vector dimensions are extremely
large and, in most cases, downsampling is employed before further dimen-
sionality reduction techniques such as PCA is applied. The computational
complexity is high even when fast Fourier transform (FFT) is employed.

Because of the above mentioned shortcomings one usually looks for other
transforms that can preserve most of the desired properties of Gabor wavelets
and at the same time reduces the computational complexity and memory
requirement. Complex wavelet transforms provide a satisfactory alternative
to this problem.

3 Complex Wavelet Transform

3.1 Dual-Tree Complex Wavelet Transform

One of the most promising decomposition that removes the above drawbacks
satisfactorily is the dual-tree complex wavelet transform (DT-CWT) [17, 18,
19]. Two classical wavelet trees (with real filters) are developed in parallel,
with the wavelets forming (approximate) Hilbert pairs. One can then inter-
pret the wavelets in the two trees of the DT-CWT as the real and imaginary
parts of some complex wavelet Ψc(t). The requirement for the dual-tree set-
ting for forming Hilbert transform pairs is the well-known half-sample delay
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condition. The resulting complex wavelet is then approximately analytic (i.e.,
approximately one sided in the frequency domain).

The transform has the ability to differentiate positive and negative fre-
quencies and produces six sub-bands oriented in ±15, ±45, ±75. However
these directions are fixed unlike the Gabor case where the wavelets can be
oriented in any desired direction.

3.2 Single-Tree Complex Wavelet Transform

Complex wavelets with improved analytic property (better suppression of the
negative frequencies) are possible in the single tree context. With improved
analyticity property the wavelets become more selective and respond more
strongly to the six fixed directions of the DT-CWT. Additionally as a conse-
quence of the improved analyticity shift invariance property of the wavelets
also improves. Thus it becomes possible to design wavelets which can imi-
tate Gabor wavelets more closely. Complex wavelets with desired properties
such as symmetry and orthogonality have been extensively studied in the
literature [20, 21, 22]. These wavelets however are not analytic and thus do
not posses the properties associated with analytic wavelets. We now describe
the construction of approximately analytic complex wavelet transforms which
posses all the properties of the DT-CWT with better directional selectivity
and better shift invariance properties.

Fig. 2 shows an example of applying these transformations to a face image
is shown, where the magnitude of the transformation is shown.

4 Proposed Method

In order to alleviate the computational burden and high memory requirement
of the Gabor wavelet based face recognition, and at the same time retain most
of its desired properties, we propose to use complex, approximately analytic
wavelets instead of Gabor wavelets. We specifically consider two alternatives;
the complex dual-tree wavelet transform and the complex single-tree wavelet
transform described in section 3. For both approaches, the directional multi-
scales decomposition of the gray level face image is performed up to level 4.
The DT-CWT or ST-CWT feature vector X is formed by concatenating the
results of the multiscale representation. Given an image I(x, y) and a wavelet
Ψμ,v(x, y), of level μ and direction v, vector X can be form by:

X = (O0,0O0,1 . . .O3,5)
t (2)

where Oμ,ν(x, y) = I(x, y) ∗ Ψμ,ν(x, y) and Oμ,ν μ = 0, . . . , 3, ν = 0, 1, . . . , 5
is formed by concatenating the rows or columns of Oμ,ν(x, y). Here ∗ and
t denote, the convolution and transpose operators respectively. This repre-
sentation encompasses different scales, spatial location and 6 fixed directions
similar to Gabor representation.
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(a)

(b)

(c) (d)

Fig. 1. (a) Sample Face image, Magnitude of transformation of a sample image
using (b) Gabor wavelets, (c) DT-CWT and (d) ST-CWT with 4 scales and 6
orientations

The size of such a feature vector is 32640 pixels which is much smaller
than the corresponding Gabor feature vector where the size is 393216. To
reduce the dimensionality of the feature vector space we employed PCA and
LDA on the Gabor, DT-CWT, and ST-CWT feature vectors. Fig. 2 shows
the block diagram of the proposed method. The similarity measures used
in our experiments to evaluate the efficiency of different representation and
recognition methods include L1 distance measure, δL1 , L2 distance measure,
δL2 , and cosine similarity measure, δcos. The measures for n dimensional
vectors are defined as follows:

δL1(x, y) = |x− y| (3)

δL2(x, y) = ||x− y||2 (4)

δcos(x, y) = − xy

||x|| ||y|| (5)
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Fig. 2. The block diagram of the proposed method

We conducted experiments on two commonly used face databases: FERET
and ORL data-bases. For FERET database [23], 600 frontal face images from
200 subjects are selected, where all the subjects are in an upright, frontal po-
sition. The 600 face images were acquired under varying illumination condi-
tions and facial expressions. Each face image is cropped to the size of 128×128
and normalized to zero mean and unit variance. To test the algorithms, two
images of each subject are randomly chosen for training, while the remaining
one is used for testing (i.e. 400 training and 200 test images).

The ORL database [24] consists of 400 images acquired from 40 per-
sons with variations in facial expression and facial details. All images in the
database are resized to 128×128 pixels for our experiments. Out of the 10
images per subject of the ORL face database, first 5 were selected for train-
ing and the remaining 5 were used for testing (i.e. 200 training and 200 test
images). Hence, no overlap exists between the training and test face images.

5 Simulation Results and Discussions

We used the derived features from Gabor, DT-CWT and ST-CWT together
with PCA and LDA as a dimensionality reduction techniques to asses the
performance of the complex wavelet based representations.

Table 1 shows the face recognition performance of PCA, Gabor+PCA,
DT-CWT+PCA and STCWT+PCA for the three similarity measures using
the FERET and ORL databases. For the FERET database PCA applied on
raw face images recorded a recognition rate which was always less than 79%.
The performance of the Gabor+PCA, DT-CWT+PCA and ST-CWT+PCA
is significantly better than that of raw PCA. These results indicates that
CWT based features are not as sensitive as PCA to illumination variations
and facial expression changes. Moreover, ST-CWT+PCA outperformed DT-
CWT+PCA and both recorded performance better than Gabor+PCA.

Similar results hold for the ORL database. PCA applied on raw face im-
ages recorded a recognition rate which was always less than 92%. The per-
formance of the Gabor+PCA, DT-CWT+PCA and ST-CWT+PCA is again
significantly better than that of raw PCA. When all features are employed
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the highest recognition rates recorded for Gabor+PCA, DT-CWT+PCA and
ST-CWT+PCA are respectively 93.59%, 94.75% and 94.92%.

In same manner as in Table 1, Table 2 summarizes the results for the same
conducted experiments but with PCA replaced by LDA for dimensionality
reduction. The same conclusions hold here with generally better performances
than that of Table 1 due to the use of LDA. We conclude that complex wavelet
representation based face recognition performs slightly better than of Gabor
wavelet representation and the ST-CWT does slightly better than DT-CWT
for both databases using PCA and LDA algorithms.

Table 1. Face recognition performance for different approaches using ORL/FERET
databases with three different similarity measures using PCA for dimensionality
reduction

Approach δL1 δL2 δcos

PCA 88.25/77.33 91.0/78.17 91.75/78.5
Gabor+PCA 93.1/92.83 92.5/91.17 93.59/91.17

DT-CWT+PCA 94.1/93.00 94.0/89.83 94.75/91.17
ST-CWT+PCA 94.59/93.33 94.33/91.83 94.92/92.0

Table 2. Face recognition performance for different approaches using ORL/FERET
databases with three different similarity measures and LDA for dimensionality re-
duction

Approach δL1 δL2 δcos

LDA 90.83/80.17 94.33/81.5 92.56/80.83
Gabor+LDA 95.17/94.56 94.76/92.33 95.38/92.67

DT-CWT+LDA 96.36/95.50 96.13/91.76 97.05/93.67
ST-CWT+LDA 96.95/95.83 96.83/93.17 96.83/94.33

6 Conclusion

Complex wavelets possess most of the properties of Gabor wavelets such as
good directional selectivity and invariance to shifts and in plane rotations
and a representation that is local. They, however, have important advan-
tages: they are computationally much more efficient and enjoy a much less
redundant representation.

PCA and LDA are employed to further reduce the dimensionality of the
complex wavelet based feature space. In all experiments carried out on stan-
dard databases, complex wavelets performed equally well or suppressed the
performance of Gabor wavelets in recognition rate when equal number of
orientations and scales are used. Moreover, the single tree complex wavelet
transform recorded better recognition rates than that of dual tree complex
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wavelet transform. These findings indicate that complex wavelets can pro-
vide a successful alternative to Gabor wavelets for face recognition. Further-
more it indicates that ST-CWT performs slightly better than DT-CWT due
to the fact that it has improved directional selectivity and shift invariance
properties.
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Summary. The standardization method of immunohistchemically staining tissue
section images prior to the image processing and analysis is described in this paper.
The effectiveness of the proposed standardization method is examined on thin tissue
slices of breast cancer stained with DAB & H. The image analysis results after the
initial image standardization are more closer to the results of traditional methods
of cells nuclei quantification than for original images.

1 Introduction

Nowadays developments of computers and microscopes technology and its
lower costs cause the computer-assisted acquisition of histochemically and
immunohistochemically staining tissue section images are possible in any hos-
pital. The analysis and quantification of such images usually is performed by
experienced pathologist according to sterology methodology. Visual human
analysis and scoring suffers from intra- and interobserver variability and from
uncertainty of cut off levels. Automatic analysis of this type of images is not
easy because of its huge variability in image overall and local contrasts and
variability of color ranges observed in images. This variability is caused by
biological variability of pathological tissue itself [1], various steps of samples
preparing procedure [2, 3] acquisition processes [6]. So, at the beginning
of the 1990s [5], telepathology was established as an idea of the examination
of microscopic images from a distance, using image processing and analy-
sis methods. The telepathology supports physicians and family doctors out
of university centers in computer-assisted diagnosis, grading and prognosis
based on images captured and send to academic centers. It increase unifica-
tion of a criteria of quantitative analysis.
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First systems for microscopic image analysis in histopatology, e.g. iPATH
or UICC-TPCC [6], were established at the beginning of this century. Then,
commercially available systems for digitalization of complete glass slides as
well as internet-based automated image measurement systems, such as EA-
MUSŹ [4], followed them. There are some complex and sophisticated algo-
rithms [7, 8, 9, 10, 11, 12, 13], which have been tested for various types
of histopathological measurements. However, they all lack of universality
and, in a case of changes of image characteristics, they produce moderate
results [14, 15, 6].

Systems of telepathology consist of image transfer, image segmentation,
objects measurement and/or counting, statistical analysis parts [5]. Results
of specific type of images analysis and quantification, obtained from a system,
are sent back to the recipients, supporting physicians in their decisions.

Information automatically extracted from images is reproducible and reli-
able and of high-quality in the sense of "biological" content if samples were
prepared according to medical protocols and if images shows representative
areas of samples and if adjustment of microscope, its illumination conditions,
quality and chosen settings of the camera are the best of possible. The au-
thors of this paper do not have any influence of most of these factors because
images used in investigation were acquired by various pathologists using vari-
ous devices. But images acquired by one pathology using one set of capturing
devices also varies in color tone, brightness, white balance and contrast. So
the aim of this investigations is to unify set of images on the level of it per-
formance to make them more suitable for automatic analysis. In this step
of analysis the proposed method of image standardization is limited to deal
with set of images acquired using one set of capturing devices by the same
person.

2 Images Charcteristics

Images used in this investigation were captured by microscope connected
with digital camera (described farther) by one pathologist. They show various
breast cancer patients samples which were indirectly stained against KI-67
protein (an nuclear marker of cell prolypheration) used in evaluation of pa-
tient prognosis. The end product of staining procedure 3,3’-diaminobenzidine
(DAB) allows to distinguish cells nuclei with positive immunoreactiveness
(brown) , from others with negative immunoreactiveness, contrastained with
hematoxylin (H) (blue) [16, 17]. So images show blue and brown color rounded
objects - cells’ nuclei - distributed in various homogeneity across the image
plane. In some parts of an image the single brown objects are surrounded by
blue ones, while in other parts the clusters of brown objects, overlapping or
touching one to another, are placed. It is observed that there is a variation
in blue and brown colors in one image and from one image to another, see
Fig. 1. In single image also non-homogeneity of light distribution is observed:
meddle part of image is brighter then its peripheral part, what is visible in



The Method of Immunohistochemical Images Standardization 215

Fig. 1. Examples of immenohistochemocally stained breast cancer tissue section
images with line profiles along diagonal line from upper left to bottom right corners
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Fig. 1. It was found that even images collected by one pathologist using par-
ticular microscope and camera devices are differ one from the others because
of variation in color and contrast. It can be caused be changes in external
light conditions, changes in chosen parameters of image acquisition according
to sample density. Variability of images contrast and range of its blue and
brown color should be decreased to achieve homogeneity on such level that
automatic analysis results will agrees with humane perception.

3 Methods

The standardization method of digital color images of immunohistochemi-
cally stained tissue section of breast cancer acquired using certain acquisi-
tion devices is proposed. The proposed method of image color standardization
consists of following steps: (1) estimation of characteristic of microscopy and
camera light distribution across the image plan constructing so called correc-
tion map, (2) single image homogeneity in lightness distribution correction
with this map, (3) single image contrast rearrangement by manipulation of
range of gray levels histogram of channel Value in HSV color model. Map of
light distribution is constructed based on about hundred images of low ob-
ject density as a median of each point across image plane, while homogeneity
correction is done by subtracting correction image (transferred version of cor-
rection map) from original image. Contrast enhancement is done by linear
histogram transform with small saturation of its black part.

Results of each step of the procedure of standardization is shown in Fig. 2
were only V - channel of HSV color model is presented. The human visual
system find color images after proposed transformation more clear, with in-
creasing local and overall contrast and with objects darker then in original
image.

Since there is not any definition of immunohistochemically stained images
quality and it is hard to define a measure of a distance between image quality,
the effectives of proposed method is examined in this paper based on the set
of carefully acquired images using two reference systems. Firstly it is the
comparison of the number of brown object selected with and without of the
step of color standardization by chosen automated segmentation method and
secondly the comparison with objects detection done by pathologist.

To evaluate proposed image standardization method the method of seg-
mentation and counting object in DAB & H sainted images of tissue sec-
tion was used. This segmentation method was developed as modification of
segmentation and counting procedure proposed early in [16] for lymphoma
tissue section images stained imunohistochmically against FOXP3 with DAB
& H. As it was published the results of counting T-cells with positive im-
munoreactivity are in good agreement with the results of counting manually
by marking objects [16]. But for breast cancer tissue sections images the
method was improved by changing adaptive threshold in to several level of
global threshold.
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Fig. 2. Process of image standardization: (a) V - channel of HSV model of colors
from image presented in upper part of Fig. 1., (b) Map of light distribution in
acquiring devices described in section Experimental Data (1), (c) V - channel after
illumination correction (2), (d) V - channel after contrast increment (3)
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4 Experimental Data

The set of 60 digital images were aquired in Hospital de Tortosa Verge de
la Cinta based on the collection of paraffin-embedded, breast cancer tissue
sections, coming from surgical interventions. 3 μm thick sections were dried,
deparaffinized in xylene, rehydrated in graded ethanol, and washed in wa-
ter and PBS. Antigen retrieval was achieved by heat treatment in a pres-
sure cooker. Samples were incubated with the appropriate dilution of the
primary antibodies: Ki-67 (clone MIB-1, Dako, Carpinteria,CA, USA). Au-
tomatic immunostaining was performed with a Horizon TechMate (Dako).
The secondary antibody was conjugated to the reagents in the Dako En-
VisionŹ system (Dako EnVision+, Dako Corporation), which includes per-
oxidase block, labeled polymer, and buffered substrate/DAB+ chromogen.
Targeting antigen DAB forms a brown end product. Finally, tissues were
counterstained with hematoxylin, dehydrated, and mounted. This process has
been standardized to ensure stain homogeneity. Prepared samples were used
to acquire digital images of tissue section by bright field techniques (Leica DM
LB2 upright light microscope, Leica Microsystems Wetzlar GmbH, Wetzlar,
Germany) with 40x plane-apochromatic objective of numerical aperture 0,63.
According to experienced pathologist choice 60 areas of various complexity
of the several samples were captured using Leica DFC320 digital camera (Le-
ica Microsystems Digital Imaging, Cambridge, UK) controlled by Leica DFC
Twain software 6.3.0 (Leica Microsystems Digital Imaging). During this pro-
cess stable illumination conductions were carefully organized. Each collected
image has covered about 11 mm2 of samples area with pixel resolution 2088
× 1550 and have been registered as RGB 24-bits color image then stored in
uncompressed file, examples of this images are shown in Fig. 1.

5 Results and Discussion

It has been observed that most of acquired images seems to be similar in the
sense of human visual system examination. But 3 of them have been picked
by pathologists as images of outstanding characteristics. For all images the
number of cells’ nuclei with positive immunoreativity was counted by an ex-
perienced pathologist, by automatic method with and without preprocessing
of the proposed image standardization procedure.

For each image the proposed standardization procedure has changed its
performance in the way that human visual system percepts them as more
clear and better contrasted. Automatic segmentation and counting proce-
dure improves results of object counting in relation to ’gold standard’ results
of manual counting when it is applied to images after standardization. The
mean and the standard deviation of the relative error in immunopossitive cell
counting decreases from 0,28±2,41 to 0,59±0,95 for 60 images (4 complicated
images have been excluded from analysis because the automatic segmentation
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Fig. 3. Results of the segmentation and counting procedure for left bottom part
of original image shown in upper line in Fig. 1. (left) and its standardized vrsion
(right)

procedure fails despite the fact that image standardization helps segmenta-
tion procedure to produce better results then without).

6 Conclusion

The results shows that the proposed method of color and contrast standard-
ization is useful in supporting the automatic image analysis. We found images
collected by one pathologist using the same acquiring devices not homoge-
nous in light color and contrast distribution because of variation in sample
density and variation in lights conditions during acquisition. The proposed
method of image standardization reduce these variability so image analysis
results after the initial image standardization are more closer to the results
of traditional methods results of quantifying the number of cells nuclei with
positive immunoreactivity then without preprocessing. In further work tests
of proposed standardization method with images captured using various de-
vices but showing close view plane of the some samples will be performed.
These new tests allow to developed and adjust proposed methodology to the
interobserver and various devices variability.
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Summary. To enable an effective treatment, the prostate cancer (PCa) must be
detected early enough. Unfortunately, the diagnostic methods are insufficient. The
hope for improve the PCa diagnosis lies in the perfusion computed tomography
(p-CT) method. However, the p-CT prostate images are not easy to interpret.

The presented work describes the technique of computational analysis of such
images using the textural features of the Haralick’s co-occurrence matrices. The
research based on the material from over 50 patients concentrated on selection of
proper preprocessing procedures, optimal feature space and the best decision func-
tion. A serious problem was also to choose regions of interest - especially important
areas in the gland.

It seems that the improvement of detectability of PCa with the p-CT technology
is possible by creating a dedicated computational system to CT scanners, that
could point out the cancerous lesions automatically, faster, and more reliable than
in traditional methods.

1 Prostate Cancer Diagnostics

The prostate cancer (PCa) is one of the most common malignant cancers. For
example in the United States it accounts for 25% of new cancers and 10%
of cancer deaths among American men [1]. The American Cancer Society
estimates that by the end of 2009, there were 192 280 new cases and 27
360 deaths attributed to PCa [1]. Fortunately, the PCa can be successfully
treated. However, it is possible only if detected early enough, before the
metastasis occurs. The earlier stage and grade, the better chance to effective
treatment. Therefore the early detection of PCa is a key problem.

There are many techniques which enable us to expect the PCa exis-
tence. The most popular are the digital rectal examination (DRE) and PSA
(prostate specific antigen) measure. The first one may be helpful only if can-
cer is localized on the surface of the gland, near rectum, the second one is not
specific enough as the PSA level naturally increases with the age and there
is no strictly defined level which can separate cases with the PCa and the
other. [10, 12, 13].
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The only method which can certainly confirm the PCa existence, is biopsy.
However, biopsy may be successful only if the biopsy needle hits precise into
the cancerous lesion. If the cancer is small, also the probability of its detection
is in low level. The biopsy is often conducted under the transrectral ultra-
sonography (TRUS) control. However, also in TRUS the cancerous lesions
are often not visible. [6, 11]

2 Perfusion Computed Tomography

In view of this the need of new, more effective method is obvious. One of
techniques which may improve the effectiveness of PCa diagnosis is perfusion
computed tomography (p-CT). In convectional CT, the early PCa is not vis-
ible. Hovever, the perfusion option enables us to see not only the anatomical
structure but also the functioning of the diagnosed organs. In this method
the perfusion values like blood flow (BF), blood volume (BV), mean tran-
sit time (MTT) and permeability surface (PS) are measured. The meaning
and method of calculation those parameters are described in [9, 15]. In our
experiments they were calculated automatically by the GE Advanced Work-
station [5], which is the part of the multislice CT scanner used for diagnosing
patients.

It is supposed that - due to the angiogenesis caused by growing cancer
[4, 9], when the PCa occurs, the BF, BV and PS rise, and MTT decreases
in the cancerous lesion. However, the prostate is a very little blooded gland
and the differences of perfusion parameters may be too small for precise
measurement and point out the proper region. This implies difficulties in
manual interpretation of p-CT prostate images. There are no clearly visible
objects or clearly distinguishable areas on them. Therefore the author decided
to use the computational techniques for such p-CT images interpretation.

The computational analysis has three main advantages. First - we are able
to extract and analyze many features which are invisible for human observer.
Second - computational analysis is deterministic and independent of individ-
ual properties of eyesight. And finally - the analysis may be faster, cheaper
and more reliable. To interpret the given images the statistical textural fea-
tures derived from co-occurrence matrices were used.

3 The p-CT Images

The images from 56 patients with suspected PCa (because of high PSA level)
and from one healthy patient (without PCa) were diagnosed. For each patient
the p-CT examination was conducted. The scanning was started about 10s
after administration of 50ml non-ionic contrast medium (370mgI/ml) at the
rate 5ml/s, and lasted 50s. The total width of the diagnosed area was 20mm.
The results were calculated on three levels, conventionally base, middle and
apex of the prostate. For each level four images - parametric maps (BF, BV,
MTT and PS) - were constructed (Fig.1).
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Fig. 1. p-CT images of the prostate: BF - blood flow; BV - blood volume; MTT -
mean transit time; PS - permeability surface

4 Textural Features

To ensure the possibility of comparing images from different patients, they
were scaled in size and had equalized histogram or the grayscale values.
The analysis was based on the Haralick’s co-occurrence matrices (GLCM)
[7] (Fig.2) and 21 coefficients derived from them (Tab.1).

Let I : Z2 ⊃ D → G = {1, ..., Ng} (where Z denotes set of integers) be
a two-dimensional discrete image with Ng gray levels. For the given image I
we define the GLCM:

P (i, j|d, θ) =
#{k, l ∈ D : I(k) = i, I(l) = j, ||k − l|| = d, ∠(k − l) = θ}

#{m,n ∈ D : ||m− n|| = d, ∠(m− n) = θ}
(1)

where: i, j ∈ G – gray levels of points k and l, respectively; ∠(k−l) - the angle
between vector −→kl and axe −→0X; d – distance between k and l ; θ - direction of
co-occurrence, #X – power (number of elements) of set X .

Fig. 2. Example of GLCM: a) source image with 4 gray levels; b) illustration of
counting co-occurrences for d = 1, θ = 0◦; c) GLCM, d = 1, θ = 0◦ (counted co-
occurrences are divided by number of all considered pairs of points (here 9); in this
example the values were rounded to two places after comma.
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Table 1. Coefficients of GLCM

no. name abbr. value

f1 energy ENE f 1 =
∑
i,j

P (i, j)2

f2 entropy ENT f 2 = −
∑
i,j

P (i, j) log P (i, j)

f3 homogeneity IDM f 3 =
∑
i,j

1
1+(i−j)2

P (i, j)

f4 inertia CON f 4=
∑
i,j

(i− j)2P (i, j)

f5 correlation COR f 5 = −
∑
i,j

(i−μx)(j−μy)

σxσy
P (i, j)

f6 variance VAR f 6 =
∑
i,j

(i + j − μx − μy)2P (i, j)

f7 shade SHA f 7 =
∑
i,j

(i + j − μx − μy)3P (i, j)

f8 prominence PRO f 8 =
∑
i,j

(i + j − μx − μy)4P (i, j)

f9 sum average SA f 9 =
2Ng∑
i=2

iPx+y (i)

f10 sum entropy SE f 10 = −
2Ng∑
i=2

Px+y (i) log Px+y (i)

f11 sum variance SV f 11 = −
2Ng∑
i=2

(i− f9)
2Px+y (i)

f12 difference average DA f 12 =
Ng−1∑
i=0

iPx−y (i)

f13 difference entropy DE f 13 = −
Ng−1∑
i=0

Px−y (i) log Px−y (i)

f14 difference variance DV f 14 = −
Ng−1∑
i=0

(i− f12)
2Px−y (i)

f15 information measure IMC1 f 15 = f2−HXY1
max(HX,HY )

f16 coefficient of variation COV f 16 = σ(P (i,j))
μ(P (i,j))

f17 peak transition probability MAX f 17 = max(P(i,j))
f18 diagonal variance DIAV f 18 = ó2 (P(i,j))
f19 diagonal moment DIAM f 19 =

∑
i,j

(
1
2
|i− j|P (i, j)

) 1
2

f20 second diagonal moment DSM f 20 =
∑
i,j

1
2
|i− j|P (i, j)

f21 triangular symmetry TRS f 21 = | P(i,j) – P(j,i) |

Notation used in the table:
μx =

∑
i

i
∑
j

P (i, j), μy =
∑
j

j
∑
i

P (i, j),

σx =
∑
i

(i− μx)2
∑
j

P (i, j), σy =
∑
j

(j − μy)2
∑
i

P (i, j),

Px(i) =
∑
j

P (i, j), Py(j) =
∑
i

P (i, j),

Px+y(k) =
∑

i,j: i+j=k

P (i, j), Px−y(k) =
∑

i,j: |i−j|=k

P (i, j),

HX – entropy Px(i), HY – entropy Py(j), HXY1 = −
∑
i,j

P (i, j) log(Px(i)Py(j)).
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5 Methodology and Results

The aim was to select the set of features which used together has the best
discriminatory power, and therefore are able to distinguish and point out the
cancerous regions.

There was conducted the number of experiments, for each of the key 240
tests the set of 378 features was selected - the GLCM were calculated for
each distance d in range 1 to 9, and for angle θ with values 0◦ and 90◦,
for each GLCM the 21 above mentioned coefficients were calculated. The
resulted values for each feature were analyzed in order to eliminate outliers
and normalized. The distribution of each feature was equalized using the
ladder of powers method [14] (see equation 2) with γ ∈ (0, 2].

error(γ) =
∑
c=1,2

⎛
⎝∫
x

[cdf{xγc } − Φ{x
γ
c , var(xγc )}]2

⎞
⎠ (2)

where: c = {1, 2} – classification; cdf(xγc ), x
γ
c , var(xγc ) – distribution function,

mean and variance of empirical distribution for class c, respectively; Φ(μ, σ2)
– normal distribution function with mean μ and variance σ2.

We were looking for γopt, which minimize error(γ) function:

γopt = min
γ
error(γ) (3)

Features, where error(γopt) ≥ 1, were excluded from further analy-
sis. For each of the remaining features there was evaluated Bhattacharyya
measure [3] for normal distribution:

J =
1
4
(μ1 − μ2)T [Σ1 +Σ2]−1(μ1 − μ2) +

1
2
log

[
|12 (Σ1 +Σ2)|√
|Σ1||Σ2|

]
(4)

where: μ1, μ2 – means, Σ1, Σ2 – covariance matrices for classes 1 and 2,
respectively, |Σ| - determinant Σ.

Classification was made using the quadratic decision function:

dc(x) = logpc −
1
2
log|Σc| −

1
2
[
(x− μc)Σ−1

c (x− μc)T
]

(5)

where: c ∈ 1, 2 - index of analyzed class, pc - probability a priori of member-
ship of analyzed object to class c, Σc - covariance matrix for class c , μc -
mean vector for class c, x - features vector for classified object.

The set of features proposed for final recognition cannot be too large be-
cause the problem of the curse of dimensionality [2] may occur. Therefore
maximum 6-dimensional features spaces were accepted for further consider-
ation. Another problem was the exponential complexity of the optimal algo-
rithm for selection the best subset of 6 from the 378 features being under
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consideration, which makes it useless. Finally, the suboptimal method plus-
2-take-away-1 [8] was used. In this method we start with a pair of most
discriminating features. Then in each step to the final subset such two of the
remaining features are added which it has the highest discriminatory power
with (in this case, the highest value of the Bhattacharyya measure) and after
that, the one, the least useful, feature is removed. The added features must
not be correlated with the other already being in the final set.

The total number of 240 experiments were conducted - in each of them the
different regions of interest selection and interpretation, different image pre-
processing methods, and different perfusion parameters were used. For each
experiment the best 6-dimensional feature set was selected and its usability
was evaluated during the recognition process. Due to the problems with in-
dependent (based on the postoperative preparations) localization of PCa for
all patients, the algorithm was tested only on 59 images selected from 159
accepted to research.

The verification based on such a control set allows to estimate the effec-
tiveness of the proposed algorithm at 86% of correct recognitions (sensitivity
92%, specificity 67%).

6 Conclusion

It seems that the p-CT method has a big potential to recognize PCa and point
out the cancerous regions. Therefore such a technique could be useful in the
early PCa diagnosis, especially in cases too difficult for other techniques.

Some original algorithms were proposed and evaluated on the large set
of p-CT images. The results are very promising. In the further work more
clinical trials are expected. Those algorithm should be tested on new images,
including more images from healthy patients. All of those images should be
also interpreted by experienced pathologists to compare the computational
evaluation with experts opinion.

If the results of those tests are positive, it will be possible to construct
a system providing fast, automatic and deterministic identification of the
cancerous lesions.
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Summary. In this article we present our research into the subject of reducing
the influence of noise on evaluation of perfusion parameters, such as CBF,
CBV or MTT. Noise can be present on some pixels of study slices, therefore
it can lead to artifacts in calculated concentration time curves and blur the
final results.

To minimize influence from these factors we propose method that is dif-
ferent from commonly used. Generally noise reduction is done by filtering
(smoothing, blurring), which is not always producing good results, as many
information from image is lost. Therefore more effective is using the interpo-
lation methods.

We have studied different interpolation techniques and compared them
numerically. Tests have proven that using our method leads to better, more
accurate estimation of perfusion parameters. It also seems that large window
Sinc interpolation gives the best results.

1 Introduction

Perfusion weighted MR imaging is a technique that can provide information
about functional status of cerebral tissue. It has been studied in various dis-
eases of brain since 1989 [1, 2]. Using the signal change that brain tissue
experiences over time following administration of extracellular gadolinium
based contrast agents, important hemodynamics such as cerebral blood vol-
ume (CBV), cerebral blood flow (CBF), mean transit time (MTT) can be
relatively measured and mapped [3].

However, quantification by the deconvolution method requires an arte-
rial input function (AIF) obtained from the major cerebral arteries, and is
thought to be highly susceptible to signal noise and technical error [4]. While
evaluating perfusion parameters, algorithm is analyzing time steps images on
a pixel-by-pixel basis. It is obvious that small noise can change pixel intensity

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 231–238.
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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thus values of concentration time curve (CTC), which leads to artifacts in
perfusion parameters maps.

Classic and widely used approach to reduce noise on perfusion images is
filtering (smoothing or blurring). Often very large kernels are used, even 5×5.
These has a great effect on the quality of the image, which already is rather
small (128×128 pixels). Such radical smoothing/blurring of the acquired data
leads to loosing a lot of information. Therefore we are proposing a technique,
based on the interpolation, that is not affecting the image itself but is using
values of pixels in the neighborhood of the one being analyzed to calculate a
value of CTC in a point.

2 MRI Data Analysis

The perfusion study consists of series of images acquired in a short period
of time after administration of the contrast agent. To perform such quick
image acquisition, magnetic resonance is set to lower matrix (128×128) and
interslice gap is increased. As a result we obtain several hundreds of images,
divided among several dozens of time steps. For example 45 time steps, 10
slices each.

The physical process which give rise to a signal drop as a contrast agent
passes through the tissue is attributed to a magnetic spoiling effect on the
local MR resonance process. The signal is monitored over time with typical
temporal resolution of the order of seconds (Fig. 1). The bolus itself will
pass entirely through the head in around ten seconds. The effect on signal
is larger where interface between capillaries and body cells. If this barrier
is impermeable to the contrast agent then this is the only source of signal
loss and the effect is greatest for small capillaries for a given fixed volume of
contrast. Signal loss in arteries and veins is due to direct mixing of blood and
contrast agent. As the size of the capillaries in a given region of the tissue
is unmeasurable all analysis methods assume a direct relationship between
signal loss and total contrast volume within a voxel. The assumption of a
linea relationship between relaxation rate and concentration of the contrast
agent has been shown to be valid both by experiment and simulation for the
blood volume fractions in the physiological and pathological range [4].

In classic approach, the first step of analysis is noise removal, by smoothing
with a 5×5 uniform smoothing kernel [5]. In our case this step is omitted and
background removal is performed. This can be achieved by a simple thresh-
olding to the certain value. By analyzing the looks of the general histogram
of the MRI perfusion slice we can find two main peaks on in. First on the left,
represents numerous low frequency background pixels. With increasing inten-
sity of pixels (to the right of the diagram) number of pixels decreases reaching
local minimum (S0) and increasing again to reach another local maximum
(SB). In general case of MRI study, segmentation at the level S0 would be
sufficient, but in the case of the perfusion images we need a "deeper" seg-
mentation. Therefore we have set the threshold value at SP = S0 + (SB−S0)

4 .
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Fig. 1. Example of concentration time curve

AIF function was obtained from circular regions of interests (ROI) placed
manually on the middle cerebral artery (MCA). To reduce the partial volume
effect (PVE) we have searched the ROI for the maximal intensity value and
chosen only pixels with intensity > 99% of this value. Mean concentration
time curve was then calculated from these pixels and used as the AIF. We
have used left MCA AIF to calculate the CBF, CBV and MTT of the left
hemisphere and the right AIF MCA for the right hemisphere.

The signal intensities in the brain parenchyma were converted to transverse
relaxation rates on the voxel-by-voxel basis. The signal time curves I(t) were
used to evaluate concentration time curve (C(t)) with following equation:

C(t) = −K ∗ ln
I(t)
I0

(1)

where:I0 is the precontrast baseline signal, I(t) is the signal intensity at time
t after injection of contrast agent; K = 1

TE ; TE is the echo time. Next C(t)
was deconvoluted with AIF (AIF (t)) by using fast Fourier transformation to
obtain Cd(t) [6, 7] using equation:

Cd(t) = F−1(
F (C(t))
F (AIF (t))

) (2)

Following formula was used to calculate CBV:

CBV =
kh
ρ

∫∞
0
C(t)dt∫∞

0 AIF (t)dt
(3)

where kh is a factor (0.73) correcting for the difference in hematocrit between
the capillaries and large arterial vessels [8] and ρ is the density of the brain
tissue (1.04g/cm3).
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CBF is:
CBF =

kh
ρ
Cmax (4)

where Cmax is the maximal value of Cd(t).
MTT was calculated as the ratio:

MTT =
CBV

CBF
(5)

These values where calculated for each slice acquired for the analyzed period
of time (in our case each study had 10 slices per time step) on the pixel-
by-pixel basis. These lead to making spatial maps of perfusion parameters.
Unfortunately without noise removal maps contained some artifacts, that
made it difficult to interpret the results of perfusion analysis. To reduce them
we propose following method which has to be applied at the moment of
sampling the signal time curve (1).

3 Interpolated Pixel Sampling

Lets assume that we want to evaluate function value in point xεR knowing
its values in surrounding points. Function value I is:

I =
∑
k

I(k) ·K(x− k) (6)

where K(x) is continuous function named the interpolation kernel. Sum-
mation is done for k points neighboring with point x. Without losing the
generality and to simplify calculations we assume that the distance between
consecutive k points is 1.

(7) is a general formula for calculation of discrete signal value in a real
point. We are using symmetrical and separable interpolation kernels [9], there-
fore we can write formula for interpolation of the two dimensional signal as
:

I(x, y) =
∑
k

∑
l

I(k, l) ·K2D(x− k, y − l) (7)

where K2D(x, y) = K(x) · K(y). In our deliberations we will understand
I(x, y) as an intensity of voxel of perfusion image in point (x, y).

As mentioned earlier, image sampling for the calculation of concentration
time curve (1) is done on a pixel-by-pixel basis. To ensure that sampled
pixel P value is not affected by the noise, we analyze its neighborhood in
the manner shown on the Fig. 2. We consider pixels aligned on horizontal,
vertical and two diagonal lines passing through analyzed pixel on the plane
of the slice. Note: because of the great distance between slices in the series,
it is not possible to consider voxels from below and above slices.

We assume that the P is not know and interpolate it’s value in four, one
dimensional directions. In case of the diagonal neighborhood we assume dis-
tance, between consecutive pixels, to be equal

√
2. As the result we get four
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Fig. 2. Interpolated pixel sampling

values of intensities. After excluding minimum and maximum value, aver-
age from two remaining values is calculated. This should minimize influence
of possible noise in surrounding pixels. Next this average is compared with
actual signal intensity in point P . If the difference is larger than 10%, inter-
polated value in chosen as the value of point P , in other case original signal
value is taken.

In case of borders of the brain, that is situation when some consecutive
pixels on the analyzed lines are equal zero, method is not used, as it could
bring more harm than benefits. Especially when information from the edge
of the brain rarely presents data of diagnostic importance. The conditions for
applying above method are:

• interpolation along the 1D line can be performed if at least 2
3 of significant

(belonging to interpolation kernel) points are > 0
• interpolation along at least 1 line is possible.

4 Tested Methods

Because the portfolio of existing interpolation kernels is very wide we have
chosen only several methods for analysis. Table 1 shows methods we have
tested. We’ve used simple and more advance methods.

These are most widely used interpolation methods. They are evaluating
function value using different number of neighboring pixels. The simplest use
only two neighbors, but more complex (for example sinc family) can use
larger number of points. Because sinc function, by definition, is infinite it
must be multiplied by specific window. Research shows that the best results
are obtained by odd sized kernels [17].
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Table 1. Tested interpolation methods

Method name Formula Ref.

Linear interpolation Klin(x) =

{
1− |x|, 0 ≤ |x| < 1;
0, else. [10]

Cosine interpolation Kcos(x) =

{
(1−(1−cos(|x|·π)))

2
, 0 ≤ |x| < 1;

0, else.
[11]

Cubic interpolation Kcub(x) =

⎧⎨
⎩

(α + 2)|x|3 + (α + 3)|x|2 + 1, 0 ≤ |x| < 1;
α|x|3 − 5α|x|2 + 8α|x| − 4α, 1 ≤ |x| < 2;
0, else.

[12]

I(x) = 0.5 ·
(
1.0 x x2 x3

)
∗

⎛
⎜⎜⎝

0 2 0 0
−1 0 1 0
2 −5 4 −1
−1 3 −3 1

⎞
⎟⎟⎠ ∗

⎛
⎜⎜⎝

P0

P1

P2

P3

⎞
⎟⎟⎠ [13]Spline Catmull-Rom

interpolation

Sinc interpolation Ksinc(x) = sin(π·x)
π·x

KNsinc(x) =

{
(Ksinc(x) · w(x), 0 ≤ |x| < N

2
;

0, else.

Welch window wwelch(x, r) =

{
1− (x

r
)2, |x| < r;

0, else. [14]

Hann-Hamming
whh(x, r, α) =

{
α + (1− α) · cos(π · x

r
), |x| < r;

0, else. [15]window

Lanczos window wlanczos(x, r) =

{
sin(π · x

r
)/(π · x

r
), |x| < r;

0, else. [16]

5 Tests Results

To objectively test our method we have created a set of ideal slices without
any noise distortion. We were basing on the data from one of the clinics we
are cooperating with and manually remove each abnormal pixel, creating al-
most clear images. Imaging protocol used consisted of perfusion study [echo
planar imaging (EPI), TR/TE: 1940/80 msec, 10 slices with a 5mm thick-
ness and 10mm interslice gap, matrix: 128×128]. For this ideal data set we
have calculated all hemodynamics parameters and prepared map of CBV,
CBF and MTT values. Next we have introduced artificial noise (of different
strength) into the test study and tried different methods of noise influence
reduction. We have used noise grains one and two pixels in diameter big, that
were placed randomly with probability 5%, 10% and 20%. Noise pixels had
maximal acceptable value. Results were then compared with ones obtained
for the ideal study. Mean distance between values of each parameter (for each
corresponding pixel) was calculated and used as the criterium for the quality
assessment. Example results for these tests are show in the Table 2.
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Table 2. Results of test - average distance between values of CBV (normalized)

method name kernel size grain ø1 grain ø2
5% 10% 20% 5% 10% 20%

Linear 2 0,0131 0,0231 0,0412 0,1022 0,1632 0,2843
Cosine 2 0,0113 0,0201 0,0356 0,1054 0,1778 0,2654
Cubic 4 0,0094 0,0121 0,0285 0,0687 0,1238 0,1843
Spline 4 0,0095 0,0163 0,0232 0,0621 0,1183 0,1743
Sinc Welch 5 0,0043 0,0082 0,0143 0,0354 0,0568 0,0872
Sinc Hann-Hamming 5 0,0035 0,0073 0,0112 0,0293 0,0432 0,0712
Sinc Lanczos 5 0,0038 0,0076 0,0121 0,0295 0,0456 0,0781
Filtering 3 0,0211 0,0356 0,0543 0,0844 0,1424 0,2172

5 0,0308 0,0451 0,0811 0,1232 0,1804 0,3244
no noise reduction 0,0413 0,0803 0,1514 0,1651 0,3223 0,6050

After analyzing average distances between values of CBF, CBV and MTT,
together with standard deviations, we have came to conclusion that interpo-
lation methods are very effective in reducing noise effect, especially when
compared with classic filtering approach. Lack of noise reduction leads to
visible artifacts in perfusion parameters maps, which in turn can lead to
misinterpretation. Therefore, in fact, some action must be done to minimize
these artifacts. Traditional approach allows to do this, but has degrading
influence on the image quality and in our opinion should be avoided, espe-
cially when proposed interpolation sampling produces very good results. Even
such simple method as linear interpolation produces better results than men-
tioned filtering. Small kernel interpolation functions prove to be less effective
when dealing with larger noise grains, but were very good for little, single
pixel noise. Most universal, for small and larger noise grains, are very effec-
tive Sinc family methods, that are using 5-pixel large windows. Differences
between Sinc windows are minimal, but Hann-Hamming window gives the
best results. This method is unfortunately the slowest one, therefore Welch
window should be chosen, as it produces similar results but executes 60%
quicker.

6 Conclusions

In this article we have presented new approach to minimalization of dis-
advantageous noise influence on the evaluation of perfusion hemodynamics
parameters. We have compared our technique with the methods classically
used and showed that, in fact, using interpolation sampling gives better re-
sults than simple filtering.
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Summary. Magnetocardiography is a promising diagnostic technique that
is a magnetic equivalent of electrocardiography. This article presents a novel
approach to interpretation of the sequences of magnetocardiographical images
that could support diagnostics of cardiac infarctions. Algorithm presented in
this paper was used to create a system that classifies to or excludes patients
from cardiac infarction risk group.

1 Introduction

Magnetocardiographic examination (MCG) registers intensity of the mag-
netic field generated during cardiac electrical activity and can be considered
magnetic equivalent of electrocardiographic examination (ECG), but MCG
is more sensitive in detection of magnetic field generated by tangential cur-
rents than ECG is in detection of electrical field generated by the same cur-
rents [6]. Furthermore, vortex currents generate magnetic field detected by
MCG, but they are not the source of any electrical field that could be de-
tected by ECG [2]. Those features make MCG more suitable for detection
of the diseases that are caused by alteration of the direction of the electri-
cal currents flowing through the heart. Since in healthy heart main direction
of the activation wavefront is radial, from endocardium to epicardium, then
MCG enables more precise detection of the ischemic changes in direction of
depolarization and repolarization than ECG does.

This article presents a novel algorithm of patient’s MCG data evaluation.
Instead of using well known diagnostic parameters described in literature
- those that use similarity of MCG and ECG time runs, as well as those
computed based on latter described magnetic field maps, like the alteration
in the direction of the magnetic induction vector - the alternative approach is
proposed. Decision about patient’s classification to heart disease risk group
is made based on latter described trajectories that are related to the flow of
electrical impulses in the heart.
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2 MCG Data Formats

The values of the intensity of the magnetic field that are registered in course of
a magnetocardiographic examination can be presented in three main formats.

2.1 Time Runs

The values of the intensity of the magnetic field can be registered in form of
time runs - each measuring point over patient torso is associated with one
time run. Morphological features of MCG and ECG time runs are lot alike -
on MCG time runs there are parts similar to P wave, QRS complex and T
and U waves from ECG time run - there is also timing correlation between
those elements. The significant difference is the fact, that in measuring points
placed over lower thorax, in proximity of the midsternal plane, time runs with
normal orientation of R and T waves are registered, whereas in measuring
points placed over upper left thorax, time runs have reversed orientation.

2.2 Magnetic Field Maps (MF Maps)

By virtue of similarities between ECG and MCG time runs, MCG data in time
runs format can be interpreted basing on rules created for ECG data [3], but
the alternative approach is to convert it to map format that could be subject
of further analysis. MF maps are created by computing spatial distribution
of the measured magnetic field intensity values for each channel (measuring
point) in the same time point, as well as of the interpolated values for points
placed between sensors - the details are beyond scope of this paper, but can
be found in [4]. As a result of this operation, contour map or equivalent map
with artificial coloring scheme is developed. Fig. 1 demonstrates correlation
between electrical vectors of the heart in particular phases of cardiac cycle,
and MF maps.

The visualization method that is frequently used for presentation of data
collected in course of the MCG examination is a development of a sequence of

Fig. 1. Correlation between electrical vectors of the heart in particular phases of
cardiac cycle and MF maps. Electrical vector is depicted with black arrow whereas
vector of the magnetic field is depicted with white arrow. In all phases, as expected,
both vectors are mutually orthogonal [2].
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Fig. 2. First five maps from sample MF maps sequence that consists of 1000 maps
spanning through one complete heart cycle

the maps computed for consecutive moments of the cardiac cycle, as presented
in Fig. 2. Such visualization, often in form of animation, allows observer to
capture temporal-spatial dynamics of the alterations on MF maps related to
heart functioning.

2.3 Pseudo Current Density Maps (PCD Maps)

PCD (Pseudo Current Density) maps were introduced to enable such repre-
sentation of the magnetic field intensity values, that would reflect the source
of the measured values - the distribution of the density of the heart’s cur-
rents [5]. The conversion to that format is accomplished by applying to Bz
component of the magnetic induction vector the HC (Hosaka-Cohen) trans-
formation, that allows to obtain the value of so-called pseudo current density.

The application of PCD maps in visualization of MCG data, results in
maps where localization of the point with the largest signal amplitude is
equivalent to the localization of the electrical dipole of the heart, and ori-
entation of this point’s pseudo current density vector is in accordance with
orientation of electrical dipole of the heart. Therefore, PCD map is intuitive
for doctor’s interpretation, since it reflects which areas of the heart are active
at the moment.

Transformation from MF to PCD format is described by following equa-
tion:

−→c =
∂Bz
∂y

.−→e x −
∂Bz
∂x

.−→e y (1)

where: −→c - pseudo current density Bz - component of the magnetic induction
vector (registered in course of MCG examination) −→e x, −→e y - versors of the
coordinate system

Fig. 3 shows PCD maps that were created from the MF maps presented
in Fig. 2.

Fig. 3. PCD maps created for MF maps from Fig. 2
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3 Novel Approach to Patient’s MCG Data Evaluation

The most common way to analyze magnetocardiographic data involves the
usage of MCG time runs and computing morphological parameters that base
on similarities between MCG and ECG signals. The other way is to attempt to
directly utilize MF map sequences, and make diagnoses based on parameters
like [1, 3]:

• α angle - tilt angle of the vector that joins points of the largest (+) and
the smallest (-) amplitude on MF map

• rotation of α angle in 30ms
• variation of the distance between (+) and (-) points in 30ms
• variation of the ratio between the field strength in points (+) and (-) in

30ms

PCD maps help visualize the flow of the electrical currents that generate
heart’s magnetic field. Patients after stroke usually suffer from necrotizing
damages in heart’s muscle - those changes can alter the standard paths
through which electrical signals should flow in order to cause contraction
and relaxation of atria and chambers. PCD maps can potentially show those
alterations and thus help to assess whether patient should be classified to
heart disease risk group. This observation was an impulse for an attempt of
creating a method, that would assess MCG data from the perspective related
to the flow of electrical impulses in the heart.

In method proposed by author such first attempt is made, and patient’s
classification is obtained in following steps:

1. Sequences of MF and PCD maps are created that span over one complete
cardiac cycle of the patient

2. On each map of the sequence two points are identified - the maximum
and the minimum

3. The coordinates of the identified points are sequentially marked on four
separate maps in result constituting four types of trajectories:
• trajectory of the point of the maximal value on sequence of MF maps
• trajectory of the point of the minimal value on sequence of MF maps
• trajectory of the point of the maximal value on sequence of PCD maps
• trajectory of the point of the minimal value on sequence of PCD maps
Currently all four types of trajectories for one patient in question are used,
in order to determine how effective are classifications based on certain
trajectory type.

4. Classification of the patient to heart disease risk group is based on com-
paring his trajectories with trajectories of patients in two test groups
- test patients diagnosed with heart disease and healthy test patients
without history of heart diseases

5. The comparison is made with the use of Hausdorff metric - patient is
classified to the group for which minimal Hausdorff distance between his
trajectory and test patient trajectory was obtained
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4 Experiment and Discussion

Following experiment was performed to validate that classification based on
trajectories comparison can potentially be accurate method.

4.1 Experimental Database

Available research material in form of MCG data records was acquired in
course of diagnostic examinations performed in The John Paul II Hospital in
Krakow, with the use of CMI 2409 magnetocardiograph, CardioMag Imaging
Inc. Examinations were performed on patients already diagnosed with other
techniques and remaining under medical consultancy. After elimination of
incomplete or incorrectly registered records, database contains results of 276
examinations that include information whether patient was (62) or wasn’t
(214) previously diagnosed with cardiac infarction.

4.2 Test Groups Construction

Two test groups were created:

• "Stroke" test group - 10 patients randomly chosen from complete set of
patients whose records were marked as diagnosed with cardiac infarction

• "Healthy" test group - 10 patients randomly chosen from complete set
of patients whose records were marked as not diagnosed with cardiac
infarction

4.3 Parameters of the Experiment

Interpolation step

Data set collected for each patient with the use of CMI 2409 magnetocardio-
graph consists of data from 36 channels (6×6) that were registered in 1000
time points spanning through one complete cardiac cycle. In order to create
from 36 original data points a complete MF map, preprocessing phase in-
cluded interpolation. The considerations concerning the influence of different
interpolation methods on maps quality and computational effort are beyond
the scope of this paper, but can be found in [4]. Nevertheless, data generated
with different interpolation steps was compared in course of the experiment
to assess its influence on obtained results. Five different interpolation step
values were explored, 1, 0.5, 0.2, 0.1 and 0.01.

Part of heart cycle

According to literature [3], diagnostic parameters should be calculated for the
time frames that correspond to the type of the disease being diagnosed - for ex-
ample in case of ischemic heart diseases only ventricular repolarization phase
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should be taken into consideration. To confirm this, in course of experiment
the complete heart cycle was divided into five equal parts and trajectories cre-
ated for each of them were classified to enable comparison of classification re-
sults. This means that trajectories were created for following intervals - sam-
ples 1:200, 201:400, 401:600, 601:800 and 801:1000.

Sampling

Since trajectories were computed for intervals of 200 samples length, that
would mean that if all samples were to be taken into consideration Hausdorff
metric would have to compare shapes described by 200 points each. In course
of experiment the influence of different sampling density on final results was
assessed - from original 200 points following subsets were created - trajectory
of 100 samples length (every 2nd original sample), trajectory of 50 samples
length (every 4th original sample) and trajectory of 20 samples length (every
10th original sample).

4.4 Results Summary

Tables 1, 2, 3 and 4 summarize the best classification results obtained in
course of the experiment.

4.5 Results Discussion

The results obtained in course of the experiment allow to draw following
conclusions:

1. The best classification results are obtained in last part of heart cycle
(samples 801-1000) that roughly corresponds to ventricular repolarization

2. The best classification results are obtained with the usage of trajectories
created based on PCD maps sequence

Table 1. The best classification results, from interpolation step perspective, in
group of patients previously diagnosed with cardiac infarction ("Stroke") and in
group of patients without history of cardiac infarction ("Healthy").

Interpolation
step

Interval
start

Interval
stop

Sampling
(every
x-th
sample)

Correctly
classified
"Stroke"
patients

Correctly
classified
"Healthy"
patients

Trajectory
type

1 801 1000 2 58% 46% MIN PCD
0.5 801 1000 2 73% 44% MIN PCD
0.2 1 200 10 63% 37% MIN PCD
0.1 801 1000 2 63% 39% MIN PCD
0.01 601 800 4 60% 49% MAX MF
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Table 2. The best classification results, from heart cycle part perspective, in group
of patients previously diagnosed with cardiac infarction ("Stroke") and in group of
patients without history of cardiac infarction ("Healthy")

Interval
start

Interval
stop

Interpolation
step

Sampling
(every
x-th
sample)

Correctly
classified
"Stroke"
patients

Correctly
classified
"Healthy"
patients

Trajectory
type

1 200 0.2 10 63% 37% MIN PCD
201 400 0.5 10 58% 49% MAX MF
401 600 0.1 10 50% 53% MAX MF
601 800 0.01 4 60% 49% MAX MF
801 1000 0.5 2 73% 44% MIN PCD

Table 3. The best classification results, from sampling perspective, in group of
patients previously diagnosed with cardiac infarction ("Stroke") and in group of
patients without history of cardiac infarction ("Healthy")

Sampling
(every
x-th
sample)

Interpolation
step

Interval
start

Interval
stop

Correctly
classified
"Stroke"
patients

Correctly
classified
"Healthy"
patients

Trajectory
type

2 0.5 801 1000 73% 44% MIN PCD
4 0.5 801 1000 71% 43% MIN PCD
10 0.2 1 200 63% 37% MIN PCD

Table 4. The best classification results, from trajectory type perspective, in group
of patients previously diagnosed with cardiac infarction ("Stroke") and in group of
patients without history of cardiac infarction ("Healthy")

Trajectory
type

Interpolation
step

Interval
start

Interval
stop

Sampling
(every
x-th
sample)

Correctly
classified
"Stroke"
patients

Correctly
classified
"Healthy"
patients

MAX MF 0.2 801 1000 10 63% 32%
MIN MF 0.01 801 1000 4 58% 57%
MAX
PCD

0.01 601 800 4 58% 39%

MIN PCD 0.5 801 1000 2 73% 44%

3. Experiment results suggest that patients without history of cardiac in-
farction were underrepresented in test group - 10 out of 214 in comparison
to 10 out of 62 for patients previously diagnosed with cardiac infarction.
This was a probable cause of classification results for that group being
worse than expected
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4. Experiment results suggest that the optimal value of interpolation step
might be 0.5, but it needs further analysis to confirm it

5 Conclusions

The novel approach to interpretation of MCG maps sequences seems to be a
promising start towards utilization of information about electrical impulses
flow in cardiac infarction diagnosis. The experiment revealed following areas
that will need to be addressed in author’s future research:

• The size of new test groups should be correlated with the size of repre-
sented populations

• More precise identification of ventricular repolarization phase should be
performed to assess if that could improve classification results

• Methods alternative to Hausdorff metric could be used to evaluate tra-
jectories similarity
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Summary. An automatic left ventricle (LV) segmentation method for T2
weighted Cardiac Magnetic Resonance (CMR) image is presented. The
method takes multi-slice T2 weighted CMR images from the basal to the
apex of the heart. Inter-slice and intra-slice fuzzy reasoning is used to guide
the centre point detection for each slice. Morphological filtering is used in the
reconstruction to homogenise the blood pool region. Then radial search Fuzzy
Multiscale Edge Detection (FMED) is used to segment the endocardium and
the epicardium of the LV. Evaluation of the method is performed on 6 patient
with approximately 42 slices of real T2 weighted MRI data. The quantitative
result of the automatic method compared to those obtained from manual
segmentation by a skilled clinician are very encouraging, with correlation
scores of 96.2% correlation for the endocardium and 85.7% correlation for
the epicardium.

1 Introduction

The level of injury after myocardial infarction and the distinction between vi-
able and dead myocardial tissue are important for cardiac treatment decision
making. Oedema is fluid retention in myocardial tissue due to damage tissue
causing swelling in the affected area. Oedema appears as bright areas com-
pared to the normal myocardial tissue. The importance of studying oedema
in MI is that it provides a means of differentiating acute and chronic MI [1],
thus T2 weighted cardiac magnetic resonance (CMR) images provide mean to
visualise normal area and oedema area on myocardial wall after myocardial
infarction (MI).

In order to determine the location and quantification of oedema in my-
ocardial tissue, the first step is to segment the endocardium and epicardium
of left ventricles on every short axis (SA). This process is tedious and time
consuming when carried out manually. The challenges in automatically seg-
menting LV include dealing with the presence of papillary muscles in the
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Fig. 1. (left) Original image and filtered image (right)

endocardium wall, weak edges around the epicardium of the LV, and the fact
that the presence of oedema in the myocardial tissues has higher signal in-
tensity compared to normal myocardial tissue and the precise location of the
oedema cannot be predicted further complicated the segmentation process.

Several studies involving viability assessment of myocardial tissue used
either manual [2],[3] or semi automatic technique to segment the border of
the left ventricle (LV). Stalidis et al. [4] applies contour deformable model to
segment CMR image. The technique requires the user to select several points
from each class for the calculation of the mean and the standard deviation.
Ciofolo et al [5] applies a fully automatic segmentation using combinations
of technique such a geometrical template and shape prior model to segment
the LV, but the work is applied to late-enhancement CMR image.

In this paper we present a new method to segment edocardium and epi-
cardium of LV using data driven fuzzy reasoning in a multiscale environment.
The paper is organised as follows. Section 2 describes the various subcom-
ponents of the new multi-slice LV segmentation process. Section 3 presents
results of the using the method on real acquired T2 weighted CMR data. The
same data sets were subsequently analysed by a trained clinician and the
results compare favourably to those obtained from the automatic method.
Section 4 concludes the paper.

2 Automatic Left Ventricle Segmentation System

Each slice from the CMR image is processed using fuzzy based automatic LV
segmentation system comprising of Pre Processing, Multislice Fuzzy Based
Centre Point Detection, and Multislice Fuzzy Based Edge LV Edge Detection.

2.1 Pre-processing and Centre Point Detection

Geodesic morphological dilation [6] is used to pre-process the image to create
homogenous region within the blood pool of the LV. Fig. 1 illustrated an MRI
signal before and after the reconstruction, where the dark area in the blood
pool cavity is seen to be converted to the same intensity level to the blood
surrounding it. Centre point detection is an important step in segmenting the
LV. In our implementation we incorporate the knowledge of the LV centre



Automatic Left Ventricle Segmentation in T2 Weighted CMR Images 249

Fig. 2. (left) centre proximity, Intensity profile of LV (right)

Fig. 3. (a) reduced resolution image, fuzzy sub-sets (b) RSF C , (c) FV L, (d) FHL,
(e) Fintersect, (f) Fα cut, (g) Cpoint

point in CMR image in a fuzzy way to classify a few number of pixels points
as the possible candidate for the centre point.

• Right sided fuzzy centre (RSFC)
• Fuzzy vertical line (FV L)
• Fuzzy horizontal line (FHL)

Using reduced resolution CMR image [7] as shown in Fig. 3a, three corre-
sponding fuzzy sub sets which are the same sizes with the reduce resolution
image can be represented as:

RSFC = {(x, y), μRFSC (p(x, y))} , (x, y) ∈ {image pixel} (1)

FV L = {x, uFV L(v(x))} , x ∈ {index of vertical scan} (2)

FHL = {y, uFHL(v(y))} , y ∈ {index of horizontal scan} (3)

where p(x, y) is the position of pixel (x,y), v(x) is the position of point x, and
v(y) is the position of point y. As well as that, μRSF C (p(x, y)), uFV L(v(x)),
and uFHL(v(y)) are the degree of membership elements of image pixel, ver-
tical scan and horizontal scan respectively. Fig. 2a illustrates the degree of
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Fig. 4. (a) radial lines, (b) edge point, (c)(i) gradient profile, (ii) maximum value,
(iii) to (vii) fuzzy subsets on each scales

membership element of RSFC where there is no element to the left of the
image plane and membership value decreases as the pixel moves away from
the centre. 2b illustrates intensity profile for vertical scanning (FV L) along
x axis and horizontal scanning (FHL) along y axis. The fuzzy subsets are
illustrated in Fig. 3b, 3c and 3d. Once the knowledge has been represented
in fuzzy way, the rules are then fed into the fuzzy inference engine by means
of fuzzy ’min’ operator to produce pixel candidates for the centre point

Fintersect = min(RSFC ∩ FV L ∩ FHL) (4)

Finally the candidates is found by applying fuzzy alpha cut (Fα cut) where α
is set empirically at 0.85 to further eliminate the pixel candidates. Fig. 3e and
Fig. 3f illustrate the Fintersect, and Fα cut respectively. The final pixel point
is determined by determining the geometric centre of the non-zero Fα cut as
illustrated in Fig. 3g.

2.2 Left Ventricle Segmentation

A fuzzy multiresolution edge detection (FMED) is used as a basis for our
LV endocardium and epicardium segmentation algorithm. Fig. 4a shows the
radial line emanating from the centre point. In Fig. 4b shows an edge location
on a single line after processed by FMED. The process of finding the edge
is shown in Fig. 4c. Fig. 4c (iii) to (iv) are membership values that appear
on each scales. The fuzzy memberships are then combined and the final edge
point is determined by finding the maximum as shown in Fig. 4c (ii). This
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point correspond to the edge as shown in Fig. 4c (i) on the gradient profile
of the signal.

Endocardium and Epicardium segmentation

The processes of segmenting the endocardium include

1. Apply FMED to detect edges of the endocardium
2. Once all the endocardium edges have been found, a uniform cubic B-

spline is used to smooth the boundary.
3. The edges on the first slice of the endocardium are then set as refer-

ence edges for the next slice. This interslice processing ensures continuity
between slices.

4. The process from (2) to (3) is repeated up to the final slice of the LV.

Segmentation of epicardium for T2 MRI signal poses two major challenges (i)
the weak edges between the edge of myocardium and the surrounding organs
and (ii) the oedema tissues having higher intensity compared to the normal
tissues. The steps used to segment the epicardium are:

1. A new radial line length is estimated, this is done by estimating the
thickness of the interventricular septum between the LV and RV which
provide a reliable estimate of the thickness for the rest of the myocardium.

rnew = rold + rseptum (5)

2. Segmentation process for the epicardium starts in the interventricular
septum area. This is due to the edge information is stronger around this
area. The averaging of these edge points (edgeavg) is used as an edge
point reference for regions outside the RV as follows. Using this average,
any new edge is tested as follows:

if k edgeavg ⇒ edgepoint ⇐ k edgeavg

then edgepoint = edgepoint

else edgepoint = edgeavg

end

Parameter k was determined by experiment.
3. A uniform cubic B-spline approximation is used to smooth the boundary.
4. The process is repeated up to the final slice of the LV.

Papillary muscle removal

Papillary muscles are significant around the mid-ventricle slice, however in
order to quantify oedema it is important that these are removed from the



252 K.A. Kadir et al.

Fig. 5. (a) result of FMED with papillary muscle, (b) binary mask, (c) convex hull
of the LV blood pool, (d) result with papillary muscle removed

endocardium analysis. Fig. 5 shows the process of removing the papillary
muscles. These include:

(i) The creation of a binary mask of the endocardium Fig. 5b
(ii) Compute the convex hull of the LV blood pool Fig. 5c
(iii) Superimpose the segmented result onto the original endocardium

Fig. 5d.

3 Experimental Result

This section presents experimental result of the system. CMR images from 6
adult patient who recently experienced myocardial infarction were acquired
using a 1.5 Tesla MRI machine (scanner: Siemens, Magneto Avanto 1.5T MRI
system), for each patient 9 to 12 images are acquired. All short axis image
were used except for the extreme basal and apical slices.

The results presented in Fig. 6 shows that those from the automatic sys-
tem compared favourably to those from a manual segmentation by a skilled
clinician. In Fig. 6a the automatic segmentation of the endocardium is con-
sistent with the manual segmentation but for the epicardium the automatic
segmentation overestimates the epicardium, especially in the area where edge
information is very poor. In the mid ventricle area the automatic segmenta-
tion underestimate the endocardium area due to heavy present of papillary
muscles as shown in Fig. 6b. In the apex slice the automatic segmentation is
consistent with the manual segmentation.

Fig. 7 compares the area bounded by the endocardium boundary and the
area bounded by the epicardium boundary for the automatic method and the
manual segmentation processes. A total of 6 real T2 weighted data sets have
been used. Good correlation is noted in both cases. For the area bounded
by the endocardium 96.2% correlation is achieved and for the area bounded
by the epicardium 85.7% correlation is achieved. For epicardium, the results
obtained for the segmentation are not as good as compared to the results
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Fig. 6. Comparison between (a) to (c) automatic segmentation vs. manual seg-
mentation (d) to (e), for basal level (a) & (d), median level (b) & (e), and apical
level (c) & (f)

Fig. 7. Linear regression analysis with correlation score of 96.2% for endocardium
and (b) 85.7% for epicardium

obtained for endocardium segmentation. There are few reasons for this (i)
the contrast between the fat surrounding the heart and the lung is much
stronger than the desired edge between the myocardium (ii) in certain area
there is almost no edge information at all and (iii) the effect of high contrast
of oedema area create false edges.

4 Conclusion and Remarks

In this paper a novel automatic segmentation of left ventricle in T2 weighted
MRI signals which is an indispensable step for quantifying oedema on T2
weighted MRI image combined geodesic morphological algorithm, fuzzy cen-
tre point detection, fuzzy multiresolution edge detection and convex hull to
remove papillary muscle on endocardium is presented. The algorithm is then
compared with manual segmentation by expert clinician and the initial results
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are encouraging. The advantages of the proposed algorithm lies in its ability
to overcome the effect of papillary muscles in the blood pool region along
with its capability of tracing epicardium boundary even in the presence of
weak edges information. Further work will be to classify oedema tissue within
the LV wall and to create 3D visualisation for the LV and oedema areas.
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Summary. Assessing muscular activity during gait in CP persons could pro-
vide valuable information in prescribing appropriate treatment to reduce the
consequences of cerebral palsy as well as limiting further complication in
cerebral palsy children. The main goal of this study was explored working
regularities of muscle pairs in children population to show dependencies and
variation on gait parameters. Functional evaluation was carried out on 20
cerebral palsy patients. The research have been done by using the system
EMG. A surface electrode picked up on the main groups of muscles of lower
limbs: the Rectus Femoris, the Vastus Lateralis, the Medial Hamstrings, the
Lateral Gastrocnemius, and the Anterior Tibialis. There were several phases
to the signal approach such as: data acquisition, data pre-processing, data
modeling, data analysis and interpretation. From the results seen that for
each task subjects have different strategies for keeping balance during walk
depending on the basic level of muscle contraction or antagonistic and syn-
ergistic contraction required for that activity.

1 Introduction

EMG signal means an electrical signal acquired from any organ. It is usually
a function of time, described in terms of amplitude, frequency and phase.
The EMG signal measure electrical currents generated in muscles during its
contraction representing neuromuscular activities [1, 2, 6]. Electromyogra-
phy (EMG) is a one task to best representation of the neurological control
of musculoskeletal system. During any voluntary movement such as gait, the
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EMG signal is an algebraic summation of every muscle motor unit action
rotations. So far, research and extensive efforts have been made in the area,
developing better algorithms, upgrading existing methodologies, improving
detection techniques to reduce noise, and to acquire accurate EMG signals.
Observing activity of muscles during work could be evaluated by many pa-
rameters and methods. Results of such research are very useful for variety
of fields, such as rehabilitation, ergonomics and etc., and have wide applica-
tion [1, 2, 3, 4, 5, 6, 7, 9]. Most researchers assume normal gait symmetrical.
Ounpuu and Winter assessed 7 muscles pairs from 10 subjects according to
their dominant side. They determined that the assumption of symmetry is
not valid for each subject [1, 2, 3, 4, 5]. The only muscles that had differences
correlated to dominance, were the plantar flexors. Many scientific works note
the presence of co-contraction due to overlapping of antagonistic activity
during gait. However, these observations fail to quantify the extent of co-
contraction. Such a measure is very difficult to quantify because the moment
of force created by each antagonistic muscle would have to be known [4, 5, 6].
The contractions were quantified during walking, but this was limited only
to the muscles of ankle joints [7]. The purpose of this work is to identify mus-
cular activity parameters during walk of cerebral palsy subjects and show
dependencies and variation of them on gait parameters.

2 Methodology

Functional evaluation was carried out on 20 cerebral palsy patients (ranged
between 5 and 11 years), after clinical evaluation. The difficulties that the
patients most commonly complained about were: climbing stairs, walking
uphill, and bending down. Gait abnormalities of these persons were usually
treated with a combination of rehabilitation, orthosis, and surgery. The sub-
jects were analyzed while walking barefoot along a straight pathway. The re-
search have been done by using the system EMG. A surface electrode picked
up on the main groups of muscles of lower limbs: the Rectus Femoris, the
Vastus Lateralis, the Medial Hamstrings, the Lateral Gastrocnemius, and
the Anterior Tibialis with only minimal crosstalk from adjacent muscles.
There were several phases to the signal approach such as: data acquisition,
data pre-processing, data modeling, data analysis and interpretation. Based
on the data from EMG, the dynamic model was created for detailed muscu-
lar activity during subjects gait analysis. It is not easy to analyze muscular
activity with quite big distribution of values. That is why maximal ampli-
tudes (Amax ) of muscular activity indicated in EMG of left and right lower
limbs in every stride were collected for all muscles under consideration of all
subjects. Then maximal values from EMG were analyzed more features of
normal muscular activity in pairs were noted. The difference between syn-
ergistic muscles’ activity rates of this pair was evaluated us a ratio between
maximal amplitudes of different muscles in every step:
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RS(Amax) =
AmaxS1

n

AmaxS2
n+1

(1)

where n - number step, AmaxS1
n , AmaxS2

n+1 - maximal amplitude of appropri-
ate muscle from analyzed pair. Whereupon the difference between synergistic
muscles’ activity rates of this pair was evaluated us a ratio between maximal
amplitudes of different muscles in every step.

3 Results and Discussion

The dynamical model was created (Fig. 1) for detailed muscular activity dur-
ing subjects gait analysis. Angles of kinematic links are not presented in the
model and they don’t represent magnitudes of movement torques and direc-
tions. This model presents upper body and consists of two main symmetrical
parts representing right and left lower extremities. Lower limbs are expressed
through elastic and stiff elements with their coefficients respectively for elas-
ticity k and stiffness c for each segment of a limb and the same for right and
left leg (Fig. 1a). Fig. 1b) represents one stage of gate - single support or the
beginning of step phase (Fig. 2), which was analysed by evaluating muscular
activity. Every elastic and stiff element in the model serves for a muscle pair
analysed during walk. Firstly it was pair of synergists - m. rectus femoris and
m. medial hamstrings, later antagonistic pair - m. lateral gastrocnemius and
m. anterior tibialis was also evaluated.

Every stage of gate is very important during walk because muscles then
works differently. For evaluating all of them information from two first steps
of walking was taken and analyzed (Fig. 3-4).

(a) (b)

Fig. 1. Views of (a) analytical dynamic model, (b) model in the single support
state
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Fig. 2. Right/left lower limb movement scheme during single support phase

(a)

(b)

Fig. 3. Muscular activities of synerigists during two steps of subject with CP walk:
(a) activity of Medial Hamstrings, (b) activity of Rectus Femoris

The analytical cycle of subjects with spastic diplegia cerebral palsy is irreg-
ular and it could be noted from EMG data analysis in the muscular activity
dependences as well as from simply visual gait analysis. From figure 3 it
could be noticed that at the first step synergists show irregular activity with-
out any co-contraction, therefore beginning of walk is unstable and with not
strong support. At this part of gate biosystem was trying to adapt to cir-
cumstances and to evaluate all parameters for achieving movement. So in the
second step some evidences of normal co-contraction could be found. Analyz-
ing work regularities of antagonistic pair it was found strange thing. There
were much more similarities in their activities either differences of them. It
is not easy to analyze muscular activity from Fig. 3 and 4 with quite big
distribution of values. That is why maximal amplitudes (Amax ) of muscular
activity indicated in EMG of left and right lower limbs in every stride were
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(a)

(b)

Fig. 4. Muscular activities of antagonists during two steps of subject with CP
walk: (a) activity of Lateral Gastrocnemius, (b) activity of Anterior Tibialis

collected for all muscles under consideration of all subjects. And relations of
these amplitudes on two steps of antagonistic and synergistic muscle pairs
were obtained (Fig. 5). Then maximal values from EMG were analyzed more
features of normal muscular activity in pairs were noted. For example in an-
tagonistic pair (Fig. 5b) - when activity of one muscle is high, the value of
another muscle activity is very low and in reverse order. But difference be-
tween decrease and increase of muscular activity vary a lot and got in the
range 140 < A < 1008μV . Variations of activity differ from each other in
right and left leg, for left leg these values vary approximately in the interval
200 < A < 750. From Fig. 5a the same delay which was mentioned before
in co-contraction was found during first step. Differences between muscular
activity delays were evaluated in about a half of trail and were also expressed
in time duration percents not only in maximal values. Approximately 20 % of
time delay in all biosystems was noted, sometimes it exceeds till 50 %. Such
a situation turns in big energy dissipation. This value varies according to the
system state and wellness. Maximal amplitudes of Lateral Gastrocnemius,
and the Anterior Tibialis EMG signals variation in every step presented in
Fig. 5a shows work regularities of antagonists’ pair as well as in the 5a shows
activities of right and left leg synergistic muscles’ pair. Likewise it is not so
easy to define the difference which must be between them normally, because
it is individual rate. Ratio calculated according expression (1) presented in
the Fig. 6. Normally ratio in synergists’ pair should show values approaching
to 1, if they work properly during walk. But these values distribute in the
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(a) (b)

Fig. 5. Maximal amplitudes of muscles pair activity of one subject with cerebral
palsy: (a) synergetic muscles pair where 1 - maximal amplitudes of Medial Ham-
strings, 2 - maximal amplitudes of Rectus Femoris, (b) antagonistic pair where 1 -
maximal amplitudes of Lateral Gastrocnemius, 2- maximal amplitudes of Anterior
Tibialis

Fig. 6. Ratio between A maxS of Medial Hamstrings and Rectus Femoris synergists
muscles

interval 0.5 ≤ RA ≤ 1.5 The ratio R could be calculated not only for evalua-
tion of synergists’ muscles activity during movements but also for assessment
of inequality between one subject left and right limb muscles’ activity.

4 Conclusions

From the results seen that for each task subjects have different strategies for
keeping balance during walk depending on the basic level of muscle contrac-
tion or antagonistic and synergistic contraction required for that activity. Be-
cause synergist and antagonists perform different work and energy they could
be evaluated by different methods. Possible evaluation of them is ascertaining
of rations. For synergists this ratio varies approximately 0.35 ≤ RS ≤ 1.2,
so it deviates from normal ratio about two times during gait of subject with
spastic diplegia cerebral palsy. Antagonists activity showed irregularities and
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the rates differ form each other more then two times. Delay in biosystem was
noted during co-contraction of synergy muscles and it varies from 20 to 50
% until their proper working. Such biosystem has big energy dissipation. No-
ticed, that muscle pairs analyzed in the paper can’t produce normal activity
and cover each over during normal gait cycle, and therefore movements are
overbalanced. Results of analyzed subsystems showed that pairs of different
acting muscles influence not only gait parameters and stability balance but
also the main efficiency of biosystem.
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Summary. In this paper we study the problem of classification of wireless
capsule endoscopy images (WCE). We aim at developing a computer system
that would aid in medical diagnosis procedure. The goal is to automatically
detect images showing pathological alterations in an 8-hour-long WCE video.
We focus on three classes of pathologies, ulcers, bleedings and petechia, since
they are typical for several diseases of intestines. Utilized are methods for
image texture and color analysis to obtain numerical description of images.
Then, three methods for selection of most discriminative descriptors are used,
namely Vector Supported Convex Hull, Support Vector Machines and Radial
Basis Function Networks. The results produced by the three methods are
compared.

1 Introduction

Wireless capsule endoscopy (WCE) is a non-invasive technique which has
ability for visualization of the whole human small intestine. However, inter-
pretation of a video sequence produced by the capsule endoscope demands
significant effort and remains a time consuming procedure. This research aims
at development of a system that would allow automatic detection of WCE
video frames showing pathological changes.

The adopted approach utilizes texture and color analysis of images to
numerically describe thoroughly selected image fragments. . In the literature
([5, 17]), one can find several approaches to texture description. It is assumed
that texture and color descriptors (features) enable differentiation between
normal and pathologically altered tissues. The main problem which arises
here is the multidimensional feature space generated by the analysis. It is
difficult to arbitrarily choose a particular model representative for pathologi-
cal tissue color and texture. Therefore, in the presented approach we compute
a large number of various descriptors. Then, the subset of several most dis-
criminative descriptors is selected.
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The methods for descriptors selection aim at finding a subspace of descrip-
tors space, which at best satisfies some chosen classification rule. The aim of
classification is to separate images with pathologies present from other im-
ages. We assume the subspace exists, that descriptor vectors of the pathology
class form a cluster surrounded by other vectors. Therefore, we use methods
capable to find such subspaces. There are three methods used for the subset
selection purpose, Support Vector Machines (SVM) with the radial kernel,
Radial Basis Function Networks (RBFN) and the formulated by the authors
the method of Vector Supported Convex Hull (VSCH) [14].

The remainder of this paper is structured as follows. Section 2 reviews the
main aspects of the WCE imaging technique. The notion of texture analysis
and the software tools used in this research are described in Section 3. In
Section 4 we recall general principles of the feature subspace selection meth-
ods. In the experimental part (Section 5), efficiency of VSCH is tested in
comparison with the SVM and RBFN. Finally, Section 6 concludes.

2 Capsule Endoscopy

Wireless capsule endoscopy (WCE) [6, 12], is a technique that facilitates the
imaging of the human gastrointestinal system including small intestine. The
WCE system consists of a pill-shaped capsule (cf. Fig. 1a) with built-in video
camera, light-emitting diodes, video signal transmitter and battery, as well as
a video signal receiver-recorder device. The wireless capsule endoscope used
in this study produces color images of the internal lumen (cf. Fig. 1b). The
images cover a circular 140◦ field of view. A patient under investigation in-
gests the capsule, which then passes through the gastrointestinal tract. When
the capsule goes through the small bowel it is propelled by peristaltic move-
ments. The capsule transmits video data at a rate of two frames per second
for approximately 8 hours. Investigation of the recorded video is performed
by a trained clinician. It is a tedious task that usually takes more than an
hour. The video interpretation involves viewing the video and searching for
abnormal-looking entities like bleedings, erosions, ulcers, polyps and narrowed
sections of the bowel.

There is a need for automatic methods which would aid in the investigation
process, either by reduction of the time spent on the process or by focusing
the attention of the clinician on medically relevant video fragments. Several
research groups have recently reported methods for gastro-intestinal tract
segmentation into sections utilizing various color and texture descriptors (e.g.
in [3, 4, 8, 9, 10]). Another classification procedure is presented in [18]. Image
features, such as intensity, contrast, and selected geometrical parameters,
are extracted from WCE video frames. By comparison of feature vectors
computed for nearby frames, video fragments presenting contractions can be
detected. Another approach is to obtain an image of the bowel surface [15]
by preprocessing the video. Such an image, a bowel map, enables to quickly
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(a) (b)

Fig. 1. Wireless capsule endoscope (a) and an example image (b)

get an overview of the entire recording in terms of completeness and quality
and presence of certain abnormalities.

In the presented approach we presume that image regions containing differ-
ent pathologies and various aspects of normal mucosal appearance also differ
in terms of color and texture descriptors. Such descriptors can be computed
and then used for differentiation of image contents.

3 Texture Analysis

A texture can be viewed as a complex composition of spatially organized,
repeated patterns, which are perceived to demonstrate specific brightness,
color, size, roughness, directivity, randomness, smoothness, granulation, etc.
A texture may carry substantial information about the structure of physi-
cal objects — human tissues or organs in particular. Consequently, textural
image analysis is an important issue in image processing and understanding
in medical applications. To perform such analysis, mathematically defined
texture properties are computed.

In our study we use Szczypinski:13 4.7 software [13, 16] for textural feature
computation. The software is capable of conducting a quantitative analysis of
texture within arbitrarily selected regions of interest (ROI). There are three
categories of feature computation approaches that Szczypinski:13 utilizes:
statistical (based on image histogram, gradient, co-ocurrence matrix, run-
length matrix), model-based (implementation of the autoregressive model)
and image transform (based on the Haar wavelet). Szczypinski:13 may be
used to compute textural descriptors based on color components of a color
spaces, such as RGB, YUV, YIQ, HSB, XYZ, L*a*b. The textural features
computed for different color components can be combined to obtain a com-
prehensive characterization of a colored texture. Therefore, feature vectors
computed by Szczypinski:13 may include even 3 thousands of elements per
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individual region of interest. The need for dimensionality reduction becomes
indispensable.

4 Vector Supported Convex Hull Method

The VSCH is a discriminant analysis method of supervised learning for re-
duction of vectors dimensionality and for data classification. Usually only a
limited number of features carry relevant information needed for discrimina-
tion and other descriptors are redundant for classification. The VSCH aims
at finding a subspace of descriptors (subset of descriptors), which present
best discrimination ability to separate two classes (sets) of vectors. Moreover
the VSCH produces a classification rule to separate the two classes.

To explain the concept of VSCH let us assume input data consist of two
sets (classes) of feature vectors in an n-dimensional space. All the features
are real numbers. We search for a k-dimensional subspace (k < n) such that
vectors of the set number one form a cluster surrounded by vectors of the
set number two. Let us consider a convex hull of set one in a k-dimensional
subspace of feature vectors space. There are several algorithms for finding
convex hull of sets of vectors. In our implementation we use a quick-hull
algorithm [1].

Now we define a coefficient Q1. It is the number of vectors belonging to
the second class, which also belong to the convex hull built on class number
one. The next step is to find a centroid (or gravity center) of the convex hull.
Then the convex hull is isotropically scaled up around the fixed centroid. We
find the maximum scaling factor a for which Q1 does not increase. Now we
define a Q2 coefficient which is equal to reciprocal of a. Since, a is larger
than 1, the coefficient Q2 is a fraction. On the other hand coefficient Q1 is an
integer number equal or higher than 0. Now, we combine the two coefficients
and define a comprehensive Q coefficient as:

Q = Q1 +Q2. (1)

The Q specifies discriminative power of k-dimensional feature space. The
lower value of the Q indicates the analyzed feature subspace has better class
separability.

The algorithm for feature space reduction based on VSCH searches through
all the 1D, 2D, 3D and 4D feature subsets and computes Q coefficient for each
subset. For further analysis and classification purpose such subset is chosen,
which exposes the lowest Q coefficient. The algorithm also produces rules for
classification. The rules are given by a set of inequalities defining the convex
hull scaled up by factor of

√
a.

In many medical applications it is crucial not to overlook any indications
of pathology. Such indications usually are later verified by medical experts
and may be rejected. If they are mistakenly rejected by an automatic method,
an expert may never notice the pathology. Therefore, it is important to find
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methods characterized by a minimal false negative error. The VSCH method
reveals a property which is particularly useful in biomedical image analy-
sis. The method produces classification rules, for which (for the training set
vectors) the false negative error is equal to zero. The minimization of false
positive errors is a secondary goal, and is achieved directly by minimization
of the Q1 coefficient.

5 Experiment

In the experimental part of this study we analyzed a set 20 WCE video
sequences from which we selected 30 frames showing different forms of bleed-
ings, 50 frames with ulcerations, 100 images of petechia and over 600 images
with no visible pathology structures. The latter group served as a reference
class in the analyzed discrimination problems. Regions of bleeding, ulcera-
tion and petechia (regions of interest) were manually depicted within the
images. Then all the selected frames were divided into circular overlapping
subregions, each of 2009 pixels area (cf. Fig. 2).

For images showing abnormal changes, textural features were computed
within circular subregions enclosed within the depicted regions of interest. For
reference images textural features were computed within circular subregions
enclosed within the whole image field of view. The number of calculated
feature vectors amounted to 128 for each pathology and 1024 in the case of
reference images. These vectors were then combined into three 2-class data
sets, each containing one class representing abnormal tissues and the reference
group. The data sets were first submitted to the VSCH method and also to
feature selection and classification procedures that employed SVM and RBF
network algorithms. In the two latter cases, feature space exploration was
performed using exhaustive search [2, 7, 11] and relevance of a feature subset

(a) (b)

Fig. 2. Overlapping circular regions used in the study (a) and example image of
petechia class
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(a) (b)

Fig. 3. Scatter plots of data vectors in the best feature spaces selected by the
VSCH method: bleeding vs. normal (a) and petechia vs. normal (b)

Table 1. Classification results

FPR [%] Specificity FNR [%] Sensitivity

bleeding vs. normal 9.3 0.907 0.0 1.000
VSCH petechia vs. normal 3.4 0.966 0.0 1.000

ulcer vs. normal 2.5 0.975 0.0 1.000

bleeding vs. normal 2.3 0.977 0.8 0.999
SVM petechia vs. normal 6.4 0.936 1.6 0.984

ulcer vs. normal 4.3 0.958 6.4 0.936

bleeding vs. normal 6.3 0.937 0.3 0.999
RBFN petechia vs. normal 10.9 0.891 1.9 0.981

ulcer vs. normal 3.9 0.961 9.0 0.910

was assessed by the accuracy of a corresponding classifier. The classification
specificity, sensitivity, false positive rate and false negative rate computed
for the training data sets are presented in Table 1. Example scatter plots of
feature vectors in the VSCH-selected texture parameter spaces are viewed in
Fig. 3.

6 Results Discussion and Conclusions

Analysis of the obtained results leads to the following conclusions. First of all,
the performed experiments confirm that texture analysis provides a practical
numerical description of the WCE images. It is possible to classify different
types of visualized tissues basing on the selected, most relevant texture pa-
rameters. Among the calculated attributes, color component features appear
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to be the best at discriminating abnormal and normal regions. Secondly, the
error rates as well as accuracy measures viewed in Table 1 are comparable
for all the tested approaches to feature selection.

The VSCH method appears to be overoptimistic when predicting the False
Negative Ratio (FNR) on the training set. This results directly from the very
nature of the algorithm which aims at construction of a convex hull around
all vectors from a chosen pathology class. We expect this error to be higher
then zero if other set of vectors is used for verification.

Usage of both SVM and RBFN involves problem-specific parameterization
of a kernel function. Frequently, one must experiment with several values of
power exponents (both in polynomial or radial basis functions) before a final
choice can be made. On the other hand, VSCH is a non-parametric method
and does not require any fine-tuning to solve particular tasks. Moreover, it
does not require any feature space standardization. Also any other linear
transformation of feature space has no influence on the result produced by
the method.
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Summary. Most of the publications in the field of augmented reality in
medicine concentrates on developing new types of systems but not on op-
timization of speed or portability of existing ones. The intention of authors
of this article is to fill this gap by showing a possibility of creating augmented
reality interface for visualization of volumetric medical data for Windows OS
environment that can be run on off - the - shelf computer and test its ca-
pability. Tests of the authors application was performed on three 3D models
generated from computer tomography data stored in collection of DICOM
files. Authors novel and efficient solution can be easily attached to nearly all
medical application system running Windows OS and give medical person-
nel support of a new level by presenting more informative and realistic three
dimensional visualizations for low cost.

1 Introduction

Augmented reality (AR) is a technology that allow the real time fusion of
computer generated digital content with the real world. Unlike virtual re-
ality (VR), that completely immerses users inside a synthetic environment,
augmented reality allows the user to see three dimensional virtual objects
superimposed upon the real word [1].

Analyzing the articles and conference proceedings of the leading AR re-
search symposium several significant research directions on this field can be
identified; those are: tracking techniques, display technologies, mobile aug-
mented reality and interaction techniques.

Tracking techniques is a group of computer methods that are used to
achieve robust and accurate overlay of virtual imagery. There are various op-
tical tracking techniques including fitting a projection of a 3D model onto
detected features in the video image, matching a video frame with photos
and real time image registration algorithms [2]. One of the most popular
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method is a calculation of the 3D pose of a camera relative to a single square
tracking marker. The commonly used display technologies are head mounted,
handheld, and projection displays for AR. Many contemporary mobile de-
vices like iPods and cell phones can execute sophisticated algorithms and are
equipped with high resolution color displays and cameras. For those devices
AR applications for outdoor usage are developed. The last type of methods
is interaction techniques that enables user interaction with AR content.

Augmented reality shows its usefulness especially in the field of the
medicine [3]. The most notable examples are deformable body atlases, AR
surgical navigation systems, interfaces and visualization systems. Augmented
Reality aim at lifting the support to pre, intra and post - operative visualiza-
tion of clinical data a new level by presenting more informative and realistic
three dimensional visualizations [4]. Not many years ago medical AR systems
required expensive hardware configuration and dedicated OS to handled real
time superimposing and visualization process [2]. Most of the publications
in the field of AR in medicine concentrates on developing new types of sys-
tems but not on optimization of speed or portability of existing ones. The
intention of authors of this article is to fill this gap. The authors goal was
to create portable augmented reality interface for visualization of volumetric
medical data for Windows OS environment that can be run on off - the - shelf
computer and test its capability. The main advantage of proposed solution is
speed, quality of rendering of virtual object and low hardware cost.

In order to achieve that goal the three basic conditions must be satisfied.
At first software must be written in managed code running on the virtual
machine in order to be independent of hardware installed and version of
Windows OS. The second condition is capability of detection position of
virtual object in the real scene in the real time. The third condition is the
real time rendering of volumetric medical data. All of this conditions was
satisfied by authors solution based on .NET platform, NyARTToolkit CS
and XNA Framework 2.0 (the last two components will be described in the
following paragraphs). Authors implemented the solution with C# language.

In order to run application end user needs NET Framework 2.0 SP1 (this
framework is included in new distributions of windows OS), DirectX 9.0c
library and XNA Framework Redistributable 2.0. All of this components can
be downloaded free of charges.

2 Augmented Reality Environment

For identification of the position of virtual object in the real scene authors
used size - known square markers. The transformation matrices from these
marker coordinates to the camera coordinates are estimated by image analy-
sis. After thresholding of the input image, regions whose outline contour can
be fitted by four line segments are extracted. Parameters of these four line
segments and coordinates of the four vertices of the regions found from the
intersections of the line segments are stored for later processes. The regions
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Fig. 1. Two image patterns (ARToolkit markers) used for AR software printed
on both sides of cardboard. Over the second marker virtual objects are rendered
upside - down.

are normalized and the sub-image within the region is compared by template
matching with patterns that were given the system before to identify specific
user ID markers. The further details of the algorithm can be found in [1].
The marker for the authors system is a cardboard with two image patterns
printed on both sides (Fig. 1). Over the second pattern virtual objects are
rendered upside - down in order to enlarge the possible field of observation
of the virtual objects.

Authors used NyARTToolkit CS [5] that is the implementation of well
known ARToolkit [6] in C# programming language. The important fact is
that this module uses no native code (only managed).

The NyARTToolkit CS is dedicated for DirectX that uses left handed
coordinate system, so the position of marker is defined by transformation
matrix for that type of system. Because XNA uses the Right-handed co-
ordinate system it is necessary to computer transformation coefficients from
one system to another. In order to compute translation and rotation in 3D one
uses 3 coordinates for translation and 3 coordinates for rotation. Changing
transform matrix from one system to another can be simply done by changing
the sign of translation coefficients and rotation angles:

[tx, ty, tz, rx, ry, rz]L = [tx, ty,−tz,−rx,−ry, rz]R (1)

Where tx, ty, tz are translation coefficients and rx, ry, rz are angles of rotation
around x, y and z axis.

3 Real Time Rendering of 3D Data

There are two most popular methods capable of real time rendering 3D vol-
ume data: texture based volume rendering and volume ray casting. Authors
choose the ray casting GPU accelerated algorithm described in [7]. Algo-
rithm uses standard front to back blending equations in order to find color
and opacity of rendered pixels:
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Cdst (i+ 1) = Cdst (i) + (1− αdst(i))αsrcCsrc (2)

αdst(i+ 1) = αdst(i) + (1− αdst(i))αsrc (3)

Where Cdst and αdst are the color and opacity values of the rendered pixels
and Csrc and αsrc are the color and opacity values of the incoming fragment.

The approach proposed in [7] includes standard acceleration techniques for
volume ray casting like early ray termination and empty-space skipping. By
means of these acceleration techniques, the framework is capable of efficiently
rendering large volumetric data sets including opaque structures with occlu-
sions effects and empty regions. For many real world data sets, the proposed
method is significantly faster than previous texture based approaches, yet
achieving the same image quality.

The algorithm was implemented in XNA Framework with High Level
Shader Language (HLSL). XNA Framework was originally designed as a set
of tools that facilitates computer game development and management for
Windows an Xbox. The basic window frame of XNA Framework is called
"Game" and authors used this notation in the next paragraph.

4 The System Performance Test

Authors solution was tested on off - the - shelf computer with Intel Core
2 Duo CPU 3.00 GHz processor, 3.25 GB RAM, Nvidia GeForce 9600 GT
graphic card with 32 - bit Windows XP Professional. Creative pd 1120 USB
web cam was used as a video capture device.

The speed of marker detection algorithm was 30 frames per second (fps)
for 320 × 240 resolution of the camera and 15 fps for 640 × 480. Those are the
maximal speed of image capture for authors web camera so the fps limit of
marker detection software could not be found without better (faster) camera.

The speed of 3D rendering depends of the size of rendered object. The
smaller the object is (less number of pixel to compute) the rendering process
runs faster. In authors research we localize the virtual object in the nearest
position to the camera as it is possible in order to generate the maximal
possible size of the rendered model. Tests was performed on three 3D models
generated from computer tomography (CT) data acquired from three dif-
ferent patients. Data was stored in collection of DICOM files. The size of
rendered volume was 256 × 256 × 248 pixels, 256 × 256 × 240 pixels and
256 × 256 × 207 pixels. Each model was rendered in two modes: with no
semi transparent pixels and with semi transparent pixels. Semi transparent
pixels was used for simulation tissues with low density (in example skin). The
speed of rendering was measured (in frames per seconds) for different popular
screen resolution. The results are presented in Table 1 and in Fig. 2.

As can be seen rendering speed decreases with size of rendered object but
not necessarily with resolution of the screen. In example for model 1 with no
semi transparent pixels for 1280 × 768 we have 49 fps, for 1152 × 864 43 fps
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Table 1. Dependents of speed of rendering three different 3D models on XNA
Game window size (megapixels)

XNA Game resolution Rendering speed (fps)
(megapixels) No semi transparent pixels With semi transparent pixels

Model 1 Model 2 Model 3 Model 1 Model 2 Model 3
800 × 600 (0.48) 69 72 83 45 47 45
832 × 624 (0.52) 66 67 76 42 44 43
960 × 600 (0.54) 67 71 81 44 47 45
1088 × 612 (0.67) 57 69 79 44 44 44
1024 × 768 (0.79) 51 53 62 32 33 32
1280 × 720 (0.92) 54 55 65 34 36 35
1280 × 768 (0.98) 49 54 59 33 33 33
1152 × 864 (1.00) 43 43 51 27 27 28
1280 × 800 (1.02) 47 47 55 30 29 31
1280 × 960 (1.23) 38 39 45 24 23 24
1280 × 1024 (1.31) 34 35 42 21 21 22

Fig. 2. Data from Table 1 presented in the charts. Dependents of speed of rendering
three different 3D models (fps) on XNA Game window size (megapixels) (A) models
with no semi transparent pixels, (B) models with semi transparent pixels

and for 1280 × 800 47 fps. This is because model in 1152 × 864 is bigger
(visualized with higher number of pixels) then in two other cases.

For authors hardware the best configuration of application window size
/ camera resolution and capture speed is 1024 × 768 (or 1280× 768) for
window and 320 × 240 (30 fps) for camera captured image size or 1280 ×
1024 and 640 × 480 (15 fps). In those two configurations all detected markers
position will be instantly computed to proper linear transformation of virtual
3D model and rendered.

The speed of rendering was higher for models with no semi transparent
pictures because they required less computation time. The example visual-
ization performed by authors solution is presented in Fig. 3.
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Fig. 3. Example augmented reality visualization of three different models con-
structed from CT data. In the first row model with semi transparent pixels for
tissues with low density. In the second row model with no semi transparent pixels.
In the third row visualization of dense tissues (bones).

5 Conclusion

Authors created the novel and efficient library that delivers augmented real-
ity interface for visualization of volumetric medical data for .NET platform.
The software enables interface to run in real time (about 30 fps) on off -
the - shelf computer with resolution 1024 × 768. The limitation of marker
detection algorithm speed is an effect of reaching the maximal speed of image
capture for authors USB web camera. This might be overcome by purchase
professional camera with fast data transfer connector to the PC.

Authors solution can be easily attached to nearly all medical application
system running on Windows OS and give medical personnel support of a new
level by presenting more informative and realistic three dimensional visual-
izations for low cost.

There are also some limitation of the software that authors plan to elimi-
nate in the further versions of the solution. Because two dimensional markers
was utilized there are some angles in which AR marker becomes invisible
or impossible to indentify. This problem might by eliminated by using three
dimensional (in example cube) markers with standard ARToolkit patterns
stick to each side of them, or different type of three dimensional markers not
based on ARToolkit [8].
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The second limitation is a speed of the rendering algorithm used by au-
thors. For the high resolution of screen it might be necessary to apply another
(faster) versions of rendering algorithm.

The last problem might be running the software on non Windows OS.
There is a possibility that the problem might be solved by using cross plat-
form, open source .NET and XNA framework (like Mono with Mono.Xna)
but the compatibility of those requires further researches.

Authors are planning to use their library for visualization purpose in the
computer - assisted diagnosis systems of their design [9, 10].
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Summary. Computer algebra is applied to biomedical computer vision.
Specifically certain biomedical images resulting from a case of rhinocerebral
mucormysocis in a diabetic boy are analyzed using techniques in computa-
tional geometry and in algebraic-geometric topology. We apply convolution
and deblurring via diffusion equation from the side of computational geom-
etry and knot theory, graph theory and singular homology form the side
of algebraic-geometric topology. Our strategy consists in to represent the
biomedical images using algebraic structures in such way that the peculiar-
ities of the images are represented using algebraic complexities. With our
strategy we obtain an automatic procedure for the analysis and the diagnos-
tic based on biomedical images.

1 Introduction

The methods of Computer Vision can be applied to Biomedical Image
Processing and the Computer Algebra Systems can be applied to Com-
puter Vision [7]. In this paper we apply Computer Algebra to Biomed-
ical Computer Vision. Specifically we analyze a case of rhinocerebral
mucormycosis in a diabetic boy [8] using methods of Computer Vision such as
convolution [7], deblurring [7], Tutte polynomials for graphs [1], Khovanov
polynomials for knots [2] and Homology of simplicial complexes [3]. The ad-
vantages of Computer Algebra for Biomedical Computer Vision consist in
that the combined symbolic and numerical strengths of the computer algebra
systems are necessary to make automatic biomedical image analysis and pro-
cessing [7]. We consider here a case of rhinosinusitis in a 14 year old diabetic
boy originally presented at [8] which generates the consecutive biomedical
images from computerized axial tomography depicted in Fig. 1. The aim of
this paper is to present methods to describe the clinical progression from
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(a) (b) (c) (d)

Fig. 1. Images taken from [8] and which will be analyzed in this work

the Fig. 1a, when the boy is sick to the Fig. 1d when the boy is healthy.
We search for an automatic image processing that permits to discriminate
between the biomedical images in Fig. 1. We claim that the automatic anal-
ysis of biomedical images will be important for the doctors as a tool for fast
diagnostics.

2 Image Processing Using Convolution

The four images in Fig. 1 are analyzed in first instance using the method of
convolution [7]. This method is automatically included in the Maple package
ImageTools [4] and we start running the following maple algorithm:

> restart: with(ImageTools):
> imagefile := cat(kernelopts(datadir),"/help/ImageTools/
chav1.jpg"):img := Read(imagefile):

> sharpened := Convolution(img,<<0,-1,0>|<-1,6,-1>|<0,-1,0>>,
weight=20): View([img,sharpened]);

> imagefile2 := cat(kernelopts(datadir), "/help/ImageTools/
chav2.jpg"): img2 := Read(imagefile2):

> sharpened2 := Convolution(img2,<<0,-1,0>|<-1,6,-1>|<0,-1,0>>,
weight=20): View([img2,sharpened2]);

> imagefile3 := cat(kernelopts(datadir), "/help/ImageTools/
chav3.jpg"): img3 := Read(imagefile3):

> sharpened3 := Convolution(img3,<<0,-1,0>|<-1,6,-1>|<0,-1,0>>,
weight=20): View([img3,sharpened3]);

> imagefile4 := cat(kernelopts(datadir), "/help/ImageTools/
chav4.jpg"): img4 := Read(imagefile4):

> sharpened4 := Convolution(img4,<<0,-1,0>|<-1,6,-1>|
<0,-1,0>>,weight=20): View([img4,sharpened4]);

> View([img,img2,img3,img4]); View([sharpened,sharpened2,
sharpened3,sharpened4]);

> View([img,img2,img3,img4,sharpened,sharpened2,sharpened3,
sharpened4]);

When this algorithm is executed using the four images in Fig. 1 as the input,
we obtain the output that is showed in Fig. 2. The four images in the bottom
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Fig. 2. Processing of the images in Fig. 1 using convolution

of Fig. 2 result from the four images in the top of Fig. 2 when the convolution
algorithm previously presented is executed. We observe that the resulting
images clearly show the difference between the three first ones images and
the fourth image. In other words the convolution method separate the images
with illness and the image with the healthy state.

3 Image Processing Using Deblurring via Diffusion
Equation

The four images in Fig. 1 are analyzed now using deblurring via diffusion
equation [7]. This method is implemented using an algorithm constructed
with Mathematica [5]. The algorithm contains a part with symbolic compu-
tation and a part with numeric computation. The two parts, symbolic and
numeric are necessary to obtain an automatic tool for the processing of the
images in Fig. 1. The algorithm is as follows.

gD[im_List, nx_, ny_, s_] := Module[{x, y, kx, ky, mid, tmp},
g[x, s] = (1/(2*Pi*s^2)^(1/2))*Exp[-x^2/(2*s^2)];
kx = N[Table[Evaluate[D[g[x, s], {x, nx}]], {x, -6*s, 6*s}]];
ky = If[nx == ny, kx,
N[Table[Evaluate[D[g[x, s] /. x -> y, {y, ny}]],
{y, -6*s, 6*s}]]]; mid = Ceiling[Length[#1]/2]&;
tmp = Transpose[ListConvolve[{kx}, im, {{1, mid[kx]},
{1, mid[kx]}}]];
Transpose[ListConvolve[{ky}, tmp, {{1, mid[ky]},
{1, mid[ky]}}]]];
deblur2d[im2d_, sigest_, order_, sig_] :=
Module[{expr}, DD2 = D[#1, {x, 2}] + D[#1, {y, 2}] &;
expr = Normal[Series[L[x, y, t], {t, 0, order}]] /.
Derivative[0, 0, n_][L_][x_, y_, t_] :> Nest[DD2,
L[x, y, t], n]/. t -> (-sigest^2 + sig^2)/2;
Drop[expr, 1] /. Derivative[p_, q_, 0][L][x, y, t_] ->
HoldForm[gD[im2d, p, q, sig]]]
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Fig. 3. Processing of the images in Fig. 1 using deblurring with diffusion equation

When this algorithm is executed using the four images in Fig. 1 as the
input, we obtain the output that is showed in Fig. 3. We observe that the
resulting images in Fig. 3 clearly show the difference between the three firsts
rows with images and the fourth row. In other words the deblurring method
separate the images with illness and the image with the healthy state.

4 Image Processing Using Geometric Topology

In this section we use methods in algebraic and geometric topologic with the
aim to analyze the images in Fig. 1. In first instance we use graph theory and
Tutte polynomials, in the second place we use knot theory and Khovanov
polynomials and finally we use singular homology and Poincaré polynomials.
With all these techniques we will give an algebraic characterization of the
images in Fig. 1.
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4.1 Image Processing Using Tutte Polynomials for Graphs

The four images in Fig. 1 are analyzed here using methods in geometric
topology such as graph theory and Tutte polynomials. These methods are
automatically included in the Maple package GraphTheory [4] and we start
transforming the images in Fig. 1 into the graphs showed in Fig. 4.

Fig. 4. Processing of the images in Fig. 1 using Graphs and Tutte polynomials

Then using the GraphTheory package for these graphs we obtain the
following Tutte polynomials:

T (G1, x, y) = 68 x+68 y+473 x2 +1487 x3 +331 y2 +736 yx+2892 yx2 +
2894 x4+6166 yx3+6077 y2x2 +9150 y2x3 +8527 yx4+8385 yx5+6180 yx6+
3361 y3x + 6411 y3x2 + 6822 y3x3 + 8943 y2x4 + 6121 y2x5 + 3062 y2x6 +
3520 yx7 + 1568 yx8 + 3975 x5 + 2249 y2x + 4133 x6 + 3394 x7 + 702 y3 +
2258 x8 +867 y4 + 1231 x9 + 4028 y4x2 + 4677 y3x4 + 2209 y3x5 + 1141 y2x7 +
312 y2x8 +540 yx9+29 y3x8 +57 y2x9 +23 yx11 +6 y5x6 +16 y4x7 +34 y6x4 +
2 y6x5 + 20 y7x3 + 10 y8x2 + 4 y9x + 137 yx10 + 2 y3x9 + 5 y2x10 + 2 yx12 +
y4x8 + x14 + 2983 y4x + 3063 y4x3 + 748 y3x6 + 706 y5 + 195 x11 + 53 x12 +
1749 y5x+406 y6 + 1683 y5x2 + 720 y6x+ 170 y7 + 10 x13 + y10 +1490 y4x4 +
489 y4x5 + 932 y5x3 + 494 y6x2 + 210 y7x+ 109 y4x6 + 181 y3x7 + 309 y5x4 +
63 y5x5 + 188 y6x3 + 96 y7x2 + 40 y8x+ 51 y8 + 10 y9 + 548 x10

T (G2, x, y) = x + y + 8 x2 + 26 x3 + 4 y2 + 11 yx + 43 yx2 + 46 x4 +
81 yx3 + 63 y2x2 + 65 y2x3 + 89 yx4 + 81 yx5 + 81 yx6 + 25 y3x + 29 y3x2 +
11 y3x3 + 45 y2x4 + 45 y2x5 + 39 y2x6 + 77 yx7 + 65 yx8 + 54 x5 + 27 y2x +
54 x6 + 6 y3 + 54 x7 + 53 x8 + 4 y4 + 49 x9 + 44 x9y+ 40 x10 + 27 x11 + y4x2 +
11 y3x4 + 7 y3x5 + 27 y2x7 + 12 y2x8 + 22 yx10 + 14 x12 + 5 x13 + 7 x11y +
8 y4x+ y4x3 + 3 y3x6 + 3 x9y2 + y5 + x12y + x14

T (G3, x, y) = x2
(
y + x+ x2

) (
y + x+ x2 + x3

)3

T (G4, x, y) =
(
y + x+ x2

) (
y + x+ x2 + x3

)3

As we see the algebraic complexity of the Tutte polynomials decrease
when we pass from the image represented by G1 to the image represented by
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G4. This indicates that we have here algebraic discrimination of the images
with illness (G1, G2, G3) respect to the image with healthy state (G4). Then
the geometric topology and specifically the graph theory with its Tutte
polynomial is able to generate automatic biomedical image processing for
clinical applications.

4.2 Image Processing Using Khovanov Polynomials for Knots

The four images in Fig. 1 are analyzed here using methods in geometric
topology such as knot theory and Khovanov homology. These methods are
automatically included in the Mathematica package KnotTheory [6] and we
start transforming the images in Fig. 1 into the knots showed in Fig. 5.

Fig. 5. Processing of the images in Fig. 1 using Knots and Khovanov polynomials

Then using the KnotTheorypackage for these knots we obtain the following
Khovanov polynomials:
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As we see the algebraic complexity of the Khovanov polynomials decrease
when we pass from the image represented by G1 (associated by the knot
62) to the image represented by G4 (associated by the knot 31). This indi-
cates that we have here algebraic discrimination of the images with illness
(G1, G2, G3) respect to the image with healthy state (G4). Then the geometric
topology and specifically the knot theory with its Khovanov homology is able
to generate automatic biomedical image processing for clinical applications.
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4.3 Image Processing Using Homology

The four images in Fig. 1 are analyzed here using methods in algebraic topol-
ogy such as homology and the betti and the euler numbers. These methods
are automatically included in the Maple package Moise [3] and we start trans-
forming the images in Fig. 1 into the simplicial complexes showed in Fig. 6.

Fig. 6. Processing of the images in Fig. 1 using Homology for Simplicial Complexes

Then using the Moise package for these simplicial complexes we obtain the
results that the Table 1 shows.

Table 1. Homological Analysis for the images of Fig. 6

Homology Euler number Poincare Polynomial

Hom (G1) = [[1, 10], [[], []]] e (G1) = −9 P (G1, t) = t3 + 15 t2 + 24 t
Hom (G2) = [[1, 5], [[], []]] e (G2) = −4 P (G2, t) = t3 + 15 t2 + 19 t
Hom (G3) = [[2, 4], [[], []]] e (G3) = −2 P (G3, t) = t3 + 15 t2 + 17 t
Hom (G4) = [[4, 4], [[], []]] e (G4) = 0 P (G4, t) = t3 + 15 t2 + 15 t

In Table 1 for every simplicial complex in Fig. 6 the homology, the euler
number and the Poincare polynomial are showed. As we see the homology
shows that the number of connected components grows when we pass from
the image represented by G1 (with only one connected component) to the
image represented by G4 (with four connected components). Reciprocally
the homology shows that the number of holes decreases when we pass form
the image represented by G1 (with 10 holes) to the image represented by
G4 (with 4 holes). For other side, we observe that the euler number grows
when we pass from the image represented by G1 ( euler number = -9) to the
image represented by G4 (euler number = 0). All these indicate that we have
here algebraic discrimination of the images with illness (G1,G2,G3) respect
to the image with healthy state (G4). Then the homology is able to generate
automatic biomedical image processing for clinical applications.
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5 Conclusions

An example of automatic analysis of biomedical images was presented. Some
algebraic methods were used to transform the images in algebraic objects
which were characterized and discriminated according with clinical and
biomedical meanings. The main tool was computer algebra and specifically
Maple and Mathematica were used jointly with complementary packages.
The results in this work show that the computer algebra is useful for the au-
tomatic analysis and diagnostic in complex clinical situations. It is expected
that the future parallel computer algebra systems will be very important for
biomedical image processing including 3D computer vision and topological
quantum computer vision.
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Summary. This paper describes a probabilistic region-based deformable
model using a new adaptive scheme for B-spline representation. The idea is to
adapt the number of spline control points which are necessary to describe an
object with complex shape. For this purpose, the curve segment length (CSL)
is used as criterion. The proposed split and merge strategy on the spline model
consists in: adding a new control point when CSL is greater than a certain split-
ting threshold so that the contour tracks all the concavities and, removing a
control point when CSL is less to a certain merging threshold so that the con-
tour aspect maintains its smoothness. Noise on synthetic and real weld radio-
graphic images is assumed following Gaussian or Rayleigh distribution. The
experiments carried out confirm the adequacy of this approach, especially in
tracking pronounced concavities contained in images.

1 Introduction

In the radiographic testing (RT) of welds, the expert radiographer often works
in extreme cases of the human visual system because of a low dimension of
certain weld defects (e.g., a fissure can have a thickness lower than 200 μm),
a bad contrast and a noised nature of the radiographic film, whereas perfect
knowledge of the geometry of these weld defects is an important step which
is essential to appreciate the quality of the weld [1]. In computer vision sys-
tem dedicated to the evaluation of weld radiographic images, the segmentation
consists in detecting the weld defect, considered as an object on a background.
For many applications, in computer vision and imagery systems, number of
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approaches have been developed to automatically recover the shape of objects
from images. Active contours (or snakes or deformable model) and their con-
ceptual descendants, since their introduction by Kass et al. [2], have been often
proposed to deal with object contour estimation in several application con-
texts. The major interest of this approach is that it uses the knowledge that
the object contour is simply connected, contrary to the traditional edge detec-
tors [3]. Although many progresses [4, 5, 6, 7, 8, 9, 10, 11] have been brought to
Kass et al. snake to deal with problems of sensitivity to initialization, inabil-
ity to reparametrize during the deformation process, difficulties in progress-
ing into boundary concavities and non-adaptiveness to topology changes, the
improved versions still suffer from high noise and bad contrast in an image.
This is caused by a strict utilization of information along the boundary with-
out taking into account the information given by the regions inside and outside
the contour, the reason for which this type of deformable models are called :
contour-based active contours. On the other hand, region-based approach of
active contours, used at first by Cohen et al. [12] and Ronfard [13], which is
interested by both regions delimited by the contour, tries to solve problems of
high noise, blurring, etc. in various applications. The region-based deformable
models [3, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23] can be supported on statistical
modeling of regions to segment [3, 17, 18, 23]. In this paper such modeling based
active contour using an adaptive B-spline representation [24] is proposed.

2 Probabilistic Deformable Model

2.1 Probabilistic Image Model

Let c = {c0, . . . , cN−1} be the boundary of a connected image region R1 of
the plane and R2 the set of points not included in R1. Denote zi as the image
gray-level observed at i-th pixel, z = {zi} as the set of image gray levels, pz
as the gray-level density, ans ψz = {ψ1, ψ2} as the density parameters (i.e.,
pz(zi) = pz(zi|ψ1) for i ∈ R1 and pz(zi) = pz(zi|ψ2) for i ∈ R2). The simplest
possible region-based model is characterized by the two following hypothe-
ses: conditional independence (given the region boundary, all the pixels are
independent); and region homogeneity (the probability distribution of each
pixel only depends on whether is belongs to the regions R1 or R2). Thus, the
likelihood function can be written as [17]

pz|c(z|c, ψz) =
∏
i∈R1

pz(zi|ψ1)
∏
i∈R2

pz(zi|ψ2) (1)

2.2 Bayesian Approach for Contour Estimation

Here, the contours are built as vectors of a subspace R(Bk) where Bk is the
cubic B-spline basis and k the number of control points. In other words, c =
Bkαk where αk = {α1, . . . , αk−1} is a (k×2) vector containing the coordinates
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of the control points. The B-spline formulation of the active contour does not
allow only a local control of the curve by handling individually each control
point, but proposes also a compact representation which possesses two main
advantages: its construction requires only few parameters (3 in case of cubic
B-spline) and the regularity is intrinsic to its structure [25]. We assume that
contours c(k) = c(k, αk) are random vectors with probability density function
given by pc(c(k)) = pk(k|ψc), where ψc denotes a parameter vector of pk.
Hence, the maximum a posteriori (MAP) estimate of the pair (c, k) is

(ĉ, k̂) = arg max
k,c∈R(Bk)

{pz|c(z|c, ψz)pk(k|ψc)} (2)

2.3 Case with Fixed k

The MAP estimate where k is known is simply the contour estimate in the
sens of maximum likelihood (ML). Moreover, if the parameter vector ψz is
unknown, the ML estimate of (c, ψz) is determined as

(ĉ, ψ̂z) = arg max
c∈R(Bk),ψk

{Lz|c(z|c, ψz)} (3)

where Lz|c(z|c, ψz) ≡ log{pz|c(z|c, ψz)} is the log-likelihood function. The
log function is included, since it does not affect the location of the maximum
and allows some formal simplification. Since solving (3) simultaneously with
respect to c and ψz would be computationnaly very difficult, we settle for a
suboptimal solution given by iterative schemes of the type [18]

ĉ(t+1) = arg max
c∈R(Bk)

{Lz|c(z|c, ψ̂(t)
z )} (4)

ψ̂(t+1)
z = argmax

ψz

{Lz|c(z|ĉ(t+1), ψz)} (5)

where ĉ(t) and ψ̂(t)
z are the estimates of c and ψz at iteration t, respectively.

The computation of (ĉ, ψ̂z) can be summarized by the Algorithm 1.

2.4 Case with Adaptive k

In this case, the displacement Δc is computed along orthogonal lines. This
choice is justified by the fact that for the active contour external and internal
energies, it can be shown that if the optimal deformation is small, then it
needs be only normal to the template [26], i.e. orthogonal to the tangent
vector dc/dt where s is the curvilinear abscissa of the contour. Also, with
this configuration, by using both senses of the orthogonal line instead of
the 8-neighborhood positions, the space search is reduced from 1 to 1/4. In
addition, we present in this section our contribution in this paper, namely
a resampling process based on split and merge operations in order to allow
the contour represented by B-spline to adapt the number of control points
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which are necessary to describe accurately the object. The length of each
curve segment is used as criterion to adapt the number of control points. In
fact, if the length of a curve segment exceeds a certain value ds, computed as
the product of the average length value la of all curve segments by a certain
split threshold δs(> 1), i.e. ds = δs × la, the curve segment is subdivided by
adding a new control point. Conversely, if the length of a curve segment is
under dm, where dm = δm × la with δm < 1 is the merging threshold, then
the last control point of the segment concerned is eliminated. This process
is repeated until stabilization in sense of Lz|c. In this case, (ĉ, ψ̂z) can be
estimated by the iterative Algorithm 2.

Algorithm 1

Initialization : set c(0), ψ(0)
z and ε

Do
Step 1: Δĉ(t) = arg max

u∈Ω(ĉ(t))
{Lz|c(z|ĉ(t) + u, ψ̂

(t)
z )}

where Ω(c) ⊂ CN is the set of points defining the 8 neighbors
of the control point displacement
Step 2: ĉ(t+1) = ĉ(t) + BkΔĉ

(t)

Step 3: ψ̂
(t+1)
z = arg max

ψz

{Lz|c(z|ĉ(t+1), ψz)}

Step 4: ΔL = L
(t+1)
z|c − L(t)

z|c
While |ΔL| ≥ ε

Algorithm 2

Initialization : set c(0), ψ(0)
z , ε1, ε2, δs, δm

Do (loop 2)
Do (loop 1)

Step 1: Δĉ(t1) = arg max
u∈Ω(ĉ(t1))

{Lz|c(z|ĉ(t1) + u, ψ̂
(t1)
z )}

where Ω(c) ⊂ CN is the set of points defining the orthogonal
displacement to the contour c
Step 2: ĉ(t1+1) = ĉ(t1) + BkΔĉ

(t1)

Step 3: ψ̂
(t1+1)
z = argmax

ψz

{Lz|c(z|ĉ(t1+1), ψz)}

Step 4: ΔL1 = L
(t1+1)
z|c − L(t1)

z|c
While |ΔL1| ≥ ε1

L
(t2)
z|c = L

(t1+1)
z|c

Step 5: ĉ(t2) = Split(ĉ(t1+1), δs)
Step 6: ĉ(t2) = Merge(ĉ(t2), δm)
Go to loop 1
Deduce L(t2+1)

z|c
Step 7: ΔL2 = L

(t2+1)
z|c − L(t2)

z|c
While |ΔL2| ≥ ε2
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3 Experimental Results

The expression (5) depends on the particular structure of pz. For example, for
Gaussian densities with mean μ and variance σ2, estimates of ψz ≡ {μi, σ2

i },
for i = 1, 2, are given by the mean and variance within the regions of object
and background, respectively; whilst for Rayleigh distribution which is given
by p(z/φ) = z

φ exp
[
− z2

2φ

]
; z ≥ 0, ψz ≡ {φ1, φ2}, where φ1 and φ2 are the

Rayleigh parameters for the object and background regions, respectively. As
illustrated in Fig. 1, the implementation results of Algorithm 1 on synthetic
images, corrupted by Gaussian-distributed (IG,JG) and Rayleigh-distributed
(IR,JR) noises, show successful contour estimates from various initializations,
proving the robustness of this region-based deformable model approach with
respect to contour initialization. Indeed, the initial contour has just to cross
the real contour or to be completely inside or surrounding the real contour,
to guarantee the convergence. Moreover, although the noised nature of the
considered images, the object contours are correctly estimated. Nevertheless,
let us note that the tested images do not contain objects with complex shapes
and for these images, between 9 and 12 control points are sufficient to adapt
the B-spline curves to the apparent contours.

Fig. 1. Estimated contours by Algorithm 1 on synthetic images corrupted by
Gaussian- and Rayleigh-distributed noises. Intermediate (i) and final (f) contours.

Also, we have implemented Algorithm 1 (Algo.1) and Algorithm 2 (Algo.2)
on a synthetic image with complex shape, corrupted by Gaussian noise with
parameters : {μ1, σ1} = {130, 10}, {μ2, σ2} = {70, 10}. It seems from results
given in Fig. 2 that Algo.1 is unable to adapt the estimated contour on
the object boundary for both initialization schemes which use 12 control
points. In fact, during the contour evolution, the control points displacements,
enacted by the maximization of the likelihood function and constrained in
the 8-neighborhood, can not track the concavities really contained in the
object. This situation leads to control points "pile-up" in some contour parts
and a lack of control points in the others parts. This is why, the contour
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Fig. 2. Gaussian noise corrupted synthetic image, initializations (i1, i2) and esti-
mated contours using Algo.1 and Algo.2

Fig. 3. Loop in a cubic B-spline

estimation scheme given by Algo.2 can remedy this problem where control
points are added so that the contour tracks the concavities and are removed
so that the contour aspect maintains its smoothness, as shown in Fig. 2. The
relative errors between the original parameters of the object and background
and those estimated confirm the good comportment of Algo.2 in the contour
estimation of complex shape object, where {Δμ1, Δσ1} and {Δμ2, Δσ2} are
less respectively, to {0.5, 17} and {0.2, 3} (in %) for both initializations. It is
not rare to find loops in a cubic B-spline, as illustrated in Fig. 3. For their
elimination, we have carried out a test which consists to remove a control
point if it composes with its neighbors an angle less than a certain limit
angle εθ.

Also, it is convenient to compare the proposed algorithms on a real weld
defect image shown in Fig. 4, where a reference binary image has been ex-
tracted manually by an expert in radiography. To show the importance of the
noise distribution law, we consider this image corrupted by two noise models,
namely those of Gauss and Rayleigh. Then the parameters of ground truth for
both distributions are computed a priori. The same initial contour with the
same number of control points is used for both laws and both algorithms. It
appears through the results given in Fig. 4 and confirmed by the parameter
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Fig. 4. Real weld defect image, binary reference image, estimated contours by
Algo.1 and Algo.2 using Gaussian and Rayleigh models

Table 1. Real image inner and outer region parameters for the ground truth and
the estimated contour

Ground truth Algo. 1 Algo. 2
Gaussian model

μ1, σ1 μ2, σ2 μ̂1, σ̂1 μ̂2, σ̂2 μ̂1, σ̂1 μ̂2, σ̂2

27.47 19.05 136.08 45.63 31.06 19.77 135.90 46.01 27.92 18.60 136.23 45.31
Rayleigh model

φ1 φ2 φ̂1 φ̂2 φ̂1 φ̂2

23.92 101.49 20.94 100.45 22.20 101.08

estimation values provided in Table 1, that Algo.2 is, in one hand, more accu-
rate in the recovering of the real defect boundary and, in the other hand, the
best results are obtained with the noise Gaussian distribution. What is more
realistic because this type of images (industrial or medical radiographic image)
follow, in general, Gaussian distribution and that is due mainly to the differen-
tial absorption principle which governs the formation process of such images.
The various parameters used for both algorithms are summarized as follows:
ε = 10−6, ε1 = 10−6, ε2 = 10−6, δs = 1.2, δm = 0.6, εθ = π/45.

4 Conclusion

In this work, the first algorithm describes an approach of region-based ac-
tive contour based on the likelihood maximization using cubic B-spline with
a fixed number of contol points. This B-spline configuration can stop the
contour evolution before it reaches global maximum likelihood, especially for
complex shape objects. The parametrization of B-spline so that it modifies
the number of control according a split and merge strategy can overcome
this situation. The outstanding performance of this approach is confirmed by
experiments on synthetic and real weld defect images.
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Summary. In this paper a fast orthogonal neural network (FONN) is used to
construct an image classifier invariant to basic affine transformations (rota-
tion, translation, scaling). The shift-invariance property of the Fourier ampli-
tude spectrum in conjunction with the log-polar transform is applied for this
purpose. Two image databases are built and used for testing the proposed
classifier.

1 Introduction

Affine transformations of images, resulting from the natural variability of
acquisition circumstances, are one of the main sources of ambiguities and
difficulties in the field of image recognition (IR). Determining the position,
orientation, size and other parameters of an object in a scene is an important
preliminary stage (image registration) in many IR systems, which influences
the reliability of classification and the recognition rate. This stage is in turn
dependent on the segmentation of the image which should generally enable to
find the objects of interest. Considering the fact that successful segmentation
and analysis of complex scenes is still a problematic task, it is worth consid-
ering a question: could a classifier itself be invariant to affine transformations
of unregistered images?

We are interested in raw image classification, which may seem difficult
due to high dimensionality and redundancy of the input data, but which at
the same time eliminates the risk of erroneous image segmentation and reg-
istration. We use analogy to shift invariance property of Fourier amplitude
spectrum [3][1] to obtain a neural network invariant to input image transla-
tion. Additionally, Fourier-Mellin transform is used to provide the rotation
and scaling invariance. In contrast to typical approaches in which Fourier am-
plitude spectrum of an image is computed and some of its coefficients then
form a fixed feature vector for a classifier [4][2], we use fast orthogonal neu-
ral network (FONN) [7] to compute the spectrum in an adaptable way. The

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 299–306.
springerlink.com © Springer-Verlag Berlin Heidelberg 2010



300 B. Stasiak

whole classification system consists of a single, multilayer neural network in
which the input layers provide the shift invariance property, as their sparse
connection scheme is based on fast algorithm of Fourier transform, and the
single output layer computes and assigns the final class labels. In this way
we do not have to determine which spectral coefficients are important and
should be included in the feature vector. Moreover, although the FONN part
of the system may learn the exact amplitude spectrum values, it may also
learn other transforms, possibly preserving the phase information. This in-
formation, rejected in a typical approach based on amplitude spectrum only,
may be used to further enhance classification results.

2 The Structure of the FONN Classifier

The distinctive feature of fast orthogonal neural networks is their close re-
lation to fast algorithms of orthogonal transforms (e.g. cosine or Fourier
transforms). This relation is expressed in the sparse architecture of neural
connections reflecting the factorization scheme of the orthogonal transform
matrix [5][7]. The flow-graph of the fast algorithm is directly transformed
into the neural network structure and its basic operations become the ba-
sic operation orthogonal neurons (BOONs) with two inputs and two outputs
(Fig. 1) [7].

Naturally, considering the recursive nature of the fast algorithm construc-
tion it is possible to obtain a classifier for input of size N × N for any N
being a power of 2. The number of neurons in the last layer corresponds to the
number of classes. The connections denoted with (*) are simple one-to-one

Fig. 1. The complete neural architecture for input images of size 4 × 4 and two
target classes
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connections enhancing the recognition in the test cases in which the phase
information is also important [7].

2.1 Invariance to Affine Transformations

Fourier amplitude spectrum is inherently invariant to translation of the input
image. The invariance to rotation and scaling may be obtained with the
Fourier-Mellin transform [1][6]. For digital images, the computations may be
split into two steps – first, transforming rotation and scaling into translations,
and – second, computing the Fourier amplitude spectrum [3].

The first step is realized by changing the coordinate system from carte-
sian to log-polar [3][1]. The difficulty, which cannot be neglected here is the
necessity of eliminating the image translation first because shifting the origi-
nal image introduces huge differences in the log-polar representation [6]. The
time-domain methods of obtaining the translation invariance such as the cen-
ter of gravity, shape and contour descriptors [1][2] are substantially dependent
on the quality of the segmentation process, which may not yield satisfactory
results for real-world images. Therefore, in our approach we compute the
Fourier amplitude spectrum, which is invariant to translation while preserv-
ing rotation and scaling (with the inverse of the scale factor), as the first step
of the processing. The spectrum is then subjected to log-polar transform
(LPT) which yields the FFT-LPT representation (Fig. 2) [3].

Fig. 2. a) Image amplitude spectrum; b) Its log-polar representation (FFT-LPT)

The log-polar transform was realized via inverse mapping [2], in which
for every pixel of the resulting image with coordinates (ρ, ϕ) the coordinates
(x, y) of the pixel in the original image were computed according to the
relation:

[x, y] =
[
−r cos

(
2π
h− 1

ϕ

)
+
wor
2
, −r sin

(
2π
h− 1

ϕ

)
+
hor
2

]
, (1)
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where the size of the original and the resulting image is (wor×hor) and (w×h),
respectively; r = exp ((ρ− c) /a) − b, ϕ = 0, 1, ..., h − 1, ρ = 0, 1, ..., w − 1,
and the parameters a and c are defined as:

a =
w − 1

rmax − rmin
, c =

(1− w) · (rmin + b)
rmax − rmin

. (2)

The parameters rmin and rmax decide on the area of the original image, which
is subjected to the log-polar mapping. Their values, after some initial tests
were set to: rmin = 2; rmax = wor/2− 1 = hor/2− 1 = 63.

Parameter b influences the shape of the resulting logarithmic curve and,
hence, the size of the log-polar representation of various regions of the original
image. However, as the goal of the log transform is to change scaling into
translation, let us consider the image scaled with factor s. We would obtain:

s · r = s · e
ρ−c

a − s · b = e
ρ+a ln(s)−c

a − s · b . (3)

We can observe, therefore, that the parameter b should be equal to 0. Only
then the scaling with factor s is equivalent to shifting the log-polar represen-
tation along the coordinate ρ by a value of a ln(s).

There are two ways to obtain complete rotation, translation and scaling
(RTS) invariance with the LPT of the amplitude spectrum. We can sim-
ply compute the Fourier amplitude spectrum again (FFT-LPT-FFT) and
perform classification with any classifier (e.g. standard K-nearest neighbors
method, KNN) or apply the FONN classifier on the FFT-LPT representation
for the same purpose. In the next section we will compare these two meth-
ods showing the advantages of the approach based on FONN with respect to
KNN classifier.

3 Experimental Validation

Two separate databases were constructed for performing all the tests. In the
first one, the RTS3 database (Fig. 3), the objects were manually subjected
to affine transformations and put on an artificial background. The second
one, the STaR database, consists of photographs of real objects taken with
varying perspective and lighting conditions.

The RTS3 database contains images of 2 objects. Each object is used to
construct two classes: in one class it is rotated by a random angle from the
range -30°, +30°) or (150°, 210°), which means in practice ”roughly vertical
position”; in the other class the angles are taken from either of the ranges
(60°, 120°) or (240°, 300°), which yields ”roughly horizontal position”. Besides,
the images within each class are varied by scale coefficient from the range
(0.9, 1.5) and position. All the objects are presented on background obtained
by cutting a square fragment from a different image (classic Fishing boat
image).
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Fig. 3. The class representatives (three examples from each class) in the database
RTS3 on uniform background (left) and in their final form (right)

The database was generated several times with different number of training
images to assess the generalization properties of the classifier. One hundred
testing images were used in all cases and the validation dataset size was set to
one-fourth of the training set (rounded up to the nearest integer). For every
input image of size 128×128 its Fourier amplitude spectrum of the same size
was computed and it was transformed to the log-polar representation of size
32 × 32. The resulting 1024-element input vectors were normalized and the
constant component was removed.

The results of four different classification procedures have been presented
in Fig. 4. These are: KNN classifier performing recognition of raw images
(black), of their FFT-LPT representation (dark gray) and of their FFT-LPT-
FFT representation (white) and the FONN classifier using the FFT-LPT
representation (light gray).

The database RTS3 is constructed in such a way that a shift of the FFT-
LPT representation along the vertical axis, corresponding to rotation of the
spectrum and - at the same time - of the original image, cannot be neglected.
In this case, only operating on FFT-LPT representation enables to perform
correct recognition, which is shown by the KNN (FFT-LPT) and FONN clas-
sifiers. However, the important difference between them is that the FONN
does provide the shift invariance, due to its structural analogy to the algo-
rithm for Fourier amplitude spectrum computation, which does not exclude
using also the phase information. In contrast, the KNN is a statistical method,
which can ”simulate” shift invariance if given sufficient training data, but it
is basically unaware of the underlying model of affine transformations. The
obtained results seem to confirm this reasoning.

In the second database (STaR) the backgrounds were much more homoge-
neous, but the number of classes was increased to ten. The recognized objects
were small hand tools (one tool = one class). The photo of every object was
taken ten times on three different backgrounds, so that the whole database
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Fig. 4. Classification results (RTS3 database)

Fig. 5. Examples of correctly recognized images from the STaR-light set

consisted of 10 × 10 objects × 3 backgrounds = 300 images. The position,
orientation (planar rotation angle from the range 0°– 360°) and distance from
the camera (from the range 100% – 150%) were randomly set for every image.
Fifty images (5 images per class) were chosen to form the test set and the
remaining 250 were used as the training set.

Additionally, in order to determine the robustness of the network to greater
variations of image acquisition conditions, two other sets of images were con-
structed, containing 50 images each. In the first one (the STaR-light set,
Fig. 5) varied lighting conditions were used and in the second one (the STaR-
light30 set, Fig. 6) also the angle between the image plane and the lens plane
was changed from 0° to 30°.

The neural classifier from Fig. 1, without the connections denoted by (*)
was applied for classification tests and Fourier amplitude spectrum in the
log-polar representation of size 64× 64 (FFT-LPT) was used as input data.

Three experiments have been performed on the basis of the test sets com-
posed of, respectively: 50 images1 from the STaR database, 50 images from
1 The remaining 250 images formed the training set in all the three experiments.
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Fig. 6. Examples of correctly recognized images from the STaR-light30 set

Table 1. Confusion matrices for the STaR-light (left) and STaR-light + STaR-
light30 (right) databases (each value shown is a percentage of correct recognition)
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brush 28 - - 72 - - - - - - 15 - - 66 9 - - - 10 -
clamp - 100 - - - - - - - - - 70 - - - 10 20 - - -
hook 8 - 82 - 10 - - - - - 5 - 60 9 - 18 - 8 - -
knife - - - 100 - - - - - - - - - 100 - - - - - -
pencil 36 - - - 64 - - - - - 18 - 10 30 32 1 - - 9 -
pliers - - - - - 100 - - - - - 9 - - - 91 - - - -

scissors - - - - - - 100 - - - - - 7 - - 2 88 - 3 -
screwdriver - - - - - - 20 80 - - - - - - - - 19 80 1 -

spanner - - 18 40 - - - - 42 - - - 26 19 3 - - 2 50 -
string - - - - - - - - - 100 2 - 9 - 1 - 18 21 - 49

the STaR-light set, and 100 images from the combined STaR-light and
STaR-light30 sets. The FONN classifier has reached the recognition rate of
100%, 79.6%, 63.5%, respectively. The confusion matrices for the second and
the third experiment are presented in Table 1.

As a comparison, the recognition rate of the KNN classifier was below 60%
even for the set from the first experiment. This fact, probably resulting from
the big size of the input data (64×64) and low number of training images (25
objects per class), emphasizes good generalization properties of the FONN.

Increasing the rate of distortions resulting from lighting conditions and
perspective change leads to quite significant decrease of the recognition rate.
The analysis of the confusion matrix shows that the biggest problems occur
in the case of three objects with elongated shape and low contrast with the
background (brush, spanner, pencil), which are – subjectively – quite similar.
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It should by noted, however, that all those additional distortions are not
included in the training set. Adding the images typical for the STaR-light
and STaR-light30 sets into the training set would probably lead to better
recognition results.

4 Conclusion

The presented classifier based on a fast orthogonal neural network has proven
its effectiveness in the task of recognition of images under basic affine trans-
formations (rotation, translation, scaling). The flexibility of the proposed ap-
proach, resulting from the adaptation potential of a neural network, is shown
in a task involving rotation as a partially discriminative factor (the RTS3
database).

Finally, it is worth mentioning that although the STaR database seems to
be an easier classification problem in comparison to the RTS3 set, mainly due
to the possibility of applying potentially successful segmentation techniques
and manually choosing appropriate features for discriminating the objects,
the simplicity and generality of the proposed approach is its major advantage.
The proposed classifier may be successfully applied in practice to recognize
objects without the necessity of finding their localization, orientation and size
and without additional preprocessing stages such as segmentation.
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Summary. Reducing time of application execution is significant for the
quality of image processing and communication systems. Automatic coarse-
grained parallelization of program loops is of a great importance for multi-
core computing. This paper presents Iteration Space Slicing algorithms aimed
at extracting coarse grained parallelism available in arbitrarily nested pa-
rameterized loops. We demonstrate that Iteration Space Slicing permits us
to generate parallel code for image analysis, encoding and communication
solutions. Experimental results are carried out with UTDSP benchmark.

1 Introduction

The increasing use of multi-core microprocessors necessitates the increas-
ing need to expose coarse-grained parallelism available in sequential image
processing and communication algorithms. The lack of automated tools per-
mitting for exposing such parallelism decreases the productivity of parallel
programmers and increases the time and cost of producing a parallel program.

Because most computations are contained in program loops, the automatic
extraction of coarse-grained parallelis from loops is extremely important for
multi-core systems, allowing us to produce parallel code from existing sequen-
tial applications and to create multiple threads that can be easily scheduled
by a load balancers achieving a high system performance.

Loop parallelization is not trivial and dependence analysis is needed. Ig-
noring loop dependences causes that parallel code can produce not correct
output. Two statement instances I and J are dependent if both access the
same memory location and if at least one access is a write. I and J are called
the source and destination of a dependence, respectively, provided that I is
lexicographically smaller than J (I≺J, i.e., I is always executed before J).

In this paper, we discuss Iteration Space Slicing algorithms extracting
coarse-grained parallelism from program loops. We consider loops of im-
age analysis, encoding, and communication application from the UTDSP

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 307–314.
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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benchmark [1]. Experimental results are carried out in order to check the
speedup and efficiency of generated parallel code.

2 Image Processing and Communication Algorithms in
the UTDSP Benchmark

The UTDSP Benchmark Suite [2] was created in 1992 at the University
of Toronto to evaluate the quality of code generated by a high-level lan-
guage (such as C) compiler targeting a programmable digital signal proces-
sor (DSP). This evaluation was used to drive the development of specific
compiler optimizations to improve the quality of the generated code and to
modify the architecture of the target processor to simplify compiler’s task. At
that time, DSP applications were written in the assembly language of the tar-
get processor, making it necessary for us to write the applications ourselves
in C [1].

A C compiler is used to translate target applications into machine op-
erations that can be executed by the model architecture. The C compiler
generates sequential code and performs register allocation based on the in-
struction set and the number of registers defined for the model architecture. A
post-optimizer is then used to exploit the DSP-specific features of the model
architecture. The post-optimizer also exploits parallelism in sequential code
and creates executable code that runs on the model architecture.

Table 1. UTDSP kernel benchmarks

Kernels Description

fft Radix-2, in-place, decimation-in-time fast Fourier transform
fir Finite impulse response (FIR) filter
iir Infinite impulse response (IIR) filter
latnrm Normalized lattice filter
lmsfir Least-mean-squared (LMS) adaptive FIR filter
mult Matrix Multiplication

The benchmark suite used in this study consists of six kernels and ten
applications [1]. Table 1 shows kernel benchmarks, which consist of simple al-
gorithms commonly used in DSP applications. The kernels usually constitute
the inner loop of DSP applications; therefore the effectiveness of exploiting
parallelism in kernels dominates the overall performance. In other words, the
compiler must generate efficient code for kernels to maximize the utilization
of the hardware resources in the model architecture. DSP kernels are simply
small code fragments that represent important calculations in DSP appli-
cations. Examples of DSP kernels are: filters of various kinds, fast Fourier
transform, matrix multiply. Table 2 shows the DSP application benchmarks,
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Table 2. UTDSP application benchmarks

Applications Description

G721_A, G721_B Two implementations of the ITU G.721 ADPCM speech encoder
V32.modem V.32 modem encoder/decoder
adpcm Adaptive differential pulse-coded modulation speech encoder
compress Image compression using discrete cosine transform (DCT)
edge_detect Edge detection using 2D convolution and Sobel operators
histogram Image enhancement using histogram equalization
lpc Linear predictive coding speech encoder
spectral Spectral analysis using periodogram averaging
trellis Trellis decoder

which are commonly used in embedded systems. DSP applications, on the
other hand, are entire programs that would be executed on a DSP in a com-
mercial product. Using the suite of benchmarks with the application-driven
design methodology thus makes the resulting model architecture an ideal
design for embedded DSP processors. Examples of DSP applications are: lin-
ear predictive coding, image compression, an implementation of the G.721
modem protocol.

In this paper we apply Iteration Space Slicing to get parallel code for the
UTDSP benchmarks.

3 Parallelism Extraction Using Iteration Space Slicing

Iteration Space Slicing (ISS) was introduced by Pugh and Rosser [3] as an
extension of a program slicing proposed by Weiser [4]. It takes dependence
information as input to find all statement instances that must be executed
to produce the correct values for the specified array elements. A dependence
graph refers to extensive set of dependence of a loop nest, described by de-
pendence relations in the Presburger arithmetic. The algorithms presented in
papers [6, 7, 8] show the usage of the Iteration Space Slicing for coarse-grained
parallelization. Coarse-grained code is presented with synchronization-free
slices or with slices requiring occasional synchronization. An (iteration-space)
slice is defined as follows.

Definition 1. Given a dependence graph defined by set of dependence rela-
tions, a slice S is a weakly connected component of this graph, i.e., a maximal
subgraph such that for each pair of vertices in the subgraph there exists a
directed or undirected path.

Iteration Space Slicing (ISS) requires an exact representation of loop-
carried dependences and consequently an exact dependence analysis which
detects a dependence if and only if it actually exists. To describe and imple-
ment our algorithm, we chose the dependence analysis proposed by Pugh and
Wonnacott [5] where dependences are represented by dependence relations.
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chain tree MIE graph

Fig. 1. Slices of the different topologies

A dependence relation is a tuple relation of the form [input list ]→[output
list ]: formula, where input list and output list are the lists of variables and/or
expressions used to describe input and output tuples and formula describes
the constraints imposed upon input list and output list and it is a Presburger
formula built of constraints represented with algebraic expressions and using
logical and existential operators.

We use standard operations on relations and sets, such as intersection (∩),
union (∪), difference (-), domain (dom R), range (ran R), relation application
(S�= R(S): e�∈S�iff exists e s.t. e→e�∈R,e∈S), positive transitive closure of
relation R, R+ = {[e]→[e�] : e→e�∈ R ∨ ∃ e ��, e→e��∈ R+ ∨ e��→e�∈ R+},
transitive closure R* = R+ ∪ I. In detail, the description of these operations
is presented in [5, 10, 11].

Definition 2. An ultimate dependence source is a source that is not the
destination of another dependence. Ultimate dependence sources and desti-
nations represented by relation R can be found by means of the following
calculations: domain(R) - range(R).

Definition 3. The set of ultimate dependence sources of a slice forms the
set of its sources.

Definition 4. The representative source of a slices its lexicographically min-
imal source.

We distinguish between the following topologies of slices:

1. Single Incoming Edge (SIE) graph, where each node has only one incom-
ing edge. SIE graphs can represent the chain or tree topology.

2. Multiple Incoming Edges (MIE) graph, where one or more nodes has
multiple incoming edges.

Our approach allows us to extract coarse grained parallelism represented with
slices consists of the following steps:



Coarse-Grained Loop Parallelization 311

1. find set Srepr of representative sources
2. reconstruct slices from their representatives and generate code scanning

these slices.

The approach to extract synchronization-free slices [6]relies on the transi-
tive closure of an affine dependence relation describing all dependences in
a loop and consists of two steps. First, representatives of slices are found
in such a manner that each slice is represented with its lexicographically
minimal statement instance. Next, slices are reconstructed from their repre-
sentatives and code scanning these slices is generated. Given a dependence
relation R describing all dependences in a loop, we can find a set of state-
ment instances, SUDS , describing all ultimate dependence sources of slices
as SUDS=domain(R)-range(R). In order to find elements of SUDS that are
representatives of slices, we build a relation, RUSC , that describes all pairs
of the ultimate dependence sources that are transitively connected in a slice,
as follows: RUSC = {[e]→[e�] : e, e�∈ SUDS , e �= e�, (R*(e) ∩ R*(e�))}.

The condition (e �= e�) in the constraints of relation RUSC means that e is
lexicographically smaller than e. Such a condition guarantees that the lexi-
cographically smallest element from e and e will always appear in the input
tuple, i.e., the lexicographically smallest source of a slice (its representative
source) can never appear in the output tuple. The intersection (R*(e)∩R*(e�))
in the constraints of RUSC guarantees that elements e and e are transitively
connected, i.e., they are the sources of the same slice.

In second step we can use the following algorithms in order to reconstruct
slices:

• Gen_affine [6] - an algorithm allowing us to generate code changing
synchronizationfree slices of an arbitrary topology if R* has a closed form
and affine constraints. This algorithm uses well - known code generation
tecvhniues to scan elements of affine sets representing synchronization-
free slices. It requires computation of R*.

• Gen_graph [7] an algorithms allowing us to scan slices of the chain,
tree or graph topology that does not require computation of R*. Within
each slice, it employs free-scheduling of statement instance (statement
instances are executed as soon as their operands are available). It can
be applied to parallelize loops for which Gen_affine fails to extract
synchronization-free slices because of impossibility to compute affine R*
or as an alternative for Gen_affine aiming at increasing code locality.

• Synch_MP [8] - an algorithm employing synchronization based on mes-
sage passing using both OpenMP and POSIX locks functions [9]. When
above algorithms extract only a single slice, this algorithm can be used
to seek for slices requiring synchronization. The generated code consists
of send and receive functions to synchronize the slices execution.
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4 Experiments

To extract dependences, the Petit tool [11] was used. Petit was able to find
dependences in 34 UTDSP loops. For 34 UTDSP loops qualified to experi-
ments, Iteration Space Slicing allows us to extract slices for 20 UTDSP loops.
Table 3 shows the numbers of parallelized loops for UTDSP kernels and ap-
plications.

To check the performance of parallel code, speedup and efficiency
was examined. Speed-up is a ratio of sequential time and parallel time,
S=T(1)/T(P), where P is a number of processors. Efficiency, E=S/P, tells
us about usage of available processors by parallel code.

Three loops from the Benchmark were examined, two loops from
Edge_detect application and one from Compress application. For each loop
multiple sources and transitive closure of all relations were found. It allows

Table 3. Parallelized loops of UTDSP kernels and applications

Application Gen_affine Gen_graph Gen_affine
compress 3 3 1

edge_detect 3 2 1
fir 1 1 0

g721 1 1 0
fir 1 1 0
lpc 6 6 0

histogram 1 1 0
spectral 1 1 0

mult 2 2 0
trellis 1 1 0

summary 20 19 2

Table 4. Speed-up and efficiency of loops from the UTDSP benchmarks

Params 2 CPU 4 CPU 8 CPU
S E S E S E

Loop: N = 1000 1,19 0,59 1,48 0,37 1,95 0,24
Edge_detect_1 N = 2000 1,47 0,74 2,25 0,56 3,42 0,43

N = 3000 1,54 0,77 2,70 0,68 3,84 0,48

Params 2 CPU 4 CPU 8 CPU
S E S E S E

Loop: N = 500, K=10 1,64 0,82 3,02 0,76 4,58 0,57
Edge_detect_4 N = 1000, K=10 1,72 0,86 3,35 0,84 5,99 0,75

N = 1500, K=10 1,73 0,87 3,43 0,86 6,57 0,82

Params 2 CPU 4 CPU 8 CPU
S E S E S E

Loop: N = 1024 1,43 0,72 1,82 0,45 3,04 0,38
Compress_1 N = 1536 1,77 0,88 2,56 0,64 3,58 0,45

N = 2048 1,78 0,89 3,30 0,82 4,82 0,60
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us to use Gen_affine algorithm to generate parallel code for all loops. Table 4
shows speed-up and efficiency for 2, 4, and 8 processors. Experiments were
carried with Workstation Board S5000XVN Intel Xeon Quad Core, 1.6 Ghz,
8 CPU (2 quad core CPU with cache 4 MB), 2 GB RAM, Ubuntu Linux.

5 Conclusion

In this paper, we demonstrated that ISS extracts coarse-grained parallelism
for image processing and communication applications. Loops of the UTDSP
benchmarks are divided on many slices which are mapped to processors
as threads. Coarse-grained parallelism advantage is no synchronization or
occasional synchronization between threads. It allows us to achieve signifi-
cant speed-up of parallel programs on popular memory-shared machines with
multi-core processors.

ISS permits us to parallelize loops for which other popular techniques,
like Affine Transformation Framework or Unimodular Transformations, fail
to produce parallel code [6].

In the future, we are going to examine other benchmarks of image analysis,
video encoding and communication using the Iteration Space Slicing frame-
work. We also plan to improve dependence analysis for loops written in C
and design automatic algorithms improving locality of generated code for a
particular parallel machine.
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Summary. New computer vision solutions dedicated for blind and partially
sighted people have been recently introduced as a result of significant progress
in computer science. Also the growing computation power of mobile and
portable devices together with development of information systems allow to
adopt and apply new and robust solutions that are able to work in nearly
in a real-time and share and use information spread over IP network. Many
of currently developed solutions are dedicated to support the user, giving
the information about divert obstacles located in the environment. However
many of them are using simple detectors (commonly ultrasonic echo-location)
for obstacles tracking without its classification and recognition. Therefore the
solution presented in this paper engages the stereo camera and image pro-
cessing algorithms to facilitate its user with object detection and recognition
mechanisms. The inference engine combined together with ontology based
problem modeling allows to handle the risk, predict possible user’s moves
and provide the user with appropriate set of tips that will eliminate or re-
duce the discovered risk.

1 Introduction and Motivation

Current solutions used by people with a vision impairment engages simple ob-
ject detection techniques such as ultrasonic echo-location and are often rec-
ommended to be used as secondary aid tool which is not intended to replace
the traditional aids such as white cane and guide dog. Some of already used
commercial solutions (e.g "Miniguide ultrasonic mobility aid" [2]) are able to
identify a small set of objects. However the common drawback of such solu-
tions is a lack of possibility of enlarging the amount of recognized instances.
Commonly these allows to avoid obstacles, locate doorways, gaps or determine
if elevator doors are open. However in the last few years the research concern-
ing the alternatives solutions supporting blind people has been growing and
introducing new designs and systems that focus on adaptive and intelligent
methods utilizing stereo cues and image processing approaches [1].
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2 System Architecture

The general architecture of the proposed system is presented in Fig. 1. It
uses two standard cameras as a stereovision system. These are bind together
and calibrated prior to the use. These allows to obtain the depth map, which
is essential to get the information about the position and size of nearby
localized obstacles thanks to depth map segmentation algorithm. Further
processing allows to extract distance between particular obstacle and camera.
For each detected obstacle the feature vector is built and is used to query the
database to identify that object. When object is identified the Ontology Based
Recognition System (OBRS) is queried to identify further object properties
and interconnected threats. The semantic description allows to:

• classify particular obstacle to particular class of object
• provide description of relations between objects
• provide description of relations between particular object and the envi-

ronment it is located.
• model dynamic relations between objects by providing the semantic rules
• create risk management

The OBRS is used both for risk assessment and proposing appropriate action
plan, which will reduce or eliminated discovered threat. Finally the message
describing the threats and suggested action plan is build in textual form and
converted to voice via TTS (Text To Speech) application.

Fig. 1. Generalized system architecture

3 Obstacles Detection

The images obtained from stereocamera allow to reconstruct the 3D structure
of observed scene. However to do this accurately the stereo cues have to be
calibrated to obtain the intrinsic camera parameters and produce transfor-
mation matrices that will rectify images coming from the left and the right
cameras. Also knowing the intrinsic properties (such as focal length) it is
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Fig. 2. Depth map segmentation and obstacles extraction

possible to estimate the distance to particular obstacle via triangulation. Ap-
plying this algorithm to all pixels in left image and its correspondences in
right image the depth map is obtained. However the most challenging thing
in the whole procedure is to find the corresponding pixels in both images. To
extract the obstacles located in front of a user the depth map segmentation
algorithm is used. The procedure is shown in Fig. 2.

3.1 Stereo Matching

There are different approaches to stereo matching. These can be generally
divided into two groups. Fist group of algorithms use the local features to
compute the disparity map (the product of stereo matching). The second
group engages both local and global constrains, minimizing the cost function.
Both of these methods have advantages and disadvantages. The local-based
method allows to obtain the disparity map in relatively short time, but its
quality (accuracy) is quite poor. In the other hand the methods engaging
global constrains allows to generate high accuracy disparity maps, however
not in a real time. The accuracy of disparity map estimation of selected stereo
matching algorithms, for example images, are shown in Fig.3.

3.2 Depth Map Segmentation

Before the particular object can be located in the environment it has to be
segmented and extracted form the depth map. However this is not trivial task
to do since different object may occupy different depth ranges, which makes
segmentation more difficult. The main idea which solves this problem aims
at generating the bird’s eye view image of the scene as is it shown in Fig. 2.
This can be obtained by applying the formula 1 to each pixel of the image,
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Fig. 3. Examples different algorithms used for stereo matching (SAD (sum of
absolute distances), Kolmogorov [4], Birichfield [5])

Fig. 4. Examples of depth map obtained via SAD algorithm

where height indicates the depth map height, and depthMapPixEq(x, j, y)
is equal 1, if pixel at position (x, j) has depth y and 0 otherwise.

birdsEyeV iew(x, y) =
height∑
j=0

depthMapPixEq(x, j, y) (1)

The bird’s eye view image is further segmented and each of segments is la-
beled to identify the width and the depth ranges of the object ( Fig. 5C).
Having this information the obstacle can be easily located in the original
image as it is shown in Fig. 5D. This region of texture is used as an in-
put to obstacle identification. Examples of algorithm at work are presented
in Fig.6.
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Fig. 5. Obstacle segmentation procedure. A - depth map, B - Thresholded Bird’s
Eye View, C - Filtered depth map and segmented obstacle, D - localized obstacle
in original image

Fig. 6. Example of segmented objects

3.3 Object Identification

There are different approaches to index images in large data base. How-
ever the most promising and yielding high effectiveness and robustness to
rotation and occlusions, are methods named BOF (Bag Of Features). These
extract characteristic points (typically maxima and minima of luminance)
from the ROI (Region Of Interest). Each of such points is described by in-
dividual feature vector. In this case the SURF descriptors were used. Using
this set of features (points with descriptors) the database of known object is
queried to find the closest match, which matching cost is lower than system
threshold. The brute data base search (computing distances to all instances
in data base) is quite computationally expensive, therefore using more effi-
cient data structure such as inverted file system allows to obtain the query
results significantly faster. Also (as showed Sivic and Zisserman in [6]) adopt-
ing the method of visual words increases searching efficiency. According to
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this approach the local descriptor are quantized into visual word (commonly
k-means clustering algorithm is adopted for that task). For particular image
a histogram of visual words is created. This allows to compare histograms
(rather than descriptors) to find closest matches.

3.4 Risk Management

The presence of obstacle in front of the user does not implies the awareness
of all threats connected with that object. In real worlds there are compli-
cated relations between object causing the threats to show up only if two
or more objects appear together. Particular the mug of hot coffee on top of
chair would be classified as a single obstacle and as a result the risk could be
underestimated by blind person. Therefore, proposed in this paper method
of extracting texture information, would simply recognize that there are two
objects. Furthermore different obstacles of the same sizes may expose blind
person to different threats. However simple object identification is also insuf-
ficient (e.g. knife should not be considered as threat if blind person operates
it and is aware of that fact). Therefore to handle these complicated relations
between object and to provide good semantic description the ontology nota-
tion model is use. The simplified model showing high level relations and the
main concepts is shown in Fig.7.

The ontology focuses on risk assessment. At the beginning there is an rec-
ognized object, which has its properties. In example mentioned above coffee
mug will have property "may contain hot coffee". With that property there
are connected some threats. In this example there are two of them: "burn
yourself" and "spill content". Each of theses threats increases the whole risk
the blind person is exposed to. However for each of treats there may be some
reaction (focused on the object) that will eliminate or reduce the risk.

3.5 Experiments

There are two scenarios of experiments. The first scenario aims at evaluating
the functionalities responsible for risk assessment and informing the blind

Fig. 7. The simplified ontology diagram
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Fig. 8. Examples of experiments

person about threats and appropriate reaction minimizing the risk. The
second scenario aims at evaluating object identification and abject search-
ing functionalities. Examples of results (including system reaction in textual
form) are presented in Fig.8.

3.6 Conclusions

In this paper prototype of mobility aid system for people with vision im-
pairment was described. The tentative results are promising and show that
engaging the stereovision systems together with robust object extraction al-
gorithm and ontological description of the environment allow to asses the risk
the blind person is exposed to. Further more prosed here distributed architec-
ture allows to perform huge amount of operation in nearly real time. What is
more such architecture gives opportunity to seamless system re-learning (by
adding new instances to distributed databases) and reconfiguration without
maintaining the user’s personal computer.

The further work focuses on adopting more robust stereo matching algo-
rithms that will yield satisfactory depth map. This will allow extract the
obstacles more accurately. Also the object identification functionalities have
to be supported by other recognition techniques. The BOF-based methods
are promising and fast, however there are many objects in the environment
which are hard to identify using the texture. However these usually have
distinctive color and shape. What is more the BOF allows to recognize the
particular instance but not class of object. In example there are plenty of
chair instances that we haven’t seen before but are still capable to classify it
as chairs, according to their common physical features. Therefore decompos-
ing the object into low level features and using the ontology to describe the
relations between them is expected to cover that problem.



322 R. Kozik

References

1. Pelcztnski, P.: Travel Aid System for the Blind. Image Processing and Com-
munications Challenges, 324–333 (2009)

2. The Miniguide project homepage, http://www.gdp-research.com.au
3. Sun, J., Li, Y., Kang, S., Shum, H.: Symmetric stereo matching for occlusion

handling. In: CVPR, pp. II 399–406 (2005)
4. Kolmogorov, V., Zabih, R.: Computing visual correspondence with occlusions

via graph cuts. In: I, pp. II 508–515 (2001)
5. Birchfield, S., Tomasi, C.: Depth Discontinuities by Pixel-to-Pixel Stereo. In-

ternational Journal of Computer Vision 35(3), 269–293 (1999)
6. Sivic, J., Zisserman, A.: Efficient Visual Search for Objects in Videos. Proceed-

ings of the IEEE (2008)
7. Kirasic, D., Basch, D.: Ontology-Based Design Pattern Recognition. LNCS

(2009)
8. Francois, A.R.J., Nevatia, R., Hobbs, J., Bolles, R.C.: VERL: an ontology

framework for representing and annotating video events. IEEE MultiMe-
dia 12(4), 76–86 (2005)

9. Latfi, F., Lefebvre, B., Descheneaux, C.: Ontology-based management of the
telehealth smart home, dedicated to elderly in loss of cognitive autonomy. In:
Proceedings CEUR Workshop, vol. 258 (2007)

10. Fergus Torralba, R., Weiss, Y.: Small codes and large databases for recognition.
In: CVPR (2008)

11. Philbin, J., Chum, O., Isard, M., Sivic, J., Zisserman, A.: Lost in quantization:
Improving particular object retrieval in large scale image databases. In: CVPR
(2008)

http://www.gdp-research.com.au


Extracting Symbolic Function Expressions by
Means of Neural Networks

Jarosław Majewski and Ryszard Wojtyna

Faculty of Telecommunication and Electrical Engineering
University of Technology and Life Sciences Bydgoszcz, Poland
e-mail: Jaroslaw.Majewski@utp.edu.pl, Ryszard.Wojtyna@utp.edu.pl

Summary. In this paper, a new neural network capable of extracting knowl-
edge from empirical data [1]–[6] is presented. The network utilizes the idea
proposed in [2] and developed in [3, 4]. Two variants of the network are shown
that differ in relationships describing activation functions of neurons in the
network. One variant utilizes logarithmic and exponential functions as the
activation ones and the other is based on reciprocal activation functions. The
first network variant is similar that proposed in [3]. The difference is that
in our network the logarithmic activation function works with hidden layer
neurons while in [3] with input signals. In the second variant, all activation
functions are of 1/x type. To the authorŠs knowledge, such a network has not
been published in the literature so far. Like that of [3], our network provides a
real valued symbolic relationship between input and output signals, resulting
from numerical data describing the signals. The relationship is a continuous
function created on the basis of a given set of input–output numerical data
when learning the network. Extraction of the symbolic function expression is
carried out after the training in finished. By forming the symbolic expression,
the neural network structure and synaptic connection weights associated with
the neurons are taken into account. The ability of knowledge extraction, also
called law discovery, is a consequence of applying proper activation functions
of neurons included in hidden and output layers of the network. The neural
network under consideration can also play an inverse role to the above men-
tioned. Instead of extracting the symbolic relation, it can also be used as a
neural realization of continuous functions expressed in a symbolic way. The
presented theory is illustrated by an example.

1 Introduction

Determining continuous–function relationships between two empirical data
sets can be realized using neural networks [1]–[6], where one of the set is
regarded as the network input data and the other as its output one. In case
of applying neural networks, solving this task means automatic knowledge
extraction using the networks. The neural network role is to discover laws
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and regularities governing the input–output data relations. Moreover, the
network should enable to extract and write the laws in a symbolic form.

There are two approaches to the problem under consideration. The first one
consists in reading decision rules of an IF . . . THEN . . . type from the neural
network trained by means of the empirical input–output data set, and next
writing the rules. This is, in fact, a neural realization of expert systems. In
the other approach, network Boolean functions are extracted from the trained
network and written. In both cases, either sigmoid or certainty–factor–based
(CF–based) relationships are used as activation functions [1, 6]. Moreover, for
both approaches one applies an adaptive way of transforming a knowledge
included in the input–output data into weights between neurons (network
training). To extract the knowledge and write it in symbolic forms after
finishing the adaptation learning, special techniques are applied [1, 6].

There are two ways to solve the knowledge extraction task. In the first
method, called open–box approach or sometimes decomposition approach,
each internal element of the network is examined. Making use of full infor-
mation about the network structure and its neuron weight values, one obtains
the searched logic rules. The second method is based on using only an ob-
served input–output behavior of the network to determine the rules. Such an
approach is called black–box or pedagogical approach [5].

The network proposed in this paper belongs to the second group of ex-
traction techniques and presents an improved approach to the problem. An
advantage of our approach is that it enables to extract real–valued continuous
functions describing relationships between input and output system data. The
continuous function extraction is realized in the learning adaptive process of
the network. It is worth stressing that information about the continuous func-
tions can be read out, after the learning is finished, from the network topology
and values of the neuron synaptic connections (neuron weights) and can be
written in a symbolic form using the open–box method.

The first network proposed in this paper resembles the nets presented
in [3]. The similarity is that in both networks natural–logarithm and expo-
nential functions are used as activation functions. The difference between
our approach and that of [3] is that the activation functions concern dif-
ferent network layers. In case of [3], finding natural logarithm concerns the
network input data vector x, and the exponential operation is performed on
its hidden–layer output signals. This is illustrated in Fig. 1. Our network is
shown in Fig. 2. In the proposed solution, finding natural logarithms is per-
formed on output signals of the network hidden layer, while the exponential
operation concerns the network output neuron (only one).

In Fig. 1, a neural network is shown which corresponds to the relation
proposed in [3] and is described by:

yt = c0 +
h∑
i=1

ci exp

⎛
⎝ n∑
j=1

wij ln (xtj)

⎞
⎠ , (1)
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Fig. 1. Topology of neural network proposed in [3], working according to the
expression given by (1)

where yt is a target value at the network output, xtj are components of the
input vector corresponding to yt, n is the number of input neurons, wij are
weights between input neurons and hidden ones, h is the number of hidden
neurons, ci are weights between the hidden neurons and output node and c0
is a real valued coefficient.

From (1) and from Fig. 1 it is seen, that the number of variables, excluding
c0, whose values are changed in the learning process equals a product of n
and h, where n is a given number, while h an unknown number.

In the next section, a new simple network is presented that is also based on
logarithmic and exponential activation functions but the activation functions
operate in different layers compared to the network shown in Fig. 1. Another
solution of the knowledge extracting task, to be proposed by us, is network
shown in section 3. It is based on reciprocal activation functions, i.e. functions
of a 1/x type. An example illustrating usefulness of our proposals is given in
section 4, and concluding remarks in section 5.

2 Simple Network Using Logarithmic and Exponential
Functions

Basic diagram of the proposed neural network is show in Fig. 2. It consists of
input layer (N input nodes denoted by Xi), one hidden layer with M neurons
(any number of them) and one output neuron.

Call all hidden layer neurons in Fig. 2 by logotron because their activation
function is given by natural logarithm function, g(x) = ln(x), and the out-
put neuron by expotron as its activation function is expressed by exponential
function f(x) = exp(x). Unlike a classical perceptron, which is able to extract
knowledge from input–output data in a Boolean function form only, our net-
work provides the extracted knowledge in a real–valued continuous function
way. The reason for introducing the logotron and expotron names is to em-
phasis that such activation functions are not used in typical neural networks
and to simplify description of more complex networks built of networks of the
type shown in Fig. 2. As a result, one can extract a more complex function
expressions than that discussed in this paper.
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Fig. 2. Proposed basic neural network, utilizing exponential and logarithmic func-
tions, suitable for extracting symbolic knowledge about input–output relationships

Consider properties of the network shown in Fig. 2. For N inputs and M
hidden–layer neurons, output signal is given by:

y = exp

(
M∑
m=1

um ln

(
w0m +

N∑
n=1

wnmxn

))
, (2)

where um represents weights between hidden neurons and output neuron,
and wnm weights between input nodes and hidden layer neurons.

Equivalently, the relationship (2) can be expressed as:

y =
M∏
m=1

(
w0m +

N∑
n=1

wnmxn

)um

(3)

As can be seen from (3), our network realizes in a direct and precise way
both weighted adding (second component in the bracket) and multiplication
of the brackets raised to um power.

Taking into account the network ability to learn in an adaptive way, i.e.
vary the wnm and um weights between neurons, as well as to generate the
acquired knowledge, it is possible to train it in such a way to realize any
function of the form given by (2). This is true provided that a finite set of
empiric pattern points (x, y), satisfying the realized function, is used in the
training process. The number of the set elements, necessary for obtaining sat-
isfactory training results, can be different, depending on the case considered,
but usually is not very large. It is possible to carry out a successful learning
making use of a few pattern points only.

An important advantage of the network of Fig. 2 is that it is trained using
a finite set of pattern points given by numerical data. Moreover, after the
training is finished, the obtained final function is a symbolic relationship.
This makes it possible to extract knowledge in continuous function forms on
the basis of input–output data whose properties and laws are unknown.
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3 Network Based on Reciprocal Activation Functions

The network presented in Fig. 2 includes logarithmic and exponential acti-
vation functions and realizes multiplication and rising–to–power operations,
according to (3). Consider the network shown in Fig. 3 with all activation
functions of a reciprocal type. Like that of Fig. 2, it is a three layer net-
work with only one output neuron. This network realizes another interesting
function, namely the relationship given by:

y =
1(∑N

n=1
un

xn

) (4)

The relation (4) can be utilized, for example, to describe in simple manner
equivalent impedance representing K impedances connected in parallel. This
is achieved when K weights, un, equal one, and the others are equal to zero.
Regarding the network output signal as the equivalent impedance, y = Z, and
input signals as the impedances connected in parallel, xn = Zn, we obtain:

Z =
1(∑K

i=1
1
Zi

) =

(
K∑
i=1

1
Zi

)−1

(5)

The expression (5) takes a simple polynomial form when K = 2:

Z =
Z1Z2

Z1 + Z2
, (6)

and becomes more and more complex when K increases. For example, if
K = 3 we get:

Z =
Z1Z2Z3

Z1Z2 + Z1Z3 + Z2Z3
(7)

Acting according to the idea described in [2], a neural realization of the
expression (7) requires using one network described by (1) with three inputs,

Fig. 3. Basic neural network (parallel–like unit) with reciprocal activation functions
in hidden and output layers
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one so called product unit defined in [2] and, additionally, one reciprocal-
function operation. An advantage of our network is that the same task can
be realized much easier, i.e. using one network of the type shown in Fig. 3
with 3 inputs and the same number of components as that included in the
triple–input product unit proposed in [2].

In (4), un can be regarded as weight of a given component in the denomi-
nator sum. From mathematical point of view, the lower is un, the lower is the
component influence on the network final result. In case of binary weights, a
given input signal, xk, is processed (for uk = 1) or not (for uk = 0). The net-
work learning consists in modifying the un value. The knowledge extraction
(extraction of final expression) means reading the un values out and formu-
lating, on this basis, symbolic relationship describing the network operation.

We propose to call the network of Fig. 3 parallel–like unit. By analogy
to impedances connected in parallel, we also propose to present the relation-
ship (4) using the below given symbolic form:

y =
x1

u1
‖ x2

u2
‖ . . . ‖ xN

uN
, (8)

which significantly simplifies symbolic expressions characterizing more com-
plex networks with parallel–like units.

As for learning the parallel–like units, the training process is like in typical
neurons. This enables connecting them with neurons of other types, for in-
stance with product units and linear units. Such a connection leads to more
complex networks of greater possibilities. In other words, it is possible to ex-
tract more complex symbolic expressions. Networks of this type are simpler
and can be trained faster compared to other ones.

4 Learning the Network

Mathematically, the expression (4) describing the network shown in Fig. 3,
which we have called parallel–like unit, is correct. The question, however,
is whether there exists a convergent algorithm to train such a network. To
answer this question, a training process using a standard Back Propagation
(BP) method has been applied. Vectors used to train the network are shown
in Table 1. In this table, we have twelve vectors with 4 components of each
vector (x1, x2, x3, y).

The vectors given in Table 1 satisfy the expression:

y =
x1

2
‖ x2

3
‖ x3

3.5
(9)

Comparing (8) with (9) it is seen that perfect training should lead to
u1 = 2, u2 = 3 and u3 = 3.5. The performed training turned out to be
a convergent process. After carrying out 257413 epochs, for learning coeffi-
cient equal to 0.0006 and momentum coefficient equal to 0.2, we obtained
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Table 1. 4-dimentional vectors used to train the network of Fig. 3.

x1 x2 x3 y

0.100 0.500 1.000 1.200
1.400 2.000 2.300 3.000
4.100 5.000 3.600 7.700
1.000 4.400 2.345 0.230
0.345 4.700 9.200 3.010
3.200 0.230 0.100 4.340

23.000 12.300 4.500 3.400
-9.200 -2.300 -4.500 -23.000
-0.300 2.560 1.453 7.320
0.040 0.201 0.246 0.064
0.103 8.579 2.393 0.662

-0.098 0.068 0.030 0.700

û1 = 2.0, û2 = 2.997 and û3 = 3.498. Further learning resulted in the û1, û2

and û3 values being even closer to the expected values 2, 3 and 3.5.
Having in mind that to train the product unit presented in [3, 4] not stan-

dard but a special algorithms like Random Search, Particle Swarm Optimiza-
tion, Genetic Algorithms, Leapfrog Optimization and BFGS-like algorithm
called BPQ were applied, we expect to obtain still better results of learning
the network of Fig. 3 when applying a specialized algorithm suitable for this
task.

5 Conclusions

A problem of extracting knowledge from empirical data by means of neural
networks is considered in the paper. The received knowledge has a symbolic
relation form and results from training triple–layer network which includes
proper activation functions. Like in typical neuron networks, the training
process provides values of weights between the network neurons. The weights
are parameters of the resulting continuous function expressions relating two
empirical data sets. One of the sets is used as input data of the trained
network and the other as the network output data.

Two network structures have been proposed that are attractive to realize
the knowledge discovery task. One is based on using several natural–logarithm
activation functions in hidden layer and an exponential activation function
associated with the network single–output neuron. Its scheme is shown in
Fig. 2 and symbolic function describing the input–output relation is given
by (2). The structure of Fig. 2 is similar to that proposed in [3] and shown in
Fig. 1, where several natural–logarithm activation functions are used in the
network input layer and several exponential activation function in its hidden
layer. Like the network of Fig. 1, our proposal shown in Fig. 2 can equivalently
be expressed as a function of products of the input signals, which is given
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by (3). This makes it an attractive basic unit useful for creating complex
relations in a polynomial form.

Apart from the network with the logarithmic and exponential functions, a
new network based on reciprocal activation functions, placed in hidden and
output layers, has been proposed as well. Its structure is shown in Fig. 3,
while basic relationship given by (4) and, equivalently, by (8). We have called
it parallel–like unit because it provides a continuous function relationship
suitable, for example, to describe, in a simple and compact form, equivalent
impedance representing several impedances connected in parallel. As in the
previous network of Fig. 2, parameters of the function (4) result from proper
training the network. One training example has been presented which shows
that a convergent learning can be easily performed.

Combining the networks of Fig. 2 with that of Fig. 3, a lot of interest-
ing continuous function relationships, whose parameters are attainable by
learning the networks, can be determined. This is a direction of our further
research in this field.
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Summary. Mathematical Morphology is a tool for extracting image compo-
nents that are useful for representation and description. This article shows
part of process of automatic Optical Music Recognition.. It suggest effective
methods used to remove staff line and preparing image to symbol identifi-
cation. This method based on mathematical morphology. The experimental
results are showing.

1 Introduction

The automatic Visual systems have been developed and upgraded for many
years to increase the domain of their use. At the same time the tendency of
storing the information as a digital one leads to realization of such systems
of storing the pictures which let not only change the pictures from analog to
digital system but also allow to correct its quality.(for example hum reduction
in the image). The optical music recognition systems are the example of such
ones. They are used in digitalization of music notation and in changing the
handwritten music notes into print and also in putting notes into devices
reproducing sounds automatically.

The automatic systems of recognizing musical notation are constructed
basing on four functional modules which realize:

• detection of staff position and its removal
• detection of position of musical symbols basing on the identified staff from

the previous point
• identification of the symbols
• assignation of the semantic relation between the music symbols and its

notation accepted by existing music editors.

Mathematical morphology is the basic part of digital image processing . It
seems worthy to analyze possibility of using the operations to build the sys-
tems recognizing the music notation.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 331–335.
springerlink.com © Springer-Verlag Berlin Heidelberg 2010
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The aim of this article is to describe the ways of using erosion and dilatation
to detect musical symbols

2 Staff Line Removal Method

The aim of the process of removal staff line from musical notation is to prepare
the image to detect the musical symbols. In the automatic recognition of
the musical notation the staff line is the element which might aggravate the
correct position of the symbols (lines might be read as elements of musical
notation). In later process of their identification the lack of the staff does
not make any problem because its position can be memorized or the position
of different symbols can be compared with the g or f clef (placed at the
beginning of the staff line).

The form of the digital image containing the musical notation should have
the following characteristics:

• as the result of the canvassing of the image the position of the staff line
must be horizontal because any alteration in angle in its position makes
the removal of the staff line its further placing and the identification of
the symbols impossible

• bit depth of the image containing musical notation should one bit (set of
black and white pixels)

• it should be assumed that the changes will be done in black pixels and
the white ones will create the background.

The task of removing the staff line from the image can be done in two stages
- realizing the erosion operation and then dilatation one.

Mathematically the erosion operation for the monochromatic symbols can
be written as following [2, 3]:

Emono(L, SE) = min
m,n∈SE

L(m,n) = min
SE

(L) (1)

where: L(m,n) - brightness of the point about coordinate (m,n), SE - struc-
tural template for erosion.

By analogy mathematically written operation of dilatation for
monochrome objects is expressed as [2]:

Dmono(L, SE) = min
m,n∈SE

L(m,n) = min
SE

(L) (2)

where: L(m,n) - brightness of the point about coordinate (m,n), SE - struc-
tural template for dilatation.

The compound of the erosion operation and then dilatation one is called
the opening operation however in this case the structural elements SE are
not identical for the operations.
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Fig. 1. The exemplary matrix types of structural elements used in erosion and
dilatation operations (1-white point, x-insignificant)

In Fig. 1 the exemplary matrix types of structural elements used in process
of erosion and dilatation of an image are shown.

The used type of the structural element has the basic influence on the result
of the whole process of stave removal. In the case of removal of horizontal
objects which thickness is few points maximum the element having few points
in verse and one column is desirable.

The size of the structural elements which should be used in the erosion
process depends on the thickness of a single line which is being removed. The
rule that the structural element should have the verse number one more than
the line thickness can be assumed.

So, the resolution of the input image has the basic importance for choosing
the structural element. In the process of dilatation (the second stage of the
stave removal method) the structural element should be smaller size than the
one used in the erosion process. The examples of such elements are shown in
Fig. 2.
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Fig. 2. Exemplary structural elements used in the dilatation process and erosion
process during the stave removal

In the first stage of the realization of the method of staff line removal
from musical notation the erosion operation has to remove horizontal lines.
In Fig. 3 the example of musical notation is shown and in Fig. 4 the image
after the erosion operation. As the structural element the matrix 9×1 was
used. In Fig. 4 you can see that the staff line was removed but it caused (as
a side effect) that the symbols are thinner. The aim of the erosion process
realized in the second stage is to restore the previous sizes of the symbols.
Fig. 5 shows the image after the erosion operation and further dilatation.
The structural element was the matrix 3×2.
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Fig. 3. The image of an exemplary sample of musical notation

Fig. 4. The image of a sample of musical notation after the erosion operation

Fig. 5. The image of a sample of musical notation after the stave removal (erosion
operation and then dilatation one)

3 Preparing an Image to Notes Identification

The next stage of the process of recognition of musical notation is identifica-
tion of the placement of musical symbols. The proper detection of the presence
and correct position of the notes is basic for the whole process of recognition
of musical notation. Variety of symbols in the musical notation can disturb in
this stage, therefore all the signs and elements which are not notes should be
removed. Similar to the staff removal the erosion and dilatation operations
can be used here. The difference is in choosing of the structural elements. In
erosion you should replace verses and columns (in the ratio to the structural
element used in staff removal- in this case 1×9) The structural element in
the dilatation operation should have twice less verses than columns (but the
verses should be twice more than in the erosion operation- in this case 2×4).
The result of these operation is shown in Fig. 6.

In the image after these operation the position of the notes, their distances
and other relationships in the staff position can be identified.
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Fig. 6. The sample of musical notation prepared to identify notes

4 Conclusions

Using of the morphology operation in the recognition of musical notation
process let remove the staff simply and efficiently and prepare further stages
of the recognition process. The results show that the properly prepared input
image and the matching structural element remove efficiently the stave and
do not make any important distortion at the same time (according to the
stages of musical stages recognition).
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Summary. In this work we present an object tracking algorithm running on
GPU. The tracking is achieved by a particle filter using appearance-adaptive
models. The main focus of our work is parallel computation of the particle
weights. The tracker yields promising GPU/CPU speed-up. We demonstrate
that the GPU implementation of the algorithm that runs with 256 particles
is about 30 times faster than the CPU implementation. Practical implemen-
tation issues in the CUDA framework are discussed. The algorithm has been
tested on freely available test sequences.

1 Introduction

Driven by the huge market for multimedia and games, graphics processors
have evolved more quickly than CPUs, and currently outperform them not
only in terms of processing power, but also in terms of memory performance.
The increasing programmability and computational power of the graphics
processing unit (GPU) provides great capability for acceleration of computer
vision algorithms. The GPU computations are done in parallel and algorithms
must work in multi-thread mode in order to exploit the computational power
of the GPU [1], which is not a feature of many vision algorithms. Unlike
traditional CPU-based programs, GPU-based programs have several limita-
tions on how memory can be accessed. Thus, a majority of vision algorithms
either cannot be implemented on current GPUs or can be implemented with
considerable difficulties, in consequence leading to unsatisfactory speed-up.

The key to using the GPU for accelerating the computer vision algorithm
is to view it as a streaming, data-parallel computer, and the computations in
the form of SIMD, data-parallel kernels. GPU implementations should access
constant memory efficiently, avoid shared memory bank conflicts, coalesce
� B. Rymut is presently a student, doing his MSc thesis on GPU-based object

tracking.
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global memory accesses, and overlap arithmetic with global memory latency.
In general, the number of arithmetic operations must be high enough to
effectively hide memory latency.

Visual tracking of objects of interest has received significant attention in
the vision community. It is the key to the effective use of more advanced tech-
nologies, like human identification, event recognition, crowd analysis, etc. In
the last decade a number of robust tracking strategies was proposed, which
are able to tolerate changes in target appearance and track targets in com-
plex scenes. One such successful approach is the particle filter [2, 3]. The
most important property of the particle filter (PF) is its ability to handle
complex, multi-modal (non-Gaussian) posterior distributions. Such distribu-
tions are approximated by a collection of the particles. Essentially, the num-
ber of particles required to adequately approximate the distribution grows
exponentially with the dimensionality of the state space. PFs are computa-
tionally expensive as the number of particles needs to be large for precise
results. Moreover, the observation models are often built on complex appear-
ance models, and as the result the trackers have difficulties to operate with
25/30 frames per second.

Adaptive appearance models have demonstrated great effectiveness in ob-
ject tracking. In [4], the appearance model is based on phase information
derived from the image intensity. The appearance models [5, 6] consist of
three components, namely W,S, F , where the W component represents the
two-frame variations, the S component models temporally stable pixel inten-
sities, and the F component is a fixed template of the target to prevent the
model from drifting away. The particle filters built on adaptive appearance
models algorithms produce good tracking results, but require considerable
computational power. This motivated us to elaborate a GPU implementa-
tion of such an algorithm. Since the objects are represented as 2D arrays of
pixels data, our algorithm takes advantages of GPU effectively.

The contribution of our work is an object tracking algorithm running on
GPU. The tracking is achieved by a particle filter using appearance-adaptive
models. The tracker yields promising GPU/CPU speed-up. We demonstrate
that the GPU implementation of the algorithm that runs with 256 particles
is about 30 times faster than the CPU implementation.

2 Object Tracking Using Appearance-Adaptive Models
in Particle Filter

In this section we overview the particle filtering. The section explains also
how the object undergoing tracking is modeled.

2.1 Particle Filtering

The particle filter simulates the behavior of the dynamical system. Each
sample predicts future behavior of the system in a Monte-Carlo fashion, and
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the samples that match the observed system behavior are kept, whereas ones
that are unsuccessful in predicting tend to die out. The evolution of the
state of the target as well as its measurement process is modeled by a set of
(possibly non-linear) equations perturbed by (possibly non-Gaussian) i.i.d.
noise:

xk = fk(xk−1,vk) (1)

zk = hk(xk,nk) (2)

where xk denotes the state of the target at discrete time k, vk is the pro-
cess noise vector, zk is the measurement vector, and nk is the measure-
ment noise vector. The aim is to estimate the distribution of the target
state given all the previous measurements, that is, p(xk−1|z1:k−1), where
z1:k−1 = {z1, . . . , zk−1}. Given the initial distribution of the target, we can
recursively predict the state of the target using:

p(xk|z1:k−1) =
∫
p(xk|xk−1)p(xk−1|z1:k−1)dxk−1 (3)

If a new measurement becomes available, the state can be updated using
Bayes’ rule:

p(xk|z1:k) =
p(zk|xk)p(xk|z1:k−1)

p(zk|z1:k−1)
(4)

The complete tracking scheme, known as the recursive Bayesian filter first
calculates the a priori density p(xk|z1:k−1) using the system model and then
evaluates a posteriori density p(xk|z1:k) given the new measurement.

In the PF, the distribution p(xk−1|z1:k−1) is approximated by a set of
M particles {xik−1}i=1...M and associated weights {wik−1}i=1...M as follows:

p(xk−1|z1:k−1) ≈
∑
wik−1δ(xk − xik−1), where wik ∝ wik−1

p(zk|xi
k)p(xi

k|xi
k−1)

q(xi
k|xi

k−1,zk)
,

whereas
∑
wik−1 = 1 and δ(·) is the Kronecker delta function. The term

q(xik|xik−1, zk) stands for an importance density, which is typically obtained
by approximating p(xk|xk−1, zk) with a Gaussian distribution, or by using
p(xk|xk−1) like in Condensation [2].

One of the practical difficulties that is associated with particle filters is
degeneration of the particle population after a few iterations because weights
of several particles are negligible, and, eventually, only a very small num-
ber of particles contributes to the posterior distribution. To mitigate this
problem the resampling should be used in order to eliminate particles with
low importance weights and multiply particles with high importance weights.
Resampling can be carried out at every iteration or only when a substantial
amount of degeneracy is observed [3].

The algorithm of the particle filter can be expressed in the pseudo-code:

1. For i = 1, 2, . . . ,M sample or propose particles using p(xk|xk−1)
2. For i = 1, 2, . . . ,M calculate the weights, w̃ik = wik−1p(zk|xik)
3. Normalize the weights wik using w̃ik
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4. Calculate the state estimates, x̂k =
∑M
i=1 w

i
kx

i
k

5. Resample {xik, wik} to get new set of particles {xjk, w
j
k = 1/M}

2.2 Appearance-Adaptive Models

Our intensity-based appearance model consists of three components, namely,
theW -component expressing the two-frame variations, the S-component char-
acterizing the stable structure within all previous observations and F com-
ponent representing a fixed initial template. The model Ak = {Wk, Sk, Fk}
represents the appearances existing in all observations up to time k− 1. It is a
mixture of Gaussians [4] with centers {μk,l | l = w, s, f}, their corresponding
variances {σ2

k,l | l = w, s, f} and mixing probabilities {mk,l | l = w, s, f}.
Let I(x, k) denote the brightness value at the position x = (x, y) in an

image I that was acquired in time k. Let R be a set of J locations {x(j) | j =
1, 2, ..., J} defining a template. Yk(R) is a vector of the brightness values at
locations x(j) in the template. The object likelihood is evaluated as follows:

p(zk|xk) =
J∏
j=1

∑
l=w,s,f

mk,l(j)√
2πσ2

k,l(j)
exp

[
−1

2

(
Yk(j)− μk,l(j)

σk,l(j)

)2
]

(5)

It uses a recursively updated appearance model, which depicts stable struc-
tures seen so far, two-frame variations as well as initial object appearance.

The update of the current appearance model Ak to At+1 is done using
the Expectation Maximization (EM) algorithm [7]. For a template Ŷk(R),
which is located in the image I at position x̂k, we evaluate the posterior
contribution probabilities as follows:

ok,l(j) =
mk,l(j)√
2πσ2

k,l(j)
exp

⎡
⎣−1

2

(
Ŷk(j)− μk,l(j)

σk,l(j)

)2
⎤
⎦ (6)

where l = w, s, f and j = 1, 2, ..., J . The posterior contribution probabilities
(with

∑
k ok,l(j) = 1) are used in updating the mixing probabilities:

mk+1,l(j) = γok,l(j) + (1− γ)mk,l(j) | l = w, s, f (7)

where γ is accommodation factor. Then, the first and the second-moment
images are determined in the following manner:

M
(1)
k+1(j) = (1 − γ)M (1)

k (j) + γok,s(j)Ŷk(j) (8)

M
(2)
k+1(j) = (1 − γ)M (2)

k (j) + γok,s(j)Ŷ 2
k (j) (9)

In the last step the mixture centers and the variances are calculated as follows:

μk+1,s(j) =
M

(1)
k+1(j)

mk+1,s(j)
, σk+1,s(j) =

√
M

(2)
k+1(j)

mk+1,s(j)
− μ2

k+1,s(j) (10)
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μk+1,w(j) = Ŷk(j), σk+1,w(j) = σ1,w(j) (11)

μk+1,f (j) = μ1,f(j), σk+1,f (j) = σ1,f (j) (12)

In order to initialize the model A1 the initial moment images are set using
the following formulas: M (1)

1 = m1,sYt0(R) and M (2)
1 = m1,s(σ2

1,s + Y 2
t0(R)).

3 Implementation of Object Tracking on GPU

At the beginning of this section we overview programming in CUDA frame-
work. Afterwards we discuss implementation details of the algorithm on GPU.

3.1 Programming in CUDA

Compute Unified Device Architecture (CUDA) is a programming interface
that employs the parallel architecture of NVIDIA GPUs for general purpose
computing [8]. In CUDA, programs are expressed as kernels and GPU is
viewed as a device that can carry out multiple concurrent threads. Threads
are organized in two hierarchical levels, namely blocks, which are groups of
threads executed on one of the GPU’s multiprocessors, and grids, which are
groups of blocks launched concurrently on the device, and which all execute
the same kernel [1]. The memory requirements of a kernel determine how
many threads can run concurrently on each multiprocessor. The threads in
a block can share memory on a single multiprocessor. For a given kernel
the block dimensions are chosen to optimize the utilization of the available
computational resources. Warp is a group of threads executed physically in
parallel in SIMD fashion. If the GPU processor must wait on one warp of
threads, it simply starts executing work on a different one. Because registers
are allocated to active threads, i.e. they stay allocated to the thread until
it completes its execution, no swapping of registers and state takes place
between GPU threads. In general, the more threads per block, the better the
performance because the scheduler can better hide memory latencies. Large
arithmetic calculations also contribute towards hiding the memory latency.

3.2 Implementation Details

Porting well known computer vision algorithms to GPUs is a challenging task.
Creating efficient data structures for effective use of the GPU memory model
is a challenging problem in itself [9]. In order to take the full advantages of
the available resources one should make careful decisions according to the
data layout, data exchange and synchronization. In order to decompose the
algorithm onto GPU the data-parallel portions of the program should be
identified and then separated as CUDA kernels.

The predicting of the particles, see pseudo-code in subsection 2.1, is done in
a kernel, which uses the normally distributed random numbers. The random
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numbers are generated in advance in two kernels. In the first one we generate
pseudo-random numbers using the Mersenne Twister [10] kernel provided by
the CUDA™ SDK. The second kernel employs the pseudo-random numbers
to generate a set of normal random numbers. It uses Box Mueller transform
based on trigonometric functions [11]. The random numbers are generated in
32 blocks and each block consists of 128 threads, where each thread gener-
ates two random numbers. In the kernel responsible for the prediction of the
particles the position of each particle is calculated in a separate thread.

The calculation of the particle weights is done in two separate kernels.
The first kernel performs the normalization of the pixels in the template to
the unit variance, whereas the second one is executed after the first one and
calculates the object likelihood (5). The size of the reference object template
is 42× 32. In both kernels each thread processes one column of the template.
For each particle the number of threads is equal to 32. The product in (5) is
calculated using parallel reduction [8]. The results achieved by the first kernel
are stored in the shared memory, and both kernels operate on textures.

The normalized weights wik, and the state estimate x̂k, see pseudo-code
in subsection 2.1, are calculated with the use of the parallel reduction. The
object state consists in the template location as well as its size. The admissible
change of the template size between successive frames is ±1 pixel. Given
the object state, the update of the appearance model takes place. In the
resampling step the multinomial algorithm [12] has been utilized. The vector
of cumulative sums was extracted with the use of parallel reduction, whereas
the random numbers were taken from the set that had been generated in
advance.

When a new image becomes available, the algorithm scales down and scales
up the input image. The aim of this operation is to provide the images from
which we can extract object templates that are smaller/larger about one pixel
with regard to the estimated template size. The images are scaled using the
bilinear interpolation. In the discussed kernel, the number of blocks is equal
to the number of columns of the input images, whereas the number of threads
is equal to the number of rows.

4 Experimental Results

The experiments were conducted on a PC with 1 GB RAM, Intel Core 2
Quad, 2.66 GHz processor with NVIDIA GeForce 9800 GT graphics card. The
graphics card has 14 stream multiprocessors, clocked at 1.5 GHz, each with 8
cores. It is equipped with 1024 MB RAM, 64 KB constant memory and 16 KB
common memory. We implemented the algorithm in CUDA and compared the
runtimes with its counterpart that was implemented in C/C++ and executed
on the CPU. The CPU code was compiled with Visual Studio 2005 with the
SSE2 (Streaming SIMD Extensions 2) option and O2 optimization turned
on. Table 1 shows the running times and speed-up of the tracking algorithm
both on CPU and GPU. The communication delays for transferring images
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Table 1. Tracking times [ms] and speed-up obtained on CPU (Intel Core 2,
2.66 GHz) and on GPU (NVIDIA GeForce 9800 GT)

#particles 32 64 128 256 512

CPU 16.53 32.27 62.65 123.73 243.19
GPU 1.30 1.80 2.70 4.17 7.51
CPU/GPU 12.8 18.3 24.4 29.5 32.4

from CPU to GPU and vice versa have not been taken into account. The
most time-consuming operation of the tracking algorithm is calculation of
the likelihood function (5). This operation amounts to 0.82 of the whole
processing time.

In the experiments we employed various number of particles, see Table 1.
As we can observe, the algorithm achieves larger speed-up for larger number
of particles. Figure 1 depicts some tracking results, which were obtained on
gray images1.

The dataset exhibits severe illumination conditions with partial shading.
The template is a rectangular window initialized manually in the first frame.
The initial template size for the Trellis70 dataset was set to 96 × 64. The
object tracking was performed in three dimensional space, i.e. we track the
location of the template as well as its scale. The size of the reference frame was
set to 42× 32. The maximal change of the template size between successive
frames was constrained to ±1 pixel. The example tracking results that are
depicted on Fig. 1 were obtained using 32 particles.

Fig. 1. Face tracking using particle filter and adaptive appearance models. Frames
#1, 50, 100, 150.

5 Conclusions

The adaptive appearance model-based particle filter is a robust algorithm
for tracking objects. However, the computational cost of this algorithm is
substantial. In this paper we presented our implementation of this algorithm
on GPU. We explained how to design threads and memory structures for
high performance. The result is a parallel algorithm that is easy to implement
and yields promising GPU/CPU speed-up. The results showed that the GPU
1 Trellis70 dataset is available at: http://www.cs.toronto.edu/_dross/ivt/

http://www.cs.toronto.edu/_dross/ivt/
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implementation of the algorithm running with 256 particles is about 30 times
faster than the CPU implementation. Performance comparison on various
CPU/GPU configurations of the particle filter is also presented.
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Summary. The paper describes a method for rectification of video in 3D
television parallel multi-camera systems. Using the camera calibration data
gathered, a new coordinate system is calculated, in which virtual camera po-
sitions and orientations are calculated. A rectifying perspective transform is
calculated that performs transformation from the real camera coordinate sys-
tem to a new system. Transformed images correspond to images from virtual
rectified camera setup. The results obtained using the method described are
verified by computation of depth maps using the rectified video.

1 Introduction

In contemporary 3D television systems, a video of a scene is captured by
a number of synchronized cameras. In most cases, 3 or more cameras are
used. When properly processed , information from those views can be used
to provide a very convincing 3D sensation to the users. In most cases it is
necessary to produce additional, virtual views to improve the 3D experience.

The virtual view generation from raw views is a complex process. To lighten
the computational burden and to make it possible for a simple 3D television
receiver to be able to produce virtual views, simplifying assumptions are
made. The first one is that all cameras are placed along a straight line and
have parallel optical axes. The second assumption is that 3D scene structure
is known and given in a form of depth map. This approach is used in the
MPEG group research activities regarding 3D television systems [1].

Efficient computation of depth maps is possible when all scene elements
are projected to the images from consecutive cameras in a way that they lie
on the same image line. This ensures that proper correspondences between
camera views can be found in the same line of images from all cameras.
In order to satisfy this requirement, all cameras need to be aligned so that
their direction is identical and perpendicular to the straight line, along which
the cameras are placed. This way of camera placement makes it easy to
compute depth maps and, additionally, satisfies the first assumption specified

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 345–352.
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above. Unfortunately, it is practically impossible to position the cameras
in such way. This is because cameras have different intrinsic and extrinsic
parameters. Image sensors and optical system in the cameras, even from the
same production batch, can differ in orientation and position significantly. It
is also very difficult to ensure proper camera body alignment. A difference of
2 angular minutes results in a 1 pixel shift of the whole image.

Therefore images acquired by a camera system have to be transformed in
a way that simulates the ideal camera position and orientation. Such prepro-
cessing is called rectification.

The purpose of rectification is to produce artificial views that would be
captured by hypothetical cameras with parallel camera axes, identical intrin-
sic parameters, and camera centers positioned along a straight line with all
the image horizontal borders being parallel to the line of camera centers.

The simplest possible case, with 2 cameras in the system, has a solution
that assures ideal rectification using perspective image transform. Ideal rec-
tification is possible because two points in space always lie on a straight
line, therefore it is only necessary to compensate intrinsic camera parameters
differences and camera rotations. Algorithms for estimation of the camera
parameters are given in [8, 9, 12], while the rectification algorithms for 2
camera case can be found in [2, 10, 11].

For 3 and more cameras there exist no theoretical solution for ideal rectifi-
cation using image perspective transform. Therefore, the proposed algorithm,
that is based on perspective transform, can only produce approximations of
ideally rectified images. Despite of that, it performs very well, giving useful
results.

Only little information about other approximate solutions can be found
in literature, like those presented in [6, 7], however, according to authors
knowledge, no implementation of this method is publicly available. Moreover,
the article does not describe the whole process of performing rectification.
In this article we present and describe in detail our original proposal of an
algorithm of multiple camera system rectification algorithm.

2 Pinhole Camera Model

In our work we use the most popular camera model, which is the pinhole
camera model [5]. In this model one assumes that projection of a scene on
an image plane can be described by the following equation:

z

⎡
⎣uv

1

⎤
⎦ = A [R|T]

⎡
⎢⎢⎣
X
Y
Z
1

⎤
⎥⎥⎦ . (1)

where: A is [3×3] intrinsic matrix, containing information about camera prin-
cipal point and focal length. It also contains information about physical image
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cell proportions and skew of the consecutive image lines, R is [3×3] rotation
matrix, carrying information about camera orientation, T is [3×1] translation
vector, containing information about camera location, X,Y,Z are real world
3D coordinates of a point, u, v are image coordinates, z is scaling coefficient.

To model the distortions caused by the real camera optics, additional dis-
tortion parameters are introduced.

3 Proposed Rectification Algorithm

The proposed algorithm was developed for the parallel multi-camera system,
like the one used in Poznan University of Technology [13]. The algorithm
makes use of procedures implemented in OpenCV library [3].

3.1 Camera Calibration

The first step in the solution proposed is to calibrate all cameras. We need
to calculate values of intrinsic matrix A, distortion coefficients D, rotation
matrix R and translation matrix T for every camera. One of the possible
ways to obtain those parameters is to use an algorithm proposed in [4] that
makes use of images of a known chessboard pattern placed in front of the
camera and is available as a part of OpenCV [3] library.

First we independently calibrate every camera. This operation is performed
in order to obtain accurate intrinsic matrix and distortion coefficients for ev-
ery camera. We use two-dimensional, high-contrast chessboard calibration
pattern. The size of this pattern allows us to fill most frame area by the pat-
tern image and improves distortion estimation, especially near the borders
of image. The OpenCV corner detection algorithm is used to find corners
coordinates on all captured images with sub-pixel precision. Corners coordi-
nates, averaged over 100 frames of the same pattern position, were used to
perform camera calibration. This was done using algorithm proposed in [4].
Calculated intrinsic matrices and distortion coefficients are saved and used
in further calculations.

The next step is to find translation and rotation matrices. This operation
is performed by capturing calibration pattern simultaneously by all cameras
in the system. We use the same calibration pattern, capturing procedure and
corners coordinates estimation method as in previously. Calculated coordi-
nates and already known cameras intrinsic parameters are used to find ex-
trinsic cameras parameters. The extrinsic parameters (R, T) are calculated
with respect to chessboard pattern using the OpenCV library. Calculated
translation T vectors and rotation R matrices are the base for next steps.

3.2 Coordinate Systems Transposition

After extrinsic parameters calculation we proceed to estimate relations be-
tween all cameras in a multi-view system. Translation vectors T and rotation
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matrices R were calculated in every camera own coordinate system, so the
important operation is to present these parameters into one coordinate sys-
tem. In the first step of finding inter-camera relations, we use first camera
(camera 0) coordinate system as a common base for the whole camera system.
We calculate relative rotation (Rrel) and relative translation (Trel) between
camera 0 and other cameras:

Rrel(0 → i) = R(0) ·R−1(i),
Trel(0 → i) = Rrel(0→ i) ·T(i)−T(0). (2)

where Rrel(0 → i) is rotation matrix between camera 0 and cam. i, R(i) is
camera i rotation matrix, Trel(0 → i) is translation matrix between camera
0 and camera i, T(i) is cam. i translation matrix. Those calculated inter-
camera relations are still related to camera 0 position and direction, so the
next important operation is to find a coordinate system that does not pro-
mote any camera. The new coordinate system has to be independent of any
single camera coordinate system. We find this system by using linear regres-
sion and try to estimate a line nearest to center points of all cameras. This
line forms the x-axis of a new coordinate system. Linear regression is calcu-
lated separately for y(x) and z(x) relations between cameras center points
coordinates. As a result of the regression analysis, we get ay, by, az and bz
coefficients:

y(x) = ay · x+ by,
z(x) = az · x+ bz.

(3)

After we estimate linear regression, we calculate translation and rotation
that transform camera 0 coordinate system to the new system. The y- and z-
intercepts (by, bz) of linear regression are used to create translation correction
(Tc) vector, which corresponds to the origin points difference of the old and
new system:

Tc =

⎡
⎣ 0
−by
−bz

⎤
⎦ . (4)

where Tc is translation correction vector. Next step is to estimate rotation
between camera 0 coordinate system and the new coordinate system. We use
slopes of the lines (ay, az) to calculate rotation correction matrix (Rc). Angle
of rotation around z axis (αz) is calculated using ay coefficient and rotation
around y axis (αy) is calculated using az coefficients:

αz = tan−1(ay),
αy = tan−1(az).

(5)

Previously obtained rotation angles are then converted into rotation matrices.
The z-axis rotation matrix (Rz) is calculated using αz rotation angle, and
y-axis matrix (Ry) is calculated using αy rotation angle (see Fig. 1):

Ry =

⎡
⎣ cos(αy) 0 sin(αy)

0 1 0
− sin(αy) 0 cos(αy)

⎤
⎦ ,Rz =

⎡
⎣ cos(αz) − sin(αz) 0

sin(αz) cos(αz) 0
0 0 1

⎤
⎦ . (6)
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Fig. 1. Transformation between coordinate systems. X,Y,Z is camera 0 coordinate
system. X’,Y’,Z’ is independent coordinate system.

Rotation between camera 0 coordinate system and new coordinate system is
calculated as a rotation correction matrix (Rc) as a product of Ry and Rz

matrices:
Rc = Rz ·Ry. (7)

Previously calculated relative translation vectors have to be converted to the
new coordinate system. This allows us to find cameras coordinates in the new
coordinate system:

Tn(i) = Rc · [Trel(0 → i) + Tc] . (8)

where Tn(i) is camera i coordinate in new coordinate system, Trel(0 → i) is
translation matrix between camera 0 and camera i, Rc is rotation correction
matrix, Tc is translation correction matrix, i is camera number.

The last estimated parameter is an average rotation matrix Ra, calculated
by averaging relative rotation matrices Rrel(0 → i) for all cameras. This pa-
rameter is used to find the difference between camera 0 rotation and average
rotation of all cameras. Ra parameter will be used to eliminate camera 0
rotation influence in target camera parameters calculation.

3.3 Final Camera Parameters Calculation

Previously calculated real cameras parameters and cameras relations are now
used to find target cameras parameters. These parameters correspond to pa-
rameters of ideal multi-view system. Target intrinsic matrix At is calculated
by averaging all cameras intrinsic matrices. This forces all cameras to have
the same focal length and the same position of the principal point. We also



350 J. Stankowski and K. Klimaszewski

assume that target cameras are distortion free, so set the distortion coeffi-
cients in target system to zero. Target translation and rotation matrices were
calculated using known translation and rotation matrices and correction ma-
trices (Rc, Tc, and Ra). Target parameters for camera 0 are calculated as
follows:

Tt(0) = Rc · [T(0) + Tc] ,
Rt(0) = R−1

a · [Rc ·R(0)] . (9)

where Tt(0) is target translation matrix for first camera, T(0) is first cam-
era translation matrix, Rt(0) is target rotation matrix for first camera, R(0)
is first camera rotation matrix, Tc is translation correction matrix, Rc is
rotation correction matrix, Ra is average rotation matrix. Target rotation
matrices for all cameras are the same as for the camera 0. This makes cam-
eras optical axes parallel. Target translation matrices for other cameras are
calculated by separating their new optical centres positions along x axis by
a defined step, calculated as an average distance between neighbouring cam-
eras (da). This operation was performed by modifying x-axis value in target
translation matrix:

Tt(i) = Tt(0) +

⎡
⎣da · i0

0

⎤
⎦ , (10)

where Tt(i) is target translation matrix for i camera, Tt(0) is target trans-
lation matrix for first camera, da is average distance between cameras, i is
camera number.

3.4 Rectifying Transform Calculation

Previously calculated ideal multi-view system cameras parameters are now
used to estimate rectification parameters. We select four points from corners
of calibration pattern, and correct their coordinates to remove distortion
influences. We also use the target cameras parameters and the equation (1)
to calculate projection of points that correspond to the corners of calibration
pattern. This allows us to obtain corners coordinates in ideal multi-view
system. Having two groups of four points (real and target), we are able to
find a perspective transformation Pt that performs mapping between these
points. The final part of the described solution is image transformation. First,
the distortions are removed from the image with the use of known intrinsic
matrix A and distortion vector D. Then, a perspective transformation Pt is
applied to all images.

4 Conclusions

In the application this method is targetted to, the quality of rectification
can by judged by calculating depth maps. Resulting depth map can be com-
pared with the one calculated with original images. Result of such test with
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Fig. 2. Image of the scene (left), depth map estimated for test sequence without
rectification (top right) where significant artefacts can be seen and after rectification
with proposed algorithm (bottom right) with very limited amount of artefacts

a depth map estimation before and after performing rectification using al-
gorithm proposed can be seen on Fig. 2. On the depth map generated with
rectified images, object boundaries are clearly visible, and correspond to the
boundaries of the respective objects in video frame. Disparity values are cal-
culated more accurately.

The algorithm is proved to be an effective way of performing rectification
in multi-camera system. Its main application is to produce images that satisfy
the requirements of depth estimation algorithms and simplified view synthesis
algorithms. The algorithm described here was used to prepare 4 test sequences
contributed to MPEG works [14]. These sequences are regarded as very good
and are used by many research groups in the world for experiments in 3D
video field.

The use of proposed algorithm increases overall quality of generated depth
map compared to the case with unrectified images. It is an universal and
straightforward solution for parallel multi-camera setups.
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Summary. In this paper a new method of cracks detection is introduced.
The proposed algorithm is applied to detect the cracks in the pavement im-
age. Local minimum and linear relation between them was proposed. The
proposed method is classify into two stages: linear local minimum and ver-
ification of detecting of pavement cracking. This method is fast although is
complex. Additionally, the proposed method eliminates slight and strong vari-
ations like irregularly illuminated conditions, shading and road signs painted
on pavement surface.

1 Introduction

The inspection of the concrete structures is a major part of roads manage-
ment. For many years manual observation of the road surfaces has been
the most common method for evaluating road surface distress around the
world [1, 2, 4, 5, 8].

The general approach to the defect detection in pavement surface distress
is to find a "homogeneous" feature of "no defect" textures and to detect the
differences caused by presence of a defect. Major supposes are the cracked
regions darker than other regions of inspected images and a crack is a con-
tinuous region. Usually the first step is to improve the contrast of inspected
image, being less dependent on the illumination condition and the type of
textures in road surface. The second step is camera calibration.

Over the past several decades, a number of approaches for automatic pave-
ment cracking detection have been proposed. One of them is a ACP sys-
tem [3, 12] to detect horizontal and vertical cracks, crack lengths, and sever-
ity. This is a block-based method. For all block (48×48) it was calculated
vertical and horizontal projection histogram. In [9, 10] wavelet transform to
crash detection surface was presented. There was proposed method consisted
of three stages: pre-processing, wavelet processing, post-processing. Different
approach to detect pavement destroy is proposed in [13]. There are three
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steps: subtraction pre-processings, line emphasis pre-processing and thresh-
olding processing. Modification of this method is shown in [7]. Morphology to
the pavement crack detection and the median-filter algorithm with four struc-
tural elements we found in [6]. Authors proposed method to avoid noises more
ideally and introduced the structural element to median-filter of four shapes.
The similar algorithm was shown in [11]. Dilatation and erosion operators
were also adapted. The difference between both algorithms is pre-processing
phase. Here the pre-processing is based on a histogram equalization (to be
less dependent on the illumination condition and the type of textures in road
surface) and two thresholds during binarization process.

2 Proposed Algorithm

In digital image cracks are characterized as basic features:

• the pavement distress is dark. Its means than the region of asphalt where
are cracks is darker than the other regions;

• pounding pavement surface segment is linear;
• not all dark points build a distress.

From this assumption arises the fact that we can not use simple algorithm
like thresholding to separate cracks. The key point is to study over methods
which count all foregoing assumption.

In this paper was proposed a new method of cracks detection which does
not use pre-procesing stage. The algorithm is applied to detect cracks on the
pavement image. I propose to find local minimums and to describe the linear
relations between them. This method consists of two stages: local minimums
finding and verification.

2.1 Local Minimum Searching

In the first stage proposed Linear Local Minimum algorithm searches for local
minimums Lx, Ly, which are described by formula (1) and (2) respectively:

Lx[x, y] =
{

1 ∀j∈{1,2,...,N} : I[x, y] = min{I[x, j]|x ∈ {1, 2, . . . ,M}}
0 otherwise (1)

Ly[x, y] =
{

1 ∀j∈{1,2,...,M} : I[x, y] = min{I[j, y]|y ∈ {1, 2, . . . , N}}
0 otherwise (2)

This way we obtain two matrix which are added to produce matrix L[x, y],
described by eq. 3.

L[x, y] = Lx[x, y] + Ly[x, y] (3)

where: L : {1, 2, . . . ,M}× {1, 2, . . . , N} → {0, 1, 2}, N and M are width and
height of image.
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(a) (b)

(c) (d)

Fig. 1. Image I and computed arrays Lx (b), Lx (c) and LT (d)

We can note that the value of L[x, y] is interpreted as:

• L[x, y] = 0 - in [x, y] point of image I is a not local minimum;
• L[x, y] = 1 - [x, y] is a point of image I where is vertical or horizontal

minimum;
• L[x, y] = 2 - [x, y] is a point of image I where we found a local minimum

in two directions;
• maximum amount of non zero elements in matrix L[x, y] is equal toN+M ,

and minimum is equal to
√
N2 +M2.

The array of labels L[x, y] implies only the most probable points fall into
cracks. In other words, the non zero elements of L[x, y] are only the candidate
points, which increase the probability of place being the crack is. Additionally,
the number of non zero elements of L[x, y] are not impacting to the results.
That’s why the binarization process is calculated as:

LT [x, y] =
{

1 if L[x, y] > 0
0 otherwise (4)

2.2 Verification Process

In this stage we eliminate "false" points in LT matrix and classify other as
crack or not. We defined line segment between two points LT [x1, y1] and
LT [x2, y2]:
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l1,2 : (y − y1)(x2 − x1)− (y2 − y1)(x − x1) = 0 ∀x∈〈x1,x2〉,y∈〈y1,y2〉 (5)

The line l1,2 is classified as the crack when the following condition is met

Me ≥
1

l1,2(S)

∑
a,b∈S

(I[a, b]−Me)− τ (6)

were Me = mean (I[x1, y1], I[x2, y2]) and S is a set of points of line segment
l1,2. This condition is checked for all pairs of nonzero point from array LT .

To decrease the number of calculations we defined new condition: the d
between two point LT [x1, y1] and LT [x2, y2]

d =
√

(x1 − x2)2 + (y1 − y2)2 (7)

must be shorter than established value r.
The proposed algorithm of verification process is show in Algorithm 3.

Algorithm 3. verification algorithm
Input: I [x, y] - original image, LT [x, y] - binary local minimum array
Output: B[x, y] - array of labels

for all L[x, y] �= 0 do
if |L[x1, y1]L[x2, y2]| < r where x1 �= x2 or y1 �= y2 then

if LT [a, b] ∈ S then
if median(I [x1, y1], I [x2, y2]) >= 1

l(S)

∑
a,b∈S I [a, b]− τ then

B[a, b] = 1
end if

end if
end if

end for

3 Experimental Results

Applying proposed method on sample images, the results were obtained (see
Fig. 2-6). When we increase r we go up with probability of finding all "alli-
gators" cracks, but too big r increaser false detection ratio.

(a) (b) (c)

Fig. 2. Test Image #1, (a) array of labels L, (b) binary cracks mask B
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(a) (b) (c)

Fig. 3. Test Image #2, (a) array of labels L, (b) binary cracks mask B

(a) (b) (c)

Fig. 4. Test Image #3, (a) array of labels L, (b) binary cracks mask B

(a) (b) (c)

Fig. 5. Test Image #4, (a) array of labels L, (b) binary cracks mask B

(a) (b) (c)

Fig. 6. Test Image #5, (a) array of labels L, (b) binary cracks mask B

Additionally, the white and yellow lines are not classified as cracks - what
is the biggest advantage. The results are shown in Table1. This approach
gives 10% of false positive, 19% of false negative in the summary results.



358 A. Marchewka

Table 1. Testing Result on Asphalt Road Images

Method [11] Method [6] Proposed
method

true false true false true false
Non-Cracked Images 87% 13% 89% 9% 85% 10%

Cracked Images 79% 21% 78% 22% 81% 19%

4 Conclusions

The proposed method is detecting a complex linear local minimum of
pavement cracking. This method is fast although is complex. Additionally
proposed method eliminates slight and strong variations like irregularly illu-
minated conditions, shadings and road signs painted on pavement surface.
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Summary. Algorithm of eyes and iris detection for mouse cursor control is
proposed. Non-invasive method analyzes images from usb camera. After eye
detection, coordinates of iris position are determined. After short calibra-
tion, iris movement is converted into cursor position. Application based on
OpenCV library has been created.

1 Introduction

Computer mouse is a basic device used for computer control but sometimes
hands free interaction with computer id needed (e.g. physically handicapped
persons). Research concerning alternative methods of controlling the com-
puter has been growing. Those ways of human computer interaction (HCI) are
based on face gestures and head rotation information [5], brainwaves analysis
or movement of infrared illuminated eyes (this is controversial method) [10].

The aim of this paper was to develop method to detect eyes, determine
iris positions and create an application, which accordingly to their positions
will control mouse cursor. For this project OpenCV (Open source Computer
Vision library) developed by Intel Corporation, were used. It allows high level
functions for computer vision and image processing.

Most eye recognition and eye detecting systems uses infrared waves which
bounces from the retina and are cached by infrared sensitive cameras to ease
the pupil search algorithms (as shown in Fig. 2). In this paper a method to
do this using usb camera and PC was proposed.

Since eye moves in relatively small range there are two possibilities to
provide effective system:

• High resolution camera or camera with good optical zoom.
• Place camera as close to an eye as possible.

The disadvantages of the first possibility are that system will have larger
image to process which could cause system to work slowly. On the other hand
second solution is less comfortable because the camera cannot be placed on

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 361–369.
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Fig. 1. Camera on glasses holder

Fig. 2. Algorithm diagrams
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your desk. After tests with varied usb cameras, second one (placing camera
lens on the glasses holder) was used. Constructed device is shown in Fig. 1.

Algorithm
The general overview of the proposed methodology is shown in Fig. 2.

2 Object Detection

The algorithm is divided into few steps. At the first step, algorithm must
search for an eye (if it is present on the captured image). For these Haar-
like features classifier is used. It uses AdaBoost algorithm. The description
of AdaBoost algorithm is shown below as pseudo-code. The more detailed
description is presented in [2]. On the input there’s train set provided (x1, y1),
. . ., (xm, ym), where xi belongs to the space of patterns x and yi is labeling
pattern.

AdaBoost algorithm chooses weak classifiers ht(x) = {−1v + 1} in series
of rounds t = 1, . . . , T . Output classifier H(x) is line combination of weak
classifiers ht with weights αt assigned in the process of learning.

Algorithm 4. AdaBoost algorithm
Input: (x1, y1), . . . (xm, ym), where xi ∈ X, yi ∈ Y = {−1, +1}
Output: H(x) = sgn

(∑T
t=1 αtht(x)

)
for i = 1 to m do

initialize D1(i) = 1
m

.
end for
for t = 1 to T do

find ht = arg minh∈χ ε =
∑

i:yi �=h(xi)
Dt(i)

if εt ≥ 1
2

then
stop

end if
where εt is an error of selected classifier ht

calculate: αt = 1
2

ln
(

1−εt
εt

)
.

for i = 1 to m do
calculate: D(t+1)(i) = Dt(i)e

−yiαtht(xi)

Zt

end for
end for

Important issue while training classifier is to use proper images to train
the system. Fig. 3 and Fig. 4 shows example of images that were used (set of
samples were created from larger images).

Total number of the used positive images (eye images) was 396 and total
number of negative images (images without eyes) was 287. Training process
was divided into 15 stages and in each stage there were two splits (weak
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Fig. 3. Positive training images

Fig. 4. Negative training images

Fig. 5. Weak classifiers decision trees

classifiers [1]) calculated. Example decision trees (weak classifiers) are shown
in Fig. 5.
ti,k and values of each leafs are calculated by L. Brieman CART TM [3].

Total training took about 22 hours to complete (PC: AMD Turion 2×2GHz,
4GB DDR2). Final stage number was 13 since trainer reached maximum false
alarm rate.
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Fig. 6. Pool of features used in OpenCV implementation

The classifier is then used as Haar-Like object detector. It is called Haar-
like, because the features are similar to basic functions in Haar wavelets. Such
classifies are showed in Fig. 6.

In this paper extended set of Haar-like features were used [8]. Features can
be scaled and there can be about 118 000 features for 24×24 window. Below
is the implementation of how each feature is calculated.

featurei,k = wi,k,1 ∗RectSumi,k,white+black (I) + wi,k,2 ∗RectSumi,black (I)
(1)

Weights are compensated:

wi,k,1 ∗Areai,k,white+black + wi,k,2 ∗Areai,k,black = 0 (2)

3 Pupil Center Detection

Aside from detecting the eye the more important part of the algorithm is to
detect center of the pupil. The idea of the algorithm comes from [9]. Hough
circle transform [6] is used to determine the parameters of a circle when a
number of points that fall on the perimeter are known. A circle with radius
R and center (a, b) can be described with the parametric equations.

x = a+Rcos(Θ) ; y = b+Rsin(Θ) (3)

When the angle Θ sweeps through the full 360 degree range the points (x, y)
trace the perimeter of a circle.

If an image contains many points, some of which fall on perimeters of
circles, then the job of the search program is to find parameter triplets (a, b, R)
to describe each circle. The fact that the parameter space is 3D makes a direct
implementation of the Hough technique more expensive in computer memory
and time. If the circles in an image are of known radius R, then the search
can be reduced to 2D. The objective is to find the (a, b) coordinates of the
centers. The locus of (a, b) points in the parameter space fall on a circle of
radius R centered at (x, y). The true center point will be common to all
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Fig. 7. Each point in geometric space (left) generates a circle in parameter space
(right)

parameter circles, and can be found with a Hough accumulation array as
shown in Fig. 7.

By taking advantage that both pupil and iris are round we can use Hough
circle transform to find the center of pupil. Radius is in this case irrelevant.

4 OpenCV Functions Used in Our System

More detailed description of this features and functions can be seen in arti-
cles [2, 1, 6].

Object detection functions:

• CvHaarClassifierCascade* cascade =
(CvHaarClassifierCascade*)cvLoad(<classifier_filename.xml>);

• CvMemStorage* storage = cvCreateMemStorage([size]);
• CvSeq* face_rects = cvHaarDetectObjects(image, cascade, mem-

ory_storage, scale_factor, min_neighbors, flags, min_size);

Object detection arguments:

• image - input image.
• cascade - classifier trained earlier with AdaBoost.
• scale - classifier cascade scale factor. typically, 1.1 or 1.2 (10% and 20%,

respectively)
• min_size - starting minimum size of objects. By specifying large enough

minimum size one can speedup processing a lot.

Image processing:

• cvCvtColor( src, dst, [converter] );
– converter - says from which plane to which you want to convert. Ex.

CV_RGB2GRAY means RGB to GRAY.
• cvThreshold( src, dst, [threshold], [max_value], [threshold_type] );

– threshold - comparison value for source pixel.
– max_value - source pixel can either set to 0, src, or max_value as

shown in Table 1.
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Table 1. cvTreshold type and operation

Threshold type Operation
CV_THRESH_BINARY disi = (srci > T )?M : 0

CV_THRESH_BINARY_INV disi = (srci > T )?0 : M

CV_THRESH_TRUNC disi = (srci > T )?M : srci

CV_THRESH_TOZERO_INV disi = (srci > T )?M : srci

CV_THRESH_TOZERO disi = (srci > T )?srci : 0

• cvCanny(src, dst, [canny_param_max], [canny_param_min]);
– canny_param_min & canny_param_max - upper and lower theresh-

old. If a pixel has a gradient larger than the upper threshold, then it
is accepted as an edge pixel, if a pixel is below the lower threshold, it
is rejected.

• CvSeq* circles = cvHoughCircles( gray, storage, [method], [dp],
[min_dist]);
– method - the only available now is CV_HOUGH_GRADIENT.
– dp - resolution of the accumulator image used.
– min_dist - minimum distance between two circles.

All of the used functions are more widely described in [7]. After successful
finding of an eye ROI (Region of Interest) is set upon it so that other process
filters will work only on that part of image.

cvSetImageROI(
img, /*the source image*/
Rect(

x, /*rectangle start point x*/
y, /*rectangle start point y*/
width, /*rectangle width*/
height, /*rectangle height*/

));

5 Cursor Movement

Right after the start of the program, calibration is preformed to refer location
of pupil center on mouse location. User must follow mouse cursor with eyes.
It will go clockwise from the left side of the screen to the center as shown
on Fig. 8. On each position there will be serious of calculations to provide
average eye pupil center position while looking on the cursor.

Thanks to these 5 positions program knows width and height of visual
angle. Each position is calculated for 3 sec basic on the equation:

x =

i∑
i=1

xi

i ; y =

i∑
i=1

yi

i

(4)

where i is number of calculated posiions during 3 sec.
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Fig. 8. Program calibration diagram

Then width and height is calculated based on:

width = x3 − x1 ; height = y4 − y2 (5)

Fifth position is used to check calculation accretes. x5 should merge between
x1 and x3, y5 should merge between y2 and y4. Basic on width and height
program calculate proportion rate for mouse movement.

Although this work does not present the average number of errors per
packet, the data presented in Fig. 2 shows that the period in which most errors
occurred was very short, in comparison with the shortest frame duration.
The most frequent value of the distance was 41 and percentage of distance
less than, or equal to 96 (bit length of the shortest frame), was 83.25%. 95
percentage was achieved for distances less than, or equal to 190.

6 Conclusions

In this paper a robust method of hands free computer cursor control was
presented. The system was tested against effectiveness during work on PC
with MS Windows installed. During experiments we calculated both correct
eye detection rate and correct pupil centre detection rate. These parameters
were equal to 96 % and 93 % respectively (we used our own database of
300 images). However, it is important to note, that these parameters are
calculated for single frames (images) while the system works using video-
sequences. Presented errors are covered by our system while processing the
consequent video frames. Therefore, the presented parameters can be only
seen as technical verification of the used algorithms for single images. Now,
we test our system with the help of end-users (proper validation) to receive
feedback on user satisfaction, ease of use and user-friendliness. The system
of eye tracking for computer control can be a good solution for physically
handicapped people and when users cannot use hands. As the further work,
there is plan to improve reliability by increasing camera resolution and add
virtual keyboards to write documents or emails.
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Summary. In this paper, we present some results of long-term measurement
in the 433 MHz, wireless telemetric network dedicated to watt-hour meter
reading. The RSSI of received packets was measured by the sink. The sink
was equipped with a half wave, 4 dBi antenna. Received and recorded data
enabled us to make analysis of PER versus RSSI from all nodes within range
of the sink, simultaneously. With knowledge of how many packets sink ex-
pected to receive, during the query and how long frames were, we propose the
designation of the value of FER estimator. Lack of relationship between FER
and frame length prompted us to investigate errors at bits level. Both the
sink and other nodes were equipped with CC1101 low power RF transceiver.
The paper concludes with the areas of the results application.

1 Introduction

In Europe, electromagnetic waves with frequencies 433 MHz and 868 MHz
are very often used for automatic meter reading (AMR) systems and wire-
less sensor networks (WSNs). Working in ISM bands with those frequencies,
maximum transmission power might be only 10 dBm. There can be many
kinds of things in buildings that affect error occurrence [1]. Besides, the sig-
nal weakness that is additionally attenuated by many walls and can be easy
disturbed, the second reason is communication with the shadowing effect.
In general, the shadowing effect makes communication possible when anten-
nas are separated by walls and floors but it also causes errors by the signal
reflection and deflection.

A test wireless network consists of 70 nodes and one sink, all located in
the campus of University of Technology and Life Sciences in Bydgoszcz. The
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flooding, multi-hop technique has been implemented due to limitation of the
transmission range. Using flooding technique, intermediate nodes relay many
of packet copies. Packets transmitted by nodes, located in the vicinity of the
sink are received by it and also recorded. All the traffic of the sink vicinity
was recorded in the period from October 2009 till March 2010, what gives
us about 12GB of data to analyse. Recorded data contains both transmitted
and received packets with errors and error free ones, together with their
time stamps and received signal strength indicator (RSSI) values. The data
collected can be used in many areas of research, for example for examining
changes of propagation conditions.

In many works the effect of transmission errors is reduced only to describe
the relationship between RSSI and packet error rate (PER) for a given length
of the packet. Knowing the relationship between RSSI and bit error rate
(BER), together with a distribution of errors in packets, may be very useful,
e.g. in protocols designing. Obvious relationship between BER and PER
(i.e. PER=1-(1-BER)packet_length) applied in many research works e.g. [2]
or [3] is a simplification, which in many cases leads to misinterpretation of
the results. Known results of errors distribution in the high-power outdoor
radio systems are useless in this matter. According to our knowledge, there is
no work so far that describes the results of long-term out-of-service measure-
ments in the indoors, low power, 433 MHz-based wireless communication.

In this paper the question of what the nature of errors according to RSSI
value is has been considered. The answer to this question allows us to find a
more precise relationship between BER and PER, which is very important
for designing short haul radio communication systems. The results of this
work together with the results presented in [1] can also be sufficient for WSNs
modelling and simulation.

This research was supported by the Polish Ministry of Science and Higher
Education and APATOR S.A. Torun, Poland.

2 The Study in More Detail

As stated in the title, the network was working with frequency 433 MHz, using
GFSK modulation, no Forward Error Correction (FEC) and bit interleav-
ing were used. Transmitted frames consist of: four-byte preamble, two-byte
synchronisation word and payload which carries the packet. The packet con-
sists of length indicator byte, address field, data field and two-byte cyclic
redundancy check word (CRC-16) which is calculated from bytes of length
indicator and data field. The transmission bit rate was 10 kbps.

Our experimental network may be treated as a typical WSN, which nodes
consists of radio module and sensor [4], which is watt-hour meter. All nodes
worked in the test mode, that means that instead of real data from watt-
hour meter the pseudo-random bits sequences (PRBS) of length 29-1 [5]
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were transmitted over the packet’s data field. On the basis of the fact, that
the PRBS sequences are deterministic and that fields of length and address
are known, it is possible to determine not only the value of PER but also
the BER.

The traffic is forced and coordinated by the sink which queries nodes one by
one, using twenty seven-byte packets. The destination node responds to the
query, the length of response is one hundred and twenty bytes. In response,
the sink transmits eleven-byte acknowledge packet. Therefore, in the network
there can only occur packets of three fixed lengths which is a consequence
of the fact that the network node is part of the watt-hour-meter, which has
data organized with such rules. All the other nodes, which are not queried, at
the moment act as a transfer nodes. Such a solution provided 98.8% level of
reliability of readings under conditions of 6.44% PER, assessed by the sink.

3 Packet Error Analysis

The main aim of the long-term test was to assess reliability of the reading
system. It was also interesting the PER character, both as a function of RSSI
and packet length. PER, was calculated using the formula as below:

PER =
ep

efp + ep
(1)

where: efP is the number of received error free packets and ep is the number
of received erroneous packets.

During the whole period of the test, sink received packets with power from
-115 dBm up to -17 dBm. This range can be divided into three subs: from
-115 dBm up to -110,5 dBm where errors always occurred, from -110 dBm

Fig. 1. PER versus RSSI measured at the sink



376 Bartosz Boryna et al.

up to -60,5 dBm where errors sometimes occurred and from 60 dBm up to
-17 dBm where errors never occurred.

Results of data analysis in shorter periods were always the same, it is
because there are always some nodes close to the sink and some far from the
sink, regardless of the conditions of propagation.

We examine PER values as a function of the RSSI separately for a three
lengths of packets i.e. 11-byte, 27-byte and 120 byte. As a result of the ex-
amination, we obtained three curves with shapes which we expected. On the
other hand, we did not expect that they were not shifted in relation to each
other along the RSSI values. Since the curves overlap, Fig.1 only shows the
curve, which presents PER values as a function of the RSSI for all packet
lengths.

Obtained results prompted us to further study the impact of packet length
on the value of PER. We calculated three values of PER. For the shortest
packets, PER was about 5.53% for medium length packets, PER was about
6.96% and for the longest packets, PER was about 8.23%. PER values are
the greater the larger the packet length, which is normal. However, we should
also consider why the differences of PERs are so small. We should also re-
member that packets are carried over frames. PER is the ratio of erroneous
packets and all the received ones, but there were also some packets which
were not received at all because of errors in the frame overhead. It led us to
make an analysis on the frame layer.

4 Frame Error Analysis

It is impossible to use the relation of PER=1-(1-BER)packet_length) for es-
timating a new value for longer or shorter data blocks, because the BER
describes just the condition of a link, and in our experiment the PER was
determined for all the links in the vicinity of the sink. FER value can be
calculated from:

FER =
ef

eff + ef
(2)

Where eff is the number of received error free frames and ef is the number
of received erroneous frames. If the number of not received frames is known,
FER can also be calculated from:

FER =
ep + u

efp + ep + u
(3)

where u is the number of not received frames, at all.
The data gathered by the sink contains only packets, but not frames, so

we could not determine the frame error ratio (FER) from our experiment,
but knowing the length of the frame overhead, we could estimate FER from
the data which was used to calculate PER.
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ef = ep + u ∼=
Lf
Lp
ep (4)

where Lf is the length of the frame and Lp is the length of the packet. Thus,
an estimator of FER is described by formula:

F̂ER =
Lf

Lp
ep

efp + Lf

Lp
ep

(5)

Using (5), we calculated the three values of F̂ER. For the shortest packets
it was about 8.29%, for medium length packets it was about 8.38% and for
the longest packets F̂ER about 8.61%.

5 Frame Error Analysis

For further analysis, the data set was reduced by eliminating those packets
in which the error or errors occurred in the first byte i.e. byte specifying
the packet length. Having such set, it is possible to determine a number of
parameters, for instance, such as: minimum, maximum or average numbers
of bit errors per packets, or the distance to the next error. However, in order
to explain the reason why the FER or PER is independent of packet length,
we are interested in the distance between the first and the last occurrence
of an error in the packet. Therefore, the data set was further reduced by
eliminating those packets in which the error occurred only once or never.

The percentage of packets (with the whole, reduced set) versus the distance
between the first and the last occurrence of an error is shown in Fig.2.

Fig. 2. Percentage of packets versus the distance between the first and the last
error occurrence
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Although this work does not present the average number of errors per
packet, the data presented in Fig.2 shows that the period in which most errors
occurred was very short, in comparison with the shortest frame duration.
The most frequent value of the distance was 41 and percentage of distance
less than, or equal to 96 (bit length of the shortest frame), was 83.25%. 95
percentage was achieved for distances less than, or equal to 190.

6 Conclusions

As a result of long-term experiment, we obtained the dependence of PER ver-
sus RSSI in indoors conditions, which can be useful in many areas of wireless
application, particularly in assessing the reliability. We expected such results,
but we did not expect that the value of PER is practically independent of
the packet length. Thus, a direct conclusion, and in fact the recommendation
is such that it is better to transmit one longer packet instead of a few shorter
ones, using a low power indoors radio systems. No dependence on the packet
length is probably due to the fact that the share of external interference is
much smaller than its own, occurring during the packet transmission through
different kinds of walls, which reflect and deflect a weak signal.
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Summary. In this paper we show how Google Earth can be used for visual-
izing network plans, in particular for FTTH networks, supporting automated
GIS-based planning by reducing the need for physically visiting sites in order
to inspect and verify the plans. We develop and present a simple procedure for
converting Danish GIS data into the KML/KMZ formats viewable by Google
Earth, and show that it produces mappings which are precise enough for the
current planning purposes. With the conversion tool in place, Google Earth
is easy to use, free of charge and a strong tool for presenting and reviewing
network plans. Since the same formats can be used also for Google Maps and
Google Maps Mobile, it is possible to view the data from handheld devices,
providing a tool that is available on-site during the network deployment.

1 Introduction

Geographical Information Systems (GIS) tools have proved their worth in
making planning of larger networks more automatic, and thus faster, cheaper
and more efficient than the traditional manual planning methods. In Den-
mark, they have been extensively used for the planning of Fiber To The
Home (FTTH) networks, which are a huge infrastructure investment [1, 2]:
In order to cover an area an amount of digging similar to the length of the road
networks is required. The tools are used for storing, analyzing and displaying
geographical and spatial information together with relevant attributes. For
FTTH networks this means that network plans can be digitally represented
in GIS data, which shows where the equipment is to be placed, where the
cables should be dug down, etc.

The strengths however, have been mainly in the abilities to store and
analyze data. Based on a set of network requirements and assumptions (e.g.
the number of users, capacity needed for each user, longest distance be-
tween amplifiers, and penetration rate) together with background GIS data
(roads as potential paths, the location of different kinds of users), it has been
possible to create algorithms which optimize the network planning [1, 2, 3]:
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The optimal topology can be calculated based on assumptions on cost of the
different components such as digging, equipment costs, and fiber costs, and it
can be calculated how many fibers are needed in the different road segments.
Thus, automatic planning of large areas has been made possible.

However, the automated planning is not perfect. First of all, the GIS data
are not always fully exact and precise. Therefore it is necessary to pre-process
and clean the input data, and once the planning is completed it must be
checked that the locations of ducts and equipment are feasible. This can be
done using different maps and aerial photos of the areas to be planned, or by
physical inspection of selected locations.

Applications such as Google Earth, Google Maps and Google Street
View [4] have become popular tools for many different kinds of applications,
e.g. NASA Earth Science Data [5], insurance data [6] and even for studying
animal behaviors [7]. The launch of these services have also increased the
possibilities for doing inspections without the need to manually fetch aerial
photos or having to physically visit the locations: By presenting the network
plans in a format so it can be viewed using these freely availably applica-
tions from Google, it is possible to check the planning more carefully from
the office. Presenting the plans in this format also makes it easier for local
customer representatives or interest groups to view and comment the plans,
and the mobile viewing capabilities can support the works done on the sites
when the networks are deployed.

In this paper we present a simple way of translating network plans into
a format viewable by Google Earth as well as the other mentioned Google
applications. The paper is organized as follows: In Section 2 we recall how
network planning can be done using GIS data, and summarizes the most im-
portant features of data storage and processing. Section 3 introduces Google
maps and associated data formats. In Section 4 we show how the network
planning data is translated into a format that can be understood by the
Google applications. Section 5 concludes the paper and gives an outlook to
where this can be used now and in the future.

2 The Network Planning Process

This chapter reviews the network planning process, while a more thorough
description can be found in e.g. [8], and a more in-depth description of the
FTTH technologies can be found in e.g. [9]. Fig. 1 shows an overview of
the planning process. As a first step, the original data are collected and
registered, forming the original database. It varies from country to country
where these data are available, in Denmark they can generally be obtained
from the local municipalities. They should be as complete as possible, and
contain information about road segments, paths, railroads and other potential
ducts and barriers for digging. They also contain information about where the
potential network terminations (NTs) are located, and whether the NTs are
business or private users. In short the objects in a GIS system are described
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Fig. 1. Phases of GIS-based Fiber network planning

by two kinds of information: The geometry, which is the shape and location
of the objects, and the attributes, which are descriptive information known
about the objects. The completeness and quality of these data varies a great
deal, but in general the Danish data are considered to be of high quality. At
this stage the different data segments can just be stored in an appropriate
database system.

In the next step, the data goes through a number of conversion programs,
and scripts are carried out in order to bring the data into a standardized
and common form. It is a particular challenge to automatically correct small
inaccuracies such as two road segments either overlapping, or being presented
as not being connected while they really are. This is very important, since
the input to the algorithms later on need to be correct. At this stage, also
some simplification is done to reduce the computational complexity at the
later steps: Line segments are joined, and "blind roads" eliminated - in other
words, the graph to be worked on is made simpler and smaller. The outcome
of this process is the basic databases, which are now ready as an input to the
calculation programs.

Another input to the calculation programs is the network model, which is
also stored in a database. This contains information about ideal node sizes (as
well as minimum and maximum sizes), maximum distances between NTs and
nodes, how the paths should be chosen (e.g. shortest path or many potential
customers passed), and of course also assumptions on prices of equipment as
well as engineering costs.

Based on the input parameters, the calculation programs will calculate
the planning parameters, mainly based on a set of graph algorithms. Once
calculated, the results are stored in a result database. While the planning
would be ideally "fully automatic", this is not yet the case and a number
of iterations are made, each based on adjustments in the network model
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and/or the design parameters. For each iteration the result is stored in a
result database, and thus iterations can be carried out until a satisfactory
overall plan has been generated.

At the last stage, the plan can be presented using a set of presentation
programs. Usually the visual part is presented using traditional GIS viewing
tools such as MapInfo or Arcview. This is then used as an input to an overall
network plan, which can be presented to decision makers.

3 Google Earth and Its Data Formats

Google Earth, as well as Google Maps and Google Maps Mobile, accepts KML
(Keyhole Markup Language) files, which are described and documented by
Google [4] and can be found on their website. The KML file is based on the
XML standard, making it fairly easy to use. As an example of a simple KML
file, consider a Placemark - the well know yellow pushpin which is used to
mark a point in Google Earth or Google Maps. It simply consists of a name,
a description (which is shown next to the mark, often in a balloon), and
a Point. The point indicates the position on the Earth, using the universal
coordination system format (longitude, latitude). Thus, it is easy to insert
and show points in the Google applications, and only slightly more difficult
to show more advanced information such as lines, boxes etc., which can be
used to show the location of the ducts/lines and equipment in a network
planning context. For example, a line is characterized by a set of coordinates
(which are connected by straight lines), and in the KML code a description
is provided together with specifications of e.g. line length, line color, whether
the line should be a straight line or follow the contours of the earth etc. An
example of how a simple path is specified can be seen here:

The two most important parts of the KML code is the line style

<LineStyle>
<color>ff000000</color>
<width>5</width>

</LineStyle>

And the Placemark, where the line is defined:

<Placemark>
<name>Simple Path</name>
<styleUrl>#msn_ylw-pushpin</styleUrl>

<LineString>
<tessellate>1</tessellate>
<coordinates>
10.31416643322616,56.99595175503971,0
10.31651533516604,56.99577406473386,0

</coordinates>
</LineString>

</Placemark>
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Tesselate is set to 1 since we want to draw the line in multiple segments
without breaks or overlaps. The resulting path is shown in Fig. 2. The ex-
ample is a path along a Danish street, and it could represent the planned
digging for a FTTH network. Buildings, boxes etc. can be represented using
Polygons.

Fig. 2. The drawn line shown in Google Earth, as a simple example of how a
network plan can be visualized

The Google applications can also work with KMZ files, which are basi-
cally zipped archives. A KMZ archive consists of a single KML file and one
of more of what is called supporting files. Supporting files can contain infor-
mation which is linked to the KML file. In the planning phase, this could
for example contain pictures and technical information about the equipment
to be installed in the different places, the amount of fiber to be dug down,
or other planning related parameters. In the implementation/documentation
and maintenance phases it could be used to display documentation of the
work and installments.

From a Danish perspective it turns out to be a challenge though that the
data comes in different formats. The majority of the GIS data available in
Denmark comes in the Danish System 34 coordinate system, which is not
recognized by the Google application, and no simple mathematical formula
exists to do the translation. Commercially available tools such as MapInfo
can do the translation, based on a transformation library acquired from the
Danish Ministry of the Environment [10]. This transformation library is free
to use. In the next part of the paper we explain how this conversion can be
done without using the commercial tools.
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4 Transformation Process

The basis for the tools is an implementation of the planning algorithms men-
tioned in Section 2, where the GIS data are stored in a MySQL database and
the planning algorithms implemented in PHP. What is needed is therefore
a process, which can be used for creating the KML files, which can then be
loaded into the Google applications. The process then does the following:

• The system 34 X/Y coordinates are called from the database.
• These X/Y figures are then used as an input for the converter program.
• The converter program is executed using an external PHP system call.
• The program returns coordinates in the longitude/latitude format, and

place these in the data base.
• Finally a script acquires the needed data from the database and generates

a KML file based on the configuration wanted.

It is now straightforward to visualize the network plans using Google Earth
as well as the other Google applications.

4.1 Application Examples

A recent FTTH planning project from the Municipality of Hals in the
Northern Jutland Region of Denmark compared different network planning
algorithms, leading to different network plans [11]. The first set of algorithms
aimed at creating networks with simple connectivity, but no redundancy in
the last mile. The second set of algorithms aimed at creating networks with
more robustness, where each NT is connected to two different distribution
nodes, with full redundancy at the physical level.

We used the developed transformation process to convert the final plans
into KML format, in order to verify the correctness and applicability. It
turned out to work satisfactory, and some screenshots from the results are
provided in Fig. 3-5. For simplicity only the traces for digging and the splicing
points are shown in these figures.

The results can be compared to the "traditional" presentation from Map-
Info, which can be seen in Fig. 6. In the MapInfo presentation there is a
perfect fit between the roads and the resulting ducts, which is not surprising
since in these data sets the ducts are really a subset of the roads. The Google
Earth presentation of the results is a bit more imprecise, but the meaning
is still clear - both with respect to splicing and ducts - even when zooming
into a specific area. For comparing the translation of the background data,
we also depicted just the NTs at Google Earth (Fig. 7), and it seems to fit
quite closely as well.

With an error margin of just a few meters we are not able to point to a
single source for explaining it. We expect that the main contributor to the
error is some slight inaccuracy the Google Earth images, but the coordinate
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Fig. 3. Overview of digging and splicing points in the proposed network plan for
Municipality of Hals. The map shows the western part of Hals.

Fig. 4. Overview of digging and splicing points in the proposed network plan for
Hals, with a stronger zoom. It can be seen that the visualization is not fully precise,
but it gives a clear picture of where ducts and splicing points are placed.
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Fig. 5. Close-up of digging and splicing points in the proposed network plan for
Hals

Fig. 6. Traditional presentation of a network plan (Municipality of Hals) using
MapInfo
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Fig. 7. The potential NTs (corresponding to houses) in the GIS database, shown
in Google Maps. The mapping is quite precise. The area is in Hals.

system conversion and/or inaccuracy in the GIS data could also contribute.
Google Earth does itself have a layer of streets, which seems to have a preci-
sion similar to that of the presented network plans. For the current usage, we
do not see any major problems using the tools in a Danish context. However,
if the planning was done in further detail (e.g. showing exactly where to dug
down the cables - or even just showing which side of a road should be used)
there would be a challenge.

We successfully managed to view planning data also in Google Maps and
Google Maps Mobile. However, there are some rather narrow limits of file
sizes for the KML files (e.g. 10 MB uncompressed), which makes it difficult
to use it for larger projects. Google Street View was not used, since the streets
in the Municipality of Hals are not (yet) included here. We would not expect
any problems in using it though.

5 Conclusion

In this paper we have shown how Google Earth can be used as a tool for visu-
alizing networks plans made based on GIS data. Even though the commonly
used Danish GIS data format is not supported by Google it was possible to
create a process that calls a conversion program, and translates the data into
the longitude/latitude based KML format, which is readable by Google Earth
and other Google applications.
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Once this conversion has been overcome, Google Earth and the related
programs Google Maps, Google Maps Mobile, and Google Street View turns
out to form a toolbox with many applications in the network planning process
- and they are both free of charge and easy to use. The immediate benefit
is that the plans can be visualized in a tool which can be used without spe-
cial instructions, and the tools can be used for checking uncertainties in the
automatic planning. This is particularly beneficial in areas where the GIS
data are of poor quality, so many manual corrections can be expected. It
can also be used to present network plans to customers, local authorities or
organizations who might suggest changes and improvements to the plans.
During the implementation phase it can be accessed using e.g. Google Maps
Mobile, making it accessible from the working sites. Once the networks are
deployed the tools can be used to access the documentation of the networks,
and KMZ files can be used for storing additional information and documenta-
tion including pictures of sites and status of the equipment. It is worth noting
though that the Google applications are mainly useful for presentation, and
should be seen as a supplement to existing tools.

The long term perspectives are endless. If the owners of FTTH and other
types of cabled infrastructures make maps of their infrastructure available in
KML/KMZ formats, it could reduce the risk for cable cuts during engineering
works.

In developing countries with little documentation of paths/roads, and with
no or little GIS data available, Google Earth could be used for mapping po-
tential traces and topologies, and based on that simple scripts could support
network planning and dimensioning.
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Summary. Early detection of forest fires is the primary way of minimizing
their damages. Compared with the traditional techniques of forest fire detec-
tion, a wireless sensor network paradigm based on a ZigBee technique was
proposed. The proposed technique is in real time, given the exigencies of for-
est fires. The architecture of a wireless sensor network for forest fire detection
is described. The hardware circuitry of the network node is designed based
on a Crossbow node. The process of data transmission is discussed in detail.
Environmental parameters such as temperature and humidity in the forest
region can be monitored in real time. From the information collected by the
system, decisions for fire fighting or fire prevention can be made more quickly
by the relevant government departments.

1 Introduction

Forest are part of the important and indispensable recourses for human
survival and social development that product the balance of earth coology.
However, because of some anthropogenic activities and abnormal natural con-
ditions, forest fires occur frequently. These fires are the most serious disasters
to forest resources and human environment.

In recent years the frequency of forest fires has increase considerably due
to the climatic changes, human activities and other factors. In the summer of
2007, there were more than 80 people died in Greece and 670,000 acres (2,711
km2) burned because of fires. The same year in California, 500,000 acres
(2,027 km2) were devastated by the flames, causing at least 14 fatalities [4].
The prevention and monitoring of forest fires has become a global in forest fire
concern in forest fire prevention organizations. Currently forest fire prevention
methods largely consist of patrols observation from watch towers and lately
satellite monitoring. The first method its easy and feasible has several defects.
First requires many financial and materials. The use of a satellite detection
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system is also restricted by a number of factors which reduces its effectiveness
in forest fire detection. For example cloud layers may mask images during the
scanning period. This noise not allows the qualification of fire data parameters
to achieve. Another problem is the long time scanning of the area and the
resolution of the image pixels are very low. Moreover, satellites usually cannot
forecast forest fires before the fire is spread uncontrollable [1]. Consideration
the above for the data monitoring we decide to develop a monitoring platform,
using the Wireless.

2 Sensors Networks (WSN) Technology and the
ZigBee Communication Protocol

In recent studies, Wireless Sensor Networks (WSN) has been proposed for
fire detection [2]. In WSN research community, selection of sensors was often
carried out randomly or assumption-basely. Although temperature sensors
are probably the simplest and the most obvious sensors for fire detection,
studying various sources in this field reveals that all researchers agree on the
fact that it alone is not a suitable indicator for fires and gas concentration
sensors result in a better fire detection and discriminating fire and noise
sources discriminating fire and noise sources [3].

In our approach, we adapt the optimal sensor set, use temperature,
humidity, CO CO2 etc, sensors. The information is transferred wireless
through a 2.4 GHz channel. One of the biggest advantages of this solution is
the cost which is small. So this will be the main technology that we are going
to use to build our system. We assume that every node in the WSN con-
tains all the required sensors. In this case, communication overhead between
neighbouring nodes is avoided and each sensor node can detect fire locally by
itself. To achieve this goal, sensor nodes need a computationally cheap, yet,
efficient algorithm to conduct fire detection in a (near) real-time manner.

3 The Platform

We can point out 3 main parts in the system:

• the Communications Network and Protocols
• the Wireless Sensor Network
• the Reception Center

3.1 The Communication Network

Each node will be equipped with a receiver and a transceiver. We had to
choose the protocol of communication we were going to use. After research
on the available protocols for this kind of communication we decided to use
the ZigBee protocol. ZigBee is a universal protocol (it was developed by
300 companies so their products can communicate) for devices to speak and
interact with each other. Some of the features of ZigBee are:
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• Easy to install and maintain.
• Expandable. New nodes can entered the network and interact with the

existing nodes easily
• The networks size can vary from tenths to thousands of nodes
• Open source protocol. There is a big community that evolves the protocol

and fixes bugs or adds new features
• The usage of bandwidth is being done with a way that ensures long life

battery usage on the node
• Use the ZigBee Mesh technology for the nodes communication

Other Protocols Available

Other available protocols for data transfer are: Bluetooth and 802.11 a/b/g/n
where these protocols focus on large data transfers in small amount of time,
but they also use a lot of power to achieve that. WiFi protocol uses IP protocol
for addressing the devices so there is also the problem of max devices in a
single network. Someone can make multiple networks to communicate but
this needs extra devices to be added in the network (routers) that will be
taking the role of routing data between networks. This makes the network
difficult to maintain and expand. Bluetooth on the other has developed for
use between mobile devices mainly. Max distance between devices is 10-20
meters (Bluetooth v1.3) and one of the biggest disadvantages is that each
node can only "speak" with one node at a time.

Fig. 1. The topology of a ZigBee Network and Application on fire detection

The Laboratory of Industrial Information Systems has experience of WSN
networks and WSN nodes of previous projects that involved data acquisition
and processing data from nodes. So these are the specifications of the nodes
that we are going to use [2, 5].

Each node will be consisted from two parts. The CPU board and the
sensor board The heart of CPU board will be an ATMEL ATmega 128L. On
the board will be also a communication chip that will be responsible for the
communication role of the node. The chip will be a IEEE 802.15.4 compliant
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Table 1. The topology of a ZigBee Network and Application on fire detection

Here is a table comparing the discussed protocol
Market Name ZigBee Wi-Fi Bluetooth

Standard 802.15.4 802.11b 802.15.1
Application Focus Monitoring Web, Email, Video Cable

& Control Replacement
System Resources 4KB-32KB 1MB+ 250KB+
Battery Life(days) 100 - 1000+ 5-5 1-7

Network Size Unlimited 32 7
Bandwidth (KB/s) 20 - 250 11000+ 720
Transmission Range 1 - 100+ 1-100+ 1-10+

(meters)
Success Metrics Reliability, Power, Speed, Flexibility Cost, Convenience

Cost

RF transceiver working on the bandwidth 2.4 - 2.48 GHz with a data rate up
to 250kbps. The board will be equipped with a 51 pin connector where the
sensor board will be connected to.

3.2 The Wireless Sensor Network

A Wireless Sensor Network (WSN for short) is a distributed system consisting
of a base station and a number of wireless sensors nodes endowed with radio
transceivers.

Wireless Sensors networks belong to the class of Ad-hoc networks but they
have specific characteristics that are not present in general Ad-hoc networks.
WSN have severe energy, computation, storage and bandwidth constrains.
A popular low -end node design from U Berkeley , the MicaII uses a 7.37
Mhz 8-bit Atmel CPU , with 128 Kb of FLACH Memory, only 48 KB of
RAM, and a 32 Kbps Chipcon radio. Tme major resource problem in such
a network is energy because these are static unattended networks and the
nodes cannot have renewable energy sources. Energy is so important that
algorithms designed for WSN often sacrifice response latency, accuracy, and
other user desired qualities to save energy and prolong operational life time
of the network.

The Laboratory of Industrial Information Systems has experience of WSN
networks technologies and design and develop applications using WSN to
collect and process environmental data and presenting them in real time on
the Internet. So these are the specifications of the nodes that we are going to
use [5].

The development of our fire detection system is based in the Micaz nodes
of the firma Crossbow.

Each node will be consisted from two parts. The CPU board and the sensor
board
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• The heart of CPU board is the Atmel ATmega 128L. On the board will
be also a communication chip that will be responsible for the communi-
cation role of the node. The chip will be a IEEE 802.15.4 compliant RF
transceiver working on the bandwidth 2.4 - 2.48 GHz with a data rate up
to 250kbps. The board will be equipped with a 51 pin connector where
the sensor board will be connected to Fig. 2.

Fig. 2. The block diagram of the
Micaz node

Fig. 3. The Sensor Bord

• For our application, on the sensor board selected the following sensors:
– For temperature the Intersema MS5534AM with a range of -10 to +60

Celsius degrees of measurements.
– For humidity we will be using the Sensirion SHT11 sensor that can

give us a range from 0% to 100% humidity with a 0.1% step accuracy
– For lighting measurement we will be using the TAOS TSL2550D
– and last for measuring the CO we will be using the GMM 221 sensor.

The main chemical derivative of fire is CO and that is the reason is
using such a sensor.

3.3 The Reception Center

The reception center is equipped with a central node and a USB to PC con-
nection. The central node (MIB520) receives this message and if everything
is ok with the data forwards the packet to the computer through the USB2
SERIAL port which it is equipped. There an application has the duty to here
if new data arrives in the specified port a grab them to post process them.
This application is called Xserve. It is an application written in C language.

4 Programming the Nodes

The nodes described above support the TinyOS operating system. TinyOS
is an open-source operating system designed for wireless embedded sensor
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networks. It features a component-based architecture which enables rapid
innovation and implementation while minimizing code size as required by
the severe memory constraints inherent in sensor networks. So what we get
with the TinyOS is a platform where we can program using a high level
programming language like NesC (a C based language with object oriented
features). We don’t have to care about memory management, or how the
message is going to be delivered, these issues where taken care from the
operating system. One advantage of the TinyOS is that we can simulate code
we have written using one of the many simulators that have been developed.
A example we have in the Fig. 4. Another advantage is that it is not an
operating system that depends on a language, so we can use any operating
system we want to develop our software and test it.

Fig. 4. TinyOS source code compiling

Fig. 5. TinyOS. NesC source code.

5 System Architecture

As mentioned before, the use of wireless sensor network technology in real-time
forest fire detection. Our goal is to detect and predict forest fire promptly and
accurately in order to minimize the loss of forests, wild animals, and people in
the forest fire. In our proposed paradigm, a large number of sensor nodes are
densely deployed in a forest. Sensor nodes collect measured data (e.g., tem-
perature, relative humidity, CO...) and send to their respective cluster nodes
that collaboratively process the data by constructing a neural network. These
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Fig. 6. The block diagram of system architecture

sensor nodes are organized into clusters so that each node has a correspond-
ing cluster header. Every sensor node sends measurement data, as well as the
location information, to the corresponding cluster head, using for example a
GIS system or a GPS system. The neural network takes the measured data as
input to produce weather index, which measures the likelihood for the weather
to cause a fire. Cluster headers will send weather indexes to a manager node
via the sink. Then the manager node concludes the forest fire danger rate based
on received weather indexes and some other factors. In certain emergent situ-
ations, sensor nodes may inform the reception center (Manager Node) Fig. 6.
A few wind sensor nodes are manually deployed over the forest and connected
to the sink via wired networks to detect wind speed.

The manager node provides two types of information to users: (1)
emergence report for abnormal event (e.g. smoke or extremely high tem-
perature is detected); (2) real-time forest fire danger rate for each cluster
based on the weather indexes from the cluster header and other forest fire
factors. Users can also query the current temperature and humidity data in
particular cluster area.

Because the system is focusing on nodes of WSN, the data and the
conclusions of the data should be very specific and precise. One issue that
we have to be very careful is the problem of the nodes’ energy consumption.
Each node should consume the lowest amount of energy so the batteries on
the node live longer. Energy is being consumed when a node is trying to
send a data packet to another node and when a node is trying to process the
measurements in real time.

For the first we decided the time intervals to be long enough to ensure that
no critical environmental change that takes place in the monitored area is lost.
Also when a node "catches" a environmental variable that is out of the normal
values, starts to minitor this specific value more intensively. This feature is
also used as an alarming system for our system. The main server when a node
starts this procedure is being informed and starts a sequence of actions such
as emailing or sms the system administrator and system operators about the
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Fig. 7. A wireless sensor network for real-time forest fire detection

situation, with included information like where the event took place , how
long this is happening and what type of alert we have. For reducing the cpu
resourses that a node will need to process the data that has acquired we are
going to use the CPU power of the server to process these data.

These two simple methods reduce the amount of power used on one node.
Measurements of how much this reduction is are currently being made and
we don’t have valid data until now.

6 Presentation of Data

Each time a nodes send data to the main server these data are being store
in a data base. From there we can present these data to the end users (Web
and desktop). The users can extract historical data from a simple interface in

Fig. 8. A image with on line presentation of one node
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from of data indexes or data graphs. In our system we have integrated a GIS
system that will assist the system operators to have a better view of where
an event is taking place. The GIS system we used is the Google map API and
each node has been placed on the map on its real coordinates. Fig. 8. The
system can be communicate with other systems too because is the messaging
system is based on XML services.
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1 Introduction

Currently, the broadband networks, co-financed with the European funds,
are being deployed in many different regions of Poland. In previous financing
period, that took place in years 2004 - 2006, the only one broadband network,
namely in Kujawsko - Pomorskie region, has been successfully implemented.
In the current financing period the broadband networks are intended to be
implemented in some other regions of Poland. The main goal of the regional
broadband networks implementation in Poland is to fulfill the gap which
appeared as a lack of investment in broadband networks infrastructure.

OECD statistics [1] for 3rd quarter of year 2009 shows that among 30
examine world countries Poland is on 28th place regarding population of
broadband networks. The average population of broadband access links in
Poland are at level 11 ones per 100 citizens where 7 of them are implemented
in ADSL technology and the other 4 are implemented in DOCSIS technology
(cable TV). In Polish network there are almost no FITL technology access
links, what is a result of limited investment in fiber infrastructure in all layers
of the network.

One of the regions of Poland that is on the stage of preparing broadband
network conception is Mazovia region situated in the central part of Poland
with Warsaw as the capital of region. The Mazovia network conception as-
sume to build 1500 kilometers of passive optical cabling, to install of active
equipment (IP routers, ME switches) in backbone and distribution layer as
well as to implement of NGA solutions in certain parts of the region. The
presented paper is focused on technical conception of MBN network backbone
layer.

Broadband Internet is the basis for the development of all modern networks
and first of all consists a base for the construction of NGN networks. The
strength of the Internet aptly characterized Giovanni E. Corazzi, Professor,
University of Bologna, who in his conference presentation on 19 September
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Fig. 1. OECD Broadband subscribers per 100 inhabitants, by technology, June
2009

2008, at Unic Workshop in London [2], put several fundamental theses con-
cerning the Internet, of which four major are listed below:

1. in 2012 the Internet will be 75 times bigger (in terms of total volume
traffic) than the Internet in 2002;

2. is the privileged who have access to the Internet;
3. Internet provides easy penetration of information between different social

groups deployed around the world;
4. up to 2020 entire world knowledge will be located and reachable on the

Internet.

In 2012 acceptable access link bandwidth for Mazovia voivodeship regional
broadband network (used as the essential assumption for network planning)
should be from 6 to 10 Mb/s, but in 2015 and later from 20 up to 100
Mb/s. The access links in MBN should be symmetrical with the very similar
bandwidth for both directions. High-speed symmetrical access links, requires
to use the optical technology for "last mile before" part of access network,
but in the near future the optical access lines should be applied in "last mile"
part also.

2 Estimation of Total Volume IP Traffic Carried in
MBN Network

The total volume of traffic carried by the network is determined by the us-
age of applications implemented on MBN network. Services offered in net-
work are deciding both about the network layers realization and the income
gained from network operation. Networks based on IP protocol realize ser-
vices including: WWW, Peer to Peer, streaming (i.e. IP telephony, IP TV,
VoD), networks chats (text and voice) [3]. New types of IP networks services
directly impacts on network architecture.
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Cisco reports shows [4, 5] that the biggest growth of traffic volume is
followed by residential users that are offered the following services:

• symmetrical access to global Internet with bandwidth not less than 15
Mbit/s;

• peer to Peer services (P2P);
• IP telephony, video telephony and internet radio;
• IP TV, at the beginning SDTV, latter HDTV and in the future including

3D standard;
• video on demand (VoD);
• work based on home office with broadband access;
• e - government services.

For local government, business and security the following services are imple-
mented:

• 112 emergency number;
• other (except 112 number) shared number for undefined situations, similar

to 311 number in United States or 115 in Germany;
• monitoring of selected region zones and schools;
• integration of emergency in case of extreme situations including assigned

VPN’s for rescue services for communication;
• e - learning;
• e - health.

Services offered in Internet network generates traffic which has to be carried
in specific logical layers of the network. The volume of traffic is different for
different kind of services so the total amount of traffic distribution is essential
to be known. At this moment the biggest volume of traffic is generated by the
P2P services and in the future by video services including video for computers
and for TV’s. The Cisco reports [4, 5] says that three elements of IP traffic
which is P2P, total video traffic and classic internet traffic (WWW, HTML,
e - mail) is slightly more than 96% of traffic volume generated by residential
users in the network. P2P traffic is decreasing its percentage share in total
traffic volume from about 60% (year 2006) to slightly about 33% (year 2012),
but in a range of traffic volume it grows 5 times. The similar situation is for
WWW traffic. It decreases its volume in total Internet volume traffic from
22,3% (year 2006) to level 15,1% (year 2012), despite this the total volume
of traffic increase 6 times. Considerably increase traffic volume generated
by video to TV receivers. Comparing year 2006 and 2012 it shoots up 250
times [4, 5, 6].

For estimating efficiency of active equipment installed in designed network
it is essential to know where the specific traffic regarding specific services
flows in the network. This especially refers to quantification if the network
traffic is either shut in the scope of designed network or directed to IXP’s
(Internet eXchange Point). The network examination shows that 80% of total
traffic carried in regional network is directed to IXP points. It refers the Peer
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to Peer traffic, WWW traffic, video traffic for PC’s and traffic generated by
video games. The element of global IP traffic which is IP television (i.e. IP
TV or VoD) is generally shut among regional network and only slight amount
of this traffic is directed to other IP networks (which are IXP’s). Virtually
whole traffic related to e - health services and security services is transferred
among regional network.

Traffic generated by specific class of services has a fundamental impact
on access links - either symmetrical or asymmetrical. Services like IP TV,
VoD, video for PC, and WWW generates asymmetric traffic which volume
is directed to the bottom of the network that is to end users. This traffic is
much bigger than traffic volume directed to the top of the network (IXP’s
or service servers). Likewise traffic generated by monitoring services is an
asymmetric traffic. Services like P2P, VPN networks, tele - presence VoIP,
services of communication for security management in region, e - government
or e - health services generate symmetric traffic.

The most remarkably and most growing element of whole traffic volume
is a traffic generated by residential users. That means that when defining
requirements of MBN network the requirements of residential users have to
be considered. That is why in assumption of MBN network plans the links for
residential users are all symmetric. The traffic generated by business users,
local government or in example e - health services is lower than traffic gen-
erated by residential users but it still in most cases symmetric. This is why
MBN network assume that all business users will be linked by symmetric
connections. As MBN network is still to be build, planning and offering sym-
metric connections are simplify.

For estimating traffic volume generated in MBN network whole region of
Mazovia has been divided for separate distribution zones where backbone
node and some distribution nodes are installed. The arrange of distribution
zone has been shown in Fig. 2. The enumeration of traffic generated in each
distribution zone has been realized under following assumptions: the average
bandwidth of access link is 15 Mb/s, the average population of MBN network
users in distribution zone is 25%. The yellow points presented on the map
of Mazovia region shows the location of distribution points where users are
linked in by direct connections using either star topology or using intermedi-
ate module (hierarchical star topology). Aggregated traffic from distribution
nodes flows to backbone layer nodes next it hits the core of network.

Concerning carried assumptions regarding MBN network users the total
traffic generated in the network is about 85 Gb/s. Taking under consideration
the Cisco report about traffic growth in networks [4, 5] we can assume that in
the next 10 years the traffic in the network grows to 3,7 Tb/s. Such quantity
of traffic is need be carried out by efficient equipment especially in backbone
and core network layer. Whole network traffic generated in MBN network is
directed to three core nodes that gives 1/3 (about 1,2 Tb/s) for each, however
the destination size of network traffic is so big that efficiency of MBN network
routers is a unconditionally must.
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Fig. 2. Distribution zones of MBN network

3 MBN Network Implementation

The topology structure of the passive fiber physical layer for MBN network
has been presented in Fig. 3. This figure shows built fibers including back-
bone and distribution layers. From available fibers in MBN network the best
topology structure has been created. In this case three sections which goes
through Warsaw are using two pair of fibers (4 fibers) which has been gain
under IRU (Indefeasible Right of Use) role from commercial ISP’s which are
present in Mazovia region. This fibers sections on IRU license are: link War-
saw - Jozefów, link Warsaw - Łominaki, Warsaw - Ząbki.
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Fig. 3. Topology structure of passive fibers layer

Fig. 3 reveals that passive backbone network is a Mesh structure, where
transfer equipment is installed in backbone nodes. The best and the most
safe topology of fiber network is the ring structure. The ring structure brings
easy reconfiguration of the network when equipment failure appears. This is
why even Mesh networks are implemented on the mechanism of ring structure
defining special sub networks of Mesh networks called p - cycles. These p -
cycles are used to predefining and using, in a case of an equipment or link
failure, the security paths for traffic transfer in this cycle. The MBN network
passive structure topology has been built as three rings structure with one
chord in each ring. This solution has been applied not only because of the
specification of broadband network traffic transfer but also because in such
networks the fibers redundancy occurs. Because three rings topology was



Mazovia Broadband Network (MBN Network) 407

Fig. 4. Three rings as a topology of physical MBN backbone network layer

used when designing MBN network the p - cycles mechanisms are being used
already at designing stage.

In our feeling the most optimum topology implementation for MBN net-
work is a structure of the network presented in Fig. 4. Each ring of MBN
network is a double fiber ring so 1 + 1 protection can be easily implemented.
To avoid unnecessary increase of network cost the channels placed in the
chords of the rings are not 1 + 1 protected but for path protection in the
chords there is a possibility of traffic transfer in both directions.

In three ring MBN network the shared path problem has to be resolved.
The shared path exists at a joint of two rings and is implemented on four
fibers, two fibers for each ring. This path involves some backbone nodes where
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two rings go through them. Those nodes suppose to be connected with core
nodes. For linking shared nodes one ring is enough. The only problem is
to connect those nodes to core nodes layer. There is no reason to install two
pieces of active equipment (i.e. routers or OADM) in each access node existing
on the shared path because for linking distribution node to core layer nodes
only one active piece of equipment is needed. However for the second ring
there is a necessity to estimate the link budget and place optical amplifiers
if needed. When using optical DWDM systems existing of a shared path for
two rings allows to optimize the number of optical channels in the rings.

Aggregation core nodes which main role is to aggregate the traffic from
each ring and transfer it to central Warsaw node have been placed in nodes of
network which exists in two rings and are connected directly to central War-
saw node. MBN network summary core nodes has been placed in: Jozefów,
Łominaki and Ząbki.

To provide high reliability of network core layer, all core nodes (aggrega-
tion nodes and central Warsaw node) are connected into a ring using Mesh
structure in a way that this complete Mesh structure consists of two aggre-
gation nodes and one central Warsaw node. The optical channels which link
aggregation core nodes and central Warsaw node in a ring are 1 + 1 protected,
which means that a complete three nodes network exists. That gives three
complete Mesh structures where each aggregation core node consolidates to
two such structures. In a ring the one following node exists: Jozefów and Ło-
mianki, in the second ring: Jozefów and Ząbki and in the third ring: Łomianki
and Ząbki. Because each ring of MBN network goes through Warsaw central
node therefore profiting with potentiality of DWDM optical transport system
the logical structures of the network has been possible to build where each
two aggregation core nodes and central Warsaw node form three node Mesh
network.

4 MBN Architecture and Traffic Transfer in the
Network

The traffic transfer in MBN network precisely depends on architecture of this
network. This is why before the basis of the MBN network traffic is presented
the general architecture of modern broadband IP networks is shortly going to
be discussed which has been implemented in MBN network. The architecture
of broadband IP network consists of:

1. Core layer which is a central part of every telecommunication network
and is delivering services for users connected to this network.

2. Backbone layer which is connecting mashed network routers and realizes
transfer between core layer and users located in the access layer.

3. Access layer which role is to connect, using backbone layer, users to core
layer. In access layer we can distinguish at least two functional sub layers
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which are: distribution sub layer (aggregation) - last mile before and
subscriber sub layer - last mile.

United Europe regulations determine that EU grants regarding regional
broadband networks can be used only to build all three layers of network
that is: core layer, backbone layer and access layer however for this last layer
only in a range of distribution sub layer.

Presented architecture of broadband IP network in the following essay
determines only functionality of the network seen by the prism of traffic
transfer. For the goal of the project the construction of the core layer is not
important. All you need to know is the location of service servers, the sort of
services in this network and volume of traffic generated for each of service.
The core layer of the broadband IP network acts very important and special
role as its implemented on selected network nodes where has been installed
access points to different types of services. Generally the regional broadband
network core layer offers two classes of services:

• Services offered by service servers (i.e. VoD, IPTV, etc.)
• Services of access to global Internet provided by IXP points.

The most characteristic thing for IP networks is that almost 100% of traffic
is being directed to core nodes where 80% of traffic is directed to IXP points.
Such traffic transfer in IP networks which fundamentally is directed to core
network enforces special structure (physical or logical) of backbone network
which is called by us as a structure physically oriented. The structure’s main
goal is to support traffic transfer to network nodes where traffic is transferred.
In the case of broadband IP network where the majority of traffic is directed
to core nodes the structure should be build in the way that the shortest
path exists between backbone nodes and core nodes. With experience in
the construction of K-PSI leads to the following conclusion regarding the
construction of backbone and core layer:

• the best logical topology of the backbone layer of the broadband IP net-
work physically oriented is a star structure connecting the core nodes with
backbone nodes. This structure can be easily implemented using xDWDM
equipment.

• the topology of the core layer should be designed as a Mesh structure
(complete structure as best).

5 MBN Network Options and Active Equipment
Configuration

For designing MBN network needs three conceptions of active equipment
installation has been elaborated. In conclusion presented in the previous sec-
tions consider general assumptions have been defined at the stage of defining
the active network layer architecture.
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1. MBN network is build on the three optical rings structure whereby each
of the rings is at average of about 13 backbone nodes, where two of which
remain core functions of aggregation nodes.

2. The backbone nodes aggregate the traffic from distribution nodes and
transfer it to network core.

3. Aggregation core nodes intermediate the IXP’s and provide access to ser-
vice servers installed in central Warsaw node. In aggregation core nodes
are installed MPLS routers where half the traffic generated in the optical
ring is directed.

Considering the functionality and efficiency of the MBN individual nodes the
following types of nodes, depending on the conceptions, has been set:

1. Central node - router type A1 which efficiency is not less than 20 Tb/s
which is connected to three aggregation core nodes using 40 GE interfaces.
The central node does not serve the access layer.

2. Aggregation core nodes - routers type A2 which efficiency is not less
than 5 Tb/s, installed in three MBN network points. Depending on option
routers are equipped with either three or one 40 GE interface. Interfaces
facing access layer are 1 GE each.

3. Nodes placed in the rings chords - routers type A3 which efficiency is
not less than 500 Gb/s. Depending on conception, routers are equipped
with either 40 Gb/s or 10 Gb/s interfaces. Interfaces facing access layer
are 1 GE each.

4. Routers or Ethernet switches acting as a MBN backbone nodes - mod-
ules type B1. Their role is to transfer traffic from access nodes to core
nodes. Efficiency of B1 type equipment is not less than 500 Gb/s. Inter-
faces facing access layer are 1 GE each.

5. Ethernet switches which are modules type C1 are used for connecting
access nodes and to aggregate traffic from this nodes and transfer it to
distribution nodes.

Option 1 of MBN Network

• The network is build on the IP MPLS routers platform equipped with 40
Gb/s interfaces.

• In backbone and core layer the following equipment is installed: one router
type A1 (central node), three routers type A2 (aggregation core nodes),
five routers type A3 (nodes in the chords of the rings) and thirty three
routers type B1 (backbone routers). All routers are equipped with 40 Gb/s
interfaces and support IP MPLS protocol.

• C1 nodes are installed in network distribution layer, that are MetroEth-
ernet switches supporting IP MPLS protocol.

• IP MPLS routers are installed in ring’s backbone nodes and network traffic
is transferred by all routers situated on the route from distribution node
(backbone) to aggregation core node.
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Fig. 5. Nodes connection in MBN network according to option 1

• In each aggregation core node (type A2) IXP performing equipment is
installed.

• In one of the ring of the shared path between two rings the optical am-
plifiers are installed.

The MBN network architecture build accordance with option 1 has been
showed in Fig. 5.

Option 2 and 3 of MBN Network

• The network on the physical level of transport layer is build with a use
of DWDM with 32 optical channels. The optical equipment is installed
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only in core layer and backbone layer and they do not appear in access
layer. For logical network layer the OADM modules are used. The optical
channels provide information transfer at level of 10 Gb/s.

• In core layer and backbone layer of the network the following equipment is
installed: router type A1 (central node) equipped with 40 Gb/s interfaces,
three routers type A2 (aggregation core nodes) equipped with 40 Gb/s
interfaces for central node connection purposes and 10 Gb/s interfaces
for communication with backbone nodes, five routers type A3 (nodes in
rings chords) with 10 Gb/s interfaces (option 2) or five MetroEthernet
switches (option 3). All routers and MetroEthernet switches installed in
option 2 and 3 support IP MPLS protocol.

Fig. 6. Nodes connection in MBN network according to option 2 and 3
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• IP MPLS routers are installed in core and backbone nodes equipped with
10 Gb/s interfaces which provide scalability of the network for at least
10 years. Optical channels of DWDM system form logical structure of the
star where every node of backbone layer situated in one of the three rings
is connected using one dedicated optical channel with central node with
bandwidth 40 Gb/s.

• Traffic form backbone nodes is transferred to core nodes using direct op-
tical channels.

• In distribution layer of option 1 case nodes type C1 are installed which
are MetroEthernet switches supporting IP MPLS protocol.

• IXP performing equipment is installed in every core node type A2

• In one of the ring of the shared path at the interface of two rings the
optical amplifiers are installed.

The MBN architecture build accordance with the option 2 and 3 has been
shown in Fig. 6. This figure also explains the principle of connection imple-
mentation in the network for option 2 and 3. In the network node, each of the
rings, the single optical OADM module and IP MPLS router (MetroEthernet
switch) is installed. Network users are linked to the router using distribution
nodes of different hierarchy. The aggregation core node (type A2) is situ-
ated in two rings and backbone nodes of option 2 solution are linked to two
aggregation core nodes using optical channels with a bandwidth of 10 Gb/s.

6 Construction Cost for the Various Network Options

The comparison of the different kind of network realization has been made.
For all options the access layer (closely the distribution sub layer of this layer)
is the same and build using ME switches. Also central core node is using the
same configuration for all three options. The MBN network options differ from
each other in respect of network backbone realization and comparison of the
cost refers to nodes A2, A3 and B1. The Equipment price and specification is
represented in Tab. 1. Each cost of MBN network realization option contains
the cost of purchasing the managing system.

Option 1. Routers type A2 are equipped with three 40 GE interfaces, which
are used for connecting routers type A2 with a router type A1 and neigh-
boring routers type A3, and four 10 GE interfaces for connecting nodes type
C1. In the option 1 network five routers type A3 are installed (routers in
the chords of the rings) equipped with three 40 GE ports (towards routers
type A2 and A3) and four 10 GE ports for connections with C1 nodes and
thirty routers type B1 (routers in ring’s backbone nodes) equipped with two
40 GE ports (towards routers type A2, A3 and B1) and four 10 GE ports
for connecting routers type C1.

Option 2 and 3. Routers type A2 are equipped with wit one 40 GE
interface which is used for connections of routers type A2 with A1 and twenty
eight 10 GE interfaces for connections with nodes type C1 installed in every
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ring’s node. Nodes type A2 are equipped with 28 10 GE ports for connec-
tions with nodes type A3 and B1. In the MBN network there are installed five
routers type A3 (routers installed in the ring’s chords) which are equipped
with six 10 GE ports and thirty routers type B1 (routers in the ring’s network
backbone nodes) which are equipped with two 10 GE ports (for routers type
A2) and twenty eight ports 1 GE ports towards access switches type C1. In
both options 36 DWDM (OADM modules) pieces of equipment are installed.
These modules work using optical channels with 1 + 1 protection which are
connecting nodes type A2 with nodes type B1. In option 3 the MBN net-
work is build exactly in the same way as network in option 2 but instead of
nodes type A3 and B1 which represents IP/MPLS routers the MetroEthernet
switches has been used. This configuration of the network does not change
much in connections of the network but it force different type of equipment
logical configuration.

Option 2 and 3. Routers type A2 are equipped with wit one 40 GE
interface which is used for connections of routers type A2 with A1 and
twenty eight 10 GE interfaces for connections with nodes type C1 installed
in every ring’s node. Nodes type A2 are equipped with 28 10 GE ports for

Table 1. Equipment price and specification for network building options

Option 1
Ports Price List [USD]

Node Quantity Equipment 40G 10GE GE 10/100 Equipment Cards Optics Totaltype type
A1 1 Router 3 117 000$ 2 250 000$ 0$ 2 367 000$
A2 3 Router 3 20 351 000$ 2 345 000$ 597 000$ 3 293 000$
A3 5 Router 3 20 585 000$ 2 345 000$ 597 000$ 3 527 000$
B1 33 Router 2 20 3 861 000$ 1 650 000$ 656 700$ 6 167 700$
C1 270 Switch 2 24 3 508 650$ 537 300$ 4 045 950$

1 NMS/OSS 1 946 670$ 1 946 670$
10 369 320$ 8 590 000$ 2 388 000$ 21 347 320$

Option 2
A1 1 Router 3 117 000$ 2 250 000$ 2 367 000$
A2 3 Router 1 28 351 000$ 1 275 000$ 336 000$ 1 962 000$
A3 5 Router 6 585 000$ 190 000$ 144 000$ 919 000$
B1 33 Switch 2 28 990 000$ 264 000$ 1 154 000$

35 DWDM 17 691 070$ 17 691 070$
C1 270 Switch 2 24 3 508 650$ 537 300$ 4 045 950$

1 NMS/OSS 2 900 140$ 2 900 140$
26 142 860$ 3 715 000$ 1 281 300$ 31 139 160$

Option 3
A1 1 Router 3 117 000$ 2 250 000$ 2 367 000$
A2 3 Router 1 28 351 000$ 2 850 000$ 3 201 000$
A3 5 Switch 2 28 150 000$ 48 000$ 198 000$
B1 33 Switch 2 28 990 000$ 264 000$ 1 154 000$

35 DWDM 17 691 070$ 17 691 070$
C1 270 Switch 2 24 3 508 650$ 537 300$ 4 045 950$

1 NMS/OSS 2 944 400$ 2 944 400$
25 752 120$ 5 100 000$ 849 300$ 31 701 420$

Internet Exchange Point
IXP 3 Router 12 351 000$ 900 000$ 1 251 000$
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connections with nodes type A3 and B1. In the MBN network there are in-
stalled five routers type A3 (routers installed in the ring’s chords) which are
equipped with six 10 GE ports and thirty routers type B1 (routers in the
ring’s network backbone nodes) which are equipped with two 10 GE ports
(for routers type A2) and twenty eight ports 1 GE ports towards access
switches type C1. In both options 36 DWDM (OADM modules) pieces of
equipment are installed. These modules work using optical channels with 1
+ 1 protection which are connecting nodes type A2 with nodes type B1. In
option 3 the MBN network is build exactly in the same way as network in
option 2 but instead of nodes type A3 and B1 which represents IP/MPLS
routers the MetroEthernet switches has been used. This configuration of the
network does not change much in connections of the network but it force
different type of equipment logical configuration.

7 Conclusion

The analysis of network options realization shows that the most low cost of
MBN network building solution is option 1. This solution uses only routers in
a backbone layer which transfer traffic from aggregation nodes to core nodes.
This solution however decreases the network performance because all routers
carry transit traffic. Despite that optical interfaces of this routers are scaled
at 40 GE it may be that in the next couple of years the interfaces bandwidth
are not efficient enough and their replacement with 100 GE interfaces is
necessary. In options 2 and 3 this weakness does not appear because DWDM
system allows to build physically oriented networks where traffic is directed
to core nodes. DWDM system also allows to build logical structure linking
backbone nodes with core nodes using direct optical channels. Each backbone
router transfers to network core only aggregated traffic (coming from access
layer) in this router. If in a ring exists 11 routers of this kind which are linked
using direct channels of 10 Gb/s with two core nodes than for handling traffic
generated by such network, in option 1, the routers with 100 GE interfaces
should be installed. Despite the realization cost in option 2 and 3 is higher
by over 50% the option 2 for implementing MBN network is recommended
as a solution that meets the broadband network expectations.
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Summary. Reliability evaluation is important task in a network design pro-
cess. The GMPLS network supports physical separation of functional planes
and therefore reliability evaluation becomes more difficult. The method of
GMPLS network reliability evaluation is proposed in this paper. The idea
of this method is based on the GMPLS as a multistate system. In order to
demonstrate usefulness of this approach, proposed method is implemented
and reliability evaluation for test network is preformed.

1 Introduction

The GMPLS (Generalized Multiprotocol Label Switching) [4], developed by
IETF, is one of the most promising technique, which is considered to use in
the next-generation backbone networks. It introduces the separation of the
following functional planes:

• data plane – responsible for transmission of user data; it includes all
switching techniques such as WDM, TDM, packet switching, etc.;

• control plane – responsible for exchanging signaling and routing messages;
it is implemented as IP network that support protocols known from MPLS
such as LDP, RSVP, OSPF;

• management plane – responsible for supervise of whole system; it may be
implemented as centralized or distributed system that allows to employ
provider’s policy.

In fact, the management plane is not a part of GMPLS standard but it seems
to be required in the context of interdomain policy and multivendor environ-
ment. Moreover, GMPLS is considered as implementation of signaling mech-
anism in the ASON (Automatically Switched Optical Network) [6], backbone
concept of ITU-T, where the management plane plays very important role.

The control plane is crucial for GMPLS network operation. The main
task of the control plane is effective management of calls and connections
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(establishment, deletion, maintenance) as well as management of network
resources. To support these tasks, GMPLS-related protocols can be used,
such as: IS-IS, OSPF, BGP for routing and CR-LDP, RSVP-TE for signaling.
To manage signaling channels and data links between nodes a new protocol
LMP (Link Management Protocol) has been developed.

1.1 The GMPLS Network Architecture

Separation of functional planes implies that signaling in GMPLS network
may be implemented in the following manners:

• in-band – when the signaling network is a part of the data plane and
signaling channels are implemented as channels logically separated from
the supported transport technology (e.g., DCC within SDH/SONET);

• out-of-band – when the signaling network is physically separated from the
data plane.

The out-of-band signaling allows for using different topologies in functional
planes. In this case, two nodes directly connected in the data plane may
not be connected in a such way in the control plane or, similarly, two nodes
directly connected in the control plane may not be neighbors in the data
plane. Such architecture of GMPLS is called asymmetrical. Otherwise, the
architecture is called symmetrical.

The out-of-band signaling has many advantages. It avoids opto-electronic
processing because user data and signaling messages are physically separated.
Moreover, various schemes for protection and restoration can be applied in
this case. On the other hand, failures in the data plane and the control plane
have to be handled separately [1] that involves a more complicated imple-
mentation. Separation of the planes implies possibility to keep established
data plane connections in the event of the control plane failure. Similarly, in
the case of the data plane failure a signaling along broken connections may
be still possible because the control plane is not affected by failure of the
data plane network.

One of the most important issues of the GMPLS, especially when it is used
as a commercial backbone network, is to ensure a high level of reliability and
quality of service. The problem of GMPLS reliability, also for out-of-band
signaling, is therefore, the object of many analyses.

1.2 Reliability Evaluation for Complex Systems

Reliability of network system in the context of telecommunication is defined
as ’the probability that an item can perform a required function under stated
conditions for given time interval’ [5]. Reliability analysis is important for
designing and optimization of a network. Especially for backbone network,
it is desired to maximize reliability due to a very high cost of system un-
availability. Therefore reliability evaluation is very important for network
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engineers. There are several reliability evaluation methods. They can be clas-
sified to [5]:

• two terminal reliability – known also as source-target reliability, and
• all terminal reliability.

Form the point of view of the end-to-end services the first method is suitable
because express that path between source and target is operational. There
are many network reliability evaluation methods, including [7]:

• reliability block diagramming,
• state enumeration,
• monte carlo and discrete event simulation.

Reliability of optical backbone networks often is analyzed in the context of
protection and restoration methods [9] or specific network architecture [3].
Discrete event simulation is often chosen for these tasks because allows sci-
entist to include this specific assumptions in reliability evaluation. In this
paper authors present universal, analytic method for reliability estimation
regardless of protection and restoration methods, suitable for networks with
separated functional planes as described in subsection 1.1. That method can
be very useful in initial planing of network architecture especially before
mentioning of protection and restoration. Moreover, it can be faster then
simulation methods.

2 GMPLS as Multistate System

Some of the reliability evaluation methods are not suitable for complex net-
work. For example, traditional, reliability block diagramming method is pop-
ular but requires to present a network as a parallel-series system. Reduction
of complex network system to parallel-series one is not effective. Because GM-
PLS network is obviously complex system, the effective reliability evaluation
method is necessary. One of the reliability evaluation method adequate to
the complex network is the overlap technique described in [2]. This method
is applied to calculate source-target reliability of GMPLS network.

The main problem with reliability evaluation for GMPLS is an interac-
tion between functional planes. Each node consists the data plane and the
control plane component and there are four possible states. Table 1 presents
these states. In the first case both planes are available and therefore whole
node is available too. The second case is very interesting. The data plane
is functioning but the control plane is unavailable. In this state established
Label Switched Paths (LSP) can be preserved and the user data still can be
forwarded by the data plane. However, the control plane is unavailable, thus
creating a new LSP or releasing existing one is not possible. This state can
be called as derated. Two last cases produce down state of GMPLS node due
to data plane unavailability. As a result GMPLS node can have three states.
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Table 1. State enumeration for GMPLS node or link

case data plane control plane GMPLS node

1 up up up
2 up down derated
3 down up down
4 down down down

Similar situation occurs when links between nodes are mentioned. The data
plane nodes are connected with the data plane links and the control plane
nodes are connected with control plane links. Both, data and control plane
links are physically separated. The state enumeration is the same as for the
node. See Table 1. Derated state in this case means that the control plane
nodes have not the control plane communication channel and the control
plane tasks can not be performed while the data plane still can forward user
data.

Probability Pup that GMPLS node or link is in the up state is:

Pup = Pcp ∗ Pdp (1)

where Pcp is reliability of the control plane component and Pdp is reliability
of the data plane component. Probability Pdera that GMPLS node or link is
in the derated state is:

Pdera = (1− Pcp) ∗ Pdp (2)

Next formula represents probability Pdown that GMPLS node or link is in
the down state:

Pdown = 1− (Pup + Pdera) (3)

Using three state approach, two separated layers of GMPLS network can be
analyzed as one network where each component has state ’up’, ’drated’ or
’down’.

3 Example of Reliability Evaluation

In this section reliability evaluation for simple reference network is presented.
Figure 1 depicts the analyzed network. There are two following examples of
reliability evaluation form node 1 to node 9 with different topologies of the
control plane.

Values of reliability are evaluated with the use of overlap algorithm de-
scribed in section 2 implemented by authors in the Scilab environment [8].
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Fig. 1. The network used in examples of reliability evaluation

3.1 Example 1

In this example symmetrical topology is assumed and therefore the data and
the control plane are represented by the same topology 1. Moreover, the data
plane uses some redundancy mechanisms which allow to find an alternative
path in the case of primary path fail. Therefore, between node 1 and 9 any
loop free path can be used. The control plane does not use any redundancy
solution. Signaling between two directly connected nodes are allowed through
direct link. Table 2 contains reliabilities of nodes and links assumed for the
source-target reliability evaluation.

Table 2. Reliabilities of nodes and links assumed for source-target reliability
evaluation

reliability

Data plane node 0.99988
Data plane link 0.99990
Control plane node 0.99977
Control plane link 0.99990

Reliabilities of nodes and links are calculated using multi state approach
described in section 2. See Table 3.

3.2 Example 2

The second example uses the same network topology as in example 1. Also
the same reliabilities of nodes and links for the data and the control plane are
assumed. The only difference is that the control plane supports redundancy.
The signaling channel between two directly connected nodes can be created
through direct link between that nodes or through any other alternative path
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Table 3. Calculated reliabilities of GMPLS nodes, links and source-target

Pup Pdera Pdown

GMPLS node 0.99965 0.22997 ∗ 10−3 0.12000 ∗ 10−3

GMPLS link 0.99980 0.99990 ∗ 10−4 0.10000 ∗ 10−3

form node 1 to node 9 0.99930 0.46030 ∗ 10−3 0.24010 ∗ 10−3

Fig. 2. Alternative signaling channel between nodes 1 and 2

between them. Example of alternative signaling channel between node 1 and
2 is shown in the Fig. 2 Other alternative signaling channel are also possible.
The reliabilities of signaling channels are calculated using overlap technique
and minimum value is shown in Table 4. With the redundancy, signaling
channel is almost fully available. Similar to signaling channel redundancy, the
control plane nodes are redundant to provide failover. Thus with redundant
the control plane, node reliability is improved (see Table 4).

Using these values multi state reliabilities of GMPLS node and link are
calculated. Next, obtained values are used to evaluate the source-target reli-
ability between nodes 1 and 9. The results are summarized in Table 5.

Table 4. Reliabilities of the control plane nodes and links and calculated minimum
reliability of signaling channels assuming redundancy

reliability

Control plane node 0.99977
Control plane link 0.99990

Signaling channel 0.99999997
Redundant control plane node 0.99999995



The Method of GMPLS Network Reliability Evaluation 423

Table 5. Calculated reliabilities of GMPLS nodes, links and source-target with
signaling redundancy

Pup Pdera Pdown

GMPLS node 0.99988 0.52894 ∗ 10−7 0.12000 ∗ 10−3

GMPLS link 0.99990 0.29997 ∗ 10−8 0.10000 ∗ 10−3

form node 1 to node 9 0.99976 0.10582 ∗ 10−6 0.24008 ∗ 10−3

By comparison of last rows from Table 3 and Table 5 it is possible to
conclude that redundancy in the control plane:

• improves reliability of system – probability of ’up’ state is increased,
• minimizes unreliability of the control plane – probability of ’dereated’

state is decreased.

4 Conclusions

The GMPLS enhances MPLS by separation functional planes. This physi-
cal separation complicates the reliability evaluation. Each component of the
GMPLS network consists elements of both functional planes and user data
transfer depends on both of them. However a failure in the control plane does
not mean termination of user data transmission. Therefore typical methods
of reliability evaluation are not suitable for this purpose.

Authors propose to use multistage approach in reliability evaluation. In
this method each element can be in one of three states: ’up’, ’derated’ and
’down’. Derated state express the stage in which the control plane component
is failed and the whole GMPLS element has limited functionality.

In order to demonstrate usefulness of this method, experimental reliability
evaluation has been performed. The results show difference of reliability level
for the simple network with different implementation of the control plane.
Based on evaluated reliabilities it is possible to assess the impact of the
control plane to the source-target (or service) reliability. Thus, this method
helps in initial process design of GMPLS network.
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Summary. The paper compares existing algorithms of choice of LSPs in IP
networks with MPLS protocol and proposes a new algorithm, which is an
improved version of the Least Interference Routing Algorithm. The study
showed that in dynamic conditions of the network (only short lived connec-
tions) proposed algorithm rejects a smaller number of requests of LSPs choice
in relation to the compared algorithms, irrespective of the requests rate and
the network topology and size.

1 Introduction

The paper compares the algorithms given in [1, 4, 5, 6, 7, 8] and proposes a
new algorithm of choice of Label Switched Path (LSP) in IP networks with
the Multi-Protocol Label Switched (MPLS). The proposed Improved Least
Interference Routing Algorithm (ILIOA) is an improved version of the well
known Least Interference Routing Algorithm (LIOA) [1].

The considered problem concerns the choice of LSPs between a pairs of
nodes in the IP/MPLS network, where the only information provided by the
corresponding algorithms for LSP choice algorithm is available bandwidth on
individual links in the network [2]. Algorithms based on the choice of LSP
along shortest paths, which length are expressed by the number of links, are
sufficient to achieve the connection, but they do not always allow full use
of network resources from the point of view of traffic engineering. The main
reason is that the links on the shortest paths between certain pairs of nodes:
the input node - output node may be congested, while links on alternative
paths remain free. This means that network resources are not sufficiently
used, although it is possible to make better use of network resources on the
same network infrastructure. Therefore, the search of LSP choice algorithms,
which increase the use of network resources is fully justified.

Traffic Engineering is associated with the LSPs choice algorithms working
both offline and online. The offline algorithms assume that all the LSPs,
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together with the values of the bandwidth are known during the implemen-
tation of these algorithms [4]. The aim of these algorithms is the choice of
LSPs in order to minimize the main criterion, which is generally the cost of
the network implementation. However, in practice it is likely that new re-
quests of LSPs set up will appear after the implementation of LSPs group or
the resources required for the existing LSPs may change. The problem of the
adoption of these future paths can be avoided if it is possible to redirect ex-
isting LSPs. Since the offline algorithms generally do not make re-allocation
of demands that are already realised, and therefore when a group of LSPs is
already realised and there are new requests of LSPs choice, so directing of
these new paths can only be realised with the use of online algorithms.

The performance of online algorithms depends practically on information
of the state of links achieved from the different protocols, such as Open Short-
est Path First (OSPF) [2]. The basic idea of these protocols is that each node
in the network sends information of the state of its links and its associated
attributes to all other nodes. This mechanism causes that each node in the
network knows the network topology. This topology can therefore be used by
the individual nodes to develop their own decisions about the next step for
the output node. The LSP is set up using the Resource Reservation Protocol
(RSVP). Because it is difficult to obtain the delay value or information of
buffer occupancy from the signalling protocol [2], and therefore, the choice of
the LSP cannot depend on them. The proposed algorithm and the algorithms
of LSPs choice presented in [1, 4, 5, 6, 7, 8] are based solely on state of links
occupancy and the number of flows carried by them.

The remaining part of paper is organized as follows. The second part gives
an overview of the compared algorithms. The third part describes the formu-
lation of the optimization problem and proposes a heuristic algorithm solving
this problem. The fourth part contains the results of simulation, obtained af-
ter the application of the presented algorithms. The last section presents the
final conclusions.

2 LSP Choice Algorithms

In this paper, as in [1, 4, 5, 6, 7, 8], only the choice of LSPs with guaranteed
bandwidth is considered. This does not mean that other paths metrics such
as delay and packet loss cannot be considered. The best known algorithm is
the min-hop algorithm [4], which chooses the shortest path measured by the
number of links between the input node and the output node. It should be
noted that during designation of LSP only those links with available band-
width which are no less than the bandwidth of desired LSP are taken into
account. This algorithm belongs to the Constraint Shortest Path First class,
and is also named as CSPFHopCount algorithm [3].

Constraint Shortest Path First (CSPF) has been proposed as an algorithm
that solves the problem of load balancing in OSPF by using the appropriate
weight of links that reflect the availability of current resources of the network.
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The weight of links in the algorithm is inversely proportional to the residual
capacity of these links [1, 7]. However, both OSPF and CSPF poorly imple-
ment traffic engineering in a heavy load conditions [1]. Outlined algorithms
based on network topology and residual capacity of links, but do not take into
account the location of input and output nodes. If the LSP between a pair
of nodes is chosen regardless of location of other potential pairs of nodes, the
interference of this path with requests of set up LSPs that will appear in the
future can occur [4]. The Minimum Interference Routing Algorithm (MIRA)
takes into account the location of the other pairs of nodes (input-output) in
order to minimize the amount of interference. Therefore, the choice of LSP
between a given pair of nodes is realised to maximize the minimum value of
the maximum flows, computed for the available bandwidth of network links,
determined for other pairs of nodes [4]. An important drawback of MIRA
algorithm is quite high computational complexity [4].

Another algorithm, named as the BU-MIRA, based on a minimum of in-
terference is given in [8]. Weights of links are determined on the basis of the
available bandwidth of links and the number of flows carried on these links.

In [1] the Least Interference Optimization Algorithm (LIOA) was pre-
sented. Both MIRA and LIOA minimize interference among competing flows
in the network in order to determine the weights of links that will minimize
the possibility of blocking LSPs. It should be noted that both of these al-
gorithms define interference in different ways. In LIOA the interference is
defined by the number of flows (LSPs) carried by a link. However, in the
MIRA interference is defined as a reduction of the maximum flow between a
pair of nodes after set up the LSP between another pair of nodes. In LIOA
weights of links are proportional to the number of flows (the number of LSPs)
realized on these links, and inversely proportional to their residual capacity.
Dispersing traffic flows (LSPs) in the network and minimizing the rejected
LSP requests is obtained by minimizing interference and maximizing the
residual capacity of the links [1].

In Maximize Residual bandwidth and link Capacity - Minimize Total Flows
(MaxRC-MinF) routing algorithm [6] the interference is determined as in
LIOA. Weights of links are directly proportional to the number of flows
traversing these links and inversely proportional to their residual capacity
and bandwidth. This ensures avoiding links with the large number of flows
carried on them (minimizing interference), choosing unloaded links and load
balancing through the choice of links with large capacities [6].

In turn, in [5] the Bandwidth Constrained Routing Algorithm was pro-
posed, in which weights of links are proportional to the usage of links and
inversely proportional to the total capacity of links. So determined weights
cause avoiding a high loaded (used) links and favor the choice of links with
larger capacities, resulting in load balancing [5].
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3 Proposed Algorithm of LSPs Choice

Let G(N,E,B) be the network, where N is the set of nodes (routers) and
E is the set of unidirectional links (arcs). C is m-vector of bandwidth of the
links. Let n denote the number of the nodes and m the number of links in
the network. Let R be a m-element vector of the residual capacity of links.
Moreover, let Pi,j be the set of all possible paths between a pair of nodes (i, j).
In addition, let wl(Cl, Rl, Il) denoted the weight of link l. Il is the number of
flows carried on the l-th link (the size of interference). Suppose that between
a pair of nodes (i, j) the request of LSP set up with bandwidth di,j appears.
Informally, the problem of routing optimization can be formulated as follows:
Find a path p∗,p∗ ∈ Pi,j , with a minimum weight Wp∗ =

∑
l∈p∗ wl(Cl, Rl, Il)

with a guaranteed bandwidth di,j , which minimizes the number of rejected
requests of LSPs set up in the network.

So formulated problem is generally solved by minimizing interference of
incoming request of LSP set up with requests of LSPs set up which will come
in the future [4, 7, 8] or by minimizing interference of LSPs already set up in
a network with coming request of LSP set up [1, 6].

The proposed algorithm is similar to LIOA, but the weights of links are
defined in a more sophisticated way. Let consider the following link weight
function:

wl(Cl, Rl, Il) = (1− ul)
Iβl
C1−β
l

+ ul
Iαl
R1−α
l

(1)

where: ul = 1−Rl/Cl is the usage of link; in turn α and β are real coefficients
from range [0,1].

It should be noticed that in the case of low usage of l-th link, a decisive
factor of a weight of link wl(Cl, Rl, Il) will be: (1 − ul)I

β
l

/
C1−β
l . Weight

of link, with fixed bandwidth, is minimized by minimizing interference, i.e.
the number of carried flows. In order to realise the LSP in the network the
links with low numbers of carried flows and large capacities will be chosen.
However, in the case of high usage of link the decisive factor of the weight
of a link wl(Cl, Rl, Il) will be ulIαl

/
R1−α
l (where Iαl /R

1−α
l is weight of link

in LIOA). Weight of link will be minimized by the number of flows and
maximizing the residual capacity of the link. This fosters the dispersion of
traffic in the network. In order to realise the LSP in the network the links
with relatively low numbers of carried flows and large residual capacities will
be chosen. The links load will be kept far from congestion area, so that the
number of rejected requests of LSPs set up will be minimized.
The proposed algorithm of LSPs choice is as follows.
The complexity function of ILIOA
The complexity function of MIRA is O(n4

√
m) [4], whereas for remaining

algorithms is O(n2). The complexity function of proposed algorithm is also
O(n2).
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Algorithm 5. ILIOA
Input: Network G(N, E, B), vector R of residual capacities of links; vector I of

flows and pair of nodes (i, j), between which di,j bandwidth units should be
realized.

Output: The path between pair of nodes (i, j) with di,j bandwidth units.
1. Compute the weights:

wl(Cl, Rl, Il) = (1− ul)
Iβ

l

C1−β
l

+ ul
Iα

l

R1−α
l

∀l ∈ E;

2. Eliminate all links (wl(Cl, Rl, Il) =∞), which have residual bandwidthRl ≺ di,j ;
3. Using Dijkstra’s algorithm compute shortest path p∗ between pair of nodes (i, j).
4. Route di,j bandwidth units from node i to node j along path p∗;
5. Update vector R and vector I ; i.e. for each link l ∈ p∗ : Rl := Rl−di,j ; Il := Il+1.

4 Obtained Results

The verification of algorithm has been made for the two networks which
contain 15 and 23 nodes, respectively. The first network which topological
structure is shown in Fig.1a. contains 15 nodes (routers), connected by a
links with bandwidth of 12 (thin lines) and 48 (thick lines) units [1, 4]. In
turn, the second one, which topological structure is shown in Fig.2b. contains
23 nodes connected by links with the same values: 12 (thin lines) and 48 (thick
lines) of capacity units [1]. The capacities of links in both networks have been
multiplied by an appropriate scaling factor ω. Each link is unidirectional.
In this paper it was assumed, unlike in [4] that each node can be input
and output node. Therefore, in the first network 210 pairs of nodes can be
distinguished, while in the second one 506 pairs of nodes.

The simulation results obtained on the basis of the presented algorithm
ILIOA were compared with the results obtained on the basis of six other algo-
rithms: Constraint Shortest Path First (CSPF), Minimum Interference Rout-
ing Algorithm (MIRA), Least Interference Optimization Algorithm (LIOA)
Maximize Residual bandwidth and link Capacity - Minimize Total Flows
(MaxRC-MinF), Bandwidth Constrained Routing Algorithm (BCRA) and
BU-MIRA.

Network simulation was made using Monte Carlo method. It was assumed
that the stream of requests of LSPs set up between each pair of nodes (i, j)
is Poissonian with intensity λ and holding time of the LSP is exponentially
distributed with the mean value 1/μ = 1. Bandwidth of LSPs is uniform
distributed from 1 to 4 units. The network simulation has been done in static
and dynamic conditions. In static condition LSPs are only set up, but in dy-
namic condition LSPs are set up and disconnected. In static conditions for
given trial of the simulation, all algorithms are verified for the same stream
of requests LSPs choice. In dynamic conditions the results are recorded af-
ter obtaining a equilibrium state of system. Both in static and dynamic
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(a)

(b)

Fig. 1. Network topology: (a) the MIRA network (b) the LIOA network

conditions tests have been done for T trials. The number of requests of LSP
set up in the network is a condition for the end of the simulation.

Table 1 shows the results obtained after using all the algorithms for net-
works containing 15 nodes, whereas Table 2 presents results for a network
containing 23 nodes. In both networks the same coefficient for scaling ca-
pacity was used: for the network operating in static conditions (long lived
connections) ω = 100, whereas for networks operating in dynamic conditions
ω = 10.

During the simulation of any network, for each algorithm, T = 20 trials has
been done. In the dynamic conditions for a network consisting of 23 nodes
(LIOA network) each trial included 50000 requests, while for the network
containing 15 nodes (MIRA network) each trial included 25000 requests. In
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Table 1. Number of rejected LSPs for network consisting of n =15 nodes

Long lived connections
Algorithm λ=5, T=20, Lenght Run =12000 λ=6, T=20, Lenght Run =12000

Average Average
number Standard % rejected number Standard % rejected

of Rejected deviation LSPs of Rejected deviation LSPs
LSPs LSPs

MIRA 339 65 3.3 431 64 3.5
BU_MIRA 232 61 0.9 165 38 1.3

CSPF 93 47 0.7 112 47 0.9
BCRA 171 27 0.6 108 50 0.9

MaxRC-F 97 49 0.8 114 50 0.9
LIOA 88 46 0.7 108 50 0.9
ILIOA 90 47 0.7 110 49 0.9

Short lived connections
Algorithm λ=5, T=20, Lenght Run =25000 λ=6, T=20, Lenght Run =25000

Average Average
number Standard % rejected number Standard % rejected

of Rejected deviation LSPs of Rejected deviation LSPs
LSPs LSPs

MIRA 969 114 3.8 2468 106 9.8
BU_MIRA 232 61 0.9 1619 113 6.4

CSPF 226 57 0.9 1589 125 6.3
BCRA 171 27 0.6 1483 150 5.9

MaxRC-F 211 67 0.8 1624 130 6.4
LIOA 161 54 0.6 1441 129 5.7
ILIOA 151 42 0.6 1425 105 5.7

turn, in static conditions each trial included 12000 requests regardless of the
size of the network. Moreover, it was assumed that in the LIOA coefficient
α = 0.5 [1], whereas in the ILIOA these coefficients are α = 0.5, β = 0.3.

From Table 1 it can be shown that for long lived connections LIOA and
ILIOA reject almost the same number of requests for each value of the inten-
sity of requests (λ = 5, λ = 6). In turn, in the case of short lived connections
ILIOA rejects the smallest number of requests for each load (intensity). LIOA
rejects slightly larger number of requests. Similar dependences were obtained
for a network consisting of 23 nodes (Table 2). In the case of the static per-
formance of the network MaxRC-MinF, LIOA and ILIOA are equivalent for
the same intensities of requests. However, in dynamic conditions ILIOA is
better than LIOA and MaxRC-MinF and the other examined algorithms.

It should be noticed that ILIOA, LIOA and MaxRC-MinF, equivalent in
the case of long lived connections (Table 2), are based on the interference
defined in the same way.
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Table 2. Number of rejected LSPs for network consisting of n =23 nodes

Long lived connections
Algorithm λ=3, T=20, Lenght Run =12000 λ=4, T=20, Lenght Run =12000

Average Average
number Standard % rejected number Standard % rejected

of Rejected deviation LSPs of Rejected deviation LSPs
LSPs LSPs

MIRA 1714 69 14.2 1680 60 14.0
BU_MIRA 1857 61 15.4 1836 74 15.3

CSPF 1420 50 11.8 1404 61 11.7
BCRA 1407 48 11.7 1390 56 11.5

MaxRC-F 1394 49 11.6 1375 51 11.4
LIOA 1394 49 11.6 1375 52 11.4
ILIOA 1396 49 11.6 1374 51 11.4

Short lived connections
Algorithm λ=2, T=20, Lenght Run =50000 λ=3, T=20, Lenght Run =50000

Average Average
number Standard % rejected number Standard % rejected

of Rejected deviation LSPs of Rejected deviation LSPs
LSPs LSPs

MIRA 6200 176 12.4 12264 166 24.5
BU_MIRA 3849 129 7.6 10509 163 21.0

CSPF 3552 200 7.1 10330 156 20.6
BCRA 3617 151 7.2 10482 126 20.9

MaxRC-F 3556 144 7.1 10317 139 20.6
LIOA 3385 143 6.7 10262 167 20.5
ILIOA 3349 136 6.6 10196 168 20.3

5 Conclusions

The paper proposes ILIOA, which is an improved version of LIOA. The pro-
posed algorithm have been compared with algorithms: MIRA, BU_MIRA,
CSPF, MaxRC-MinF and BCRA. Algorithms Min Hop, Widest Shortest
Path, which in the literature are often used only for comparative purposes,
have been omitted.

The problem considered in this work is important not only in the MPLS
network protocol, but also in other applications requiring dynamic alloca-
tion of network bandwidth, such as optical networks. Obtained results prove
that in static conditions the number of rejected LSPs by ILIOA, LIOA and
MaxRC-MinF is almost the same for networks of different sizes and different
values of the load. However, in dynamic conditions of network performance
ILIOA rejects the smallest number of requests, regardless of the load and size
of the network.
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The drawback of all considered algorithms is the treatment of weights of
links independently. Therefore, further studies should lead to the introduction
of the relationship between the weights of links in the network.
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Summary. In this paper we introduce a number of variants of modified degree
6 chordal rings, and we evaluate and compare their transmission properties in
terms of average distance and diameter. We present theoretical models for cal-
culating the distances, using optimal and ideal graphs, which are also shown
to provide fairly good estimates. When comparing the distances, it turns out
that the new suggestions for modification of the chordal rings results in lower
distances, making them potentially interesting for use in communication net-
works. In the end of the paper we suggest directions for future research,
in particular to investigate to what extend the topologies are suitable to
implement.

1 Introduction

A fundamental task in designing telecommunications systems is choosing the
interconnection network topology as it has a significant impact on efficiency,
speed, and reliability of the entire system [1]. Moreover, the topology is a
fundamental part of the network and linked to the physical implementation
which is difficult and expensive to change once the network is established: It
is therefore important to carefully choose the best possible topology in terms
of both performance and cost. Nowadays, analysis of regular network struc-
tures is one of the most important issues in telecommunications and computer
science. Using such topologies makes it possible to reduce the complexity of
routing and restoration schemes, making network planning and management
easier. It also leads to networks properties which are easier to predict, also in
case of network failures. In this paper we expand previous work on chordal
rings and modified chordal rings in order to introduce a number of modifi-
cations to chordal rings of degree 6, and we show that their performance in
terms of average distance and diameter is better than the original chordal
rings, and also better than previously defined modified chordal rings. The
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paper is organized as follows. Section 2 gives the background definitions, and
the well know chordal rings and modified chordal rings of degree 6 are pre-
sented along with our two proposed modifications. In Section 3 we introduce
the optimal and ideal graphs, and show how these can be used to estimate
the distance parameters in the proposed graphs. In Section 4 we compare the
different topologies, and validate that the theoretical estimates of distances
are quite precise. Section 5 contains conclusions and directions for further
research.

2 Background

The networks can be model by symmetric digraphs, i.e., a directed graph G
with vertex set V (G) and edge set E(G), such that, if [vi, vj] is in E(G), then
[vj, vi] is also in E(G) [2]. Due to the symmetry, we will in this paper simply
model the networks by undirected graphs. This also matches the fact that
most optical networks are constructed by two rings (one in each direction)
running in the same trunk. Among the analyzed topologies that would be
used in designing the distributed structures, the authors have chosen rings
as they are very simple and extensible.

In [3, 4, 5] the authors analysed the transmission properties of third, fourth
and sixth degree standard chordal rings. In the [6, 7, 8] modifications of double
rings structures N2R and third and four degree chordal rings were proposed.
In all these cases the graphs possess two different chord lengths, and the
obtained results of the calculation of two basic parameters of the graphs -
diameter and average distance - are much shorter than in the standard graphs.
Similar results have been obtained for sixth degree chordal rings [9], but the
analysis presented only concerned a subset of these graphs. For this reason
the authors decided to inspect sixth degree chordal rings with different chord
lengths and to compare the obtained results with parameters of other ring
structures of the same degree.

Definition 5 A chordal ring is a ring with additional arcs called chords.
The chordal ring is defined by the pair (p,Q), where p denotes the number
of nodes appearing in the ring and Q denotes the set of chord lengths Q ⊆
{2, . . . , !p/2"}. Each chord of length qi ∈ Q connects every two nodes of the
ring that are at distance qi. The chordal ring is denoted as CHRd(V )(p; 1, q2,
. . . , qj), q2 < . . . , qj. In general, the nodal degree of chordal rings d(V ) = 2j,
unless there is a chord of length p/2, in this case p should be even and nodal
degree equal to 2i− 1 [10].

An example of such a graph is shown in Fig. 1.
The ideas and results of modified degree 6 chordal rings were presented

previously [9, 10].
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Fig. 1. Chordal ring of 6th nodal degree CHR6(16; 3,5)

Fig. 2. Modified chordal ring CHR6m(22; 1,2,4,6)

Definition 6 The modified degree six chordal ring called CHRm6 is an undi-
rected circulant graph. It is denoted by CHRm6(p; 1, q1, q2, q3) where p is the
positive and even number of node, q1, q2, and q3 are chords even length (q1 <
q2 < q3). CHRm6 consists of one ring connecting p nodes. Each even node i2k
and odd node and i2k+1 (0 ≤ k < p/2) is additionally connected to four nodes:
i2k is connected to i2k−h1(mod p), i2k+h1(mod p), i2k−h3(mod p), i2k+h3(mod p),
while i2k+1 is connected i2k+1−h2(mod p), i2k+1+h2(mod p), i2k+1−h3(mod p),
i2k+1+h3(mod p). The values of p, q1, q2, q3 must fulfill condition
GCD(p, q1, q2, q3) = 2 [9].

The obtained results show that this type of structure has much better parame-
ters (diameter and average path length) than original (standard) chordal ring
sixth nodal degree, which inspired the authors to examin two other modified
topologies.
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3 Other Modified Topologies of Chordal Rings 6th
Nodal Dergree

The modified chordal ring suggested in [9] is a special case of the chordal
ring, which we generalize in definition 3.

Definition 7 The modified degree six chordal ring called CHRma6 is an
undirected circulant graph. It is denoted by CHRma6(p, q1, q2, q3, q4) where
p is the positive and even number of nodes; q1, q2, q3 and q4 are chords
of even length. Each even node i2k is connected to six other nodes: i2k−1,
i2k+1, i2k−h1(mod p), i2k+h1(mod p), i2k−h2(mod p), i2k+h2(mod p), while odd
node i2k+1 is connected to i2k, i2k+2, i2k+1−h3(mod p), i2k+1+h3(mod p),
i2k+1−h4(mod p), i2k+1+h4(mod p) (0 ≤ k < p/2). The values of p, q1, q2,
q3, q4 must fulfill condition GCD(p, q1, q2, q3) = 2.

Fig. 3. Modified chordal ring CHR6ma(22; 2,4,6,8)

In order to perform the analysis, two special types of chordal rings will
be defined. The first one is called the ideal chordal ring (graph) and the
second one - the optimal chordal ring. Their parameters will be used as
the reference for evaluation of the parameters of examined structures.

Definition 8 An ideal chordal ring is a regular graph with the total number
of nodes pi expressed by the formula:

pi = 1 +
d(G)−1∑
d=1

|pd|+
∣∣pd(G)

∣∣ (1)

where pd denotes the number of nodes belonging to the d− th layer (the layer
means the subset of nodes that can be reached from any source node using d
edges), and pd(G) the number of nodes appearing in the last layer. In the ideal
rings, for every d < d(G), the number of nodes pd reaches maximal value,
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for each j �= k < d(G) pj ∩ pk =Øand all the remaining nodes appeared in
layer pd(G). If the subset pd(G) reaches the maximal possible value, then such
a ring is called the optimal chordal ring.

In order to begin the analysis of this proposed topology optimal graphs were
determined. In Table 1 the maximal numbers of nodes which are equally
distant from an arbitrary source node in the (virtual) modified optimal graphs
are shown.

Table 1. Maximal number of nodes in the layers

d 1 2 3 4 5 6 7 8
pd 6 26 98 298 738 1562 2946 5098

d denotes the distance, and pd the number of nodes appearing in d − th
layer.

If d > 2 the power of these sets is described by formula:

pd =
4
3
d4 − 28

3
d2 + 32d− 22 (2)

On the basis of the formula given above the total number of nodes po forming
the optimal graph with diameter d(G) can be calculated (d(G) > 1):

po =
4
15
d(G)5 +

2
3
d(G)4 − 8

3
d(G)3 +

34
3
d(G)2 − 38

5
d(G) + 5 (3)

The total numbers of nodes forming optimal graphs versus diameter is shown
in Table 2.

Table 2. Total numbers of nodes forming optimal graphs versus diameter

d(G) 1 2 3 4 5 6 7 8
po 7 33 131 429 1167 2729 5675 10773

The average path length in the optimal graphs can be calculated using
formula:

davo =
∑d(G)

d=1 dpd

po−1 =

= 5
6

2d(G)6+6d(G)5−16d(G)4+54d(G)3+23d(G)2−47d(G)+36
2d(G)5+5d(G)4−20d(G)3+85d(G)2−57d(G)+30

(4)

If d(G) >> 1:

davo ∼=
5
6

(d(G) + 0, 5) (5)
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Table 3. Examples of ideal graphs

p d(G) dav q1e q1e q2o q2o

26 2 1,760 4 6 8 12
38 3 1,973 4 16 8 12
44 3 2,116 6 10 14 18
46 3 2,156 4 16 8 12
50 3 2,225 4 14 8 12
52 3 2,255 6 14 10 18
54 3 2,283 4 14 8 20
56 3 2,309 6 10 18 26
58 3 2,333 4 14 8 18
62 3 2,377 4 14 8 28
64 3 2,397 6 22 14 30

which allows us to estimate the expected value of this parameter without
complicated calculations.

The optimal graphs are virtual - they don’t exist in reality - but the ideal
rings can be found. Examples of these graphs are shown in Table 3.

In Fig. 4 the diameter and average distances of the best modified chordal
rings as a function of the numbers of nodes are shown.
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Fig. 4. Charts of diameter and average path length in function of node number.
Index e means even number of node, o - odd number, i - ideal, t - average value

Another possible chordal ring of degree six is described as follows.

Definition 9 The modified degree six chordal ring called CHRmh6 is denoted
by CHRmh6(p; q1, q2, q3) where p is the positive and even number of nodes;
q1, q2 and q3 are chords, where chord q1 generates a Hamiltonian cycle, and
q2 and q3 possess even lengths. Each even node i2k is connected to six other
nodes: i2k−1, i2k+1, i2k−h1(mod p), i2k+h1(mod p), i2k−h2(mod p), i2k+h2(mod p),
while an odd node i2k+1 is connected to i2k, i2k+2, i2k+1−h3(mod p),
i2k+1+h3(mod p), i2k+1−h3(mod p), i2k+1+h3(mod p) (0 ≤ k < p/2). The val-
ues of p and q1 must be prime to each other, whereas q2 and q3 must fulfill
that GCD(p, q2, q3) = 2.
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Fig. 5. Modified chordal ring CHR6mh(22; 7,4,6)

In this case optimal the maximal numbers of nodes in the consecutive
layers is shown in Table 4.

Table 4. Maximal number of nodes in the layers

d 1 2 3 4 5 6 7 8
pd 6 26 80 184 352 600 944 1400

d denotes the distance, and pd the number of nodes appearing in d− th layer.
If d > 2 the power of these sets is described by formula:

pd =
7
3
d3 +

16
3
d− 8 (6)

Using the formula given above the total number of nodes po in the optimal
graph with diameter d(G) was calculated (d(G) > 1):

po =
2
3
d(G)4 +

4
3
d(G)3 +

10
3
d(G)2 +

16
3
d(G) + 9 (7)

Table 5. Total numbers of nodes forming optimal graphs versus diameter

d(G) 1 2 3 4 5 6 7 8
po 7 33 113 297 649 1249 2193 3593

The average distance in optimal graphs is describing by formula:

davo =
∑d(G)

d=1 dpd

po−1 = 6+ 8
15 d(G)5+ 4

3d(G)4+ 8
3d(G)3− 4

3 d(G)2− 16
5 d(G)+10

2
3 d(G)4+ 4

3d(G)3+ 10
3 d(G)2+ 16

3 d(G)+8
=

=
4
15 (2d(G)5+5d(G)4+10d(G)3−20d(G)2−12d(G)+60)

2
3 (d(G)4+2d(G)3+5d(G)2+8d(G)+12)

=

= 2
5

2d(G)5+5d(G)4+10d(G)3−20d(G)2−12d(G)+60
d(G)4+2d(G)3+5d(G)2+8d(G)+12

(8)
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When d(G) >> 1:

davo ∼=
2
5

(2d(G) + 1) (9)

In Fig. 6 the diagrams of real and ideal chordal rings parameters are shown.
From these diagrams it follows that there exist many ideal graphs (see
Table 6).
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Table 6. Examples of ideal graphs

p d(G) dav q1 q2e q2o

46 3 2,156 5 8 16
48 3 2,191 7 10 22
50 3 2,224 7 12 16
52 3 2,255 5 14 22
54 3 2,283 5 8 20
56 3 2,309 9 6 26
58 3 2,333 5 8 20
64 3 2,397 5 14 26
66 3 2,415 5 8 26
68 3 2,433 5 18 30
70 3 2,449 17 4 24
74 3 2,479 5 18 30
78 3 2,506 19 4 28
82 3 2,531 21 8 24
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4 Comparison of Sixth Nodal Degree Chordal Rings

To sum up, Fig. 7 shows the comparison of theoretical diameter and average
path length appearing in ideal and optimal degree 6 chordal rings as a func-
tion of the number of nodes. It can be seen that the newly proposed modified
chordal rings have shorter distances than the original chordal rings, and for
large graphs also shorter distances than the previously suggested modified
chordal rings.
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Fig. 7. Comparison of the theoretical diameter and average path length appearing
in different types of chordal rings CHR6 versus number of nodes

In Fig. 8 the comparison of diameter and average distances appearing in
real, best chordal rings of each type as a function of the number of nodes are
shown. The tendencies are similar to theoretical results in Fig. 7, and also
confirm that the theoretical estimates are fairly precise.
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In Fig. 9 the theoretical and real difference of average distances between
analyzed graphs in relation to CHR6ma, expressed in percents, is shown.
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Fig. 9. Comparison of average distance in CHRm and CHR6th versus number of
nodes. The left diagram presents the theoretical values, and the right diagram the
real obtained values.

5 Conclusions

This paper has introduced two new kinds of modified chordal rings of degree
6, and compared the average distance and diameter of these with standard
chordal rings as well as with previously introduced modified chordal rings.
Both average distance and diameter turns out to be lower in the new modified
chordal rings, which indicates that they have superior transmission proper-
ties. The results are obtained using both practical evaluations on a large
number of graphs, and by developing a theoretical model based on optimal
and ideal graphs. It is shown that the theoretical model produces a fairly
good estimation of the real values. In relative numbers, the average distance
of the best modified chordal rings is around 5% shorter than the previously
introduced chordal rings, and 20-25% shorter than the standard chordal rings.

Further research is needed in order to verify the applicability of these
graphs in real networks, e.g. on the optical layer in Fiber networks. In prac-
tice, it is difficult to generally state that one topology is superior to another,
since it depends on concrete requirements that differ from case to case. A
starting point for further research could be to see how comparable topologies
perform in a number of case studies. Another direction for further research
could be to investigate the reliability (for example, the ability to offer short,
disjoint paths) of the different topologies.
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Summary. In this paper we present results of evaluating and validating the
three novel measurement based admission control algorithms for WiMAX
dealing with connection requests that arrive in batches (ARAC, nscARAC,
EMAC). We focus on the capacity of a future 4G system using non binary
LDPC codes. Simulations rely solely on the use of VoIP traffic flows (with
and without voice detection). In order to avoid actual FEC decoder imple-
mentation we use L2S interface described in IEEE 802.16 EMD. We use
performance metrics characteristic to admission control to assess the system
performance. Simulated nodes move according to the Leavy Walk distribu-
tion. All algorithms presented in the paper have been simulated using the ns2
platform with ViMACCS extension developed by authors as part of previous
work.

1 Introduction

Admission Control in WIMAX has been a hot research topic since the
introduction of IEEE802.16-2005. The new standard had indicated the need
to implement admission control, but did not define any specific algorithm,
leaving this task open to vendors. Number of algorithms have been proposed
and evaluated through analytical models. In this paper we intent to assess
performance of various measurement based admission control algorithms us-
ing our WiMAX patch for ns2, namely VIMACCS [2, 3, 4, 5]. The ultimate
goal behind the research carried by authors is to assess the QoE of VoIP
especially in system under tests implementing the nb-LDPC codes devel-
oped by DaVinci project [6]. Thus we are interested in VoIP performance
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evaluation under various system conditions (e.g. mobility in different geo-
graphical areas). Since ViMACCS is based on NIST WiMAX module ex-
tended by A. Belight [7] we treat VoIP with silence suppression as rtPS,
since currently there is no support for ertPS service flow class.

This paper is organized as follows: in Section 2 a brief description of our
previous work is given. Section 3 describes two admission control (MBAC)
algorithms - Arrival Rate - based Admission Control (ARAC) and Arrival
Rate - based Admission Control with no connection state control (nscARAC).
Also in this section we present results obtained for both algorithms. Section 4
presents results obtained for the ARAC and simple algorithm utilizing expo-
nentially moving average (EMA), which has been originally presented in [8]
(in this article referred to as EMAC). We conclude with Section 5, where we
present plans for our future work.

2 Previous Work

In order to assess performance improvements introduced by 4G-candidate
systems, a comprehensive link level, cell level and eventually system level
simulations are required. The need to evaluate overall system performance
that has been enabled by the cooperation of multiple performance enhancing
techniques like MIMO, novel channel coding schemes like non-binary LDPC
codes together with standards like IEEE 802.21, which aim at enabling han-
dover and interoperability between heterogeneous network technologies, make
system level simulations even more important. Therefore the simulation envi-
ronment providing both MAC and physical layer realizations at the satisfac-
tory level of fidelity and standard compliance is needed. Our previous work
had concentrated on selecting, developing and improving WiMAX module
for ns2 simulator [2, 3, 4, 5]. Authors have successfully tested different ap-
proaches to simulation environment with the core idea of integrating the ns2
with variety of physical layer abstraction implementations. Resource manage-
ment research is part of our previous work on the admission control strategies
that were successfully adopted, adjusted and evaluated to show system per-
formance under various load and (guard-channel based) admission control
algorithms configurations [2, 3, 4, 5]. The admission control performance was
assessed assuming different FEC schemes introduced in a physical layer (e.g.
CTC, BTC, LDPC, nbLDPC). Also in [5] we have tested different approaches
to parameter based admission control, congestion control and symbol reserva-
tion schemes in case of quasi - mobility [5]. In [5] we introduced an approach
utilizing maps of geographical area with SNR distribution calculated. In the
following paper a Link to System (L2S) interface is adopted in order to ob-
tain more accurate results (as compared to previously used Gaussian noise
channel).
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3 ARAC with MCS and Connection State Control
(ARAC) and ARAC Without MCS and Connection
State Control (nscARAC)

The purpose of this section is to compare performance of the two novel mea-
surement based (MBAC) algorithms, namely:

• ARAC with MCS and connection state control (referred to simply as
"ARAC")

• ARAC without MCS and connection state control (nscARAC - no state
control ARAC).

In related simulations scenarios we compare the two algorithms for different
configuration of arrival rate, average connection holding time and resource
utilization averaging interval (in frames).

3.1 Introduction

One of the compared algorithms nscARAC takes an advantage of the fact
that Base Station (BS) has the ability to monitor information about current
arrival rate. Based on this value BS estimates, using moving average statistics
of resource usage, takes into consideration recently accepted connections. If
connection requests start arriving in large batches, than in order to estimate
value of available (OFDM) symbols, nscARCAC takes into consideration QoS
parameters (e.g. MSTR) of connections that have already been accepted but
do not exist long enough to heavily influence the calculation of an average
symbol utilization (Fig. 1). As a part of algorithm we also introduce notion
of guard channel (GC) threshold for VBR traffic.

The extended version of nscARAC was introduced with controlling re-
source usage due to MCS (modulation and coding scheme) and connection
state control - ARAC. ARAC not only measures arrival rate, but (in the

Fig. 1. Comparison of ARAC, ncsARAC and EMAC algorithms



450 A. Flizikowski, M. Przybyszewski, and W. Hołubowicz

process of calculating EMA) it also improves the EMA calculation by ex-
cluding connections which do not exist anymore although their past statistics
still influence EMA. Moreover ARAC compensates for connections that have
changed their MCS during connection, therefore their current bandwidth re-
quirements have changed. ARAC algorithm has been presented in Fig. 1 and
Fig. 6. The number of frames/time required to compute EMA is referred to
as "averaging interval".

3.2 Simulation Parameters and Results

There are two scenarios - scenario S1 and S2. The value of arrival rate for
both scenarios is changing in subsequent simulations and is in range from 25
to 250 connections per minute per Service Flow class (e.g. 250 per minute
for UGS and 250 per minute for rtPS). All users are moving along geograph-
ical area represented by maps described by SNR distribution (Map 1). In
order to be able to measure performance of the tested MBAC algorithms
for different traffic types, the CBR VoIP and VBR VoIP traffic with silence
suppression were introduced. VBR connections are scheduled as rtPS traffic.
For VBR rtPS VoIP two codecs were used namely the G.711 and G.729 with
"one-to-one" voice detection model. The amount of simulated nodes com-
plying with the two types of VoIP traffic is exactly the same (e.g. 10 users
with G.711, 10 with G.729 and 10 with CBR). In order to generate real-life
VoIP traces we have integrated the extended ns2 VoIP traffic generators de-
veloped as part of the FP6 EuQoS european project [10] into our simulator
(ViMACCS) [2, 3, 4, 5]. At the physical layer the nb-LDPC (DaVinci) FEC
scheme is used for all simulations. Admission Control algorithm is also used
as a congestion control algorithm. Guard channel for VBR traffic is set to
10% for all simulations. The core network delay is fixed with value of 50ms.
We assume that QoS of particular connection has not been met once its
end-to-end delay is greater than 150ms (a maximum of 100ms in the access
plane). Simulation parameters for scenario S1 and S2 have been presented in
Table 1 below.

Scenario S1 results. In this scenario we test AC performance for short
averaging intervals and medium connection holding times. Therefore in sce-
nario S1 the averaging interval is set to value of 0.4 seconds (20 frames) and
average connection holding time is set to 20 seconds. Results obtained for
this scenario are presented below. All the figures show the average values
together with 95% confidence interval (outliers in the charts).

Scenario S2 results. In this scenario we test AC performance for long
averaging intervals and short connection holding times. Therefore in scenario
S2 averaging interval is set to 4.0 seconds (200 frames) and average connection
holding time is set to only 2 seconds.
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Table 1. Simulation parameters for scenarios S1 and S2

Network configuration parameters Value
SF class UGS | rtPS

CBR VoIP (UGS) 64 kbps
VBR VoIP codecs (rtPS) G.711

G.729
VBR VoIP Voice Detection Model One-to-one

Link2System (L2S) abstraction RBIR
Simulation time 200s

Congestion Control Enabled
Scenario Repetitions 6

Coding scheme nb-LDPC (DaVinci)
Target CWER 0.01

Carrier frequency 3.5 GHz
Bandwidth 3.5 MHz

Number of sub-carriers 256
Number of data sub-carriers 192

Cyclic prefix 1/8
Modulation QPSK, 16-QAM,

64-QAM
Codeword length 48, 96, 144, 288

Rates 1, 2/3, 3, 5/6
Mobile node average speed 0.83 m/s

Transmission direction Uplink

Table 2. Traffic characteristics

Network configuration parameters Value
Arrival rate (per Service Flow) 25 to 250( conn/min)

Average Connection Time 20s (S1) | 2s (S2) - exponential
CAC nscARAC | ARAC

Averaging Interval 0.4s (S1) | 4.0s (S2)

3.3 Results Discussion and Conclusions

For scenario S1 (Fig. 2, Fig. 3) it can be observed that there is no difference
in performance between ARAC and nscARAC. That is because for short
averaging intervals the small arrival rates and medium average connection
times difference in EMA estimation between ARAC and nscARAC is not
high enough to make a difference in blocking or dropping probability. This
difference can clearly be observed for scenario S2. For high averaging interval
(200 frames), low average connection holding times (2s) and high arrival rates
ARAC achieves blocking probabilities lower by almost 10% (Fig. 4) at the
same time keeping dropping probabilities at the same level (Fig. 5). It is
worth noticing that both algorithms independent on the scenario succeed
with provisioning the QoS for all admitted connections (see Table 3).
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Fig. 2. Blocking probabilities for ARAC and nscARAC - scenario S1

Fig. 3. Dropping probabilities for ARAC and nscARAC - scenario S1
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Fig. 4. Blocking probabilities for ARAC and nscARAC S2

Fig. 5. Dropping probabilities for ARAC and nscARAC S2
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Table 3. Simulations results for arrival rate λ = 280 [conn/min]

Scenario S1 S2 S31

AC algorithm ARAC nscARAC ARAC nscARAC ARAC EMAC
Percent of

connections with 100 100 100 100 1001 521

satisfied QoS [%]
Blocking Probabil.[%] 72 70 38 47 651 651

Dropping Probabil. [%] 59 61 38 38 621 381

1for averaging interval 500 frames

Conclusions. For long averaging intervals and short connection holding
times the ARAC offers lower blocking probabilities than nscARAC (Fig. 4).
Nevertheless ARAC is a more complex solution as it has to monitor also MCS
changes and take into consideration already finished connections. Therefore
the longer averaging interval, the more computationally complex ARAC algo-
rithm becomes. This, together with the fact that both ARAC and nscARAC
succeed to provide an adequate QoS level for all ongoing connections, makes
ARAC a better choice only for systems with long averaging interval and
where ARAC complexity will not be an issue (but this issue could be solved
by implementing a robust MiB).

4 Performance Comparison of ARAC and EMAC

The purpose of this section is to compare performance of two measurement
based admission control algorithms (MBCAC or MBAC) - namely ARAC
and EMAC. In simulations for this scenario we change the number of frames
used to calculate EMA (Exponential Moving Average) for a constant (high)
arrival rate.

4.1 Introduction

One of the compared MBAC algorithms is a simple to implement algorithm
utilizing exponentially moving average (EMA) which has been presented in [8]
(in the this article referred to as EMAC). Since EMAC does not provide pro-
tection against the problem of appropriate estimation of resources when con-
nection requests start arriving in large batches (the EMAC underestimates
number of used symbols - Fig. 6). The other algorithm is the ARAC intro-
duced in previous section. By taking into consideration parameters of the
connections that do not exist long enough to influence EMA in the admission
process and compensating for connections that have changed their MCS, and
compensating for connections that that do not exist anymore, but still influ-
ence EMA, ARAC should provide means to cope with the both the problem
of over- and underestimation of free resources.
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Fig. 6. EMAC and "old" ARAC Ű example of estimating resources for k = 4
frames

4.2 Simulation Parameters and Results

Within the set of simulated mobile nodes there are 60% of users that utilize
codecs with silence suppression. The level of arrival rate is set to 140 con-
nections per minute per Service Flow class (140 per minute for UGS and 140
per minute for rtPS). We assume the core network delay to be at a constant
level of 50ms. We assume, that QoS of particular connection has not been
met if its end-to-end delay is greater than 150ms (100ms in the access plane).
The rest of the parameters have been set according to the values given in the
previous section.
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4.3 Results Discussion and Conclusions

Results discussion. As it can be seen for short and medium averaging
intervals the EMAC algorithm offers smaller blocking probabilities (Fig. 7)
and similar dropping probabilities (Fig. 8) than ARAC. This is because by

Fig. 7. Blocking probabilities for ARAC and EMAC

Fig. 8. Dropping probabilities for ARAC and EMAC
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Fig. 9. Number of connections with "bad" QoS for ARAC and EMAC

considering the average utilization of resource consumed by newly accepted
connections, for the same system conditions, ARAC’s moving average is lower
than the same statistics calculated for EMAC (assuming that EMA statistics
is a measure of free resources). Nevertheless, for high averaging intervals we
can observe ARAC begins to outperform EMAC. This is due to EMAC errors
in estimations of EMA. EMAC’s average for long averaging intervals does not
reflect actual resource’s current state at BS. Figure Fig. 9 presents percentage
of connections for which QoS requirements have not been met. For ARAC the
QoS requirements for all admitted connections have been met for all simulated
cases. On the other hand EMAC fails to provide QoS for all connections. The
higher the number of frames is used to calculate EMA (or in other words
- for higher averaging intervals) the higher the percentage of connections
with "bad" QoS. For long averaging intervals (e.g. 500 frames) almost half
of the connections do not meet their QoS requirements. By choosing shorter
averaging intervals number of "bad" QoS connections can be minimized. But
even for very short simulation times (e.g. 10 subsequent OFDM frames which
is equal to 200 milliseconds in time domain) EMAC fails to provision QoS
to all connections independently of the averaging period - about 0.9% of
connections experience bad QoS.

Conclusions. Although EMAC generally offers lower blocking probabilities
than ARAC (which can be considered one of major performance factors for
CAC algorithm) it cannot be considered a more robust algorithm. The fact
that EMAC is not able to provide an appropriate QoS level for connections
that have been admitted, discards this algorithm, if we assume admitted



458 A. Flizikowski, M. Przybyszewski, and W. Hołubowicz

connections’ QoS should always be met (which seems a major reason to in-
troduce admission control algorithm in the network). The ARAC on the other
hand offers higher blocking probabilities but at the same time offers much
greater flexibility when choosing averaging interval, as it’s blocking and drop-
ping probabilities remain virtually constant for different values of averaging
intervals. At the same time, when using ARAC the QoS requirements of all
ongoing connections were met for all simulated cases (Fig. 9).

5 Future Work

Future work will include developing MBAC algorithms that cooperate tightly
with congestion control (CC) algorithms and therefore providing means of
keeping blocking and dropping probabilities at predefined levels. Moreover
authors plan to implement the ertPS class of service as ertPS is best suited
for VoIP with silence suppression (e.g. VBR).
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Summary. This paper studies the difference between packet level evaluation
of mobile WWW and novel image based method for objective quality of
experience (QoE) assessment. Authors, based on the reference web browser
architecture, show the two kinds quantitative results of measurements with
mobile phone and different browsers (Opera Mini and default browser). The
designed test methodology proves that there is a gap in the key performance
indicators values depending on the measurement method used. Image based
assessment of the WWW QoE is the right choice for mobile operators when
evaluating end user satisfaction.

1 Introduction

The mobile phone market since many years has been one of the most rapidly
growing sectors of telecommunications. Nowadays is not easy to imagine ev-
eryday life without mobile phone existence and support. In the last years
mobile Internet access has reached popularity close to the legacy service of
the voice calls and text messages (SMS). Over the past years mobile ter-
minal evolved from simple voice communication device to technologically
advanced device which provides multiple capabilities in distinct areas of en-
tertainment and the mobile Internet. Popularity of cell phones in comparison
to other portable devices is shown in results of Haggle Project [1]. These
results proved that mobile phone and laptop devices are the most popular
among other portable devices. According to the IP traffic forecast in mobile
devices provided recently by Cisco [2], the IP traffic will raise 66-fold between
years 2008 and 2013. The same studies predict that in the year 2013 over 80%
of data exchange will be transmitted utilizing mobile terminals and laptops
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with wireless connectivity at the level higher than throughputs in present
3G standard. Relatively small part of overall IP traffic will be generated by
stationary devices using 4G networks (e.g. WiMAX). It can be seen that lap-
tops, PDAs and handsets (mainly smartphones which will evolve to the next
generation of devices) will be much more popular.

The trend of growing monthly transfer generated by single mobile shows
that the maximum available data volume per mobile packet networks in range
of 1 and 5GB will be limiting factor in the coming years, even for users who
use mobile data communication for performing small to medium number of
simple tasks requiring the network. Rapid growth of the new kind of services
implemented at the network premises (e.g. cloud computing) and continuous
evolution of mobile devices capabilities mean that the single terminal gives
much more possibilities than ever if provided the Internet access. Expansion
of mobile access to data networks and its spectacular success will follow.

The structure of the paper is as follows: Section 2 presents related work in
the area of the QoE evaluation for WWW services, current market analysis is
the subject of Section 3. Appropriate standards and regulations for measuring
QoE/QoS of telecommunication services are described in Section 4. Original
methodology designed by authors to measure the gap between packet based
QoS and user-centric QoE is introduced in Section 5. Results of the measure-
ments along with conclusions are provided in Sections 6 and 7 accordingly.

2 Related Work

The increasing amount of non-voice traffic on the networks calls for the need
to provide dedicated methods to determine the level of end-user acceptance.
Current literature widely describes aspects of QoE measurements related with
the current work of the authors but main differences are easy to be identified.

The research by J.Nielsen [3] presents a survey-based assessment of the us-
ability as perceived by the end-user of mobile website rendered using mobile
phone. The key difference between these tests and the work by the authors
is the subjectivity of the method used. The aim of Coverdale [4] is to show a
method of estimating the end to end performance in IP networks. The estima-
tion is based on calculations of time transfer in an every phase of connection.
Another paper presents a system which was developed to evaluate QoE on IP
networks [5]. The system’s architecture is designed to be capable of emulat-
ing multi-agent networks along with dynamically changing conditions. The
experiment was conducted on the basis of ITU-T Recommendation G.1030
(namely Annex A). Assessment was prepared using legacy PCs, not mobile
phones, so it differs with the tests presented later in this paper, but the main
idea of the approach is the use of the timeline of connection and timings
between particular actions. Similar approach was presented in article [6]. In
the paper [7] authors analyze the impact of router queuing disciplines on
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the multimedia QoE performance in IPTV. The analysis is based on ad-
vanced performance measurements of objective QoE metrics in over 500 test
scenarios in an IPTV testbed. Similarly this approach focuses on measuring
objective QoE but the subject of assessments is different.

3 Market Analysis

The previous sections show general trends and forecasts of future use of the
mobile phone, this section is focused on mobile technologies market analysis.
The continuous technological evolution of devices is a natural step needed to
cope with growing users expectations. The continuous improvement in hard-
ware performance and rise of new technologies facilitate the increase of total
mobile telephony users, which in 2007 in Poland has achieved level of 38 mil-
lions. Moreover forecasts claim it will reach 45 millions in year 2012 [8]. The
comparison of popularity of cell phone models used by polish Internet users
can be found in [9]. Ranking shows the major changes took place on the mar-
ket of mobile devices in the last 2-3 years. According to this research, only
two models (Nokia N95 and iPhone) stayed at the lead on the mobile phone
market, while the rest underwent a high rotation of the models. This means
that a typical user of mobile Internet has access to a device with greater pos-
sibilities in area of WWW services each year. The more advanced terminals
are displacing legacy ones. Also this trend is fostering today’s success of the
mobile Internet.

4 Regulations and Standards (QoE/QoS) in Mobile
Networks

Great popularity of WWW services (measured by the number of hits in the
biggest portals in Poland is close to several billions per month [8]) browsed
using mobile devices forces operators to guarantee suitable service quality to
end-user. The end-user is the most important part of mobile market, so it is
very desirable to undertake actions which will cause increase of the quality
of service level, and interest in mobile Internet. These WWW performance
evaluation actions may be performed from different points of view:

• Quality of Service (QoS) - defined as set of network indicators charac-
terizing telecommunication services, constituting its quality and stating
their usefulness to satisfy user expectations. QoS is focused on absolute
indicators, specifying technical features of service,

• Quality of Experience (QoE) - defined as level of user satisfaction of ser-
vices provided by operator. The measurement of QoE level allows to (in
subjective or objective way) determine "is a user satisfied with the ser-
vice?". QoE indicators are used to designate the minimum level of quality
which can satisfy the user.
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Authors of many publications propose QoE models that support measure-
ment of network performance with users satisfaction of using services, but
none of those solutions meet demands and recommendations from ITU-T
G.1000 series. The existing solutions dedicated to measure QoE level can
be grouped into two main categories depending on the availability of the
reference signal [9]:

• black-box - based on analyzing system under test by comparing the re-
ceived and reference multimedia signal,

• glass-box - in which results of measurements are various key performance
indicators (KPI) of a service based on the observed intra-system (pocket)
level parameters (e.g. jitter, delay).

In turn methods for QoE measurement belonging to the black-box group are
divided into four subcategories [10]:

• PESQ (Perceptual Evaluation of Speech Quality) - described in ITU-T
P.862 standard based on psychoacoustic attributes of human hearing,

• PEAQ (Perceptual Evaluation of Audio Quality) - described in ITU-R
BS.1387 standard based on psychoacoustic attributes of human hearing,

• PEVQ (Perceptual Evaluation of Video Quality) - based on psychovisual
attributes of human sight (standardization procedure in progress),

• PEDQ (Perceptual Evaluation of Data-link Quality) - described in the
ITU-T G.CHIRP standard.

The document which is regulating norms and specifications corresponding to
networks and electronic communications services in European Union Mem-
bers is Commission Decision released 11th of December 2006 [11]. More
of those regulations are norms developed by European Telecommunications
Standards Institute (ETSI) - ETSI EG 202 057 (chapters 1-4) [12] and 202
009 (chapters 1-3) [13]. Authors of the standards form the perspective of
measurement methods recommend test connections, continuous monitoring
of network traffic or combinations of both of them. Those methods are fo-
cusing on the QoS measurement at the packet level just as adopted by polish
Telecommunication Law. The indicators contained there form the unified cat-
alogue of indicators, together with definitions, measurement methodologies
and methods of data processing and results analysis [11]. Consequently the
methods of measuring user satisfaction when using mobile WWW services
are ignored, both in EU regulations and polish Telecommunication Law. Au-
thors of current paper will show in the following sections that measuring only
the network factors may result in a very inadequate level of user satisfaction.

5 Methodology

The difference between QoE and QoS with respect to measuring WWW
services using mobile browsers is well illustrated on reference model of a
browser, described widely in [10]. Based on this article authors assume that
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when using mobile browser many factors influence end-user satisfaction.
These factors depend not only on a mobile network but also on a browser (in-
terface, rendering and browsing engine, etc.). Putting things straightforward
- it is not guaranteed that the good packet level QoS statistics of WWW
service will assure high level of end user satisfaction. Authors conducted an
experiment which was intended to show differences between results of QoS
and QoE approach. For this case authors have performed:

• measurement of downloaded data in a QoE approach via GSM/UMTS
network. The reference testing pages - prepared to obtain differences in the
volume of downloaded data between the mobile phone built-in counters
and the actual size,

• measurement of downloaded data in a QoS approach, where access to the
reference websites was performed by WLAN - in order to compare results
with results obtained in measurement described above,

• measurement of WWW page downloading time performed by simultane-
ously running the two cases above. The aim was to compare obtained
results and to find the answer which of the methods is more adequate to
assess a user satisfaction.

In the following sector we will describe only the last of the three above men-
tioned experiments, due to the fact that it provides best answer to the ques-
tion whether the QoS approach for mobile Internet quality measurement is
appropriate. To perform the test authors used the Nokia E66 mobile phone
with Opera Mini browser (version 5.0). Three reference web pages with dif-
ferent content type (only text, only pictures and the combination of both
of them) and size of 200kB were used. Testbed architecture for performing
measurements is shown below (Fig. 1).

In the proposed architecture we have used Squid proxy tool to measure the
throughput and volume of downloaded web pages in the downlink direction.
It is installed just before the WLAN access point. In addition an external
video camera was attached to the measurement terminal and recorded the
process of repeated (10-times) downloading of each of the three test web
pages from the mobile phone. The above instrumentation allows the subject
of recordings to be simultaneously both the phone’s display and the laptop’s
screen with the tool Squid running (with packet statistics visible). The video
recordings aim to determine absolute time difference (gap) between arrival of
the last packet in the network and the moment of web page download comple-
tion (exactly as viewed by the user). This approach enabled the comparison
of the overall web page downloading time from the perspective of both eval-
uated approaches (QoS/QoE). In the measurements the granularity of 40ms
was obtained, resulting from the number of 25 video frames per second of
recording.
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Fig. 1. Conceptual architecture of the measurement components

6 Results

The averaged page download measurement results were collected in the table
(Table 1).

Table 1. Averaged measurement results

TEXT TEXT + IMAGE IMAGE
Download time Last Download time Last Download time Last

Content [s] packet [s] packet [s] packet
– – – Squid Phone shift Squid Phone shift Squid Phone shift

tool Screen [s] tool Screen [s] tool Screen [s]
Average [s] 3,5 7,8 0,9 2,3 6,6 0,9 1,0 5,9 1,0
Standard
Deviation 0,38 0,04 0,01 0,30 0,04 0,10 0,05 0,32 0,06

[s]

Graphical interpretation of these results is presented in figure below
(Fig. 2).

At the time t0 (beginning of the graph) the OK button was pressed on
the phone. From the user perspective this is the beginning of page download
process. User starts to wait for a loaded content to fully download. The red
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Fig. 2. Comparison of average download time measured by Squid tool and the
phone’s screen

highlighted bars in the figure (Fig. 2) indicate the time when Squid tool has
detected the transfer of packets in the network level. As shown in the graph
the first incoming packet in the network is about 3-4 seconds after pressing
the button which started the download process. The last packet is coming
about a second before the completion of web page download (indicated by the
progress bar disappearance). Time intervals (Fig. 2) vary significantly for the
web pages with different content. Interpretation of this graph is as follows:

• green bar (with the invisible part hidden under the red bar) - represents
the approach with QoE assessment - this is the page load time from the
perspective of the end-user, as seen by him on the screen,

• red bar - represents results of the QoS approach based on the measurement
of network statistics - in this case red box describes the time elapsed from
the appearance of the first to in the last packet at the downloading session.

7 Conclusions

The experiments described in previous sections prove the existence of signifi-
cant differences in web page download performance when different approaches
to quality measurement are applied. The amount of downloaded data may
play a minor role in user satisfaction assessment (due to the existence of
mobile versions of regular web pages, browsers offering higher compression
standards or operator offering flat rate for using mobile WWW) but the
time of opening even a simple (without graphics) page can be main problem
that causes users dissatisfaction. According to the QoS approach test pages
were opening in about 2.5sec which at the size of 200kB gives a throughput
on the level of 80kB/s. However the overall time of connection, processing
and content rendering of the same page can be around 6.5sec, which gives a
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throughput about 30kB/s, and thus the differences is very significant (from
the one with QoE focus). This assessment clearly confirms that providing a
suitable level of quality at the level assessed by the QoS approach may fail
to provide a satisfactory level of mobile WWW services on a mobile phone.
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Summary. There are a number of techniques used in modern Location aware
systems such as Received Signal Strength Indicator (RSSI), Time of Arrival
(TOA), Time Difference of Arrival (TDOA) and Angle of Arrival (AOA).
However the benefit of RSSI-based location positioning technologies, is the
possibility to develop location estimation systems without the need for spe-
cialised hardware.

The human body contains more than 70% water which is causing changes
in the RSSI measurements. It is known that the resonance frequency of the
water is 2.4 GHz. Thus a human presence in an indoor environment attenu-
ates the wireless signal. Device-free Passive (DfP) localisation is a technique
to detect a person without the need for any physical devices i.e. tags or
sensors. A DfP Localisation system uses the Received Signal Strength In-
dicator (RSSI) for monitoring and tracking changes in a Wireless Network
infrastructure. The changes in the signal along with prior fingerprinting of
a physical location allow identification of a person’s location. This research
is focused on implementing DfP Localisation built using a Wireless Sensor
Network (WSN). The aim of this paper is the evaluation of various smoothing
algorithms for the RSSI recorded in a Device-free Passive (DfP) Localisation
scenario in order to find an algorithm that generates the best output. The
best output is referred to here as results that can help us decide if a person
entered the monitored environment. The DfP scenario considered in this pa-
per is based on monitoring the changes in the wireless communications due
to the presence of a human body in the environment. Thus to have a clear
image of the changes caused by human presence indoors, the wireless record-
ings need to be smoothed. We show results using algorithms such as five-point
Triangular Smoothing Algorithm, 1-D median filter, Savittzky-Golay filter,
and Kalman filter.

1 Introduction

The possibility of estimating a position represents a crucial component
currently. Estimating the position can be very useful for many applications
such as determining the location of assets, monitoring patients in a hospital,
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security, tour guides, conference guides, shopping guides and information,
network access based on the user’s location, and games [1, 2]. The Global
Positioning System (GPS) was first used for military applications [3]. GPS is
a popular technology worldwide for outdoor location estimation. The number
of devices which use a GPS is increasing every year due to the current low
cost of implementing GPS technology. However GPS does not work indoors,
in cities with tall buildings, or between mountains due to the requirement of
Line-of-Sight (LoS) for the communication with the satellites. Thus, there is
a need for accurate indoor location estimation technologies [4].

Location estimation technologies can be separated into indoor and
outdoor localisation systems. Various approaches such as location fingerprint-
ing (scene analysis), triangulation, trilateration, hyperbolic lateration, prox-
imity, and dead reckoning [1, 3, 5, 6] were used in location sensing systems.
The metrics used frequently for developing tracking systems are: Received
Signal Strength Indicator (RSSI), Time of Arrival (TOA) / Time Differ-
ence of Arrival (TDOA), and Angle of Arrival (AOA) or Direction of Ar-
rival (DOA). Possible technologies for indoor systems are: WLANs, Through
Wall Imaging (TWI) using Ultra-wideband (UWB), Field strength systems,
Radio-frequency Identification (RFID), and Next-generation indoor position-
ing systems [7].

Location tracking techniques can be classified into two categories: 1)
systems requiring tracked persons to participate actively; and 2) systems us-
ing passive localisation. The two classes are also known as active and passive
tracking systems. By participating actively we refer to the tracked person as
carrying an electronic device sending information to the system, information
used to infer the user’s position. In the passive localisation case the position
is estimated based on the variance of a measured signal or video processing.

Many of the proposed technologies use the fingerprinting method to esti-
mate the location of a tracked person. Fingerprinting in location estimation
systems refers to a method that compares the fingerprint of some character-
istic of a signal that is location dependent. This algorithm has two stages:
the offline stage and the online stage [1, 6, 8, 9, 10]. The techniques that em-
ploy database comparison are fingerprinting, pattern recognition, or pattern
matching [5, 11]. The fingerprint method is presented in [12] as a map of the
coverage area of the network obtained by measuring received signal strength
indicator (RSSI).

The AT&T Cambridge’s Active Bats system [13] uses physical devices such
as ultrasonic badges. Ubisense and Ekahau are commercial location estima-
tion systems. Ubisense has a very high precision approximately 15 cm due
to the use of the active tags signal triangulation [14, 15]. The Ekahau sys-
tems, RADAR systems [1], and LA200 systems [16] use WLAN fingerprinting
which is considered to be the most successful method. MIT Cricket system
use tags incorporating RF radio chip, a microcontroller, and an ultrasonic
receiver [17].
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The RSSI measurements used to build a fingerprint are strongly
dependent on the line-of-sight (LOS) between the sending device and the
receiving device. Therefore in most of the systems which use fingerprint
methods, RSSI is recorded for different orientations (north, south, west, east
or 0◦, 90◦, 180◦, 270◦) at each point in the environment. RSSI-based po-
sition estimation techniques can be classified as terminal assisted, terminal
based, and network based [18]. The terminal assisted mode is based on RSSI
measurements taken by the target and sent to a server which is managing
the radio map and is also running the algorithm to compute the target’s lo-
cation. In the terminal based mode the radio map is built on the terminal
and used to determine the target’s position. The network based method uses
RSSI measurements taken by the Access Points (APs) or Base Stations (BSs)
listening to the beacons in the environment.

2 Initial Measurements

RSSI measurements are very noisy, thus the signal amplitude representations
are not smooth. The aim of smoothing the recorded data is to obtain a signal
which can clearly show the variance of the signal when a person is walking
or standing causing interference in the wireless communication. Having data
with a lower noise level can be helpful for setting up a threshold. When the
signal exceeds this threshold, an event can be triggered showing the presence
of a person in the indoor environment.

Tests were conducted and the results are shown in Fig. 1.

Fig. 1. Experimental results with two Sunspots motes using a five-point Triangular
Smoothing Algorithm: a) first node; b)second node

The recorded RSSI was smoothed with a five-point triangular smoothing
algorithm using the fastsmooth matlab function:
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s = fastsmooth(data, width, type, edge) (1)

where s is a vector which returns the smoothed data, data represents the
vector containing the RSSI measurements, smooth width is a positive integer
and type refers to the type of the smoothing algorithm. In our case width=5
and type=2 for a five-point smoothing algorithm. If type=1 than we have a
rectangular smoothing algorithm and for type=3 a pseudo-Gaussian smooth-
ing algorithm.

In Fig. 2, a median filter was used to filter the noise in the signal. The filter
was applied on the same data as the previous filter. The medfilt1 function from
Matlab was used to obtain the results presented in Fig. 2.

Fig. 2. 1-D median filtering

The syntax of the 1-D median filter is given by Equation 2:

y = medfilt1(x, n) (2)

where x is the vector containing our RSSI data. If n is odd y(k) is the median
of (x(k-(n-1)/2),x(k+(n-1)/2) and if n is even y(k) is the median (x(k-n/2),
x(k-(n/2)+1), ..., x(k+(n/2)-1).

Fig. 3 present the results using a Savitzky-Golay smoothing filter which is
also called a digital smoothing polynomial filter or a least-squares filter.

The Savitzky-Golay filter usually performs better than the standard av-
eraging filters which tend to filter out signal’s high frequency together with
the noise. Although the Savitzky-Golay filters are effective preserving the sig-
nal’s high frequency, they are not as successful as standard averaging filters
at rejecting noise.The graphics were plotted using Matlab’s function for the
Savitzky-Golay filter with the following syntax:

y = sgolayfilt(x, k, f) (3)
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Fig. 3. Savitzky-Golay Finite Impulse Response (FIR) smoothing filter

The Kalman filter [3] was also used for smoothing the data recorded from
one of the free-range node. The results in Fig. 4 are plotted using an imple-
mentation of the Kalman filter in Matlab.

Fig. 4. Smoothing RSSI data using Kalman Filter

The Kalman filter is known to be used for noisy measurements and has
two distinct sets of equations: Time update (prediction) and Measurement
update (correction). Future work will investigate the use of other smoothing
algorithms. We will continue to focus on finding the algorithm which filters
the RSSI data and offers us the best output for choosing a threshold necessary
to trigger an event when the presence of a person is detected.

3 Evaluation

The test bed in Fig. 5 (a) consists of two free-range Sunspot motes with fixed
positions sending beacons every 500 msec. The messages sent by each node
contain the following parameters: RSSI, node ID, battery voltage and battery
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level. The battery voltage and the battery level are being measured due to
the fact that wireless communication could be affected if the node’s battery
is running low.

Fig. 5. Experiments: a) current test bed; b) future test bed

The nodes are placed 1.5m away from the base station with a distance
of 1.5m separating the nodes and a 1m height. Fig. 5 (b) shows the future
test bed. Current work involves investigation of the firmware that will run
on the four free-range Sunspot nodes. In order to implement an application
using WSNs, it is necessary to take into account the design and resources
constraints which are specific for WSN nodes. The protocols need to be care-
fully designed in order to preserve as much energy as possible putting the
nodes into sleep mode whenever they are not used. It is also important to
consider WSNs specific limitations such as short communication range, band-
width, processing power and storage space.

The free-range Java Sunspot nodes are built from four components: 1) the
sunroof; 2) a sensor board including a 2G/6G three-axis accelerometer, a
temperature sensor, eight LEDs, a light sensor, two programmable switches,
I/O pins, and four output pins; 3) a processor board running a 180 MHz
32 bit ARM920T core - 512K RAM/4M Flash; 4) an internal 3.7V 720maH
lithium-ion rechargeable battery.

4 Conclusion

Four types of smoothing algorithms were used for filtering the data. Ex-
amples of more complex methods which could be considered in the future
as smoothing algorithms are Hidden Markov Models (HMM) and Adaptive
Neuro-Fuzzy Inference Systems (ANFIS) architectures. The average error was
computed for each algorithm presented and the results showed that the 1-D
median filtering has the smallest average error compared with the rest of the
filters due to the fact that small variations of the signal are considered to
be zero. The filters can be optimised further by modifying or adding more
parameters.
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Summary. Anomaly detection approach is a new, emerging trend for network
security especially for high-security networks (such as military or critical
infrastructure monitoring networks). In our previous work we proposed a
new methodology for such intrusion detection systems. We proposed new
signal based algorithm for intrusion detection on the basis of the Matching
Pursuit algorithm. As to our best knowledge, we are the first to use Matching
Pursuit for intrusion and anomaly detection in computer networks. Hereby,
we report further, more extensive, evaluation of the proposed methodology.
We show results for 15 metrics characterizing network traffic (previously we
tested our system using packets-per-second only). Moreover, we provided
the comparison of our method with state-of-the-art DWT-based anomaly
detection system and proved that our solution gives better results in terms
of detection rate and false positives.

1 Introduction

Most current IDS systems have problems in recognizing new attacks (0-day
exploits) since they are based on the signature-based approach. In such mode,
when system does not have an attack signature in database, such attack is
not detected. Another drawback of current IDS systems is that the used
parameters and features do not contain all the necessary information about
traffic and events in the network [1].

In our previous work (e.g. [2]) we proposed a new solution for ADS
(Anomaly Detection System) system based on signal processing algorithm.
ADS analyzes traffic from internet connection in certain point of a computer
network. The proposed ADS system uses redundant signal decomposition
method based on Matching Pursuit algorithm. Matching Pursuit is a known
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signal processing technique used for instance in audio compression, image
and video compression. However, as to our best knowledge, we are the first
to use Matching Pursuit for intrusion and anomaly detection in computer
networks.

ADS based on Matching Pursuit uses Dictionary of Base Functions - BFD
to decompose input 1D traffic signal (1D signal may represent for example
packets per second) into set of based functions called also atoms. The pro-
posed BFD has ability to approximate traffic signal.

In this paper we present further evaluation of our methodology. Previously,
we reported the results only for one network traffic parameter (packets per
second). Hereby, we show results for 15 network traffic parameters (from
the benchmark DARPA database). Moreover, we compare our results to the
method based on Discrete Wavelet Transform and prove that we achieve
better results.

2 Anomaly Detection Algorithm Based on Redundant
Dictionary of Base Functions

In this section we shortly present our implementation of the ADS system
based on Matching Pursuit [3, 4, 5].

In the basic Matching Pursuit algorithm atoms are selected in every step
from entire dictionary which has flat structure. In this case algorithm causes
significant processor burden. Therefore, a dictionary with internal structure
was used in our coder. Such dictionary is built from: atoms and centered
atoms. Centered atoms group such atoms from D that are as correlated
(to each other) as possible. To calculate the measure of correlation between
atoms, the function o(a, b) can be used [6]:

o (a, b) =

√
1−

(
|〈a, b〉|
‖a‖2 ‖b‖2

)2

(1)

The quality of centered atom can be estimated according to (2):

Ok,l =
1

|LPk,l|
∑

i∈LPk,l

o
(
Ac(i),Wc(k,l)

)
(2)

LPk,l is a set of atoms grouped by centered atom. Ok,l is mean of local
distances from centered atom Wc(k,l) to the atoms Ac(i) which are strongly
correlated with Ac(i).

Example dictionary structure was presented in Fig. 1. Atom tree consist
of root node Wg and every centroid consist of two children. Parameter Ac
represents leaf nodes (without children).
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Fig. 1. Dictionary structure

Centroid Wc(k,l) represents atoms Ac(i) which belong to the set i ∈ LPk,l.
List of atoms LPk,l should be selected according to the Equation 3:

max
i∈LPk,l

o
(
Ac(i),Wc(k,l)

)
≤ min

t∈D\LPk,l

o
(
Ac(t),Wc(k,l)

)
(3)

In the proposed ADS solution 1D real Gabor base function (Equation 4) was
used to build dictionary [6, 7].

αu,s,ξ,φ(t) = cu,s,ξ,φα(
t− u
s

) cos(2πξ(t− u) + φ) (4)

where:

α(t) =
1√
s
e−πt

2
(5)

cu,s,ξ,φ - is a normalizing constant used to achieve atom unit energy.
In order to create overcomplete set of 1D base functions dictionary D

was built by varying subsequent atom parameters: Frequency ξ and Phase φ,
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Position u, Scale s. Base functions dictionary D was created with using 10
different scales (dyadic scales) and 50 different frequencies.

Traffic Parameters are used to create one dimensional signal. This signal is
decomposed with the use of Matching Pursuit transformation. After MP de-
composition we achieved projection coefficients ck which are used for creating
normal traffic profiles.

Normal traffic profiles are calculated using input traffic without attack and
anomalies. Normal profiles are calculated separately for every traffic feature.
Our ADS system compares current traffic traces (to be analyzed) with the
reference profiles calculated during normal work (stored in a database).

ADS system makes an alarm when difference between profiles exceed cer-
tain threshold (we usually use the threshold value equal to 30%).

3 Evaluation of the Proposed ADS Methodology

Performance of our approach was evaluated with the use of four trace
bases [8, 9, 10, 11]. The test data contains attacks that fall into four main
categories [12] such as:

1. DOS/DDOS: denial-of-service, e.g. syn flood,
2. R2L: unauthorized access from a remote machine, e.g. guessing password,
3. U2R: unauthorized access to local superuser (root) privileges, e.g., various

"buffer overflow" attacks,
4. PROBING: surveillance and other probing, e.g., port scanning.

For experiments we chose 20 minutes analysis window because most of at-
tacks (about 85%) ends within this time period [13] . We extracted 16 traffic
features (see Table 1- 5) in order to create 1D signals for Matching Pursuit
- Mean Projection analysis.

Traffic features were calculated with the use of 1 minute time period (Ta-
ble 1 - Table 2). Traffic feature called flow requires more explanation since
there are various definitions of this metric. A flow consist of a group of packets
going from a specific source to a specific destination over a time period [14].
Flows are always considered as sessions between users and services. For every
network traffic feature we created "normal profile" based on DARPA train-
ing base without attacks. Results achieved for testing base were compared
to normal profiles in order to detect anomalies. We compared our system to
other signal processing ADS system based on Wavelet transform [14].

For the same DARPA test base we achieved better anomaly detection rate.
Our system is more computational complex than system based on wavelets
transform but it is possible to realize it in real time.

In Table 1 and Table 2 detection rates achieved for DARPA benchmark
trace base are presented. These are results achieved for two test days. Detec-
tion results were compared to the list of attacks which should exist in this
two testing days.



Performance Evaluation of ADS System Based on Redundant Dictionary 481

Table 1. Detection Rate for W5D1 (Fifth Week, Day 1) DARPA [11] trace

Network Traffic Total number of Detected number Detection
Feature of attack of attack Rate [%]

ICMP flows/minute 73 61 84.93
ICMP in bytes/minute 73 31 43.83
ICMP out bytes/minute 73 39 54.79
ICMP in frames/minute 73 59 82.19
ICMP out frames/minute 73 65 90.41
TCP flows/minute 73 68 94.52
TCP in bytes/minute 73 32 46.57
TCP out bytes/minute 73 31 45.20
TCP in frames/minute 73 57 79.45
TCP out frames/minute 73 54 76.71
UDP flows/minute 73 41 58.90
UDP in bytes/minute 73 52 73.97
UDP out bytes/minute 73 71 100.00
UDP in frames/minute 73 52 73.97
UDP out frames/minute 73 70 98.63

Table 2. Detection Rate for W5D5 (Fifth Week, Day 5) DARPA [11] trace

Network Traffic Total number of Detected number Detection
Feature of attack of attack Rate [%]

ICMP flows/minute 68 49 72.06
ICMP in bytes/minute 68 56 82.35
ICMP out bytes/minute 68 54 79.41
ICMP in frames/minute 68 59 86.76
ICMP out frames/minute 68 56 82.35
TCP flows/minute 68 37 54.41
TCP in bytes/minute 68 41 60.29
TCP out bytes/minute 68 23 33.82
TCP in frames/minute 68 31 45.58
TCP out frames/minute 68 32 47.05
UDP flows/minute 68 66 97.05
UDP in bytes/minute 68 62 91.17
UDP out bytes/minute 68 60 88.23
UDP in frames/minute 68 62 91.18
UDP out frames/minute 68 60 88.24

In Table 3 and Table refSaganowski:idauthor:tab:4 there are results for
MAWI test base. Bold numbers in tables point to existence of anoma-
lies/attacks in certain window. In Table 5 there are results achieved for
CAIDA test base. Traces consist of DDoS attacks and every trace represents
1 hour of the network traffic.
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Table 3. Matching Pursuit Mean Projection - MP-MP for TCP trace (20 min.
analysis window)

TCP trace (pocket/second) Window1 Window2 Window3 MPMP MPMP for
MAWI [8] MPMP MPMP MPMP for trace normal trace

Mawi 2004.03.06 tcp 210.34 172.58 239.41 245.01 240.00
Mawi 2004.03.13 tcp 280.01 214.01 215.46 236.33 240.00
Mawi 20.03.2004 tcp 322.56 365.24 351.66 346.48 240.00
(attacked: Witty)
Mawi 25.03.2004 tcp 329.17 485.34 385.50 400.00 240.00
(attacked: Slammer)

Table 4. Matching Pursuit Mean Projection - MP-MP for UDP trace (20 min.
analysis window)

UDP trace (pocket/second) Window1 Window2 Window3 MPMP MPMP for
MAWI [8] MPMP MPMP MPMP for trace normal trace

Mawi 2004.03.06 tcp 16.06 13.80 17.11 15.65 16.94
Mawi 2004.03.13 tcp 20.28 17.04 17.40 18.24 16.94
Mawi 20.03.2004 tcp 38.12 75.43 61.78 58.44 16.94
(attacked: Witty)
Mawi 25.03.2004 tcp 56.13 51.75 38.93 48.93 16.94
(attacked: Slammer)

Table 5. Matching Pursuit Mean Projection - MP-MP for TCP trace with DDoS
attacks (20 min. analysis window)

TCP trace (pocket/second) Window1 Window2 Window3 MPMP MPMP for
CAIDA [9] MPMP MPMP MPMP for trace normal trace

Backscatter 2008.11.15 147.64 411.78 356.65 305.35 153.66
Backscatter 2008.08.20 208.40 161.28 153.47 147.38 153.66

4 Comparison of the Matching Pursuit with Standard
DWT Using 15 Traffic Parameters

In Table 6 comparison to DWT based [14] signal processing ADS was pre-
sented. Both solutions were tested with the use of DARPA [11] test traces.
DARPA benchmark traces consist of attacks which belong to every layer of
TCP/IP protocols stack.

In Table 6 the results for W5D1 (Week 5 Day 1) testday are reported. We
used 15 traffic parameters during systems testing.

Detection Rate and false positive achieved by our methodology based on
Matching Pursuit is better than in DWT based system presented in [14].
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Detection rate is changing depending on the particular traffic feature. To
recognize 100% of anomalies for DARPA testbed we have to use 1 to max 4
traffic features.

We also significantly reduced false positive parameter in comparison to
DWT-based ADS [14]. It is very important parameter in ADS systems, since
the number of false positives can not be overwhelming.

Table 6. Proposed MP-MP ADS in comparison to DWT based ADS [14]. Both
solutions were tested with the use of DARPA [11] testbed (results in table are for
Week5 Day1 testday; DR-Detection Rate [%], FP-False Positive [%])

Traffic Feature MP-MP DR[%] MP-MP FP[%] DWT DR[%] DWT FP[%]
ICMP flows/minute 68.49 20.54 14.00 79.33
ICMP in bytes/minute 79.45 27.39 83.33 416.00
ICMP out bytes/minute 73.97 32.87 83.33 416.00
ICMP in frames/minute 78.08 27.39 32.00 112.00
ICMP out frames/minute 72.60 30.13 32.00 112.00
TCP flows/minute 89.04 34.24 26.67 74.67
TCP in bytes/minute 47.94 32.87 8.67 23.33
TCP out bytes/minute 80.82 27.39 8.67 23.33
TCP in frames/minute 36.98 26.02 2.00 36.00
TCP out frames/minute 38.35 27.39 2.00 36.00
UDP flows/minute 89.04 41.09 10.00 74.67
UDP in bytes/minute 98.63 41.09 11.33 66.67
UDP out bytes/minute 100.00 46.57 11.33 66.67
UDP in frames/minute 98.63 39.72 12.67 66.67
UDP out frames/minute 100.00 46.57 12.67 66.67

5 Conclusion

In the article further evaluation of our methodology for Anomaly Detec-
tion Systems is presented. The major contributions of our work is a novel
algorithm for detecting anomalies based on signal decomposition. In the clas-
sification/decision module we proposed to use developed matching pursuit
features such as mean projection. We tested and evaluated the presented fea-
tures and showed that experimental results proved the effectiveness of our
method. Hereby, we reported the results achieved for 15 metrics character-
izing network traffic. Moreover, comparison of our method with the state-
of-the-art method based on DWT is provided, showing better results on the
same DARPA traces.
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